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Preface

Rehabilitation, both its motor and cognitive forms, is a complex universe, or should I
say, a complex multiverse. It gathers several disciplines, a multitude of approaches, a
myriad objectives, and a swarm of cultural and (pre)defined ideas and praxis. The rise
of information and communication technologies (ICT) has added a new layer to this
field. New exercises and new forms of interaction with the equipment, and with the
caregivers, are slowly becoming an option in rehab clinics. They include motion
capture, hardware and software, and 3D interactive and immersive applications that try
to substitute real-life exercises in a more pleasant and motivating way.

Hardware, such as Microsoft’s Kinect or Nintendo’s Wii, although not designed nor
developed with a rehab aim in mind, are being used since their first release, especially
by research and development groups, for rehab purposes. The main reason for this rests
behind the idea (or wishful thought) that motion capture could be used as a natural way
to interact with the exercise.

3D worlds have long been used for clinical purposes and are a way to provide a
natural and meaningful environment that intends to mimic real-life events while being
fully controlled by the therapist. 3D digital environments, with or without the motion
capture systems, are being developed and tested to assist patients with a wide range of
disabilities. Some researchers are using virtual reality (VR) systems to help patients
with chronic back pain to overcome their kinesiophobia through the manipulation of
visual feedback. Others are using multilevel exercises to stimulate a wide range of
cognitive functions that were compromised by acquired brain impairments. Such
platforms are based on instrumental activities of daily life where the patients exercise
activities, and the cognitive functions required to complete them, that they usually
perform on a regular basis on a normal day. And yet others are using VR for both
cognitive and motor rehab, as an attempt to offer a holistic approach that encapsulates
the interdependency of motor and cognitive functionalities. The common ground of all
these approaches is that they try to reduce costs and time, by working with off-the-shelf
software and hardware that offer top-notch graphic and interaction quality.

Rehab is all about repetition, repetition, repetition, motivation, and feedback. Only
with an almost endless repetition of the impaired functionality it is possible to totally,
or partially, regain the lost function. But whereas repetition is not much of a problem
for computers, in fact they are quite good at it, human beings are not that keen on
repeating the same process over and over again, especially if it causes any pain or
discomfort, as happens with rehab exercises. One strategy to overcome this problem is
to keep the patients motivated so that they can endure the boring and repetitive process
of executing the same exercise repeatedly. Another strategy is to keep the patients up to
date with the success or failure of their actions, while executing the exercises. Feedback
is, therefore, paramount to keep the patients in the loop of their performance.

The feedback (and monitoring) theme played a major role in REHAB 14. A majority
of the papers published in this book are about ways of getting data out of the



performance of the rehab exercise, so as to be used by the therapists and the patients
alike. The widespread use of sensors and motion capture devices, alongside VR, helps
to improve the performance through the collection and assessment of data from the
exercise while it is ongoing, delivering better insight into the outcomes of the therapy.

The rest of the studies presented at REHAB 14 comprised work reporting on some
of the latest advances in motor rehab. Several studies of gait and of upper limb rehab
illustrate how technologies are being applied in this context. These studies reflect the
mainstream use of VR for rehab purposes.

The rest of the studies were split into areas that are now emerging as clients of
ICT-based rehab. Several studies of the use of VR to stimulate cognitive functioning
are now available opening new possibilities for the use of VR in the context of rehab.
Also, reports on the contribution of ICT on speech and navigational problems were
discussed.

These examples of the studies that got podium time at Rehab 14 illustrate the overall
tendency of ICT-based rehab solutions. Nevertheless, some groups are looking for
additional opportunities. For example, avatars are being investigated to be used as
surrogates of clinicians to help assist patients when caregivers are not around, or to
train clinicians with virtual IA-enabled patients. Another trend is to couple the existing
platforms with pervasive and continuous monitor valences, which are able to collect
ongoing data from the patient’s physiology and behavioral status. This trend also
includes the use of mobile systems so that the assessment can be made anytime and
anywhere.

May 2014 Habib M. Fardoun
Victor M.R. Penichet

Daniyal M. Alghazzawi
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Assessing Cognitive Functions with VR-Based
Serious Games that Reproduce Daily Life: Pilot

Testing for Normative Values

Pedro Gamito1,2(&), Jorge Oliveira1,2, Rodrigo Brito1,2,
Paulo Lopes1,2, Diogo Morais1,2, Ludmila Pinto2, Luís Rodelo2,

Fátima Gameiro1,2, and Beatriz Rosa1,2

1 COPELABS, Universidade Lusófona,
Edifício U, 1º Andar, 388 Campo Grande,

1749-024 Lisbon, Portugal
pedro.gamito@ulusofona.pt

2 School of Psychology and Life Sciences,
Universidade Lusófona, Lisbon, Portugal

Abstract. Acquired brain impairments are responsible for cognitive dysfunc-
tions that affect daily life activities. Promoting recovery via exercises stimulating
cognitive functions through ecologically valid interactive media such as virtual
reality (VR) is a fast-emerging option. However, assessment still relies largely
on non-ecological measures such as pencil-and-paper protocols. We propose
that an effective alternative to those protocols is to assess patients while they
execute exercises that mimic real-life tasks in a VR scenario (e.g. shopping,
dressing, or preparing breakfast). For this, normative data is required. We
describe a VR scenario-based assessment tool and report a study to define
normative (non-clinical sample) performance levels in daily-life exercises with
that tool. We discuss the results on task performance and effects of prior
experience with video-games.

Keywords: Virtual reality � Cognitive rehabilitation � Normative data

1 Introduction

Acquired brain impairments may result from a variety of causes, ranging from infectious
diseases (for example, herpetic encephalitis) to traumatic brain injuries (from, e.g.,
motor vehicle accidents) or even substance abuse (e.g. alcohol or heroin). These often
impact on cognitive functioning, including on attention, memory, and decision-making,
thus compromising the regular performance of daily life activities [1–5]. The most
common way to assess such deficits, as well as the impact of training, stimulation and
rehabilitation programs, is through paper-and-pencil evaluation measures such as
memory and attention tests. However, these tests do not reproduce people’s actual daily
tasks. It is quite possible that the validity of their results may be somewhat limited to
performance on those specific exercises that appear in the questionnaire, and that the
generalization of improved performance onto daily life functioning may be quite lim-
ited. Standardized evaluation measures that diagnose and assess the impact of

© Springer-Verlag Berlin Heidelberg 2015
H.M. Fardoun et al. (Eds.): REHAB 2014, CCIS 515, pp. 1–10, 2015.
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intervention programs in daily life contexts are thus required. This work is an extended
version of [25] in which the descriptive data on task performance and effects of prior
experience with video-games are discussed. In this chapter, we propose that a virtual
reality (VR) platform where patients could fulfill daily-life activities compromised by
cognitive impairments and where, at the same time, data from the performance of such
activities could be drawn from, could be a viable solution for this problem [6].

VR-Based Psychological Treatments. VR, with its ability to reproduce several aspects
of daily life, due to such characteristics as interactivity and immersion, has been long
used as a surrogate of reality to treat anxiety disorders through exposure in a controlled
and non-threatening environment, as well as to engage cognitively impaired patients in
safe and appealing VR-based rehab games (for a review, see [7, 8]). These VR-based
rehab games are a type of serious games (SGs), which are an offshoot of realistic
videogames used for entertainment. These are called ‘serious’ in order to highlight their
serious purposes, in contrast to games designed purely for entertainment purposes. This
does not mean that the games themselves are not fun or entertaining for users. Indeed,
part of their appeal lies in the fact that they share ‘entertaining’ features with video-
games. Rather, it means that SGs use these entertaining features for training, education,
health, communication, and treatment purposes [9]. VR/SG-based psychological
treatments are mostly of two kinds: treatments of anxiety disorders, and cognitive
rehabilitation treatments.

Typically, anxiety disorders are treated with two very different approaches: a
pharmacological approach, and a cognitive-behavioral therapy approach. The phar-
macological approach, in which serotonin- and serotonin-norepinephrine reuptake
inhibitors are generally used as first-line agents, in conjunction with more targeted
agents for second- and third-line strategies, is used for a wide variety of anxiety
disorders (including panic-, social anxiety-, generalized anxiety-, posttraumatic-, and
obsessive-compulsive disorders). However, many patients with anxiety disorders fail to
respond adequately to these pharmacological treatments [10]. Conversely, the
cognitive-behavioral approach to the treatment of anxiety disorders is based on con-
fronting patients with anxiety-inducing situations but within a safe and controlled
environment, thereby reeducating their erroneous beliefs about those situations by
learning to dissociate those situations with negative outcomes. This can be done by
imagination (following instructions to imagine a situation), by watching pictures or
clips associated to the situation, or by actually reliving the situation associated to the
anxiety. For example, arachnophobic patients face images of spiders or even live
spiders repeatedly, until the phobic fear of spiders is abated through learned dissoci-
ation between spiders and actual danger [11].

A VR/SG approach to the treatment of anxiety disorders builds on the principles of
cognitive-behavioral therapy, but provides an even more controlled and safe envi-
ronment, which offers patients a number of advantages of real live stimuli, without
many of the drawbacks. Thus, on the one hand, patients are aware that the images are
not real, therefore feeling safer than in real-life environments. However, on the other
hand, the rich interactive simulation in VR produces a more life-like situation, in which
patients actually participate, and thus inducing a greater degree of immersion (i.e.
feeling that one is living the actual situation). Furthermore, VR tools allow therapists to

2 P. Gamito et al.



develop scenarios with ecological validity (i.e. that reproduce most aspects of a type of
setting that patients associate with an anxiety-inducing situation). VR/SG therapies
have been successfully developed to treat a diversity of anxiety disorders. In sum,
VR/SG therapies for anxiety disorders can be defined as masked exposure therapy
techniques under the guise of games, with embedded features such as novelty, play-
fulness, control, and security. These characteristics are ideal to deliver the key thera-
peutic outcome of desensitization to anxiety-inducing stimuli.

VR also seems to be a viable option to conduct cognitive stimulation exercises on
impaired populations [12–16]. Traditional (non-computer based) cognitive therapies
involve direct interaction between therapists and patients and include direct attention
training, training in metacognitive strategies to increase awareness (with feedback),
visuospatial cuing for visuospatial functioning, and training in formal problem-solving
abilities for remediation of executive functioning. The effects of these techniques are
ambivalent. A major problem seems to be lack of generalization of specific training to
daily life situations. A VR/SG approach overcomes this problem by training people
directly in real-life situations.

An Argument for Extending VR Tools to Cognitive Assessment. Although VR-based
solutions are often perceived as paradigmatically innovative, the assessment techniques
used in VR-based interventions are still based on traditional pencil-and-paper tests.
This is somehow awkward in our view. The ecological and immersive advantages of
the VR applications find no correspondence in the paper-and-pencil evaluations. The
common evaluation methods are focused on specific cognitive domains, which do not
necessarily produce an insight on the ability of participants to maintain a functional
daily life. This inability of traditional assessment methods to produce data from which
daily life behavior could be inferred has been well described elsewhere [see 17, 18].

We argue here that traditional assessment methods should be complemented by
approaches able to measure patients’ ability to perform real life tasks rather than only
improvements in pencil-and-paper exercises, in particular if the choice of cognitive
rehabilitation program can be considered a surrogate of a real-life approach. In other
words, the assessment strategy should follow the same principles of the rehabilitation
program.

Furthermore, the digital nature of VR applications make it relatively easy to assess
what is going on in the virtual world. The system can be programmed to record
everything that happens: trajectories, execution times, errors, and indecisions, among
many other indicators. The VR environment can be assumed to reflect in a more
truthful way the actual obstacles that an impaired individual has to overcome in his/her
daily routine. Improvements on indicators of overcoming these obstacles (e.g. less
errors, lower execution times, less indecisions and shorter trajectories) may indicate
that the cognitive functions to perform the required tasks were improved. Although it is
not possible to assure the direct translation to a real world situation, improvements on
VR tasks that mimic real life are probably more reliable than non-ecologically-based
pencil-and-paper test results.
Establishing Normative Data with VR-Based Tools. If we assume the above, it becomes
necessary, in order to develop reliable measures for VR-based cognitive rehabilitation,
to establish standard values from a non-clinical population (i.e. not impaired by trauma
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or substance abuse) so that deviations from normal functioning can be assessed. The
study reported in this paper represents this first step.

One of the first signs of cognitive decline is the difficulty in performing instru-
mental activities, which specifically reflects executive and memory dysfunctions [19].
Our main concern in developing a VR platform for cognitive training and assessment
was therefore to create tasks that require the use of these cognitive functions during the
execution of real-life activities. We thus created a number of tasks based on activities of
daily living that are usually assessed with functionality self-report scales (shopping,
food preparation, etc.) administered to patients or caregivers, but that not always reflect
the real impairments in daily function.

These exercises were designed to not only exercise, but also to assess executive and
memory dysfunctions that are often associated with loss of functional independence,
such as planning and sequencing (executive functioning), working, and short-term
memory abilities.

In order to be able to assess both cognitive impairments and cognitive recovery,
however, we first needed to establish the normative data from non-clinical samples in
performance on these tasks. Our aim was to produce normative data for the daily tasks
we had created in our VR platform.

2 Method

2.1 Participants

59 participants (28 males) were recruited from the general population (universities and
companies in Lisbon region, Portugal). They were asked to participate in a study
designed to evaluate cognitive abilities. Their mean age was 27 yrs (SD = 10.69) and
69.5 % had previous experience in using a PC for gaming purposes. Education levels
ranged from 9 years of formal education to post-graduate education, with an average of
13 years of education (SD = 2.05).

2.2 Measures

The VR application scenario consisted of several daily life activities designed to train
cognitive functions. Our aim was to collect normative data concerning performance in
each of the tasks. The dependent variables were based on hit rates and execution time
during each of the tasks. A total execution time was also estimated as a global indicator
of task performance. These data were automatically saved on a *.txt file for further
analysis.

2.3 Procedure

The VR platform consisted of a small town populated with digital robots (bots). The
town consisted of streets and buildings arranged in eight square blocks, along with a
2-room apartment and a mini-market in its vicinity, where participants were able to
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move freely around and to pick up objects, if they so wished (Fig. 1). The platform was
developed using Unity 2.5.

Each participant underwent a short training in a 3D scenario in order to ensure a
minimum ability to move around and to interact with 3D objects. After this training
session, the participant’s avatar was spawned in the apartment, where it had to
complete a number of tasks in the following order: Wardrobe – Task 1; Memory Game
– Task 2; Breakfast – Task 3; Virtual Kitchen Test – Task 4; Recall – Task 5; Shopping
– Task 6. In the Wardrobe task the participants were instructed to choose 3 pieces of
clothing according to their gender (e.g. shirt, pants and shoes). In the Memory Game
task, a matching game, participants had to complete an 8-fruits matching trial to assess
memory. In the Breakfast Preparation task the participants had to perform three
movements in pre-determined order: pick up bread and butter; use a toaster; and make
the movement to drink from a cup. The Virtual Kitchen Test used a 3D-kitchen
scenario, which we have previously developed, and the participants’ task involved
planning and executing a sequence of steps in the preparation of a breakfast and the
baking of a cake [20]. This task requires that the participant drag sequentially, from a
kitchen cabinet, the ingredients for a cake that are displayed on a list. In the Recall
Task, participants’ were exposed to an LCD screen in the virtual apartment with 15
video clips of TV news. After a 60-seconds period, they were asked to recall each of
the video clips. Once outside the apartment, the avatar had to find its way to the

Fig. 1. Examples of the VR platform. On the top, the Wardrobe and Memory game; in the
middle, the Breakfast and Virtual Kitchen; and the Recall and Shopping tasks in the bottom
panel.
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mini-market store where it had to complete a shopping task with a predefined amount
of money. In the final task, the participants were instructed to buy 7 products (i.e.,
1 milk bottle, 1 pack of sugar, 1 bottle of olive oil, 1 package of crackers, 1 bottle of
soda, 1 bottle of beer, and 1 can of tuna) with the least possible expense (25€ max).

3 Results

Our main aim was to identify the normative values for each of the tasks: (1) Wardrobe;
(2) Memory game; (3) Breakfast preparation; (4) Virtual Kitchen Test (5) Recall task;
(6) Shopping. In the Wardrobe Task, participants were instructed to choose 3 pieces of
clothing. The average hit rate on this task was 81.4 % for 3 correct pieces, and the
average execution time was 1.02 min. Only a small percentage of participants failed to
choose 3 pieces (2 pieces, 15.3 %, 1 piece, 3.4 %). In the Memory Game, the average
execution time was of 31 s in an 8-fruit matching trial. The average number of attempts
was 14.79 moves (SD = 2.80; ranging between 10 and 26 moves), with an average hit
rate of 94.5 %. The Breakfast task took participants on average 13 s (SD = 21 s) to
complete, and the Virtual Kitchen (baking of a cake) 14 s (SD = 11 s), with a hit rate of
98.3 % in choosing the required 5 ingredients. In the Recall task, participants correctly
recalled an average of 7 out of 15 news items. In the shopping task, 58.5 % of the
participants accomplished the main goal, which was to spend the least possible money
(12.05€). None of the participants spent more than 15€. The execution time in the
shopping task ranged from about 2 min to 14 min with an average of 6.9 min
(SD = 3.90). The overall execution time of the aggregated tasks was on average
19.79 min (SD = 2.43) (Table 1).

Performance on each task was measured by two different variables (execution time
and correct responses). In order to compute Pearson r correlations with most repre-
sentative variables of each task, we chose variables more adjusted to normal distri-
bution (i.e., skewness and kurtosis equal to < 1). Thus, the bivariate correlations were
computed for execution time in the Wardrobe, Memory game, Breakfast, and Virtual
Kitchen, and the Shopping task, whereas the correct responses were used for the Recall
task. According to Table 2, the most significant correlations (p < .05) were obtained for
the Shopping task (Task 6), that correlated positively (p < .05) with the Wardrobe,
Memory game, Breakfast and Virtual Kitchen tasks. However, this task was negatively
correlated with the Recall task, which was not expected because both of theses tasks
were proposed for memory abilities.

Following this analysis, our intent was to study the possible influence of the
sociodemographic data on each of these outcomes. Thus, Multiple Linear Regression
analyses with stepwise method were carried out using 4 predictors: gender, age, edu-
cation level, and video-game experience. With the exception of age, the remaining
categorical variables were transformed into dummy variables with binary coding (male
VS female; secondary education VS high education; without VS with video-game
experience). Table 3 depicts the r2 for each model and the respective standardized Beta
scores for the predictors.

Regarding the Wardrobe task (Task 1) and Memory Game (Task 2), larger execution
times in these tasks were predicted exclusively by the absence of video-game experience
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(both Beta scores are positive: .49 and .30, respectively). As for the Breakfast Prepa-
ration in the VR (Task 3), the best predictors of execution times were absence of
video-game experience (B = .34), age (B = .41) and secondary education (B = .29).
These Beta scores were positive which indicates that absence of video game experience,
age and secondary education predicted larger execution times in this task. In the Kitchen
Test (Task 4), execution times were predicted negatively by previous video-game

Table 1. Descriptive data

Min. Max. M SD Skewness Kurtosis

Task 1 (execution time) .3 3.51 1.02 .74 1.29 1.62
Task 1 (hits) 1 3 2.78 .49 –2.23 4.40
Task 2 (execution time) .18 .49 .31 .07 .68 –.31
Task 2 (no. moves) 10 26 14.79 2.80 1.39 3.35
Task 2 (hits) 6 8 7.96 .27 –7.55 .57
Task 3 (execution time) .01 1.53 .13 .21 5.34 33.45
Task 3 (hits) 3 3 3 0 – –

Task 4 (execution time) .03 .47 .14 .11 1.13 .83
Task 4 (hits) 4 5 4.98 .13 –7.68 .59
Task 5 (hits) 4 11 7.41 1.57 .01 –.48
Task 6 (money spent) 12.05 12.95 12.19 .22 1.49 1.76
Task 6 (execution time) 95.19 846.56 341.36 191.34 1.13 0.41
Total execution time 16.53 28.48 19.79 2.43 1.22 1.88

Legend: Task 1 – Wardrobe; Task 2 – Memory Game; Task 3 – Breakfast
Preparation; Task 4 – Virtual Kitchen; Task 5 – Recall test; Test 6 – Shopping.

Table 2. Correlations among the VR-based tests

Task 1
(execution
time)

Task 2
(execution
time)

Task 3
(execution
time)

Task 4
(execution
time)

Task 5
(hits)

Task 6
(hits)

Task 1
(execution time)

1 .48** .30* .53** –29* .63**

Task 2
(execution time)

.48** 1 .21 .33* –.11 .47**

Task 3
(execution time)

.30* .21 1 .23 –.09 .55**

Task 4
(execution time)

.53** .33* .23 1 –.23 .55**

Task 5 (hits) –.29* –.11 –.09 .23 1 –.26*
Task 6
(execution time)

.63** .47** .55** .55** –.26* 1

Legend: Task 1 – Wardrobe; Task 2 – Memory Game; Task 3 – Breakfast Preparation; Task 4 –

Virtual Kitchen; Task 5 – Recall test; Test 6 – Shopping. (** p < .01; * p < .05)
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experience (B = –.33). In this sense, higher video-game experience predicted shorter
execution times in this task. On the other hand, no significant predictors were found for
hits in the Recall task (Task 5), whereas execution time in the Shopping task (Task 6)
was also predicted by the absence of video-game experience (B = .53) and age (B = .23).
These variables were associated with larger execution times in the Shopping task.

4 Conclusion

The aim of this study was to evaluate a set of cognitive exercises for neuropsycho-
logical assessment and rehabilitation and to produce normative data for these measures.
Our assessment was based on the performance on several daily life tasks from a
VR-based serious games approach designed to improve specific cognitive abilities and
overall functionality in patients with cognitive impairments. The overall results of a
descriptive analysis showed no floor or ceiling effects in each of the tasks performed,
which supports the suitability of the tasks. The linear regressions indicated that the
execution of these tasks in a VR setup is affected mainly by previous computer
experience. Even with an initial session of training, most of the dependent measures
were influenced by video-game practice. This result suggests previous video-game
experience is an important confounder of task execution in VR-based setups and would
suggest a distinction in normative values as a function of video-game practice. On the
other hand, the lack of influence of education on task execution measures is also
interesting and suggests these exercises are robust measures not affected by education
level, which is not the case of the validated traditional paper-and-pencil tests [21–24]. It
is worth noting, however, that sample size and sample characteristics may have limited

Table 3. Multivariate linear regression analysis for eachVR-based test

DVs Adjusted r2 Predictors β

Task 1
(execution time)

.23 Absence of VGE .49

Task 2
(execution time)

.07 Absence of VGE .30

Task 3
(execution time)

.23 Absence of VGE
Age
Secondary ed.

.34

.41

.29
Task 4
(execution time)

0.24 VGE –.33

Task 5
(hits)

– – –

Task 6
(execution time)

0.17 Absence of VGE
Age

.54

.23

Legend: Task 1 – Wardrobe; Task 2 – Memory Game;
Task 3 – Breakfast Preparation; Task 4 – Virtual Kitchen;
Task 5 – Recall test; Test 6 – Shopping; VGE – Video
game experience.
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these results. Although we found no impact of age and education, larger and more
representative samples, in particular with a broader range of age and education levels,
would give us more solid evidence for older and less educated populations.

Acknowledgments. We would like thank the technicians involved in the development of the
VR applications: Felipe Picareli, Marcelo Matias and Filipa Barata.
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Abstract. The quantitative assessment of balance still needs to be performed in
a laboratory equipped with force plates because there is, currently, no other
validated tool available. The Wii Balance Board™ (WBB) could be used as a
portable, easy-to-use and inexpensive tool to assess balance. Before being used
in clinics such kind of tool must go through an important validation process. In
clinics not only the total displacement of Center of Pressure (CP) is relevant but
other parameters can be derived from CP. The aim of this study was to validate
the use of the WBB, compared to FP, in different balance testing conditions
(standing and sitting) for multiple parameters derived from CP displacement (CP
velocities, area of 95 % prediction ellipse, dispersion of CP from the mean
position…). Fifteen subjects participated in this study and performed a combi-
nation of single and double legs standing balance tests and a sitting balance test.
Bland and Altman plots, paired-sample T-Tests and Pearson’s coefficient cor-
relations were computed. For the nine studied parameters excellent correlations
were found for each different task (mean correlation = 0.97). Unlike previous
work on the WBB these excellent results were obtained without using any
calibration procedure. Therefore, the WBB could be used in clinics to assess
balance through different conditions.
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1 Introduction

The evaluation of balance and postural control is an important field in various domains
such as health (e.g. preventions of falls in elderly people) [1], rehabilitation (e.g.
balance training after stroke) [2] and sports (e.g. to increase athlete’s performance or
decrease injuries’ risk) [3]. Even though this wide potential field of application, it
appears that balance assessment using a force plate (FP) (i.e., during quantitative
functional evaluation) in laboratory is not as used as it should be in clinics for patients’
evaluation or follow up [4]. Despite this the measurement of the center of pressure
(CP) using FP is considered as gold standard to assess balance [5]. This is probably due
to the fact FPs are, most of the time, not transportable due to their embedment in the
laboratory floor. Their relatively high price is also probably blocking their widespread
use outside the laboratory. Access to this kind of tool is therefore limited and does not
allow regular measurement for patient follow up or evaluation of a treatment if a
specially-equipped laboratory is not available. In daily clinics evaluation of balance is
performed using scales such as the qualitative Berg Balance Scale [6]. Despite the fact
that these scales have been validated for various neurological conditions [7] they are
not sensitive enough to detect small clinically relevant changes [6]. There is thus a need
in clinics for portable, easy to use and cost-effective quantitative balance assessment
tools. The Wii Balance Board™ (WBB) (Nintendo®, Kyoto, Japan), originally
developed for video game control using CP displacements, meets the above criteria.
Before being used in clinics such kind of devices must go through a strict validation
process. Several works have been done to validate the WBB: estimation of CP path
length during standing [8, 9] and force estimation [11]. In clinics, the WBB has been
used to assess patients suffering from various diseases such as Parkinson’s disease [12]
or other conditions as for instance anterior cruciate ligaments injuries [13], and with
elderly patients [14, 15]. The scope of these previous studies [8, 9, 12–14] was limited
to the analysis of the CP path length during various conditions (double and single limb
standing, eyes open or closed, simple or double tasks). However, more reliable and
clinically-relevant parameters, such as the Total Mean Velocity (TMV), can be
obtained from CP data [16]. The above studies are using a force calibration procedure
prior to measurement. An important question that still needs to be answered is whether
such a kind of calibration procedure is required in order to get clinically-meaningful
results with the WBB. To the best of our best knowledge, no study has evaluated the
possibility of the WBB for assessing posture in sitting position, although the study of
postural control of patients unable to stand (e.g. paraplegia patients) is clinically of
interest [17].

This paper is a complement to a publication presented in the workshop of the 8th
International Conference on Pervasive Computing Technologies for Healthcare
(PervasiveHealth ‘14) on the use of serious games to improve balance of cerebral palsy
children [18].

The aim of this study was to validate a broad range of parameters derived from CP
using the WBB without any calibration to assess posture during several conditions
including sitting position what has, to our best knowledge, never been done in previous
studies.
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2 Material and Method

2.1 Participants

Fifteen young healthy adults (age = 24 (2) years, height = 172 (12) cm, weight = 66
(12) kg, 4 women) participated in this study. This study was approved by the Ethical
Committee of the Erasme Hospital (CCB: B406201215142) and written informed
consent was obtained from all subjects prior to their participation. No participants
presented any neurological or orthopedic disorders and none of the subjects was taking
medication at the time of the study that may have influenced balance or posture.

2.2 Procedures

A WBB (size 45 cm × 26.5 cm) was placed on the top of FP (AMTI model OR6-6,
Watertown, MA, U.S.A., size 50 cm × 46 cm) that was embedded within the laboratory
floor. This setting allows simultaneous measurement in order to eliminate bias intro-
duced by subject variability if measurements were performed sequentially [9]. The
WBB was connected to a laptop (Intel Core I5, Windows 7, 6 GB RAM) via Bluetooth
connection, data were retrieved using a custom-written software based on the wiimo-
telib software [10]. WBB and FP data collection frequency were 100 Hz and 1000 Hz,
respectively. The FP was calibrated before measurement. For the WBB no calibration
procedure was used although some methods have been proposed [8, 9, 12–14]. Such
calibration-free methodology was adopted because one of the purposes of this study
was to evaluate the clinical WWB usability without the practical constraint of sys-
tematic calibration.

Participants performed a series of twelve balance tasks in a single session dis-
tributed as follows: three repetitions of double limb standing in the middle of the WBB
(experimental condition called “Standing” in this study), four repetitions of double limb
standing on four different locations on the WBB surface (right, left, front and back
sides) (“Positions”), two repetitions of single limb standing (right and left respectively)
(“Single Leg”) and three repetitions of sitting in the middle of the WBB (“Sitting”). All
these repetitions were performed eyes open. Subjects were instructed to stand as still as
possible, arms aligned along the body and the eyes fixing a target on the wall in front of
them (distance = 2.5 m, height = 1.8 m). The optimal trial duration during balance
analysis is still controversial. To assess the body sway in adults 30 s was previously
recommended [19]. Data were thus collected during 30 s for each trial. Multiple
repetitions were asked in order to fight against inter-trial variability (e.g. positions of
the foot on the WBB…).

2.3 Data Processing

Data processing was done using a custom-made Matlab code (The Mathworks, Natick,
RI, USA) based on [22]. Previous works have shown that the time interval between
samples of WBB were inconsistent [9] therefore linear interpolation of the raw signals
of WBB sensors was applied to get a regular sample rate of 1000 Hz [20]. Both data
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from WBB and FP were then filtered using a second order Butterworth low-pass filter
with a cutoff frequency of 12 Hz [8, 9]. For WBB CP, anterior-posterior (CP AP) and
medio-lateral (CP ML) displacements were obtained from the 4 four strain gauge loads
located at the four corners of the plate using Eqs. 1 and 2 respectively:

CPap ¼ FL � PL þ PR ð1Þ

CPml ¼ PL � PR þ PR þ FL þ FR ð2Þ

Where PL, PR, FL and FR are the force values from the posterior left, posterior right,
anterior left and anterior right WBB sensors respectively [8].

For the FP, CP AP and CP ML displacements were obtained using Eqs. 3 and 4
respectively [21]:

CPap ¼ �5:5� Fy�Mx
Fz

ð3Þ

CPml ¼ �5:5� FxþMy
Fz

ð4Þ

CP was analyzed during 20 s (between the 5th and the 25th s of each trial).
Most of the papers comparing WBB and FP are only focusing on the total length of

CP displacement during the trial [6–12] to analyze balance instability. In this paper,
supplementary variables were processed from the available CP data [22]: - the total
displacement of sway (DOT); - the area of the 95 % prediction ellipse (often referred to
as the 95 % confidence ellipse [23, 24]) (Area); - the dispersion of CP displacement
from the mean position (SD ap and SD ml); - the distance between the maximum and
minimum CP displacement (AdCP ap and AdCP ml); - the mean velocity of CP
displacement (MV ap and MV ml); - and the AP and ML displacements of the total CP
sway divided by the total duration of the trial (TMV).

In summary, this study computed 9 variables from the data captured in four dif-
ferent conditions (i.e., “Standing”, “Positions”, etc.) resulting in 36 features to be
compared between WBB and FP.

2.4 Statistical Analysis

Several statistical tests were performed as follows. All dependent variables were nor-
mally distributed (Kolmogorov-Smirnov test); therefore parametric tests were applied.
For every parameter Pearson’s correlation coefficients (R), a two-way - random effects -
single measure (mean of the trials) intra-class correlation coefficient (ICC) [25] and
paired-sampled t-test were computed. Agreement between both devices was examined
using Bland and Altman (B&A) plots [26]. After correlation analysis, linear regressions
were used to correct results of WBB based on FP data (regression equations are
available from Fig. 1); a leave-one-out method was used to evaluate these equations
[27]. Those corrected WBB results were compared with FP using paired-sampled t-test,
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Pearson’s correlation and the normalized root-mean square error (NRMSE ¼
RMSE

ðWBBþFPÞ=2
� 100). All statistical analysis was conducted using Matlab.

3 Results

Table 1 presents the mean results and statistics of the variables for the four different
conditions before applying regressions on WBB data. Linear regression equations and
correlations for the four conditions are presented in Fig. 1. Bland & Altman plots are
presented in Fig. 2. In order to avoid any bias, due to the fact that for some conditions
four trials were recorded and for others one only two, mean values of the conditions
were plotted.

Only 4 out of the 36 variables studied did not present statistically significant
differences between WBB and FP (paired sampled t-test). However, high correlations
were found for every parameter: mean R values were 0.97 for total results (not taking
into account the task performed) and 0.92, 0.90, 0.79 and 0.89 for Standing, Single leg,
Sitting and Positions respectively.

Those high correlations allow correcting results of the WBB in order to have
similar results as those obtained with FP. Equations used to correct these results and
codes to calculate these variables in Matlab are presented in Table 2. Results before and
after corrections (using leave-one-out method) are presented in Table 3. After cor-
rection mean values were similar for correlation (R = 0.97 and 0.96 before and after
regression, respectively), very highly significantly increase for P-value (p < 0.001
before and p = 0.97 after regressions) and the NRMSE is decreased from 25 to 20 %.
Results for the different conditions are presented in Table 4.

4 Discussion

Our results are comparable with previous studies concerning CP path length (DOT) in
standing position. We also found good correspondence (mean R values = 0.97)
between results obtained with WBB and FP in standing positions (double or single leg
stance) [8, 9, 12]. Additional to DOT we computed 8 variables that are clinically
relevant for posture analysis. According to the FP literature, approximately 40
parameters can be derived from CP including the mean velocity that is considered as
the variable offering the highest reliability among different trials [16]. Another
FP-based study underlined the importance of the speed by reporting that peak velocity
showed the highest reliability [28]. One previous study has shown that WBB and FP
show similar results for CP path velocity during single or double legs stance [9]. In this
study, the highest correlations were found for TMV during Standing and Single leg
compared to correlation for DOT (ICC = 0.96 and R = 0.86 for Standing, ICC = 0.96
and R = 0.92 for Single leg) (values obtained before regression correction, see Table 1).
Sitting correlation was found higher for DOT (R = 0.88) than for TMV (R = 0.78).
Measurement of velocity of the displacement of CP during single or double legs stance
have been found comparable with WBB and FP, similar results were found after
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Fig. 1. Scatter plots, correlation lines and equations for three features (DOT, Area and TMV).
For each of the four conditions, the mean value over the different conditions was plotted
(4 conditions × 15 subjects).
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Fig. 2. Bland & Altman plots for three features (DOT, Area and TMV) before regression. For
each different condition the mean values were computed (4 × 15 = 60 trials). Red lines (middle
one) represent the mean difference between the devices. Blue lines (extremities) indicate upper
and lower agreements (1.96 SD).
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regression (Table 3) suggesting us that the WBB could be used to assess these
parameters that are the more sensible to compare different age group or different health
conditions [29]. Unlike the other previous studies, no calibration procedure was used
before measurements. However, results were highly correlated using directly the WBB
without any previous step. In order to get similar results with WBB and FP regression
equations, were directly integrated into the code used to process these variables from

Table 1. Mean (std) results for the processed variable, Pearson’s coefficient correlation (R),
IntraClass Correlation Coefficient (ICC) and P-value of paired-sampled t-test. Results obtained
before applying linear regression on the WBB results.

Variable WBB FP R ICC P-value

St
an

di
ng

DOT 32 (11) 37 (13) 0.86 0.92 <0.001
Area 64 (34) 81 (38) 0.95 0.97 <0.001

RMS ap 1.4 (0.63) 1.6 (0.74) 0.95 0.97 <0.001
RMS sl 2.6 (0.84) 3.0 (0.91) 0.84 0.91 <0.001

AdCP ap 7.2 (3.2) 8.4 (3.7) 0.92 0.95 <0.001
AdCP ml 12.1 (3.8) 13.8 (4.1) 0.87 0.93 <0.001
MV ap 6.3 (1.9) 5.9 (3.1) 0.96 0.93 0.07
MV ml 8.0 (2.4) 8.5 (2.7) 0.96 0.98 <0.001
TMV 11.3 (3.3) 11.6 (4.5) 0.96 0.96 0.2

Variable WBB FP R ICC P-value

Si
ng

le
 le

g

DOT 118 (29) 125 (31) 0.92 0.96 0.004
Area 730 (333) 828 (378) 0.91 0.95 0.003

RMS ap 5.5 (1.5) 6.0 (1.5) 0.89 0.94 <0.001
RMS sl 7.1 (1.9) 7.4 (2.1) 0.88 0.93 0.14

AdCP ap 26.6 (7.1) 29.3 (7.3) 0.86 0.92 <0.001
AdCP ml 35.1 (9.3) 36.2 (11.1) 0.80 0.88 0.39
MV ap 31.1 (9.3) 32.9 (9.7) 0.96 0.97 0.002
MV ml 26.8 (7.8) 27.7 (7.9) 0.96 0.97 0.06
TMV 45.1 (12.7) 47.3 (13.1) 0.96 0.98 0.005

Variable WBB FP R ICC P-value

Si
tt

in
g

DOT 8 (3) 9 (4) 0.88 0.92 <0.001
Area 5 (5) 8 (9) 0.80 0.81 <0.001

RMS ap 0.8 (0.5) 0.9 (0.5) 0.74 0.85 0.006
RMS sl 0.4 (0.2) 0.4 (0.2) 0.90 0.92 <0.001

AdCP ap 4.7 (2.7) 5.8 (3.1) 0.70 0.82 0.004
AdCP ml 1.9 (0.9) 2.6 (1.5) 0.84 0.85 <0.001
MV ap 5.9 (1.7) 5.1 (2.1) 0.79 0.87 <0.001
MV ml 3.2 (0.6) 3.1 (1.0) 0.66 0.72 <0.001
TMV 7.4 (1.8) 6.5 (2.4) 0.78 0.86 0.001

Variable WBB FP R ICC P-value

P
os

it
io

ns

DOT 59 (26) 66 (32) 0.92 0.95 <0.001
Area 220 (187) 292 (290) 0.88 0.88 0.001

RMS ap 2.9 (1.5) 3.3 (1.8) 0.90 0.94 <0.001
RMS sl 3.8 (1.6) 4.2 (1.9) 0.83 0.89 0.004

AdCP ap 14.3 (7.3) 17.3 (10.8) 0.82 0.86 <0.001
AdCP ml 18.9 (8.4) 21.5 (11.0) 0.78 0.86 0.008
MV ap 9.3 (3.7) 9.4 (4.8) 0.94 0.96 0.65
MV ml 11.9 (5.3) 12.6 (5.9) 0.96 0.98 0.01
TMV 16.9 (6.6) 17.5 (7.9) 0.96 0.97 0.08
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CP. This approach is hence more user-friendly compared to an approach where a
calibration procedure is required prior to the use of the WBB.

The use of the WBB to assess balance in sitting position was not tested before
despite the fact that the quantitative evaluation of sitting balance is being studied for
patients that cannot stand (independently) [17]. Results of our study suggest that the

Table 2. Variables obtained from CP and codes, including correction by regression, to calculate
these variables in MATLAB (adapted from [22]). Before using these codes the tendency of the
CP signal must be removed (using “detrend” function).

Code Regression

DOT DOT = sum(sqrt(CPap.^2 + CPml.^2) 1.1473*DOT-0.084
Area [vec,val] = eig(cov(CPap,CPml));

Area = pi * prod(2.4478 * sqrt(svd(val))
1.4762*Area-16.545

RMS ap RMSap = sqrt(sum(CPap.^2) / length
(CPap))

1.149*RMS ap
+0.0196

RMS sl RMSml = sqrt(sum(CPml.^2) / length
(CPml))

1.1289*RMS ml
+0.0255

AdCP ap AdCPap = max(CPap) - min(CPap) 1.2667*AdCP
ap-0.7107

AdCP ml AdCPml = max(CPml) - min(CPml) 1.1464*AdCP
ml-0.03

MV ap MVap = sum(abs(diff(CPap))) * freq /
length(CPap)

1.2533*MV
ap-2.1774

MV ml MVml = sum(abs(diff(CPml))) * freq /
length(CPml)

1.1104*MV
ml-0.5389

TMV TMV = sum(sqrt(diff(CPap).^2 + diff
(CPml).^2)) * freq / length(CPap)

1.1798*TMV-2.0854

Table 3. Mean (std) differences (WBB-FP), Pearson’s coefficient correlation, P-value of
paired-sample t-test and NRMSE for the different variables before and after correction of the
WBB results using linear regression.

PRE POST
Diff. R P NRMSE Diff. R P NRMSE

DOT −5 (7) 0.98 <.001 22 0 (6) 0.97 .97 16
Area −34 (80) 0.95 .002 69 −1 (73) 0.92 .88 51
RMS ap −0.3 (0.3) 0.98 <.001 21 0 (0.2) 0.97 .99 14
RMS ml −0.3 (0.5) 0.96 <.001 23 0 (0.5) 0.96 .96 19
AdCPap −1.7 (2.3) 0.96 <.001 28 0 (1.9) 0.95 .98 19
AdCPml −1.7 (3.1) 0.95 <.001 27 0 (3.0) 0.94 .98 24
MV ap 0.3 (1.1) 0.96 .02 15 0 (0.9) 0.96 .97 12
MV ml −0.4 (0.9) 0.99 .003 11 0 (0.8) 0.98 .99 10
TMV −0.1 (1.4) 0.98 0.52 12 0 (1.2) 0.98 .98 10
MEAN / 0.97 <.001 25 / 0.96 .97 20
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WBB provides results that are correlated with results of the FP even if those correla-
tions are lower than for standing conditions (R = 0.79 compared to R = 0.92 for double
legs and R = 0.90 for single legs). This lower correlation could be due to the hardware
configuration of the WBB, as it is composed of four strain gauge load sensors.

Table 4. Pearson’s coefficient correlation, P-value of paired-sample t-test and NRMSE for the
different variables after correction of the WBB results.

Variable R P-value NRMSE

St
an

di
ng

DOT 0.85 0.97 20
Area 0.95 0.97 17

RMS ap 0.95 0.92 15
RMS sl 0.82 0.99 18

AdCP ap 0.91 0.93 19
AdCP ml 0.86 0.97 16
MV ap 0.96 0.95 15
MV ml 0.95 0.98 10
TMV 0.95 0.97 12

Variable R P-value NRMSE

Si
ng

le

DOT 0.91 0.93 11
Area 0.90 0.93 21

RMS ap 0.87 0.93 13
RMS sl 0.86 0.88 15

AdCP ap 0.81 0.82 15
AdCP ml 0.77 0.96 19
MV ap 0.95 0.92 10
MV ml 0.95 0.97 9
TMV 0.95 0.93 9

Variable R P-value NRMSE

Si
tt

in
g

DOT 0.87 0.95 25
Area 0.72 0.97 92

RMS ap 0.68 0.86 44
RMS sl 0.85 0.92 33

AdCP ap 0.64 0.93 47
AdCP ml 0.82 0.90 37
MV ap 0.76 0.84 25
MV ml 0.65 0.97 23
TMV 0.75 0.84 23

Variable R P-value NRMSE

P
os

it
io

ns

DOT 0.92 0.97 21
Area 0.86 0.95 59

RMS ap 0.89 0.99 27
RMS sl 0.81 0.97 28

AdCP ap 0.80 0.98 40
AdCP ml 0.75 0.98 35
MV ap 0.94 0.99 17
MV ml 0.96 0.98 14
TMV 0.95 0.99 14
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A previous study has estimated dead weight noise and how this noise can affect the
measurements [30]. The same study suggested that the noise can be increased when CP
velocities are low [30]. Our results obtained in the sitting condition confirm this; the
WBB seems less sensitive when CP amplitudes and velocities are low.

Due to the hardware configuration and the low price of the WBB it might be
expected that the position of the subject relative to the sensors could influence the
results. Subjects were asked to stand at the four extreme positions of the WBB, results
were compared to FP and expressed in percentage (100 % is the results of FP).
An ANOVA was applied to compare differences between WBB and FP for the four
positions and the position in the middle of the WBB. No difference was found for the
five positions. A graphical representation of these results is presented in Fig. 3. It is
interesting to note that for the different positions CP displacements are higher than for
the centered positions. Since these results are higher for both WBB and FP we can
assume that it is not due to the WBB. These results are probably due to the fact that
when the subject is standing at the side of the WBB, his balance is less stable, inducing
an increase in the base of support. In clinics it is not possible to ensure that all subjects
always stand on exactly the same spot on the balance board, but it is expected that
subjects stand more or less in the middle of the WBB. Our results show that small
position changes on the WBB do not influence the results.

Fig. 3. Influence of the position of the body related to the WBB on the results. Results of the
WBB are expressed in percentage of FP’s value. No significant statistical difference was found
between the different positions (ANOVA).
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5 Conclusion

This study confirms the good results previously presented of the WBB compared to gold
standard laboratory FP. This study provides relevant additional data. The first aspect is
that it is not required to perform any calibration procedure prior to using the WBB to
assess balance. Instead of a calibration procedure we directly applied regression equa-
tions within the code used to provide clinical parameters derived from CP displacement.
The WBB provides comparable data for displacements and velocities derived from CP
in standing (double or single legs) and sitting positions. The position of the subject
relative to the WBB does not have influence on the results. Therefore the WBB can be
used to assess and to follow in a quick and inexpensive way the patients’ evolution.

Acknowledgments. This study is a part of the ICT4Rehab project and RehabGoesHome (www.
ict4rehab.org). Those projects are funded by Innoviris (Brussels Capital Region).
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Abstract. Rehabilitation of patients is a process aimed at enabling them to
reach and maintain their optimal physical, sensory, intellectual, psychological
and social functional levels. However, rehabilitation process is complex and
patients need to be diagnosed, receive therapy, manage therapy sessions, be
monitored and also obtain direct instructions by personal assistant. In this
chapter, we present a project based on mobile devices and cloud computing
which provides a new rehabilitation process. In this way, the interconnectivity of
both the patient and the therapist in the field of psychological therapy is
improved. The proposed solution is a mobile application that has several fea-
tures taking advantage of the extensive technological utilization in the area of
psychological rehabilitation. Its basic functionality is to assist people with stress
or anxiety so that they can evaluate the degree of professional assistance
acquisition using this application. In case they do not require professional
assistance, the application would help them by suggesting appropriate relax
aspects, providing them theoretical material and an available assistant for such
purposes. As a cloud computing application, the system functionalities aim at
providing direct communication and active contact with a therapist.

1 Introduction

Nowadays, people live in a world where instability and uncertainty govern aspects of
labour, economic, political and social life. This uncertainty can sometimes cause a
person to suffer from confusion in which the search for balance and stability becomes a
life priority. This uncertainty and confusion becomes a problem for a person when he
feels overwhelmed and generates a physical response, which is commonly known by
the term anxiety [1].

Anxiety is one of the most common disorders in the society we live. Many people
suffer from anxiety or stress without any knowledge of what their symptoms are or
what the consequences might cause. Anxiety can be related to stress, panic, eating
disorders [2] or leading to depression. It mainly affects women [3] and children.

Usually, anxiety can be treated by specialists who are fully trained in mental health
problems such as psychiatrists, psychologists or counselors who can provide some
ideas on methods and techniques in order to manage anxiety disorders.

This chapter is a complement to a publication presented in the rehab workshop of
the 8th International Conference on Pervasive Computing Technologies for Healthcare
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(PervasiveHealth ‘14) where proposal is described the without going into technical
details [17].

2 State of the Art

Psychological therapies are based on the study related to human behavior as well as
mental activity on human behavior. These therapies typically explore concepts such as
perception, attention, motivation, emotion, brain function, intelligence, personality,
relationships, consciousness and the unconscious.

Depending on the realized mode, the psychological therapies are distinguished
among others, as in the following sections.

2.1 Physical Therapy

In the physical therapy, the psychologist sees his patients in his office; therefore, the
patients are obliged to physical presence and are treated in the psychologist’s office.
During one session, the patient sees the psychologist or therapist in his office or therapy
room, and the rest wait their turn in a waiting room.

This is the most traditional process of acquiring psychological support [4]. The
psychologist and the patient are meeting face to face; they have personal discussion and
review the discussion material together, so that the psychologist provides personalized
instructions to the patient. Proximity and contact are the predominant features of this
mode.

2.2 Online Therapy

In contrast to the traditional psychologist, the online one offers the same services from a
distance [5]. Therapist and patient are not in the same location but they contact each
other by electronic means; their communication is established via computer networks.
Here, distance and borders do fall; however, this mode suggests that the patient´s
relationship with the psychologist is not as warm and close as with physical therapy.

Depending on the communication and technology used, this mode of therapy can
be realized via synchronous or asynchronous communication tools such as
Email/Chat/Teleconferencing (Skype) etc.

2.3 Virtual Reality

Simulation is a technique that creates experiences similar to reality [6]. Simulation
functions are based upon predefined limits and have many advantages. For example, in
“Technical Exposure”, the therapy is more personalized and aids in coordinating and
controlling situations that could not be done in the real world, improving the space-time
relationship.
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2.4 Mobile Application

Nowadays, applications are designed to provide basic information about anxiety and
stress including meditation and breathing techniques as well as offline reading or
graphic material that is accessible by the interested user [7]. In some applications, a
user can find him/herself out of the suggested and normal stress level, based upon the
results provided by an assistant. Here, there is no interactivity and no real and func-
tional utilization, nor can we understand it as a process of rehabilitation, as it does not
offer a professional therapy service.

3 mTherapy: 21st Century’s Therapy

The research question in this research is the following: ‘In what ways can we offer
professional online service, that does not only get therapist and patient into contact, but
also assists the patient on demand, even in cases the patient cannot contact the therapist?’.

The proposed solution is a mobile application that has several features (not
available yet) taking advantage of the extensive technological utilization in the area of
psychological rehabilitation. Its basic functionality is to assist people with stress or
anxiety so that they can evaluate the degree of professional assistance acquisition using
this application. In case they do not require professional assistance, the application
would help them by suggesting appropriate ways to relax, providing them theoretical
material and an available assistant for such purposes.

If professional help is needed, the application assists the user to search for a
professional psychologist in order to acquire mobile therapy through web navigation
from another device. This would help the patient in all stages of the rehabilitation
process and would actively support a better diagnosis by monitoring the follow-ups
throughout the rehabilitation process. Lastly, the mobile platform is easy and com-
fortable to use for both the patient and the therapist.

The next section describes the functions that distinguish, characterize and highlight
the proposed mobile application as mTherapy, compared to other current applications.
These functionalities are provided by the innate properties of the mobile device, as for
example, portability and accessibility from any location the user finds himself, such as
by GPS on specific geographic locations or the use of a camera as a means of visual
contact in a live connection between patient and therapist. Also as a cloud-based
application, mTherapy facilitates the complete and customized rehabilitation for the
patient, as it is located and managed anchored in the flexibility and efficiency of the
cloud computing technology.

mTherapy functions and related sections are described below.

3.1 Diagnosis

mTherapy features a section using a support assistant wizard to detect and identify
stress and anxiety levels. Based upon specified and pre-programmed levels, that exceed
the threshold of the normal levels, the software recommends the user several relaxation
tools, including indications and techniques that reduce the levels of anxiety and stress.
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Based on the wizard’s results that reveal certain degrees of anxiety or stress levels,
the application automatically shows the user the possibility to opt for a professional
service therapy.

mTherapy does not only provide the user with the convenience of going to a
therapist, but also facilitates practical and anonymous access to therapists so that the
patient can contact the one s/he prefers.

Once the wizard completes the initial estimation, the patient can proceed to the
basic registration of a series of concise data. After that step, the application suggests a
number of therapists geographically nearby the user, accessing a professional network
or use the mobile GPS function. These multiple choices provide the user with the
flexibility and freedom to choose a face-to-face, blended (face to face and online)
therapy or therapists offering their services exclusively online, regardless their geo-
graphic location. Such recommendations also accompany explanations on the benefits
and convenience of an online therapy with respect to traditional therapy. For this
purpose, the device accesses a therapists’ database offering suggested services and
simultaneously, stores the users’ personal details in a database in order to choose a
convenient and affordable way to access therapy.

The diagnostic wizard records observations and specific questions obtaining the
maximum possible information regarding the type of anxiety disorder; this result is
provided to the therapist for assessment when seeing the patient (Fig. 1).

Fig. 1. Patient and therapist service access.
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3.2 Therapy

Once the user has chosen the therapist using mTherapy and after agreeing to undergo a
therapy for a short or medium term in order to solve his/her problems, sessions are scheduled
via a mobile camcorder, also offering the option of using any other preferred device.

Once the patient initiates the session, the application provides him with the option
to start the therapy session which has previously been booked through the appointment
system. As such, the patient and the psychologist may have direct contact and establish
a visual communication to provide the therapist and the patient with all possible
information to support the therapy [8].

The therapy module offers the therapist as well as the patient with the following
options for each scheduled session:

• Videoconferencing Section: establish direct communication between patient and
therapist, with the possibility of the first to use a camera phone as an option for a
video recording and to resources optimization available on the mobile device.

• Notes section: here, the therapeutic psychologist’s advises and patient’s concerns
are collected.

• Files section: these are provided by the therapist, as for example, documentation,
schedules or tasks, so to enhance the therapy process. They can be viewed and
downloaded on the internal or external phone memory for later patient’s review and
consideration.

4 Therapy Management

4.1 The Patient’s View

The patient can view the session’s history, wherein each session can be re-displayed as
extracted from the video conferencing files. This provides a very practical approach to
the rehabilitation process because it allows the patient to remember where and how the
therapist’s instructions were provided. These video files are downloadable from the
mobile device.

Also the patient can view the therapeutic entries based on specific information
received. Likewise, the patient may note and record any concerns, problems, reflec-
tions, experiences or thoughts, on a draft for the next query. Thus, the patient has no
need to write them manually or remember them for later use.

Also, the patient can access the attachments files uploaded to the cloud by the
therapist with the option to download them at any time for a later review.

Lastly, the system provides an internal messaging system supporting specific and
agreed communications between the patient and the therapist.

4.2 The Therapist’s View

In addition to displaying the content (e.g. video, notes and attachments/documents/tasks)
provided to the patient, the therapist may view the patient’s history, as for example panic
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attacks or critical moments, both in frequency and intensity; these are collected by the
assistant for primary patient care; the latter is used to assist the patient in situations in
which the patient is not able to contact the therapist for any particular reason. This
information serves to monitor the patient incidents, enquiries and steps during the
rehabilitation process.

4.3 Monitoring

mTherapy provides access and use on demand at any moment so that the patient cannot
only take advantage of the information received from the therapist at any time and
place and revise it through his mobile, but in addition s/he can receive primary support
and assistance in any situation as it occurs.

For this purpose, and for the patient’s benefits, even if the patient does not have
Internet connection at that moment, he can access an assistant (downloadable and
updatable cache from the cloud), as for example, in critical intensive anxiety or panic
attacks.

In occasions of emergency, the wizard provides the patient with interactive
breathing patterns so to control the patient breathing using the screen and calm him/her.
It also suggests distraction techniques or therapy reminders, which the therapist has
already customized depending on the situation and knowledge on the patient. The
patient can access and use these resources in order to overcome these critical situations.
It is therefore a customized, and thus, not a general self-help information service.

Whenever the patient responds to the primary care assistant, the discomfort levels
he has experienced are recorded. Thus, to be reported to the therapist along with the
frequency of these unpleasant situations, the patient goes through it. This information is
used by the system to provide the therapist with a visual graph of such incidents.

These notifications are sent to the therapist mobile platform as alerts, so to aid the
therapist in knowing more about the patient’s problems. Such information is critical for
the therapist to decide on immediate or less immediate contact with the patient so as to
supervise his condition enabling a progressive patient monitoring.

The therapist can also provide consultation to the patient about the usefulness of the
advices to assist for the patient’s primary care, and correct or modify any of these as
necessary. Also, the patient can transmit the support service, or any other issues,
derived from both the automated assistant and the therapist. This serves as feedback in
order to improve the application and supporting services.

Any wizard assistant change and modification is updated from the cloud and is
downloadable for offline use.

5 mTherapy: A Cloud Mobile App

mTherapy resources are constantly available to the user, regardless the user’s time zone
and location [9]. The documents are not physically stored on the user’s mobile but are
retrieved via the Internet. All that is needed is a mobile device or any other device
connected to the Internet [10, 11].
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Features and rehabilitation services are provided via cloud technology; therefore,
they do not require the patient or the therapist being in a specific physical location,
however, s/he may be at home, enjoying the convenience of the service incorporating
an improved quality life (Fig. 2).

Also, as for the interface and content customization of the patient module, these are
easily achievable; furthermore, as the content location is on the cloud, both the therapist
and the patient do not have to worry about the file management and the storage. This
custom service takes place without the need for significant financial or technological
effort [12].

Regardless the mTherapy introduction and the cloud-based mobile application,
mTherapy may also be accessed via a computer through an enabled web browsing [13].

The technical details related to this cloud-based application refer to the following
characteristics that support mTherapy to be an easy to use tool to support the reha-
bilitation purposes:

• The information (videos, database, users, and documents) is stored in a cloud.
• Data can be downloaded promptly (in this case, video of each session and material

provided by the therapist) for offline access.
• Support for different user needs, as for example, application cloud data backup with

different characteristics such as data compression, security, and backup schedule
[14].

• Web browser access and use [15] and/or a mobile version via applications installed
on Internet-connected devices, such as desktop computer and mobile phones.

Once the specific needs are determined for the patient, the next step is to carry out
the system’s conceptual design. The obtained design will describe the necessary for the
patient services. Taking into account that the system is a cloud-based application, it is
necessary to allow the user to work offline. With offline mode, the user can access to
application information even when the mobile device isn’t connected to the network. In
this way, the system’s connections are downloaded providing greater speed and safety.

Fig. 2. Structure of the mTherapy cloud
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The architecture is divided into four parts, the first is the Kau Hospital cloud [16];
this is where data related to patient’s history is stored and also all clinical data man-
agement is performed.

Furthermore, the necessary services are grouped to support the EPT (Environments
Personals Treatment), as illustrated in Fig. 3.B.2. These are divided into two main
services. On the one hand, the methods that allow creating the patients’ accounts,
related to the medical information. On the other hand, therapies specifically generated
for the patients’ rehabilitation process. These are based on the data association provided
by the therapist and patient history information.

User profile component generates the therapy from the data of patient’s history.
The service associate obtains the necessary data setting permissions.

The architecture, as in the Fig. 3.B.1, supports the component-level security and
information access. Users can access the information depending on their role in the
system. Thus, they generate a view for each of the users participating in the system.
These users are typically the medical experts/careers users in different specializations in
therapy, doctors, nurses, physiotherapists, and even external ones supporting doctor’s

A

C

B.1 B.2

Fig. 3. Arquitectura EPT.
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work. The therapy is divided into three components: medical diagnosis, treatment, and
monitoring (See Fig. 3.C).

• Medical Diagnosis: with patient’s medical diagnosis the doctor can analyze all
medical data and test the patient.

• Treatment: In this section, the doctor can deal with the medical treatments pre-
scribed to the patient. These treatments are medical data and are visible only to the
doctor.

• Monitoring: In the follow-up therapy, there is a point when the doctor and the
patient interact. The patient provides information about the improvements made
through the rehabilitation. In this way the doctor can modify the treatment and
achieve a rehabilitation process adapted to patient.

Environments Personals Treatment (EPT), as with Fig. 3.A, is a space that allows
users to interact with each other and make the necessary queries to medical data. These
data come from the user accounts; the association enables integration of the system and
allows any medical system through a data access layer interaction EPT. In Fig. 3, the
system provides medical data and applications. For the specific applications which
obtain and send data, EPT must be connected to the Web Services responsible for the
task.

6 Conclusions and Future Work

This chapter presented the concept of rehabilitation support using a cloud-based mobile
application to improve the interconnectivity of both the patient and the therapist in the
field of psychological therapy. mTherapy aids the communication, information sharing
and maximum availability of a patient through the use of a mobile device. mTherapy is
a prime support system for psychological and different scope therapies developed to
support a comfort and continuous care for the patient so that s/he always feels
accompanied during the recovery process.

Internet and cloud-computing technology are the mTherapy key elements, and
unlike other existing applications, it is not a self-help option; however, mTherapy
provides a full rehabilitation service using basic mobile functions. As such, the mobile
device development opens new opportunities for the patients’ rehabilitation process.

Mobility, user interface and services may be improved in the future; as such,
additional resources may be needed to meet any arising needs towards the mTherapy
access and utilization by both patients and therapists.

One architectural requirement is indeed anticipating such evolution so to provide
data security. For this reason, a data layer was created in the environment allowing
diverse applications access depending on the given security permissions level. Estab-
lishing information levels is controlled by setting security permissions. Furthermore,
the compression level documents are determined by a compression service. There is a
compression system standard file, decided to perform compression streams (com-
pressed into the time) before shipping, and decompressed by the EPT.

There are two main components are highlighted in the system architecture. The first
is the medical records, such as the user accounts. The second manages associations
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with user accounts, providing treatments, medical diagnostics and monitoring of
patients. The system will support health related data evolution provided by future
rehabilitation patients’ therapy associated data.
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Abstract. Chronic diseases, such as heart disease, stroke, chronic respiratory
disease and diabetes are the major cause of death in the world. This paper aims
at presenting a low cost, secure medical platform for mobile and desktop
operating systems to monitor vital parameters, receive notifications when the
pre-defined limits are out of range and foresee a patient’s health status. This
system processes medical data effectively by correlating the parameter trends
with the patient’s actual state to anticipate their health evolution. The purpose of
the platform is to offer up-to-date information about chronic diseases in order to
permanently ensure patients’ safety and adequate treatment. In a systemic
approach, this chapter is a complement to a publication presented in the
workshop of the 8th International Conference on Pervasive Computing Tech-
nologies for Healthcare (PervasiveHealth ‘14) [1]. Taking into consideration the
previous work, we present a concrete scenario of how the system works,
describe the system components, and discuss some aspects regarding energy
consumption and autonomy.

Keywords: Chronic diseases � E-health � Immediate response � Permanent
watch � Future prediction � Complex rules � Cloud storage

1 Introduction

Taking into consideration the evolution of technology when it comes to the medical
world, making life easier for patients is no longer only possible, but also compulsory.
Nowadays, we can rely not only on monitoring a patient, but also taking action in the
shortest time. Common diseases among the elderly include hypertension, diabetes, heart
failure, and other chronic diseases. Patients with these diseases can live normal lives, but
they must regularly monitor their conditions. Self-monitoring is a growing trend, and if
medical professionals could analyze the supplied physiological information, they could
more effectively prevent diseases and disease-related complications [2, 11].

Focusing only on people suffering of chronic diseases, thus on patients who should
be permanently supervised, a history of the diseases evolution would be helpful not
only for the particular patient, but also for those having similar symptoms. Recent
advances in computing technologies including body sensors and wireless communi-
cations have revealed the possibility of providing remote health monitoring (RHM) to
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patients at high risk of falls and with chronic diseases. The body sensors deployed in,
on, or around the human body are able to measure the fundamental health parameters in
a situation where large sized and standard medical examination equipment are not
available; the pervasive use of mobile phones and the ubiquity of Wi-Fi connection
enable medical informatics to overcome the time and location barriers [3].

In the WHO European Region report for 2008 is specified that 86 % of deaths are
attributable to chronic diseases [4]. Most of the past health care system research efforts
were focused on sensor networks design like routing, MAC design, and sensor nodes
deployment. In those designs, sensor data are transmitted to remote server through
access devices. Tasks like sensor data storage, patients’ health states determination, and
notifications are conducted by a central server while gateway only acts as an interme-
diate device. The response delay includes network delay and central server delay [5].

Cloud computing simplifies information sharing among various healthcare insti-
tutions involved in the care process, which is of utmost importance in healthcare.
Healthcare cloud has a great market potential given the fact that less than 7 % of the US
hospitals have a functional and integrated electronic medical record solution [6]. In our
system, cloud storage and sharing information are relevant parts because there is no use
of involving hospitals, to find out information that can be easily received by always
collecting a patient’s data, like medical tests before a surgery.

Although it may seem obvious, the continuous care a chronic disease sufferer needs
is often overlooked. Helping them by taking action not only in case of an emergency,
but whenever a treatment needs change or receiving information that can lead to
something unexpected may turn out to be more important than focusing a doctor’s
entire energy only on a more severe point in somebody’s disease.

This paper is structured as follows: Section 2 presents the description of the system
including the data acquisition mechanism, the software components and the software
architecture. Section 3 describes the data flow in the system and Sect. 4 provides a
concrete example of how the system works.

2 System Description

An integrated healthcare system that enables health monitoring and disease manage-
ment in the home environment has been a major research area for healthcare
researchers [7]. Besides being watched over only at home, it is even better to be certain
of your health any place and at any time. Moreover, changing the treatment according
to the patient’s needs, enables him to be aware of his health state and thus makes him
more confident.

Fig. 1. Overview of the system
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This section describes the complex e-health platform, beginning with the physical
components, continuing with the software part and in the end the way the entire system
works (see Fig. 1).

2.1 Data Acquisition System

The physical part of this complex system consists of:
E-health sensor shield used to monitor in real time the health parameters of a

patient. This can be seen as the “center” of the hardware where all the sensors used into
our prototype version of the system get engaged in collecting information.

Arduino Module used for programming the e-health sensors and also used for the
power supply of the entire data acquisition system.

Sensors (for example: Pulse and oxygen in blood, airflow, body temperature,
electrocardiogram, glucometer, galvanic skin response, blood pressure, patient
position).

Bluetooth Module used to detect and connect to available devices available in the
area (see Fig. 2).

According to the patient’s diseases and the doctor’s recommendations, a certain
group of sensors can be used. The sensors shown above have been used only to prove
the applicability of the system and a sufferer is able to choose his/her own set of
sensors. This particular kit can be found at [8]. Because of high-technology used today
in the medical field, there are sensors that can be worn without any discomfort.
Moreover, the trend is to create ultra-wearable medical sensors or under skin sensors.
There are also smartphones that have embedded sensors and that can be used for a
medical purpose such as this system.

Modularity and flexibility are two of the relevant characteristics of this system. The
first characteristic is proven by the possibility to use a large diversity of data acquisition
systems. The platform is considered flexible because of the different types of diseases
that can be kept under control by notifying the important actors when patient’s health

Fig. 2. Data acquisition system
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parameters are not found in the accepted limits for the patient’s current state. It is
important to have a clear image of the physical components and the way they are
connected (see Fig. 3).

2.2 Software Components

To be able to keep a close connection between physicians and patients, the system
offers applications for a variety of devices. These applications are mainly intended for
the doctors. Patients can use a simple smartphone application.

Smartphone application – Patient - collects medical data from the sensors and
sends them forward to be analyzed and stored in the cloud; localizes the person in case
of an emergency situation; offers a brief preview of the patient’s data (see Fig. 4).

Fig. 3. Hardware communication

Fig. 4. Patient application - screenshot
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Smartphone/tablet application – Physician – enables the doctor to always know the
health parameters of any patient under his supervision and receives notifications
according to his preset criteria/rules; provides a map to the patient in case of an
emergency situation (see Fig. 5).

Desktop application – Physician – this application creates the environment for the
doctor to create complex criteria, individualized for each patient. These rules will
trigger notifications if they are exceeded. The interface is user-friendly and the
physician can visualize his rules by simply dragging and dropping blocks (see Fig. 6).

Fig. 5. Physician application - screenshot

Fig. 6. Desktop application - screenshot
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Website – offers a secure way for both patients and physicians to access the data
from any public location; this represents a start point for creating a health community.

2.3 Software Architecture

For a better visualization for how the system works, we will use the next picture:
The medical data is acquired from the sensors worn by the patients via Bluetooth

and transmitted to their smartphone, as describe below. From there, the information is
forwarded into the cloud where it is analyzed in specific ways (see Fig. 7).

The main software technologies used in the current system are Microsoft based to
assure the security and the performance of the solution:

HealthVault – all health information is stored into this safe medical database offered
by Microsoft authorized in all E.U. Countries and in the U.S. This offers security for
every connection in the system, the patient being the one granting only the rights he
wishes to his personal doctors.

WCF (Windows Communication Foundation) Service – represents the middle layer
of the system that assures the interaction between client applications, database and data
analyzer.

Windows Workflows – the technology on top of which is created the data analyzer
where physician can create complex rules that are individualized for each patient.

Fig. 7. Information flow and architecture
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3 System Data Flow

The software system follows the idea of trading systems that are used on a regular basis
by brokers all over the world. They offer efficient prediction with a high level of
security. As brokers, the physicians are able to create complex rules in which they can
correlate different health parameters.

These criteria set by the doctors can generate two types of notifications. First, there
is the General Notification that announces the doctor that certain limits have been
exceeded, but nothing urgent has happened. These kinds of notifications may lead to
the change of the treatment or may require unplanned medical tests. Secondly, there are
the Emergency Notifications that can announce both physicians from the community
that are available in the vicinity and the ambulance. To know exactly to whom these
notifications must be sent, it is necessary that the system localizes the doctors. In this
purpose, the application uses its GPS feature, that also helps know the location of the
patient in need. The two points given by the GPS system makes it easy to provide the
physician with a map that show the way to the patient. While the GPS system works
only in an outdoor environment, we also need a system for indoor positioning so that
the location of the patient is accurately determined. Therefore, our system is able to use
any indoor localization solution such as using Wi-Fi radio [12] or using the sensors
embedded in smart phones such as accelerometers and magnetometers [9]. The
Emergency Notifications come from any patient and that requires immediate care.
When approaching a patient in a delicate situation, the doctor receives a small health
profile to know what action to take.

Because the patient has to permanently wear the sensors and data is retrieved in real
time, the amount of data that should be collected is huge. Knowing the normal limits of
the health information for each category of supervised parameter, there is no use of
collecting everything the sensors receive. The filtering of the data that is finally stored
in cloud is done simultaneously with the continuous analysis performed to decide
whether to announce medical actors.

Having the ability to analyze Big Data is of limited value if users cannot understand
the analysis. Ultimately, a decision-maker, provided with the result of analysis, has to
interpret these results. This interpretation cannot happen in a vacuum. Usually, it
involves examining all the assumptions made and retracing the analysis [10]. This is
why the physicians have only to supervise their patients and take the right decisions in
case of any kind of notifications.

Furthermore, the system presented may help not only patients as individuals, but it
can also come in handy for statistics and research projects. In this purpose, by col-
lecting patient’s health information with their approval and anonymizing them, they
can then be transmitted to those institutions with interest in medical and pharmaceutical
research and investigations.

Another direct advantage offered by big data analyzes is the reduction of energy
consumption. The system discussed in this paper offers also a level of abstraction in
terms of filtering on the smartphone. It is not only aimed for collecting information, but
also to be a first step in the data processing flow. In practice, this means a decrease of
data transmitted to cloud with an average of 30 % – 70 %, these percent being found in
the energy consumption.
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4 Scenario

Taking into consideration everything above, we will present a concrete example of how
the system works.

HChecked implies a set of actors, for this example there will be two doctors, the
patient’s personal doctor, a volunteer doctor and one patient. The latter is suffering of
multiple diseases: diabetes and a heart disease, which are linked and have symptoms
that often fluctuate. This is why the generalist recommends that he is always aware of
the modifications in the patient’s (health) state. It is important to note that the doctor
will treat each patient in an unique way, taking into consideration all particularities of
each individual. This is why, patients that have the same diagnostic can be looked after
in an individual manner, because the values that their prescribed parameters have are
different. For this example, the situations that may occur in such circumstances are the
following:

1. The specialist physician receives notifications that the parameters have been
exceeded, but upon analysis he decides that no special measure has to be taken. In
this situation the patient won’t be announced and the prescribed treatment remains
the same. Also, the volunteer doctor doesn’t participate in this scene (Fig. 8).

2. The specialist physician receives notifications that the parameters have been
exceeded, but he considers that he must take action and calls the patient for further
investigations or just prescribes new medicine (Fig. 9).

3. The personal specialist physician receives a notification and observes an important
difference in the patient’s parameters. Because this case consists of an emergency
situation, all of the doctors that are part of the HChecked community will also be
announced. The first doctor that responds to the notification takes it upon himself to
find the patient and to offer first aid to the person in need. This volunteer doctor is
the firs who reaches the patient, receives his health profile on the smartphone and
knows how to act. Simultaneously to reaching to all the doctors in the area, the
ambulance service is also announced. Usually, the ambulance will reach the patient
after he has received first aid. Although he has also received a notification, the
personal doctor mostly doesn’t intervene because he usually isn’t in the vicinity.
However, there are some situations when the personal doctor is also a volunteer that
receives a notification from one of his patient and in this case he will also take
action (Fig. 10).

Fig. 8. The system notifies the personal physician
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5 Conclusions

In this paper we have presented a health-platform aimed to improve the lives of chronic
disease sufferers. Besides the improvement of the decision-making process based on
the personal history of the patient, which is a common feature on monitoring systems,
this medical platform assures that the decision is taken at the proper time by contin-
uously analyzing data in real-time. The distinctive element in the current paper is the
way in which the data is analyzed based on the complex criteria that the physicians can
create.

Future work will be focused on creating and analyzing use cases to improve the
system’s functionalities.

Current research presented in this paper was focused on creating a viable, reliable
and secure solution of analyzing patient’s health data in real-time.

Acknowledgement. This work was partially supported by the research grant CHIST-ERA/1/01.
10.2012 – “GEMSCLAIM: GreenEr Mobile Systems by Cross LAyer Integrated energy
Management”.

Fig. 9. The system notifies the personal physician who takes measures

Fig. 10. Emergency situation
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Abstract. The great potential of robots in extracting quantitative and
meaningful data is not always exploited. The aim of the present work is
to propose a simple parameter that allows to follow the performance of
subjects during upper limb robotic training with no additional effort for
patients or clinicians.

The parameter has been computed using data automatically recorded
by the robot during each session of training. In this chapter we give the
technical guidelines to define the performance parameter and we use it
to evaluate the training outcome in a group of 14 children affected by
Cerebral Palsy.

Keywords: Robotics rehabilitation · Assessment · Upper limb ·
Armeo R©Spring Pediatric · Cerebral palsy

1 Introduction

In clinical practice, it is substantial to identify among the multiple variables
involved in rehabilitation treatments which ones might have a larger impact
on outcomes and influence recovery. Moreover, such evaluations require the use
of quantifiable, valid, and sensitive tools to guarantee reliable between-study
comparisons and greatly improve the understanding of key treatment effects [1].

Unfortunately, many assessment methods commonly used today are based on
subjective impressions and could depend on both the operators and the patients
personality, attitude, and psychological state. All this makes it difficult to justify
the effectiveness of therapy treatments [2]. Further, sophisticated 3D posture
analysis systems, which allow assessing posture and movements in a quantitative
fashion, are not always available [3,4].
c© Springer-Verlag Berlin Heidelberg 2015
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During the past few years, robot-assisted rehabilitation has become a very
active area of research not only because rehabilitation robots can provide con-
trolled, intensive, task-specific training that is goal directed and cognitively
engaging, but also because measures derived from robot data can contribute
to the understanding of how different treatment variables (e.g., dosage, amount,
and type of assistance provided) influence motor learning and recovery [5,6].

Previous studies have developed some ad-hoc assessment tools to extract
outcome measures of patients performance, such as position of a hand effector,
ability in following a trajectory and measures of forces exchanged [7]. This is
the case of the i-match Project [8] that developed six assessment modules to
quantitatively evaluate the upper limb performance. Often the main idea is to
be inspired by functional test commonly used in clinical practice and to convert
them in a virtual version that exploits all the advantages of the technology,
i.e. accuracy and repeatability of the measures. An example developed in the
i-match Project is the peg-in-hole test, inspired by the nine-hole peg test whose
objective is remove a peg from a hole and insert it into another with normal
speed and accuracy. It provides information about fine motor control.

Another possible approach is to exploit the built-in technology of the rehabil-
itation robots e.g. potentiometers that allow extracting trajectories and subjects
kinematics during the robotic training. In this direction, Merlo and colleagues pro-
posed normative values of 25 healthy subjects upper limb functionality [9] during
an exercise of assessment with Armeo R©Spring. The authors used the robot data
to extract indexes of task precision, movement smoothness and velocity.

However, all the methods reported above require the development of ad-hoc
technology and/or additional time for patients and clinicians to perform the
rehabilitation assessments.

Furthermore, only few robotic assessment methods have been compared and
validated with clinical and functional scales [7] thus their use in clinical practice
is limited.

In this work we describe a simple parameter that can be easily derived from
data automatically saved by the robot and that gives an indication of sub-
jects performance. This assessment parameter combines information about time
needed to finish an exercise, scores obtained during the exercise and level of dif-
ficulty. It can be used to follow the trend of a robot-aided treatment, to describe
changes in performance before and after a rehabilitation and thus to investigate
the effects of variations in the therapy on patients motor and functional recov-
ery. Here we used Armeo R©Spring (Hocoma, AG) and we evaluated 7 exercises.
However, the core idea underpinning the presented parameter does not depend
on the robot employed and on the exercise performed thus it could be extended
to other devices.

2 Materials and Methods

Fourteen inpatients affected by cerebral palsy (CP) performed a training with
the paediatric version of Armeo R©Spring. Details about the subjects are reported
in Table 1.
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Table 1. Participants’ details at baseline.

Etiology CP (6 unilateral, 8 bilateral)

Age, yearsa 10.8 (2.9)

Gender, M/F 11/3

MACSb, 1/2/3 2/7/5
aMedian (interquartile range).
bManual Ability Classification System.

All inpatients and their families gave voluntarily their consent to the clinical trial.
The research protocol was approved on March 2010 by the ethics committee of
IRCCS E. Medea.

2.1 Apparatus

Armeo R©Spring Pediatric is an exoskeleton with five degrees of freedom (3 in the
shoulder, 1 in the elbow and 1 in the forearm). It is not provided with robotic
actuators but springs are used to guarantee passive arm weight support and guid-
ance. The stiffness of the springs can be customized resulting in a different level
of gravity support and patients muscular involvement. This enables patients to
achieve a larger range of motion within a 3D workspace with their own residual
functionality, promoting the rehabilitation process. A pressure-sensitive hand-
grip is also present providing grasp training.

The Armeo exoskeleton can be adapted to the patients morphology by chang-
ing the position and the length of the orthosis. The pediatric version is available
to adapt the orthosis to children.

Through dedicated software, patients are engaged in exercises that aim at
training functional and meaningful tasks (e.g. break eggs, clean a surface, etc.)
involving different upper arm districts and joints.

2.2 Definition of P

Seven exercises among those commonly used by the therapists during rehabil-
itation sessions were selected to evaluate subjects performance over different
joints and in different spaces (1D, 2D and 3D), accordingly to the indication of
clinicians and physiotherapists. In particular, we evaluated a 1D exercise (“goal-
keeper”), four exercises performed in a 2D space (“egg cracking”, “fruit shop-
ping”, “stove cleaning” and “vertical catching”) and two in a 3D space (“chase
balloon“and”reveal panorama”).

During each training session, information about the exercises (e.g. difficulty
level, working area, arm weight support), the score obtained by the subject and
the time required to perform the exercise were automatically recorded by the
system, with no additional effort for the patients and the physiotherapists.

All these components have been taken into account in a comprehensive per-
formance parameter (pi) computed as in Eq. 1 for each ith exercise:
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p(i) =
Si/Si,TOT

Ti/Ti,TOT
Di (1)

where Si is the score obtained during the ith exercise, Si,TOT is the maximum
score obtainable, Ti is the time required to complete the ith exercise, Ti,TOT is
the maximum time available. If the ith exercise was not time or score limited,
Si,TOT or Ti,TOT have been considered equal to 1. Finally Di is the difficulty
coefficient that considers level of the exercise (Li in the following) and variation
in autogrip and control threshold for each subject during the training.

Equation 2 summarizes the methods used to obtain the parameter of diffi-
culty Di.

Di = Li ± AG ± TH (2)

where Li is the difficulty level of the ith exercise, AG accounts for enabling or dis-
abling the autogrip function and TH accounts for variation in control threshold.

Physiotherapists usually modify Li, AG and TH to increase or decrease the
difficulty of the exercises. In particular, if the grasping task was expected for the
exercise, the autogrip (AG) could be enabled or disabled modifying Di in terms
of ± 0.5 points. Moreover if the autogrip is disabled, the precision required by
the grasping could be modulated through thresholds (TH) that varied between
0 and 100. For each 10 points of variation, Di was incremented or decremented
of 0.05 points.

Other parameters such as the work-space and the arm weight support of each
subject were not varied during our training thus they were not considered in Di.

The value of Li is strongly exercise-dependent and the methods used to com-
pute it for each of the seven exercises are further detailed in the following para-
graphs.
The first exercise considered was the “goalkeeper” where the patient is supposed
to use the prono-supination of the wrist (1D movement) to save goals. As the dif-
ficulty level increases, more and quicker movements are required. The variation
of difficulty due to this two factors have been taken into account evaluating the
velocity of the balls (by the mean of a chronometer) and the number of shoot
needed to complete the exercise over different levels. Thus two corresponding
coefficients (CV and CN respectively) have been computed as in Eq. 3 in order
to represent the amount of variation of difficulty with respect to the level “very
easy”.

CX(i) =
X levelj

i

X level“veryeasy′′
i

(3)

where CX(i) is the coefficient related to the factor X of the ith exercise (i.e. in
“goalkeeper” X corresponds to the velocity V and to the number of balls N) and
level j is the level of difficulty considered (“very easy”, “easy”, “medium” and
“difficult”).

LGoalkeeper is the product of this two quantities (LGoalkeeper=CV CN ). All
the mentioned values are reported in Table 2.
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The “egg cracking” and “fruit shopping” exercises require to reach an object
(apple or egg) with a cursor controlled by the end-point position of the exoskele-
ton in the 2D space, and to move it to a different portion of the space (cart
or pot). They involves flex-extension/abduction-adduction of the shoulder, flex-
extension of the elbow and the grip-release of the hand, when the autogrip func-
tion is disabled. The higher is the levels of difficulties, the higher is the number
of object to be moved (coefficient CN ) and the smaller is their size (coefficient
CS). An estimation of the objects areas for each level of difficulties has been
obtained by approximating the apples and the eggs using an ellipse. CN and CS

are the coefficients computed as in Eq. 3 and the level coefficient L is obtained
as the product between them. Results are detailed in Table 2.

“Reveal panorama” involves the same body districts but require explor-
ing the 3D space with a sponge that becomes smaller as the difficulty level
increases. An evaluation of the 3D surface of the parallelepiped that composes
the sponge was used to compute the coefficient CS (Eq. 3) that is the only term
of LRevealPanorama (Table 2).

The “stove cleaning” exercise requires moving a sponge in 2D space and
involves abduction-adduction of the shoulder, flex-extension of the elbow and the
grip-release of the hand, when the autogrip function is disabled. The dimension
of the sponge varies with the difficulty level. Similarly to “Reveal panorama” but
in the 2D space, the sponge was modelled as a parallelogram and the coefficient
CS accounted for the variation of the sponge surface. LStoveCleaning is equal
to CS .

“Vertical catching” and “chase balloon” involve the same articular movement
(flex-extension/abduction-adduction of the shoulder, flex-extension of the elbow)
but are performed in the 2D and 3D space, respectively. Both exercises require
reaching a target that appears on the screen.

Concerning the “vertical catching” exercise the increase of the difficulty level
entails both higher number of target (CN ) to be reached and bigger area covered
by this targets (CS). For this exercise data concerning both the number of target
and the area exploited were present in the Armeo manual and the correspondent
coefficient are reported in Table 2. The value of LV erticalCatching is obtained by
the product of CN and CS .

For the “chase balloon” exercise higher difficulty level means decreased
dimension of the balloons. We modeled the balloons with ellipsoid and the corre-
spondent reduction of the surface CS was computed as described in Eq. 3 (values
reported in Table 2). Also in this case LChaseBalloon is equal to CS .

Starting from the information described above it was possible to compute Di.
The exercise “chase balloons” is an exception as it was possible to modulate

the number of targets to be reached in order to obtain the maximum score
independently from the difficulty level. The possible choice were “very few”
(8 objects), “few” (12 objects), “many” (24 objects), “full many” (36 objects).
Following Eq. 3 the correspondent coefficient CN assumed the values 1.0, 1.5, 3.0,
4.5 respectively. Thus in this exercise the coefficient of difficulty DChaseBalloon

was computed starting from the product between LChaseBalloon and CN .
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Table 2. Level coefficients (L) to take into account the variation of difficulty due to
the variation of the level of the exercise.

Very easy Easy Medium Difficult

Goalkeeper CT 1.00 1.48 2.43 4.86

CN 1.00 1.54 2.00 2.86

LGoalkeeper 1.00 2.27 4.86 13.88

Egg cracking CN 1.00 1.50 2.00 2.67

CS 1.00 1.56 2.85 6.25

LEggCracking 1.00 2.34 5.70 16.69

Fruit shopping CN 1.00 1.55 2.18 3.45

CS 1.00 1.00 1.26 1.62

LFruitShopping 1.00 1.55 2.75 5.60

Reveal Panorama CS 1.00 1.84 6.70 6.45

LRevealPanorama 1.00 1.84 6.70 6.45

Stove Cleaning CS 1.00 1.99 5.94 73.07

LStoveCleaning 1.00 1.99 5.94 73.07

Chase Balloon CS 1.00 2.61 4.29 6.42

LChaseBalloon 1.00 2.61 4.29 6.42

Vertical Catching CN 1.00 1.67 2.50 4.00

CS 1.00 1.35 1.87 2.57

LV erticalCatching 1.00 2.25 4.68 10.28

Afterwards, ones the parameter pi was computed it has been divided on
the maximum performance achieved over time by the group of subjects (pmax

i )
obtaining Pi (Eq. 4) that was used to compare different exercises.

Pi =
pi

pmax
i

(4)

For every session of each subject, the value of Pi corresponding to the ith

exercise could range from 0 (if the subjects score is 0) to 1 (if the subject achieved
the maximum pi with respect to the overall group of patients).

Finally P was computed for every single session as the median value of Pi

for all the exercises. P is considered as index of the overall motor performance.
In order to test and validate the parameter P, 14 subjects underwent 4 weeks

of training composed of 20 sessions lasting 30 min. During each session, subjects
performed a customized pull of exercises with the supervision of a physiother-
apist. The exercises were chosen in order to provide an engaging and grad-
ual training, increasing the difficulty level over time (very easy, easy, medium,
difficult).
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2.3 Data Analysis

In this work, we first used the performance parameter P to follow the training
of each subject over time.

Then, for each subject the median value of Pi and of P within the first
week (T0), between the 12th and the 16th days (T1/2) and within the fourth
week (T1) of training were computed obtaining their performance during 3 well-
defined time points. The effect of time on the performance was assessed by using
the non-parametric Friedman test for paired samples. If values of Pi and P in
T0, T1/2 and T1 were found significantly different (p< 0.05), a post-hoc analysis
(Bonferroni-adjusted Wilcoxon test) was performed comparing pair of groups
(T0 vs T1/2, T0 vs T1 and T1/2 vs T1).

3 Results

Figure 1 shows the values obtained session by session by all the subjects. Median
and quartiles are shown as bold line and colored area.

The training tendency was highly variable but an overall improving trend
can be observed (the regression line of the median value obtained correlation
coefficient R equal to 0.95).

Table 3 summarizes the main results obtained for every exercise (Pi) and for
the comprehensive parameter P. Medians and interquartile values computed for

Fig. 1. Results of P obtained, session by session, during the eight exercises considered.
Median and interquartile values of the population (bold and colored area respectively)
and the values of P for each subjects are shown.
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Table 3. Pi and P for the considered exercises over time (T0, T1/2 and T1). N is the
sample size on each time point of each exercise.

T0 T1/2 T1 p-valueb

T0 vs T1/2 T0 vs T1 T1/2 vs T1

Pa
Goalkeeper 0.25 (0.09) 0.33 (0.31) 0.66 (0.18) 0.002 0.005 0.022

N 12 12 10

Pa
StoveCleaning 0.25 (0.18) 0.53 (0.20) 0.54 (0.10) 0.003 0.018 0.889

N 12 12 8

Pa
FruitShopping 0.45 (0.12) 0.43 (0.26) 0.62 (0.24) 0.248 0.011 0.011

N 11 11 9

Pa
EggCracking 0.13 (0.19) 0.16 (0.14) 0.26 (0.12) 0.022 0.033 0.003

N 14 14 11

Pa
RevealPanorama 0.10 (0.08) 0.17 (0.15) 0.30 (0.47) 0.012 0.005 0.066

N 13 12 10

Pa
ChaseBalloon 0.26 (0.15) 0.47 (0.24) 0.68 (0.26) 0.013 0.013 0.015

N 13 12 10

Pa
V erticalCatching 0.35 (0.11) 0.50 (0.15) 0.54 (0.14) 0.002 0.005 0.021

N 13 13 10

Pa 0.27 (0.22) 0.43 (0.29) 0.54 (0.35) <0.001 <0.001 <0.001

N 101 99 79
aMedian (interquartile range) is reported.
bBold values are statistically significant according to Friedman (p < 0.050) and
Bonferroni-corrected Wilcoxon post-hoc test (p < 0.0167).

each of the seven selected exercises, within the first week (T0,), between the 12th
and the 16th days (T1/2) and within the fourth week (T1) of training over all
the subjects is shown.

All the exercises significantly varied over time but with different temporal
evolution. One exercise (“chase balloon”) showed values constantly increased
over time while four of them (“goalkeeper”, “stove cleaning”, “reveal panorama”
and “vertical catching”) obtained a significant increase only during the first part
of the training, showing a plateau during the second half of the training. The
“stove cleaning” exercise did not show significance between T0 and T1 probably
because of its reduced sample size at T1 (N = 8). Differently, “fruit shopping”
and “egg cracking” exercise needs a longer training to vary as no significance was
obtained between T0 and T1/2. In particular the second one was not significant
between T0 and T1 probably due to the high variability of the data in T0. Finally
a statistically significant variation can be observed between all the time points
for the comprehensive parameter P.
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4 Discussion

The need of reliable, quantitative and repeatable evaluations of training effective-
ness is an up-to-date theme in the clinical practice. In fact, in some cases clinical
scales are operator-dependent and not sensitive enough to highlight changes felt
by patients and their parents [7]. Some quantitative evaluation could be obtained
by the use of ad-hoc technology (e.g. optoelectronic analysis of the kinematics,
sensorized robots) but these methods are time and money consuming.

Here we propose an innovative parameter P that takes into account the time
needed to finish an exercise, the scores obtained during the exercise and the
level of difficulty. This parameter is computed by mean of an excel macro in a
simple and quick way from data automatically acquired by the robot during the
training, and it does not require extra expensive devices.

The values obtained with P are patient-dependent and do not allowed clas-
sification of patients performances or disabilities. Indeed they can be used to
compare the performance of each subject over time. In fact P allowed to follow
each subject training session by session and to analyze performance variation
between the beginning and the end of exercises.

All the exercises analyzed showed significant variation of Pi and P over the
three time point analyzed. The different temporal trend give information about
the time required to vary the performance, that is not the same for all the
exercises. Anyway it seems to be not dependent from the dimension of the space
used and from the body district trained. The specific behavior of “stove cleaning”
may be due to the different size of the T1 group (N = 8) with respect to T0 and
T1/2 (both with N = 12).

As the parameter is built starting from data on the exercises trained, the
variations observed could be due to a learning effect. Anyway the validation
performed and described in a previous work [10], give some evidence that an
increase in the values of P corresponds to a functional improvement in terms of
Melbourne scale [11], thus the variation of the parameter may be due to the sum
of the two effects: leaning effect and functional improvement.

To conclude, in this work we provide technical guidelines to compute a simple
parameter aimed at evaluating robotic training. It seems to be a useful tool
to follow the training and to give information about the performance on the
exercises with no additional effort for patients and minimal additional effort for
clinicians. The guidelines could be used by other researchers to reproduce the
work or to apply the parameter to other exercises of Armeo R©Spring and to other
devices.

Further investigations are required to confirm these results and to validate
the parameter with more clinical scales. Data of an age-matched healthy con-
trol group will be acquired in order to have a reference about the maximum
performance achievable during the exercises. Moreover a validation with kine-
matics data would be important in order to compare the parameter with other
quantitative and operator-independent data.
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Abstract. Video exercise games (exergames) are becoming increasingly pop-
ular among elderly people. Many elderly experience reduced balance and
muscle strength which make them at increased risk of falling. Muscle strength
and balance training are the key components for preventing function decline and
falls at old age. Exergames that are to be used among elderly users should be
specifically designed for this group of people. This study aims to design and
evaluate an exergame concept developed to fit the need and preferences of
elderly users. First, seven elderly people tested three commercially available
exergames. Feedback from focus group interviews revealed that the design of
the existing exergames should be simplified and more closely related to activ-
ities that can be associated with older people’s daily life. Based on the feedback
a new exergame concept “in nature” was designed. The new exergame concept
had a simple design, and included balance and muscle strengthening exercises
related to real life activities. In the results of the workshop, the study provides
eight design recommendations for exergame design for seniors.

Keywords: Exergames � Design � Seniors � Balance � Falls � Elderly

1 Introduction

The use of games for exercise is generally called exergames. The game industry mainly
develops these games for a wider audience such as children and adolescents for the
purpose of entertainment. The game industry is growing 9.1 % annually to $48.9 in
2011 and $66 billion in 2012, making it the fastest-growing component of the inter-
national media. Due to business goals, the game industry is mainly focusing on cov-
ering a large population without specific focus on the requirements of senior citizens.

However, the world’s population is “greying”, with the proportion of the world’s
population aged 60 and older set to double to more than 22 % of the overall population
by 2050 [1]. The ageing process includes decline in visual and auditory systems,
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as well as slowing down in movements [2]. Due to the increasing number of elderly
people, movement impairments and the lack of physical activity among this age group
will likely become one of the major societal challenges in the next decades.

One in three persons over the age of 65, and half of those over the age of 80, fall at
least once per year. International guidelines on physical activity in older people
highlight the need for balance and muscle strength training in order to prevent loss of
physical function and falls [3].

Exergames have the potential to motivate senior citizens to be physically active.
Exergames also have the potential to improve health-related issues among senior cit-
izens, such as decreasing depression [4], and increasing physical function in general [5]
and balance in particular [6]. However game technologies need to be designed and
developed based on the older persons’ needs and preferences. Furthermore, in order to
prevent physical decline and falls, exergames developed for older people should also
aim to work on balance control and muscle strength.

1.1 Relevant Work on Design of Exergames

A number of studies have focused on psychological effects of exergames [4, 7, 8].
However, not many studies have focused on designing senior-centered exergames for
physical fitness in general and balance training in particular. To meet individual vari-
ability in level of physical function among older people, games should provide different
difficulty levels so that seniors can adjust according to their comfort and needs. Gerling
et al. [9] outlined four general points that are important for designing exergames for
senior citizens: The possibility to (1) play both sitting and standing, (2) avoid too
extensive and sudden movements, (3) adjust difficulty level and device sensitivity,
and (4) simple interaction mechanisms and feedback in the gameplay. Furthermore,
Jongman [10] expressed that design of an exergame for balance training should
accommodate weight shifts during movements. A recent study [11] focused on the
importance of assessing user experience of seniors when exergaming for balance
training. The study finds that healthy seniors liked exergame that was specifically
developed for seniors.

Seniors have different preferences, interests and taste of games that might not be the
same as in a young population. Loneliness is a challenge among many older people, and
reduced physical function makes it difficult to leave the house on their own. Therefore,
exergames can offer an opportunity to exercise at home while socializing with others at
distance through the gameplay [12]. A recent study [13] linked the movement elements
in commercially available exergames with the game elements in each game and con-
cluded that the interface should provide some kind of representation of the players’
movements on the screen. However, a fully animated 3D representation is not necessary
to achieve the required movements in the player’s gaming behavior [13].

The current paper extends our work presented at rehab workshop2014 [17]. The
current paper reported in evaluates existing off-the-shelf exergames and, based on
feedback from the elderly players, presents a new exergame concept for elderly people
for improving balance. The aim of this study is to design a simple concept of an
exergame for elderly people using natural tasks that provide an opportunity to train
aspects of balance and muscle strength. We conducted two workshops to evaluate
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previous off-the-shelf exergames and present a new exergame concept. On the basis of
the results, this study highlights recommendations for designing exergames for seniors.

2 Method

In the context of exergames for seniors, the needs of seniors should be assessed through
user-centered design process to make effective exergames for seniors [14]. We
employed a user-centered design (UCD) method for designing the exergame [15].

We conducted two workshops with elderly users. The workshops were conducted
at a seniors community centre that was familiar to the senior citizens. In the fist
workshop the elderly users played three off-the-shelf exergames. After having played
the off-the-shelf games they gave their feedback for these existing exergames and
provided inputs for new game concepts. The requirements for a new game concept
were made based on this feedback of elderly users and inputs for new game concept.
Then, a prototype of a new game was designed. The same elderly users were invited to
a second workshop aimed at evaluating the new exergame concept.

2.1 Participants

We recruited elderly people from a voluntary organization “Seniornett” or senior
network. Seniornett is working with elderly citizens to become active users of ICT and
internet. Seven elderly citizens participated in the first workshop and five elderly
citizens participated in the second workshop. The average age of the participants was
70.6 (SD ± 7.9) years. All participants had their own computer and were familiar with
using smartphones, but they had no prior experience with video game technologies.

Five out of seven participants used their computer several times a week. The senior
citizens generally used computer for E-banking, email and news. Most of the senior
citizens found social aspects of exercising important while four out of seven said that they
would like to share information with family and friends through social media. Six out of
seven participants said that they were physically active in everyday life and performed
regular exercise in classes. Factors motivating them for performing exercise include: being
in activity, socializing, achieving a good mood, and maintaining good health.

3 Workshop 1: Testing off-the-Shelf Exergames

The first workshop consisted of a gameplay section followed by a focus group where
participants discussed their experience with the off-the-shelf exergames, their thoughts
about the exergames and the technology, and their requirements for a new exergame.

The three off-the-shelf exergames used in the first workshop were “Kinect Sports:
Season Two”, “YourShape:Fitness Evolved”, and “Fruit Ninja”. Kinect Sports consists
of six sports. We chose Tennis and Skiing because these games stimulate movement
and balance activity in a fun and motivating way. YourShape is a fitness game that
includes mini games. In the game pack YourShape, we chose “Aging with grace”. We
chose “aging with grace” because it was specifically designed for elderly.
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Fruit Ninja is a game where players use their arms like a ninja to slice fruit that is
thrown up into the air. This game was chosen on the basis of fun and balance
requirements of the movements (Fig. 1) shows the interface of three games which were
used in the study.

3.1 Procedure of Workshop 1

The first workshop was held over a period of two days. All seven seniors were present
for introduction of the study on the first day of the workshop. However four seniors
played exergames on the first day and provided their feedback. Three seniors played
games on the second day of the workshop and provided their feedback. The workshop
consisted of a gameplay section followed by a focus group. Before playing the three
exergames, participants were introduced to the technology and how to interact with it.
The participants in each group first played the games individually, and then competed
against one another using a multi-players setting. Each participant played three games
for a total of approximately 25 min. After gameplay, the participants provided feedback
(Fig. 2) shows a screen-shot of two participants competing with each other in the skiing
game in Kinect Sports on their experience with the gameplay and the technology for all
three exergames in a focus group interview.

Two video cameras were used from different angles for recording. The first camera
was placed in front of the TV and camera was used to capture facial expressions and
movements with the game. The second camera was placed in a corner of the room to
capture the overall environment of the room.

After playing game focus session was conducted with participants where partici-
pants discussed their experience with the off-the-shelf exergames, their thoughts about
the exergames and the technology, and their requirements for a new exergame During
the focus group, participants were asked about the challenges they faced while playing
the exergames The feedback of the participants was transcribed and coded. A set of
themes was derived from the feedback of participants in workshop.

3.2 Findings of Workshop 1

The participants expressed that they liked Tennis and Skiing because they could relate
it to previous real life experiences with skiing and playing tennis. They also liked it

a) Skiing and tennis in 
Kinect sports

b) YourShape:Fitness 
Evolved

c) Fruit ninja

Fig. 1. The three exergames in workshop 1
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because these two games were physically more challenging, fun and entertaining than
the other two games. Skiing was the game that engaged the players most while playing
the game. Our interpretation is that seniors had higher level of engagement because
Skiing is a popular sports in the area. Following are general points expressed by the
seniors in the focus group discussion.

Information display: There was a general opinion among the seniors that too many
things were presented at the screen during the game-plays of all games. For the Fruit
Ninja game, one of the participants stated, “there are too many elements on the screen.
Where should you look”? The participants stated that too many things were going on at
the same time and that it was hard to do move hand simultaneously. The participants
expressed that the interface was too complex in all games. One of the participants said:
“the menu was extremely difficult”, while another stated while trying to give input
through hand gestures, “this is worse than working with the mouse on the computer”. The
participants wanted to see less information and elements on the screen at the same time.

Recommendation1: The interface should be simple with minimal and rele-
vant information only. 

Fig. 2. Two participants compete in the skiing game in Kinect Sports
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Outcome of the game: Participants wanted information regarding the specific effect
and outcome of the exercises. They wanted to know why to do the different tasks and
what kind of training benefits the games could give them beyond entertainment. The
participants also wanted to know if they performed the movements correctly or not.
One of the participants stated, “It [the game] needs to be softer and [there should be]
more instructive introduction into the game´s rules and objectives”. From a design
perspective, the purpose and benefits of doing the exercises should be clearly
described.

Recommendation 2: The primary focus within game play experience 
should be on movement quality without too much distraction.

Recommendation 3: The exergame should provide a clear indication of ex-
pected results and benefits of what can be achieved by playing the game.

Progress and learning: The participants expressed that they wanted a simple way to
display progress and learning in their game-play. One of the participants stated, “It is
all about the experience of mastery, which is essential. The older you get, the more
important it gets to progress”. Another participant suggested different levels of tasks in
the game and stated, eventually, “when you get better and manage to keep track of
things, you can add more elements to the game. A lot of what happens in these games is
not relevant”. The other participant expressed that progress and learning in the exer-
game was not same as she experience in aerobic class, “we used to attend an aerobic
class where they practiced exercises slowly before they could do it fast. I do not feel it
[progress] the same way”. Another participant stated that she did not want to get forced
into something she did not want to do, and that she wanted to be able to choose which
difficulty level to play in. “I am thinking that I do not want to get forced into something
that is hard, that I do not master because then I get mad”. One of the participant stated
that she would like to see puzzle in the game.

Recommendation 4: The elderly users should be able to choose and add 
difficulty elements in the game for confidence and better progress.
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Music: The participants did not like the music and background noise in the three game
systems. Cheering, loud music, encouraging comments and fans were perceived as
noisy and annoying by some of them. One of the participants stated, “I think everything
about that [music] was too much”. The participants rather wanted old music of their
time, with less noise. Another participant stated, “You get sensitive to sound, you want
to be active but without too much noise”.

Recommendation 5: The game should provide age-appropriate music for 
elderly users, and the music should fit the aim of the game or the move-
ments performed. 

Game suggestions: In the feedback session in workshop 1, participants suggested that
real-life activities for game design. These real-life activities includes wood chopping,
sports, swimming, rowing, picking apples, biathlon, interval exercises, dance, puzzle
games, and a walk in nature. In addition, it was mentioned that if the aim of the game
was exercising, they wanted a full workout session including warm-up exercise,
cool-down and stretching.

Recommendation 6: The game story should be close to real-life activities 
of seniors. 

4 Prototyping the New Exergame

Based on the feedback from workshop 1, a horizontal prototype exergame concept was
developed. A horizontal prototype provides a broad view of the system, focusing on
user interaction more than on lower-level system functionality. A horizontal prototype
reduces the level of functionality in prototype of the system. We made a horizontal
prototype because it was a quick way of designing an interface and get feedback before
moving to the next phase for development of an exergame. As shown in Fig. 3, the
prototype focused on visual and sensory experiences of exergame design [16].

The two flow charts shown in Fig. 4 show how the game-story can be organized
through two scenarios.

In Fig. 4(a), the player can choose to walk trail 1 without obstacles and hearts. This
trail can be done just by walking. In trail 2, on the other hand, there are obstacles that
need to be avoided, and hearts to gather. This trail will take some more time, but at the
same time, exercises more of the body, which might result in a better score. In Fig. 4(b)
the player can choose to walk the trail without obstacles and hearts, or choose to row a
boat over to the other side of a lake. The second scenario provides the elements such as
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water lilies that should be avoided, and hearts that are be gathered. After finishing the
chosen trail, the player will end up on the same trail again. The new level can be added
in the game by changing the tail and speed of the game.

4.1 Interface of New Exergame

Figure 5 provides an example of an exergame interface that was prototyped for seniors
to fit their needs and preference. The exergame contains different levels of difficulties.

Fig. 3. Implementation of prototype in prototype triangle

Fig. 4. Flow charts of two ways of “branching” in the game (a) The player can choose between
two different trails and (b) The player can choose between walking the trail or rowing a boat over
to the other side of a lake
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The player completes the easiest level first, and then proceeds to the next level. This is
done for the player to be able to learn the game sufficiently before progressing to a
more advanced level. The player could also play the game in collaboration with other
players or compete against other players.

In the new concept, the seniors can choose exercises according to different body
muscles and choose an exercise depending upon their own preference or the recom-
mendation from a physiotherapist. This would provide elderly users with a clear
objective and benefits of exercising. The design of the exergames reflects the goals of
training muscle strength and/or balance For example, the goal of one of the exergames
concepts is to pick as many ripe apples from a tree as possible within a given time. This
activity requires players to stretch their body to reach for ripe apples (balance) and put
them in a basket on the ground by performing deep squats (muscle strength). New,
unripe apples appear on the tree and turn red when they are ripe. If the apple hangs on
the tree too long, it rots and falls off the tree. The player gets points from picking red
apples, and loses points both for picking unripe apples and from letting an apple rot.

As shown in Fig. 5, the prototype provides a simple interface with limited infor-
mation, which is easy to understand for elderly users and helps them to focus more on
the actual activity rather than confusing users with rich information displayed at dif-
ferent places on the screen.

Figure 6 presents the interface of different obstacles in the nature trail, which also
challenges players’ muscle strength and balance. A set of obstacles were added,
necessitating the following actions: (a) jump from rock to rock to get over the river,
(b) walk over the log lying across the path, (c) duck under the branch hanging over the
path, (d) get over the lake by rowing the boat, (e) balance on the log to get over the
river, (f) walk on the rocks lying on the path. As the seniors expressed the idea of doing
a quiz in exercise, the design also included quizzes in the nature trail so participants
could answer questions while maintaining their balance.

Fig. 5. The menu focuses on exercising different muscle groups
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5 Workshop 2: Presenting the New Exergame Concept

A second workshop was conducted at the same location as workshop 1 to get the
feedback of senior citizens regarding the new exergame prototype. All participants
from workshop 1 were invited to participate in the second workshop. The participants
of the workshop were presented with the summary of the issues that were identified in
the first workshop and the interface of the new game “Out in Nature”. A computer and
a projector were used to show the concept of the new game. The seniors were also
provided with the paper prototypes of the interface.

5.1 Findings of Workshop 2

In the second workshop, the participants did not have many inputs and feedbacks. The
participants of the second workshop generally liked that the exergame design of “out in
nature” had a familiar environment. However, some of the seniors were concerned that
including quizzes in the nature trail would take the focus away from the physical tasks
to cognitive tasks. One senior stated, “Answering the questions in the quiz will become

Fig. 6. Obstacles in the nature trail
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some kind of test on how good you are, and that is not how I have understood the point
of these games”.

Recommendation 7: The exergame concept must describe if the outcome of
the game is a physical challenge, a cognitive challenge or both.

They liked that there were different difficulty levels in the game and another user
stated, “I think that it is an advantage that everyone starts at the easy level, and the
more confident you get the harder it gets. I think that is a good way to be controlled”.
However, the participants wished clearer description of what was required for different
difficulty levels. Senior users liked the idea of having a nature trail to play an exergame,
which would be entertaining and fruitful and at the same time increase their physical
activity level. The users expressed that the design of the new game was simple to
understand as it only showed limited information.

Recommendation 8: The exergame concept must make it clear what kinds 
of movements are required at different difficulty levels.

For music, the seniors were curious about what kind of music the games would get,
“I am wondering, about the atmosphere and environment, when I am balancing there
[on the log], will I hear the sound of water”?

Regarding methodological considerations of the study, it was challenging to present
an interactive exergame with a paper prototype to such an inexperienced group, and the
participants had little feedback and comments on the game design. This was one of the
reasons that seniors did not provide many inputs on the new design. Future prototype
should focus on developing more interactive prototypes to increase the users under-
standing of the game.

6 Conclusion

This study evaluates off-the-shelf exergame, designs new game concept, and evaluates
exergame concept that fits the need and preferences of elderly users. The evaluation of
three off-the-shelf exergames and presentation of a new exergame provided several
important lessons for the design of exergames for senior citizens. First of all, it is
important to show only limited information on the screen. Seniors prefer to focus on a
single activity in the game rather than doing multiple activities such as physical activity
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and a quiz at the same time. Secondly, the exergame should provide the objective of the
game at the start so that seniors are aware of the required activities and their potential
effect. Thirdly, special focus should be given to progress and learning. Initial gameplay
should be slower with subsequent progression in speed and difficulty as the senior
advances. Lastly, age-appropriate music should be provided in accordance with
seniors’ choice. These are important aspects to take into consideration for exergames to
be a relevant tool for senior citizens to train their physical function and prevent falls.

This study demonstrates the importance of designing exergames for seniors with
simplified interfaces. The study provides a prototype that gives an example of how such
a simple interface can be developed which can focus on different ways to train balance
and strength in seniors. Designing the game with different exercises would allow
seniors to train different muscle groups and enjoy the game at the same time.
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Abstract. There are speech troubles that can be a sign of speech disorders or
speech sound disorders. Some causes include hearing loss, neurological disor-
ders, brain injury, intellectual disabilities, and so on. It is therefore very
important to include the speech therapy as part of the rehabilitation process for
affected patients’ phonation. This chapter presents a study on the ways sound
creation develops, aiming at creating an application to aid the therapy session.
The solution presented is used to improve speech problems through playing
games.

1 Introduction

This is the first study of a series of studies on speech therapy. Here, the results show
that this rehabilitation speciality was successful in primary schools as students with
speech problems go to speech therapists for treatment.

According to the Royal Academy of the Spanish Language, speech therapy teaches
phonation to those who experience pronunciation difficulties. It includes the diagnosis,
rehabilitation, and prevention of problems related to communication skills and their
associated functions. Following the Spanish ordination law of health professionals
(Ley de Ordenación de las Profesiones Sanitarias L.O.P.S. Ley 44/2003, de 21 de
Noviembre, de ordenación de las profesiones sanitarias), speech therapists graduate as
health assistants. According to the associated legislation, “Graduated students in speech
therapy develop the prevention, evaluation and restoring activities of audition,
phonation and language problems utilising associated therapeutic techniques.”

Speech problems may be divided into two categories: aphasias and dysarthria.
Aphasias is produced as a consequence of a lesion or brain injury that leads to the loss
of capacity to understand or produce language (either in adults or in children) [1].
Dysarthria is a language alteration produced by a brain lesion. It differs from aphasia in
that alterations are not presented in the prolongation or in the language sequence but
exist in associated difficulties with phonological components; in other words, by
making language sounds [2].

This chapter is a complement to a publication presented in the workshop of the 8th
International Conference on Pervasive Computing Technologies for Healthcare
(Per-vasiveHealth ‘14) [11] taking into consideration the previous work, we describe in
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detail the system functionality in order to help the reader to design similar systems
focusing on speech rehabilitation.

2 State of the Art

Nowadays, most related exercises aiming at improving speech are created by therapists
on hard copy paper format. The therapist prepares worksheets for children with these
limitations; these exercises are found in specific topic books where there are patterns to
perform the exercises. However, it is difficult to offer proper follow-up sessions with
the children. Currently, there is no tool to prepare the exercises and carry out this
follow-up for the children (Fig. 1).

3 Objectives

In this paper, we aim to analyze, design and build a platform for specialists and also
schools. The main goal is to support specific exercises so to improve the reading
ability.

The procedure we have followed is as follows: First, we classify the problem for
improvement. After the initial analysis, it is associated to the corresponding treatments.
Then, the platform suggests personalized games for the child to perform rehabilitation
activities from school or home. Both parents and teachers could also carry out the
monitoring exercises, developed for mobile devices such as Smartphone, tablets, or
other devices.

Fig. 1. Games and words to improve the pronunciation of specific words.

Games-Based Therapy to Stimulate Speech in Children 69



4 Classification and Treatment

A study was conducted based on the targeted diseases classification in relation to the
language problems as well as the evaluation treatment. These details are presented next.

4.1 Classification

The areas in the brain responsible for language processing as well as the problematic
areas in regards to language are [3]:

• Wernicke’s area: situated in the posterior region of the left temporal lobe it decodes
the language hearing information.

• Broca’s area: situated in the posterior and inferior region of the left frontal lobe it is
connected to the primary motor cortex of the larynx-pharynx muscles in order to
code the patterns of the articular speech nerves. In written language, the information
is processed to an occipital level (perception of graphical symbols) and is in rela-
tion, or not, to the hearing perception in reference to the left inferior parietal lobe.

The human phonetic system consists of the group of the different organs respon-
sible for the language articulation [4].

Depending whether we talk about a neuropsychological alteration or bad func-
tioning of the phonetic organs, the classification is [5]:

• Aphasia: it affects the spoken language (Broca’s area) while receptive aphasia
affects interpretation and language memory (Wernicke’s area).

• Flowing: they are the aphasias that produce a lot of vocabulary without much
articulatory effort; however, these may be responsible for many errors, little
informative content, poor vocabulary and, definitely, a non understandable
expression due to the presence of deform problems in the words.

• Not flowing: children make major articulatory effort, although the content is more
understandable than “flowing”. In this case, language problems are reductive with
difficulties in accessing the lexicon, automatic repetitions of words or phrases, etc.

• Dysarthria: the articulatory alterations are manifested by omission, substitution,
addition, or distortion of one or more phonemes, which affect the meaning of
speech. In addition, children who suffer from dysarthria have difficulties in moving
their phonetic-articulatory organs with difficulties on any activity. The following
areas can be affected: articulation, speed, volume, prosody (intonation), and pho-
netic respiratory coordination. Dysarthria is the result of a lesion in the central or
peripheral nervous system. The common causes include ictus, cranial accidents,
neurodegenerative diseases (Parkinson, Multiple Sclerosis, etc.).

4.2 Treatment

Treatment associated to these anomalies is related to each of the organs taking part in
the phonemes’ creation [6, 7]:
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• The respiratory system: articulating the phonemes is necessary so that several
organs can work together. Oral language alterations are consequences of the unu-
sual functionalities of these specific organs. In these cases, it is necessary that the
correct process to breathe is demonstrated through respiratory exercises.

• The main phonation organ, the larynx: along with the tongue, phonation is created
here. Treatment is usually related to respiratory, tongue, lips, and vocal exercises.

• The resonator system: formed by the inferior area of the supraglottal resonator
system, the lips function as the articulator system. To deal with labial weakness, a
child performs labial exercises in order to move the lips naturally.

5 Research Objective

The aim of this research is to bring these techniques closer to the ICTs rehabilitation so
to be utilized by speech therapists in order to prepare appropriate exercises helping
children performing their exercises from home. Nowadays, speech therapy is a for-
gotten area within TICS rehabilitation. Speech therapists are not located in educational
centres; hence, this study offers an easy way for teachers to use these techniques with
the assistance of a speech therapist.

6 Study Case

In this study, the speech therapist provides a set of exercises in an educational centre
for young students, preparing them for their transition from childhood to puberty, this
is when their voice changes (for when they leave aside their infantile voice). This is a
very common physical problem for children at this age as their respiratory cavities are
adapting and the deficiencies appear following a purely functional cause. These
exercises can be classified as respiratory, labial, vocalization, and resonance.

• Respiratory exercises: Figure 2 shows the ways the children can improve their
respiratory exercises and learn to breathe and increase their lung capacity through
games. They are required to blow out the candle while breathing, in other words,
providing a constant flow of air from the lungs to the iPad’s sensors. A microphone
detects the intensity and the airflow through the generated sound. The application
offers different types of games for this treatment as seen on the right.

• Labial exercises: Using an iPad pressure sensor, designed and improved in later
versions, the game consists of an activity of holding a ball in the air and requires
more strength after each attempt. In this way, the child improves their labial
strength. It is also aimed at increasing his/her capacity for pronunciation and
phonation. As such, the child must blow through a mouthpiece connected to a
rubber to guarantee that the lips are positioned correctly over the iPad pressure
sensor. As in Fig. 3, the application shows a set of exercises including intensity and
time factors.

• Vocalization exercises: In this case, the kids must vocalize, following a set of steps
indicated by the application (Fig. 4).
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As seen in Fig. 3, the child can perform the exercises by following the pronunci-
ations shown in the application, for example, a karaoke. Thus, the student makes the
interruptions and the phonemes’ prolongations. Pre-visualization of the exercise con-
tent is available. Furthermore, exercise repetitions and examples are presented to show
the student how to do the pronunciations.

These exercises can be performed at school or home with the parents’ or teachers’
help and support. The exercises are very simple to perform and do not require specific
therapeutic knowledge. However, a specific period is required for the child to conduct
the exercises in order to rehabilitate the voice’s timbre.

Fig. 2. Left: brain areas. Right: human phonetic system.

Fig. 3. Blowing the candle application.
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Nowadays, there are books related to speech therapy offering treatment guidelines.
However, no specific platforms and applications exist to bring speech therapy closer to
the educational centres and to the parents.

Fig. 4. Blowing the ball.

Fig. 5. Vocalization exercises (Color figure online).
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7 System Architecture

During our study, an English language teacher checked the application utilisation in
foreign language learning. She said that this rehabilitation type is typical for different
languages. However, the option of using phonetic sounds was suggested as an essential
application part because the phonetic is the same for every language.

In the cloud-based system architecture, the web services are the input and output for
communication with the application as such. In other words, data is sent and processed
in the system located in the cloud. The case study presented games as the rehabilitation
exercises, so that the children could stimulate their organs, using vocalization and
phonetic exercises, which were the research focus of this paper.

The phoneme generation area is in the brain based on the phonetic generation as
with the language translation. The cloud system sends the phoneme to the application
to processes it. Then complex activities occur within the neuronal network oriented to
phonetics, phonetic symbols are created and sounds’ pronunciation follows as a result.
These phonetic languages and their combination in the brain area produce the vocal-
ization (Fig. 6).

Two different parts are presented in Fig. 5: on one hand (in blue), the game
platform is classified in labial, respiratory, and phonetic types. Both the specialists and
the teachers create these games. On the other hand (in green), the vocalization games is
the locus where the phonetic exercises are responsible for the language generation.

Fig. 6. Conceptual architecture.
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The language treatment is emphasized in a light brown colour, where the speech
therapist, using the introduced words into the platform, generates exercises. Therefore,
the therapist generates vocalization exercises and the platform generates the sounds
depending on the child’s language. Thus, a layer in the cloud is consequently included
for the phonetic function and the sound translation, in order to improve the vocalization
for any language.

We have made a brief description of the system elements and its operation. Next,
we will describe these features one by one, so to clarify the system functionality
described in Fig. 5.

Exercises Storage: It provides an exercises collection and series to apply the treatment
to the patients. The system offers several treatments depending on the associated dis-
ease. Then, in order to improve the related skill, different phonemes games are provided
such as:

– Lipsticks: It contains lip exercises to position the lips correctly to improve
pronunciation.

– Repertories: Breathing exercises aim to improve pulmonary capacity through the
rehabilitation.

– Phonetic Storage: It provides a collection of phonemes needed to perform the
exercises in the phonetic composition and stored phonemes pronunciation. This is
to enable multilingual functionality, since the phonemes representation depends on
the language as its composition is different for different languages.

Vocalization. Phoneme vocalization exercises. Based on the repetition of phonemes
the patients can correct targeted defects in pronunciation. The phonetic exercises
correspond to associated tables created by the therapist. In this case, only the phonemes
are saved and then the composition of the specific exercise is performed.

The phonemes are performed by the language generation. It involves a process that
the therapist and the child can carry out in the language area. It is a process the therapist
must create for the child to follow.

The therapist generates concrete steps to improve the child’s pronunciation such as:

• Words: The therapist creates a repetition of certain words addressing them in a
concrete and precise order to generate exercises for the child; professional exercises
produced here should be checked. If they are necessary for the word phonemes
creation, and also, if not finalized, the system can make recommendations adapted
to specific needs.

• Writing Language: Based on the words selected in the previous section, the
specialist generates phrases and the necessary guidelines for the realization of
phonemes phonetic exercises. At this point, the specialist acquires all the necessary
phonemes and as such, guidelines for improving pronunciation child are easy to be
created.

• Phonetic Recognition: Once the above steps, the system itself takes a phonetic
recognition of the exercise. Therefore, the exercise is validated and the specialist
can verify that everything is finalized, including suggested modifications. If
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performance of phonemes is not correct in the database or not met, further vali-
dation is provided by the system to obtain validated phonemes existing in the
system.

In this phonetic recognition process, the system must guarantee a number of steps
between identification of phonemes, letters and words. This is necessary to establish a
series of steps to be taken into account in the exercise, and the platform should contain
to achieve the purpose:

• Phonetic symbols: the child must provide an acknowledgment of the phonetic
symbols so to recognize the symbol and establish the relationship with the sound. In
this section, the phonetic symbols are represented on the platform.

• Oral: The child’s oral language should be enhanced by teaching the child; this is
possible by the utilization of oral language phonetic symbols provided by the
platform as banks of images and videos for the positioning of each phonetic symbol
lips.

• Phonetic Sound: This is what the child hears and repeats, generated when fol-
lowing the guidelines. Upon recognition of the above steps, the child understands
and associates the sound connected to the phonetic symbols.

Each of these steps takes an analysis of information concerning the composition
and activities conducted by specialists; this data set should be verified by the system
and stored for complete verification. These functions are generated separately in the
system and should also be evaluated separately; hence the system should function in
layers to analyze information from the various parties.

We will perform a root objects interrelationship between each of the parties, so that
in this way the system will allow greater flexibility and maintenance. The object
interaction is conducted by the layers i.e. each object operates independently sup-
porting the top-level object; as such, the functionalities complement each other in order
to provide a complete set.

Passing parameters between objects including objects creation can do this. The
representation of an exercise object is a set of parameterized object, thus the object
responsive to an interaction between them is coming from the user. Such functionality
also facilitates objects monitoring towards data evaluation for each object to be asso-
ciated with various sensors and devices that may arise as parts on the platform.

8 Conclusions and Future Work

Voice problems are essential to be treated early in the period between infancy and
adolescence, delaying the teaching/learning process. However, using the suggested and
performed exercises child with speech difficulties usually exhibits rehabilitation of the
phonation system organs. Furthermore, this training also affects the brain where the
sound is produced because the child associates those sounds with images, facilitating
and accelerating training and rehabilitation.

This is the first research study on the speech therapy as a non-traumatic rehabili-
tation process produced and suggested by speech therapists.
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In future work, we propose to create a system that allows the utilization of diverse
rehabilitation devices (simulating real devices used by therapists). These devices were
developed in the early twentieth century and they lack simple and intuitive graphics for
contemporary user interfaces. A second research focus is on games performance
connected to sensors to aid the necessary rehabilitation measures and evaluation.
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Abstract. Robotic rehabilitation devices offer prospects in improving
the therapy outcome in stroke patients. In particular the combination
with tele-rehabilitation functionality may be beneficial to reduce cost,
which is especially required for home-based rehabilitation. In this paper
a device is presented that allows for exercising supination/pronation,
dorsiflexion, and finger training. Its communication architecture follows
a modular design approach. The Qt-based graphical UI can be executed
on different operating systems and devices including the cost-effective
Rasperry Pi single-board computer. Tele-rehabilitation functionality is
implemented based on SSL-encrypted RESTful web services following a
three-tier architecture. Cost is reduced by omitting expensive sensors.
A torque sensor is replaced with current-based torque sensing, used for
progress measurement and interactive exercises. The evaluation shows
accurate results after compensating the static friction, justifying the
omission of an additional torque sensor. Torque measurements during
passive exercises showed higher and more asymmetric ratings for a stroke
patient than for a healthy subject indicating that this measurement may
be used as an estimator of spasticity.

Keywords: Robotic rehabilitation · Tele-rehabilitation · Stroke · Home
health care · Distal upper limb functions · Motor control

1 Introduction

In high-income countries, stroke is the third most common cause of death and
the major cause of acquired adult disability [17]. Besides personal consequences,
this means a high economical impact. The average lifetime cost for stroke reha-
bilitation per case in Germany is 43,129e and projected 3.4 million new cases of
ischemic stroke from 2006 to 2025 lead to estimated costs of 108.6 billione [6].
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Often, the upper limb is affected leading to significant problems in fine and
gross motor skills. After three months, only 20 % to 56 % of all stroke sur-
vivors regain useful upper limb function [12]. In robotic therapy, training of
the distal parts of the upper-limb appears to be a crucial factor in this recov-
ery. A wrist extension for robotic upper-limb therapy device further increased
the rehabilitation outcome in comparison to training of the shoulder and elbow
alone [7]. Reaching and supination/pronation training is particularly impor-
tant since it promotes progress towards more functional whole upper extremity
movements [13].

Several robotic systems for upper limb rehabilitation have been presented [9].
While some studies show promising results in outcome [15], they are not consis-
tently in favor of robotics in comparison to traditional therapy [8]. This under-
lines the necessity for a better understanding of motor learning which can be
enhanced by means of robotic rehabilitation [14].

Seen from another perspective, these systems do not have to compete against
traditional therapy, but may instead be complimentary, e.g. by deploying rehabil-
itation devices in the home environment. Home rehabilitation potentially reduces
costs by increasing the amount of independent training time and relieving the
load of therapists. Tele-rehabilitation gives them a means of control and surveil-
lance over the training and the possibility of intervention if necessary.

However, most of the proposed devices are not suitable for home rehabilita-
tion. Many systems are either too expensive, e.g. due to the use of force-torque
sensors [11], do not offer modularity and virtual rehabilitation [5], or are fitted
to other systems [1]. Nearly 75 % of the devices observed in a comprehensive
review have not even undergone any sort of testing due to high complexity and
poor usability [2].

Based on the aforementioned points, we propose a device called m·ReSR2 (sec-
ond prototype of a modular Rehabilitation System for training of Rotational
movements) for training forearm supination/pronation, dorsiflexion, and finger
functions focusing on its application in the home environment. The system is
required to be cost-effective and to provide an intuitive user interface. Essential
to its function are an actuator and sensors for virtual rehabilitation or the study
of rehabilitation paradigms, particularly visual feedback distortion [4], and the
ability to give remote access to session data for tele-rehabilitation. The system
has been described in [18]. This paper goes more into detail in the exercise modes
and first experiences with a stroke patient training session.

2 System Implementation

2.1 Approach and Design

There are two basic approaches of training devices: End-effectors and exoskele-
tons. Rotational movements involve a high number of degrees of freedom (DOF)
of the hand, which exoskeletons have to provide to allow fully unconstrained
movements. Following a cost-effective approach, we chose an end-effector design
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Adjustable table

Fig. 1. Horizontal (l.) and vertical (r.) orientation of the training device

which allows tasks involving many DOF without the need for a high number of
mechanical DOF.

The movements to be trained comprise supination/pronation, dorsiflexion,
and fine finger exercises. These distal upper limb movements are strongly related
to performing activities of daily living (ADLs) [5], such as drinking, eating,
or knob manipulation. Moreover, these movements are important to orientate
the hand before grasping an object [16]. Depending on the orientation of the
device and the handle used, different movements can be trained. Supination
and pronation exercises are performed in the horizontal position with the arm
aligned to the motor axis. Dorsiflexion and fine finger exercises require the device
to be orientated vertically (Fig. 1). To this effect the motor axis lies perpendic-
ular to the arm such that the method of interaction changes and additional
muscles are activated. This way, only one actuator is necessary reducing com-
plexity and cost, while still allowing for different training methods. In contrast
to the former prototype [19], not the motor is turned but the device can be either
placed on the table-top or adapted in height and orientation using an adjustable
table. The advantages are that the mechanical design is kept simpler, the height
can be changed, and the table can be omitted, if a table-top device is sufficient.
A chuck attached to the motor can fasten different handles giving more flexibil-
ity in training. Supination/pronation requires an additional handle other than
dorsiflexion and by varying its size, the difficulty for fine manipulation training
can be tuned. The modularity through these optional components helps to get
closer to the patients’ needs or to clinical demands.

The end-effector’s main component is a motor that supports or impedes the
patient in performing rotational movements. The motor is placed within a casing
that also houses the power supply with a fused power switch, a microcontroller
board, electronics, and a navigation panel. An emergency switch is included to
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Fig. 2. Schematic of the system and possible interaction platforms

interrupt the power supply in case of a critical incident. Optionally, a single-
board computer (Rasperry Pi) may be included to build an all in one device.
Otherwise, a variety of devices such as common computers may be used to visu-
alize sensor values and to allow for access to low-level functions over a graphical
user interface (GUI). A system overview is depicted in Fig. 2.

2.2 Exercise Modes

Several training modes have been implemented. In the first step, the maximum
range of motion (ROM) and torque are determined (GUI screens shown in Fig. 3).
The ROM calibration consists of two steps. First, the anatomical range of motion
(red area in ROM assessment screen) is determined which is a necessity to pre-
vent the motor from turning beyond the joint’s painless limit. Since the affected
extremity is often not capable of performing this movement, the patient may be
supported with stepwise motor-controlled angular position increments controlled
via the user interface until the joint’s maximum rotation is reached. This can
only be performed by patients with sufficient sensory capabilities to feel the limit
of the joint. Otherwise, a therapist has to lead through this step. The second step
tests the ROM without the support by motor (green area in ROM assessment
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(a) ROM (b) Torque

Fig. 3. Assessment screens to test patients’ capabilities with range of motion (ROM)
and torque measurements

screen). This measurement is used as a guideline value for the position mode of
exercises where the goal is set relatively to this calibration value. In the next
step, the maximum torque that can be exerted by the patient is measured, which
is used as an orientation value for the torque-mode of the exercises and games.

Patients with little functionality start with passive/assisted training. The
hand is continuously mobilized following a sinusoidal trajectory with specifiable
ROM amplitude and frequency allowing for smooth movements without abrupt
jerks. Also the maximum torque of the motor may be set to adapt the assis-
tance according to prevalent muscle tone or pain. Besides this continuous mode,
a bilateral version of the assistive training has been incorporated. It uses a piece
of hardware called the passive mode cube. This optional module allows hemi-
paretic patients to control the motor’s position by turning a knob with their
healthy hand mobilizing the impaired hand [19]. Bi-manual exercises may pos-
itively influence the rehabilitation progress since it has a facilitatory effect on
the affected extremity [5].

Depending on the progress of the patient, the support can be reduced or
counter-torques can be applied. Moreover, torque profiles are provided. For
instance, we implemented a virtual spring mode where the torque is linearly
increased with the angle difference to a neutral position. The mapping between
angle and torque may be freely adjusted or is set according to the initial cali-
bration.

The calibration measurements of torque and range of motion over several
sessions can serve as a means of progress evaluation. Furthermore, continuous
samplings during the exercises with a frequency of up to 100 Hz can be taken.
Other indicators may be extracted from this data.

Simple rehabilitation games have been implemented to make training more
diverse. The game variable, for instance the range of a board in a breakout-style
game, depends on the initial calibration.

The system may be used to study new rehabilitation paradigms. We focus on
visual feedback distortion (VFD), which is subject to studies of the cooperating
neurologists. It may help to overcome learned nonuse by exploiting the gap
between visual and proprioceptive feedback. Thus, patients are encouraged to
reach beyond their self-assessed abilities [3,4,10]. VFD has been included into
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several modes including the games where the mapping between the input torque
or movement and the game variable is slightly changed.

2.3 Actuation, Sensing, and Electronics

A brushed motor and a gear with a reduction ratio of 7:1 were used achieving
a maximum total torque of 1.7 Nm. The combination of a strong motor with a
low reduction gear ratio results in low backdrivability while achieving a decent
maximum torque. It may not be sufficient to work against strong spasms but
safety concerns and backdrivability outweighed this possibility. An encoder with
1024 impulses per revolution delivers the relative angle in incremental steps of
0.05◦. A motor driver amplifies the pulse-width modulated signals (PWM) from
the microcontroller.

Torque measurements are an important factor in assessing the patient’s capa-
bilities. Force-torque sensors were not an option, since they cost many times more
than the presented system. Therefore, the torque is measured by utilizing its lin-
ear relationship to the armature current. A Hall effect based current sensor IC,
dimensioned for the Ampere range of the motor, converts the current to voltage
measured by the microcontroller’s 10-bit analog-to-digital converter (ADC). An
operational amplifier circuit amplifies the sensor voltage to cover the whole range
of the ADC. The torque is controlled with an integrative controller comparing
the measured current to the setpoint and adjusting the PWM signal, accordingly.
A serial connection between the microcontroller and a user interface device is
established either tethered, using a USB to UART bridge, or wireless based on
a Bluetooth module with Serial Port Profile (SPP). The printed circuit board
(PCB) further comprises voltage smoothing components and a tilt switch that
measures, whether the device is oriented horizontally or vertically.

2.4 Software and Communication

The software architecture is designed in a modular way. It consists of a client-
server architecture to provide tele or home rehabilitation functionality. The
client, located at the patient’s side, connects to the microcontroller over a ser-
ial UART connection to gather data or set parameters like resistance or target
position. For comparison of the training outcome, the patient’s maximum range
of motion and exerted torque are logged for every training or game session.
Furthermore, the trajectory of each session is stored to provide data which can
be useful to examine intrasession effects such as fatigue. The data of each ses-
sion is transmitted to the clinic side server or cached locally while an internet
connection is not available. With this implicit offline mode the training can be
continued anywhere and anytime without losing track of the progress.

The server software consists of a three-tier architecture which supports the
modularity concept. It uses a web front-end based on the JavaServer Faces
Framework PrimeFaces and connects to a JavaDB database. It is hosted on
a Glasfish application server implementing a SSL-encrypted RESTful web ser-
vice which receives data from training sessions and sets configuration values
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to the client software (Fig. 2). The interface features administrative, therapist,
and patient views with restricted rights. Patients can only monitor their train-
ing process whereas therapists can also set configuration parameters like VFD
for their patients training sessions. The RESTful approach combined with the
PrimeFaces UI ensures compatibility of the server with various clients and web-
browsers. The communication architecture allows for a variety of platforms to
access the functionality of the device and server.

To maximize the flexibility in client hardware, our prototype client software
is a cross-platform implementation based on Qt4 which runs on standard PCs
(Windows, Mac OS X, Linux) as well as on single-board computers like the
Raspberry Pi. We ported and natively compiled our software on a Rasperry
Pi Model-B running Raspbian Wheezy. This single-board computer is small
enough to be put it into the casing providing an all-in-one client. The software
includes a GUI for progress measurements, motivating rehabilitation games, and
progress visualization. The interface can alternatively be controlled by the inte-
grated navigational switch panel, touchscreen, or standard PC input devices
(keyboard/mouse).

The screenshot in Fig. 4, taken in the therapist view of the servers web front
end, shows a visualization of the torque measurements of a healthy subject’s
exercise data. Each entry in the table represents a calibration session with the
measured extrema used for exercises or games. The therapists see the amount
of visual feedback distortion, whereas this information is not visible in patient
view. The upper chart in the server-side view visualizes the progress over several
sessions to allow an estimation on the training outcome. Each session has the
whole trajectory data available which can be visualized in a movable pop-up
window by activating the magnifier symbol next to it. The trajectory shows the
torque, or angular displacement in other exercises, as a function of the time.
It is available for all calibrations, exercise modes and games. The session and
trajectory data can be exported to a spreadsheet for external processing.

3 Performance Evaluation

3.1 Torque Estimation Based on Armature Current Measurements

The first experiment evaluates the accuracy of the torque estimation from the
current measurement. For this, we use a force-torque sensor that is rigidly con-
nected to the device. A current profile is applied on the end-effector and the
estimated torque is compared to the measured one. The profile includes a step
at the beginning and a drop at the end of the sampling period. These two points
are used for synchronization and scaling of the two sensors that return samples
with constant but different sample rates. The values after the initial step and
before the increase of current define the baseline on which the force-torque sensor
is calibrated. The results are plotted in Fig. 5.

The dotted line represents the initial setpoint current which is converted using
the linear relation between torque and current. At the beginning of the slope,
the increase of current does not result in higher torque. We blame unwanted
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Fig. 4. Server-side visualization of a subject’s training performance
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Fig. 6. Representative short session in virtual spring mode

influences of the gear, mostly by static friction, for the reduced transmitted
torque. Therefore, we determine the static friction together with the torque
constant by fitting a linear model with T (i) = kmi + b, where T is torque, i is
current and km is the torque constant, to the torque measurement. Iteratively,
we increase the static friction and repeat the fitting without the values below the
threshold until b is approximately zero. Thus, the static friction was determined
to have a threshold current of 188 mA. The slope of the model represents the
motor’s torque constant. Regarding the reduction ratio of 7:1 and the efficiency
of the gear of 0.9, the torque constant km was calculated to be 56.41 mNm/A.
This is below the torque constant stated in the datasheet of kmd = 64 mNm/A.
The two values might deviate because of influences of the temperature but a
difference in this extend suggests further influences, for instance, that the gear
has a lower efficiency than stated in the datasheet. Anyway, this measurement
can be used for calibration.

We measured a root-mean-square error of 25.78 mNm for the fitted dataset.
Applied to the measurements from a second run, the error was only slightly
higher with 30.08 mNm. R2 is used to show how successful the fit is in explaining
the variation of the data. The fitted dataset and the second run have an R2 of
0.9957 and 0.9943, respectively.

Then, we determined the static friction with a common method and compared
it to our former result. The current was increased until a movement occurred,
determined by an encoder value unequal to zero. After repeating 100 runs in
both directions, the measured threshold currents were averaged and resulted in
a breakaway current of 120 mA and −118 mA in CW and CCW direction, respec-
tively. The lower value comes from the encoder’s high sensitivity in conjunction
with the gear’s backlash. Since the application of the higher threshold current
onto the motor does not lead to unwanted continuous movement, the higher



A Tele-rehabilitation System for Distal Upper Limb Functions 87

value is valid. It can now be utilized to decrease the initial user induced torque
and improve the accuracy of the torque estimation.

3.2 User Peformance in Different Exercises

The torque control can be applied in different training modes. First, a represen-
tative short session of the virtual spring mode, described in Sect. 2.2, is shown
in Fig. 6 with the angle, velocity, and torque plotted against the time.
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(d) Stroke patient in bilateral exercise

Fig. 7. Automatic passive mode and bilateral exercise using the passive mode cube

Second, the passive mode is tested with a sinusoidal trajectory with a fre-
quency of 0.2 Hz and an amplitude ranging from −60◦ to 60◦ where 0◦ is the
semi-pronated position. This mode is tested without a user (no external force
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on the handle), with a healthy subject whose hand is moved passively without
working against the motor, and a stroke patient who tries to do the same. The
trajectory is plotted together with torque that indicates the amount of resistance
introduced by the user. Additionally, a session with the same stroke patient using
the passive mode cube. The plots are grouped in Fig. 7.

The plots show that the controller achieves a smooth sinusoidal trajectory
without abrupt movements. The curve follows the specified ROM and frequency.
The measurement of the torque allows to draw conclusions about the resistance
implied by the user. The first plot without external forces on the handle shows
the lowest torque. The hand of a healthy subject imposes forces of the handle that
the motor has to overcome in order to keep following the trajectory. Higher and
asymmetric torques can be observed in the plot of the passive mode with a stroke
patient. This can be explained with spasticity which is a common impairment
after stroke. The increased muscle tone forces the hand towards a pronated
position. Therefore, the motor has to overcome higher torques turning the hand
into the supinated position which is reflected in the plots. The same can be
observed for the same stroke patient using the bilateral passive mode cube. It
can be seen that the torque peaks are not as high which can be explained with
the lower angle displacements. The measurements during the passive modes may
be used to observe spasticity and estimate the degree of the impairment.

4 Conclusion

A rehabilitation device for training forearm, wrist and finger functions has been
proposed. The torque estimation based on current measurements and the angle
sensing from the motor encoder readings permits virtual rehabilitation and
studying rehabilitation paradigms. The performance evaluation revealed a rela-
tive root-mean-square error of 2.2 % which is reasonable especially considering
the reduction in costs achieved by omitting a force-torque sensor. Therefore,
expensive sensors can be omitted without relinquishing torque control and mea-
surement. However, this method lacks the possibility of controlling the torque
directly on the end-effector side, e.g., necessary for admittance devices. Still, the
performance evaluation showed that torque profiles and passive exercises can
be implemented and that the torque measurements allow conclusions about the
degree of impairment.

The Qt GUI can be run on a Rasperry Pi which offers full capabilities of
a PC for less than $35. The device can be accessed remotely and session data
can be transmitted to therapists using web services. The cost-effective therapy
device provides remote access capabilities which are important prerequisites for
home rehabilitation. In future studies, we intend to validate the applicability,
efficacy and reliability of the system with further stroke patients in the clinical
and home environment.
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Abstract. Upper limb motor deficits caused by stroke have a large impact on a
person’s daily activities and independence. The personalization of the rehabil-
itation tasks to the needs of the patient as well as the enhancement of the
feedback provided to the patient are strategies for promoting motor relearning.
In this paper we describe the development and pilot evaluation of a portable
system that uses a robotic orthosis to deliver assistance and meaningful feedback
during rehabilitative training. Two software modules are implemented, one that
investigates an optimal calibration method for the personalization of the level of
assistance, and another one that combines the orthosis with a mobile application
running on a tablet that provides graphical knowledge of performance feedback
to stroke patients while performing therapy. Here we present two preliminary
studies and discuss the potential of this technology.

Keywords: Myo-electric orthosis � Personalization � Stroke � Motor
rehabilitation � Knowledge of performance � Mobile devices

1 Introduction

Motor impairment of the upper limb, cognitive and emotional sequels are commonly
observed in stroke survivors [1, 2]. These deficits have a huge impact on a person’s
activities of daily living (ADL), creating dependence on others in order to perform
simple daily tasks. Rehabilitation is essential for motor learning and helping in the
acquisition of skills that can improve independence in everyday tasks. Here, several
elements can contribute to a more successful rehabilitation process for enhancing motor
performance, from different occupational therapy approaches to the use of novel
technology to stimulate the reorganization of the brain motor areas [2–4].

The benefits of the advances in technologies in the rehabilitation area are well
known, and the applications range from brain computer interfaces [5] to robotic sys-
tems [6]. Technology provides novel ways to adapt the rehabilitation process to the
patient’s needs, which is essential to provide more personalized therapy training. In this
area, several approaches have combined intelligent training personalization with
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Virtual Reality (VR) or Games [7] and shown to have a positive effect on the reha-
bilitation [8]. Currently, it is known that training through passive movement exercising
is able to engage motor networks by means of proprioceptive feedback [9]. However, it
has been shown to be an ineffective way of engaging overt execution motor areas [10].
One way of restoring active movement is to use of an actuated upper extremity orthosis
that utilizes electromyography to support successful arm movements. For this reason,
novel approaches using robotic assistive devices have been developed to restore active
movement capabilities in order to engage patients in a physical training with mean-
ingful goal oriented actions [11,12]. Thus, personalization and adaptation to each
patient can be achieved by adjusting the degree of assistance being provided by the
robotic orthosis according to the patient’s muscular activity patterns [13]. Unfortu-
nately, in most cases, the assistance settings of those devices are configured manually
through an interface or menu based on expert knowledge, making it difficult for
patients to be autonomous in their training. Ideally, these devices should be able to
personalize the assistance levels by self-adjusting the settings, thus minimizing the
need of expert knowledge.

As important as providing personalization through the use of novel assistive
technologies is to be able to provide meaningful and valuable feedback that supports
patients in their motor relearning tasks. Nowadays it is widely accepted that there are
two types of extrinsic feedback that play a crucial role in providing information about
motor task execution: Knowledge of Results (KR) and Knowledge of Performance
(KP) [14,15]. KR feedback is given after completing the desired task and relates to how
well the task has been performed, while KP provides information about what is being
done during the execution of the training task in order to aid the patient in achieving the
best outcome [15]. Current computer based approaches for motor rehabilitation are
very well suited to provide KR by embedding training in the form of games that
provide quantitative measurements of results [16,17]. However, KP has not been so
widely addressed, this type of feedback being generally provided verbally by trained
therapists during task execution. To be able to incorporate KP features in rehabilitation
systems requires specific sensing technology, such as wearable or remote sensing
devices, capable of measuring and assisting the rehabilitation process in a safe and
unobtrusive way. In this sense, the combination assistive technologies that can partially
restore active movement capabilities in patients with motor deficits - while allowing the
capture of important physiological and kinematic information such as
electro-myographic signals or arm position - with software applications that provide
appropriate KP have a large potential.

The goal of this project is to develop a fully portable system that uses an upper limb
myo-electric robotic orthosis to enable and enhance active movement therapy by means
of: an intelligent calibration module for personalizing the level of assistance to each
user; and a training module that provides KP based on multimodal information cap-
tured from the user in real-time during the execution of the task. Both, calibration
module and KP module, are implemented as an Android application that connects
wirelessly with the robotic orthosis. These modules allow the user to modify in
real-time the settings of the device by searching for the parameters that are more
suitable for his/her muscular performance, and are designed to provide real-time
feedback on KP during training from both physiological and kinematic data. In this
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paper we present the development and results of two pilot evaluations to (1) identify
the optimal calibration parameters concerning the assistance level of the myo-electric
orthosis, and (2) assess the impact of KP feedback when physiologically based feed-
back or when kinematic based feedback are used.

2 Methods

We developed a portable system relying on a mobile device and a myo-electric limb
orthosis that enables active movement training and provides KP. First, in order to
identify the optimal settings for the robotic orthosis, we developed and evaluated a
calibration module. Then, we created a feedback module to investigate which type of
KP feedback (physiologically or kinematic based feedback) would provide the patient
with more useful information during motor training. The software modules developed
in this project were designed for mobile devices that run Android OS (Google Inc.,
Mountain View, California, U.S.), and were implemented using the Android SDK and
Unity 3D (Unity Technologies, San Francisco, USA).

2.1 Myo-electric Limb Orthosis

We used the mPower 1000 (mPower 1000, Myomo Inc., Boston, USA), a robotic limb
orthosis that is portable and has one actuated degree of freedom (elbow join). The
orthosis uses two electrode sensors placed on the biceps and triceps of a user, thus
reading his/her electromyography (EMG) plus the orthosis motor position (i.e. elbow
flexion). By activating the biceps or triceps during the arm movement, the EMG
readings enable the device to assist users with motor impairments of the upper limb in
completing the desired movements. The mPower 1000 has several configurable
parameters to determine the amount of assistance. Independent assistance levels can be
set for extension and flexion movements. Each level of assistance can be set with
values that range from 0 to 20 (where 20 provides the highest level of assistance)
through a virtual serial port over Bluetooth communication channel. In addition, the
device offers three control modes, allowing the user to control the orthosis using only
biceps or triceps muscles individually or both of them simultaneously.

2.2 Data Collection

For further analysis, all software modules collect synchronously all kinematic and
physiological data available from the mPower 1000. Recorded data include
pre-processed normalized amplitude values of the envelope of EMG signals from
biceps and triceps (0–14), position of the arm (degrees), time (ms), average speed
(degrees/s), values of the assistance levels for both extension and flexion (0–20) and the
number of arm flexions and extensions. Due the fact that the EMG signal is noisy, a
finite impulse response filter was applied to smooth the EMG data. Data are logged
directly on the mobile device, sampled every 100 ms and stored as a CSV text file.
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2.3 Calibration Module

For the calibration module, we developed a native Android application implemented
using Android SDK tools. It uses the built-in Bluetooth capability of a mobile device to
connect to the mPower. This application allows the user to adjust the extension and
flexion assistance levels, increasing or decreasing the assistance using the plus and
minus buttons in the touch screen (see Fig. 1). Two additional functions were imple-
mented for conducting experiments: ‘Reset EMG’ resets the baseline values of the
EMG readings; and ‘Reset’ initializes the assistance levels with random values (0 to
20). Because the experimental task requires the participant to search for the optimal
assistance settings, the calibration module does not provide information about the
current assistance values. This way we prevent the participants from memorizing the
settings and avoid biases in the search.

2.4 Maximizing Movement Control Through Intelligent Adaptation

In order to identify the mPower 1000 settings that maximize performance for each user,
we run a pilot study with 15 healthy volunteers with an average of 26.5 ± 4.3 years (see
Table 1.). All participants were informed about the purpose of the study and gave their
signed consent.

Before the experiment, participants had a training period to get familiarized with
the robotic device and the mobile application. The experiment had duration of 20 min
during which the participants wore the mPower 1000 and had to perform multiple
elbow flexion/extension sequences. During that time they used the calibration module
to change the levels of the assistance in flexion and extension movements with the goal

Fig. 1. Calibration module that controls the assistance levels of the mPower 1000. The module
does not display the actual calibration values; it only has buttons to increase and decrease the
assistance for extension and flexion movements.
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of identifying the configuration that would give them more control over the orthosis
device. After the user considered that he/she had found the best settings, the current
assistance values were stored and replaced by random values, and the user had to repeat
the process until new optimal settings were found. Each participant repeated the pro-
cess several times during the 20 min experimental session. After the session, the user
filled a questionnaire that consisted on 6 questions concerning the use of the mPower
1000, the level of control, comfort, fatigue, and also the perception of the participant
about the “best calibration”. To reduce the complexity of the task, in this study the
assistance was determined using the biceps EMG information only. This means that
users had to activate the bicep muscle to ‘close’ the device (flexion) and relax the
biceps to ‘open’ de device (extension).

2.5 Feedback Module

This module leverages the information gathered from the myo-electric limb orthosis to
provide stroke survivors with KP to assist and improve their rehabilitation exercises.
This module has two main interfaces that are intended to deliver either physiologically
or kinematic based KP feedback.

Physiologically Based Knowledge of Performance. In this KP mode, the mobile
application presents feedback based on the physiological readings of the mPower 1000.
Biceps and triceps EMG activation levels are represented in real-time as vertical bars
accompanied by a numerical value (Fig. 2, top panel) under the label “flexion” and
“extension”. The bar values correspond to normalized EMG activation values, with 0
and 10 corresponding to the minimum and maximum muscular activation levels,
respectively. This view enables the user to see their muscular activation patterns easily

Table 1. Participant demographics

Participant Age Gender Dominant arm

P1 28 Male Right
P2 27 Male Right
P3 22 Male Right
P4 21 Male Right
P5 28 Female Right
P6 28 Male Right
P7 39 Female Right
P8 28 Female Right
P9 23 Female Right
P10 24 Female Right
P11 24 Female Right
P12 26 Male Right
P13 24 Female Right
P14 29 Male Right
P15 27 Male Right
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represented as bars, thus allowing the user to better understand how successful
movement results from muscle activation.

Kinematic Based Knowledge of Performance. In this KP mode, the mobile appli-
cation represents the real-time position and velocity of the arm movements in degrees/s
(Fig. 2, bottom panel). Thus, this configuration relies on arm movement kinematic data
and presents it, consistent with the physiologically based representation, as bars and
their corresponding numerical value. Both kinematic and physiological data were
chosen to be represented with the same amount of information channels (two bars) in a
visually consistent manner. However, given the similarity of the two feedback repre-
sentations and to avoid confusions, the kinematic based feedback is presented using
horizontal bars.

Fig. 2. Mobile assistance for knowledge of performance. The mobile application can provide a
physiologically based feedback (top panel), and a kinematic based feedback (bottom panel) based
on muscular activation or movement kinematic data respectively. ‘Flexão’ and ‘Extensão’ are
Portuguese for ‘Flexion’ and ‘Extension’ respectively.
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2.6 Physiological vs. Kinematic Knowledge of Performance

In order to understand which feedback mode provides patients with a more useful and
understandable information about their performance during the training, we ran a pilot
study with stroke survivors. In this experiment we assessed how patients reacted to the
two different types of feedback, i.e. physiological and kinematic (see Subsect. 2.5).

Three stroke survivors participated in this pilot evaluation (Table 2). The pilot took
place at Hospital Dr. Nélio Mendonça and Hospital Dr. João de Almada, in Funchal.
All the participants gave their informed consent and the study was approved by the
ethics committee of the Madeira Health System (SESARAM).

In this experiment, patients sat and wore the mPower 1000 robotic orthosis on their
paretic arm (Fig. 3). Placed in front of them, a tablet ran the feedback training module
(Fig. 2). Prior to the evaluation session, all patients had a training period to get
familiarized with the mPower and the mobile application. After this period, the patients
were presented with both KP feedback forms, that is, based on EMG activation and
based on movement kinematics. The session consisted on the repetition of a simple arm
movement (arm flexion and extension) during blocks of 4 min. Between blocks,
patients had a few minutes to rest. After they completed the training, patients were
asked about their opinion about each type of KP feedback.

Table 2. Patient demographics

Patient Age Stroke type Side Time post-stroke

1 74 Ischemic Right 40 weeks
2 54 Ischemic Left 5 weeks
3 78 – Right 30 weeks

Fig. 3. Experimental setup. Stroke patient using the mobile knowledge of performance system
for upper limb rehabilitation.
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3 Results

3.1 Calibration Module: Maximizing Movement Control Through
Intelligent Adaptation

This experiment involved healthy participants that had to find the optimal settings of
the myo-electric robotic orthosis. For analyzing the data collected, all data collected
were divided into two datasets: the first one containing all data related to
flexion/extension exercising in which the optimal calibration settings were not found
(worst), and the second one containing the data for the optimal calibration settings
(best).

Figure 4a shows a best calibration data sample (EMG and elbow flexion) of a
participant’s session block. This particular data sample has a significant although very
low Pearson correlation coefficient (r = -0.15, p < 0.001) between muscle activation
(EMG) and actual movement (motor position). We computed the correlation coefficient
for both datasets (Fig. 4b) and compared them with the non-parametric matched pairs
Wilcoxon test. Although the correlation coefficient for the best configurations is sta-
tistically higher (p < 0.05), correlation values are low with a median below 0.4.

It can be observed that there is a large time lag between the muscle activation and
the performance of the movement itself (Fig. 4a). Thus, in order to time correct the two
time series (EMG and elbow flexion) a cross-correlation measure (Fig. 5a) was used.
For the previous example in Fig. 4a we can observe that the maximum coefficient for
the correlation (r = 0.81, p < 0.001) is found with a time lag of 10 time steps. Since
each data point is collected at a rate of 100 ms, the 10 unit lag represents a second of
delay between the muscle activation and the actual movement.

The analysis of all experimental sessions shows a higher time corrected correlation
for the best settings dataset (r = 0.61) (see Fig. 5b), with an average time lag of

Fig. 4. Correlation analysis. (a) Normalized EMG vs. arm flexion (motor position) example data
of one session of the best calibration dataset. The x axis represents time (100 ms per data point)
and y axis normalized signal amplitude. (b) EMG vs. elbow position correlation analysis for all
sessions of both datasets.
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12 × 100 ms. In this case, we find that the time corrected correlation is approximately
50 % better for the best dataset that when we consider all other settings in the worst
dataset (r = 0.4147). A non-parametric matched pairs Wilcoxon test confirmed the
differences to be significant (p < 0.05). Consequently, these data supports the idea that
the best settings according to the user subjective reports are those that maximize the
time corrected correlation between EMG activity and the movement performed by the
myo-electric robotic orthosis. Further, an analysis of the parameter values used for
the best calibrations for all sessions indicates that the median assistance levels for
extension and flexion are Mdn = 9, SD = 4.5 and Mdn = 16, SD = 4.6 respectively,
being the assistance in flexion about 40 % higher than in extension. These findings will
lead to the implementation of an unsupervised algorithm that determines the mPower
1000 settings to maximize the time corrected correlation during motor movements
(flexions and extensions).

Through the questionnaire (Table 3), participants reported a high level of control
and comfort using Myomo (M = 7.8 and M = 6.8 respectively). In addition, users felt
that the system was easy to use (M = 8.1) and understood well the calibration (M = 7.9).

Fig. 5. Cross-correlation analysis. (a) Cross-correlation of the EMG vs. elbow flexion (motor
position) of the example data in Fig. 4a. (b) EMG vs. elbow position time corrected correlation
analysis for all sessions of both datasets.

Table 3. Responses to the user questionnaire (0-10).

Question Responses

What was the level of control over Myomo? 7,8
What was the level of comfort when using Myomo? 6,8
What was the level of resistance that Myomo has provoked? 6,7
Level o fatigue after each block? 4,4
Do you think you managed to do calibration well? 7,9
Use of the myo-electric orthosis was easy? 8,1
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Although users reported some resistance (M = 6.7), they did not report high levels of
fatigue (M = 4.4). Most concerns from the users where related to the heavy weight of
the robotic orthosis.

3.2 Feedback Module: Physiological vs. Kinematic Knowledge
of Performance

We performed a pilot experiment with 3 stroke survivors where all participants were
exposed to the mPower and with an Android tablet that displayed both KP feedback
forms, that is, based on EMG activation and based on movement kinematics. The first
observation is that the EMG signals of patients were weak and irregular (Fig. 6), as
opposed to what was observed in the previous experiment with healthy subjects
(Fig. 4a). Triceps signals were more unreliable than biceps; and the dual control mode,
based on both biceps and triceps EMG activation, was reported very challenging. All
participants reported difficulties in understanding the physiologically based feedback.
We believe that the large oscillations on the EMG signals combined with the need of

Fig. 6. Data sample for biceps and triceps EMG activation, and arm flexion for one patient
performing repetitive arm flexion and extension training using the mPower 1000 myo-electric
orthosis.
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understanding the antagonistic nature of biceps and triceps EMG for the generation of
the correct movement, made the physiologically based feedback less intuitive. When
asked about which mode they preferred, all participants favored the more direct relation
between kinematic feedback and movement execution, claiming that the kinematic
feedback was easier to understand.

4 Discussion and Conclusions

In this project, we proposed a novel hybrid mobile rehabilitation approach by means of
a myo-eletric driven orthosis in order to restore and enhance active movement training.
To that end we developed a mobile system consisting of two software modules,
a calibration and a feedback module, and evaluated them on healthy users and stroke
patients. From the findings of the evaluation of calibration module, it is possible to
conclude that a time corrected correlation on the muscular activation patterns
(EMG) and actual movement can be used to assess the level of control by the user, and
therefore to determine the best assistance settings. Hence, there is potential to build an
intelligent system that is capable to self-calibrate only using actual user movements,
without expert knowledge, and making myo-electric robotic assisted training more
patient friendly. In addition, users reported high levels of acceptance of the techno-
logical solution.

On the feedback study, patients reported that the kinematic type of feedback was
easier to understand. Unfortunately, we observed that also cognitive deficits derived
from stroke interfered with the feedback comprehension, which resulted in a small
sample of patients having criteria for participating in this evaluation. Despite these
limitations, we believe that this tool has potential for supporting specific stroke sur-
vivors during their rehabilitation process. This mobile system does not only assist in
action execution by virtue of the displayed feedback, contributing to generating
knowledge of performance, it also serves to quantitatively assess and monitor changes
in the muscular activation patterns of the biceps and triceps, making it also possible to
quantify long term changes and improvements.

Overall, such a system can be valuable for supporting the execution of rehabili-
tation tasks in users with motor deficits of the upper extremities, offering personalized
exercise assistance with enhanced feedback on performance. In the future we want to
integrate both modules into a single application, providing both a self calibration
method and enhanced feedback for the execution of motor tasks. We aim at conducting
further experiments with a larger sample of stroke survivors to better understand both
the effect of the nature of the feedback provided for knowledge of performance as well
as its long term implications in the recovery of normal arm kinematics and muscle
activation patterns.
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Abstract. Since the late 90’s pupil size variations have been consid-
ered a possible input channel in Human-Computer Interaction [7]. [4,5]
showed that it is possible to manipulate pupil size via self-induced regu-
lation strategies. A training based on graphical real-time pupillary feed-
back supported the learning process towards voluntary pupil size control.
For successful learning the feedback has to be reliable, stable and on
time. Taking this into account, spontaneous blinking poses one impor-
tant problem during real-time feedback. This paper presents the process
and elaboration of real-time data filtering methods. The final imple-
mentation consists of a two-state process. Blink replacement is achieved
with a data-driven threshold. The filter was programed and tested in the
framework of a study by [3]. The testing results were promising.

Keywords: Real-time pupillary feedback ·Voluntary pupil size control ·
HCI · Data filtering · Spontaneous eye blinks

1 Introduction

The success of Human-Computer Interaction (HCI) grounds on the necessity of
providing a suitable link between human physical input actions and technical
devices. [7] stated that “the fundamental task in computer input is to move
information from the brain of the user to the computer” (p. 1). He stressed
the importance of finding faster, more natural and more convenient means for
information transmission. [7] was one of the first to mention eye pupil diameter
as a future possible input channel.

Since then, various studies have shown that pupil size changes are related to
cognitive and affective information processing, for example [6,11]. Yet, so far, the
c© Springer-Verlag Berlin Heidelberg 2015
H.M. Fardoun et al. (Eds.): REHAB 2014, CCIS 515, pp. 104–114, 2015.
DOI: 10.1007/978-3-662-48645-0 10
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majority of these studies have referred to pupil dynamics as merely passive, reac-
tive information. Pupil size changes provide insight into affective experiences but
seem to be defying any voluntary control, which is a crucial requirement in the
case of feasible input channels. Ten years after [4,5,7] point to the possibility of
intentional pupil size manipulations as a new way of transmitting information to
a computer. They investigated the hypothesis that pupil variations can indirectly
be controlled via several forms of physical and psychological self-regulation, for
example positive thinking or changing the point of focus.

[4] provided real-time graphical feedback of the subjects’ recorded pupillary
behavior. This should allow the subjects to assess and learn to control their pupil
variations, leading to voluntary pupil dilatations and constrictions. The authors
see the quality and accuracy of the given feedback as essential to a successful
learning process.

However, working with pupillary data raises two general problems. One is the
sensitivity of the human pupil to changes in illumination, resulting in fluctua-
tions of the recorded pupil size. This can be circumvented by providing constant
lightning conditions, minimizing the possible influence of illumination on pupil
size. The other one is the occurrence of spontaneous blinks. Blinking, character-
ized by a rapid closing and opening of the eyelid, causes the eye-tracker to record
invalid values. During this process, the lid gradually occludes and uncovers the
pupil leading to incorrect size measurements. The moment the eye is closed, the
eye-tracker loses track of the pupil. For post hoc data analysis the method for
removing the errors introduced by blinking does not have to meet any special
requirements. Hence, with post hoc processing many methodical approaches are
feasible.

However, in order to enable the control of a computer system by pupil size
manipulations real-time eye tracking and feedback is required. Thus, handling
blinks represents one important challenge. For providing real-time continuous
feedback, the applied method has to be able to reliably detect and replace blinks
by valid pupil size measurements without causing a too large delay and distortion
in the data stream. Presentation of wrong or overly delayed values would disturb
the feedback.

This paper presents the development and progress of an algorithm capable of
fulfilling the above-mentioned specifications. In Sect. 2, the two filter approaches
are presented, followed by their testing results and discussion. In Sect. 3 a con-
clusion is presented and implications for future work are elaborated.

2 Filtering Methods

The realization of real-time pupillary feedback needs to satisfy three premises,
it has to be reliable, stable and on time. Reliability refers to the correctness and
accuracy of the presented pupil size. Stability bears upon the ability to keep up
reliable measurements when the pupil signal is disturbed which is particularly
the case during blinking. The right timing assures that the depicted feedback
values are related to the momentary pupil behavior at a specific time point.
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Under these preconditions we developed and elaborated two filter algorithms for
dealing with spontaneous eye blinks during real-time feedback.

Implementation and testing of the algorithms took place within the frame-
work of a study by [3], evaluating the scopes and limits for training voluntary
pupil control with real-time pupillary feedback. The subjects were instructed
to try to control their pupil size as much as they can via self-induced imagi-
nation of positive or negative ideas, relaxation or by performing calculations.
Figure 1 depicts the experimental setup and feedback schema presented to the
participants. The basic feedback consisted of four circles. The use of graphical
feedback instead of numeric values was considered to be more comprehensible.
Likewise the presentation of circles was thought to be intuitive, since the shape
of a circle is associated with the shape of the human pupil. The thicker black
circle in the center represents the average pupil size of the subjects’ baseline
measurement. The two gray areas around the baseline circle depict the baseline
average score plus/minus one standard deviation. These circles should serve the
subjects as anchor points and remained constant during training. The dashed
circle is the actual feedback. Its size varied according to the momentary pupil
behavior. The fixation cross in the center should prevent the subjects’ focus from
drifting. For a more detailed description of the study refer to [3].

momentary 
pupil size

baseline

baseline 
+ SD

baseline 
- SD

Fig. 1. Experimental setup and feedback schema as used in [3].

Pupil size was recorded with the SMI iView X
TM

Hi-Speed 1250 eye-tracker
[13], featuring a sampling rate of 500 Hz. The experimental setup had a refresh
rate of approximately 30 Hz, which implies one data point every 33.33 ms. The
coding of the algorithms was done in PsychoPy v1.78 [12].

2.1 Value-to-Value Comparison Approach

Literature research of existing post hoc data analyzing methods indicates that
one common rule to determine invalid data focuses on the comparison of con-
secutive measurement values. This approach is based on the assumption that
the speed of pupil dilatation and constriction is physiologically limited. This
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proposes the definition of a criterion for the maximal allowed pupil diameter
change during a fixed time interval. [9] have pointed out that applied criteria
should best be derived from empirical data on actual physiological conditions.
[10] investigated pupillary responses to emotionally provocative stimuli. They
were recording pupil data with a 50 Hz eye-tracking system, hence the distance
between two measurement points was 20 ms. They defined changes greater than
0.75 mm between two consecutive values as invalid measurements and removed
them from the data set. In a subsequent study they halved their criterion to
0.375 mm [11]. Unfortunately, the authors did neither give a justification for
their choice of criterion nor for its tightening in the second study.

Taken these considerations into account the first developed algorithm relies
on a sample-to-sample comparison, as suggested by [10,11]. The filtering concept
uses a criterion based on a study by [2]. This work provides a physiological foun-
dation to the applied criterion. [2] investigated the amplitude and peak velocity
of pupil constriction in the light reflex in 43 healthy subjects. The results yielded
to an average peak velocity of 5.65 mm

s (SD = 1.17 mm
s ). Adaptation of the given

peak velocity by [2] to our sampling rate of 30 Hz leads to a maximum sample-
to-sample change of approximately 0.19 mm, as can be seen in the following
equation:

5.65
mm
s

= 0.0057
mm
ms

0.0057
mm
ms

33.33ms = 0.19mm.
(1)

The filtering process consists of the comparison of the absolute difference
between each two measurement points to the criterion derived from equation
(1). If a value is found to be exceeding this criterion, it is considered as invalid.
The last valid measurement point is then taken as the comparison value for the
following data points. Following the recommendation of [1], invalid values as well
as zero values are replaced by the last valid value. Replacing ends once the last
valid measurement and a following data point meet the criterion of 0.19 mm.

Testing Results and Discussion. Figure 2 depicts exemplary raw and filtered
pupil diameter signals using the algorithm described in Sect. 2.1. The blinks are
removed and replaced by the last valid measured value. However, the filtered
data does not follow the raw data perfectly, especially between seconds 24 to
26. The lefthand side of Fig. 2 shows a close up of this time interval. A look at
the raw data indicates a dilatation movement, consisting usually of two phases.
The first one is a relatively steep and fast rising movement, whereas the second
one is comparatively slower and continues until a certain base level is reached.
This implies that the distance between two values, especially at the start of the
upward movement could be somewhat bigger than 0.19 mm, as shown for the
first two circled values. As a consequence the filter replaces the exceeding values
by the last valid one and continues until one consecutive measurement meets the
criterion, indicated for the third circled value.

These results point out one major drawback of this first filter implementation.
They illustrate the trouble with keeping the comparison value fixed, once an
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Fig. 2. Raw data signal (x ) and filtered signal (o) after the Value-to-Value Comparison
Approach. Close up of the time interval between 24 s to 26 s.

exceeding data point is found. Adherence of the comparison value leads to data
replacements until a following measurement point matches the limit of 0.19 mm
compared to the fixed value, potentially leading to massive data distortions.
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Fig. 3. Raw data signal (x ) and filtered signal (o) after the Improved Value-to-Value
Comparison Approach. Close up of the time interval between 24 s to 26 s.

In order to account for this issue, it is necessary to perform the value-to-
value comparison independently of the last valid value. This requires buffering
of two values and thereby introducing a delay. In the following explanation it
is assumed that the first value is valid. The next incoming third measurement
is then compared with the second. Two results are possible. If the comparison
matches the criterion, then the second value becomes the next valid one and the
following comparison is between the third and fourth value. If the criterion is
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not met, the first value is repeated, remains the valid value and the consecutive
comparison is between the third and fourth value.

Figure 3 shows the same raw data and close up as in Fig. 2 with the modified
filter. Studying the close up, it can be seen that the improvement leads to much
less data distortions. However, correct data points are also replaced. This latter
fact depicts two weak spots of a sample-to-sample change criterion.

The first problem is that the criterion is derived from a physiological char-
acteristic. Therefore, it differs from person to person. This can be seen in the
high standard deviation of the results by [2] (M=5.56 mm

s ; SD=1.17 mm
s ). These

variations make it difficult to apply the same criterion to different persons. The
second problem is that the applied criterion was based solely on average con-
striction speed and thus, disregarding the possibility that dilatation movements
could be faster. A simple solution for both issues would be to enlarge the max-
imum allowed sample-to-sample change. However, the trade-off is that chances
are increased to tolerate more invalid values.
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Fig. 4. Raw data signal (x ) and filtered signal (o) after the Improved Value-to-Value
Comparison Approach. Close up of the time interval between 15 s to 16 s.

Figure 4 illustrates another problem of the improved filter algorithm. Shortly
after 16 s unusual small values are recorded. One reason for this might be, that
the subject was blinking but did not close the eye completely. The close up on
the left shows that the filter includes these values instead of replacing them,
since the three adjacent values meet the criterion. This reveals a third weak spot
of the applied criterion and filter. It does not check for unusual data.

As a consequence of these discussed problems of the first filtering concept an
enhanced filtering algorithm was developed.

2.2 Enhanced Filter Approach (EFA)

The next proposed filter algorithm is built upon the improved value-to-
value comparison approach and tries to overcome the implied problems. The
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implementation is based on a two-state-process and introduces the concept of
a threshold. The threshold is a fixed value greater than zero, thereby indicat-
ing unusual small pupil diameter sizes, as well as blinks. This helps to detect
blink movements at an earlier stage and to counteract the possibility of includ-
ing unreasonable data. In this algorithm the value for the threshold is set to a
maximal allowable pupil diameter of 3 mm. This choice is based on empirical
experiences. Different than to the definition in the first algorithm, valid values
are considered as three consecutive values which pairwise compared meet the
allowable maximum deviation of 0.19 mm. This definition has proven to be more
robust and reliable, than a simple value-to-value comparison. Figure 5 visualizes
the basic working principle of the EFA algorithm, using a signal flowchart.

comparison of 
pupil size values 

to threshold

search for the last 
valid value before 

the blink

state 1:

buffering of 
3 valid values

value 
<

threshold

NO

YES

search for the 
next valid value 
after the blink

fill in last valid 
value

state 2:

buffering of 
2 values after 

the blink

found

NO

YES

found

NO

YES
eye-tracker 
pupil size 

values

Fig. 5. Working principle of the EFA.

As shown in state one, each measurement starts with buffering three valid val-
ues. Three consecutive measurement points have to be greater than the threshold
and meet the definition of valid values. This introduces a greater delay than in
the previous filter where only two values need to be buffered. Nevertheless, these
values constitute a save buffer, ensuring that a valid value is always given to
replace invalid data. From then on, each incoming pupil size value is compared
to the threshold. If it is greater, then it is considered valid and presented as
feedback. If it is smaller, then a blink is detected and the actual filter process is
activated. The EFA searches backwards in the preceding data for valid values,
according to definition. The most recent valid value is taken as the replacement
value and the filter switches to the second state. This state starts by buffering
two values, thereby buying time to search for the next valid value in the prospec-
tive data. The two stored values are then again pairwise compared to the next
incoming one, equivalent to the first process in state one. If they exceed the
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Fig. 6. Raw data signal (x ) and filtered signal (o) after the EFA. Close up of the time
interval between 24 s to 26 s.

threshold and are considered as valid, then the first one marks the endpoint of
the blink and the filter switches back to state one. If they do not match both
requirements, then the first value is replaced by the last valid value and the filter
repeats the comparison process with the next incoming value.

Testing Results and Discussion. The EFA is compared to the previous
filter concepts by using the same raw data signal and looking at the same time
intervals.

Figure 6 depicts the time interval between 24 s and 26 s. The close up shows
that the filter perfectly reproduces the raw signal course, in contrast to the
previous approach (see Fig. 3).

5 10 15 20 25 30
0

1

2

3

4

5

6

7
Enhanced Filter Approach

time [s]

pu
pi

ld
ia

m
et

er
 [m

m
]

15.5 16 16.5
0

1

2

3

4

5

6

7
Enhanced Filter Approach

time [s]

pu
pi

ld
ia

m
et

er
 [m

m
]

Fig. 7. Raw data signal (x ) and filtered signal (o) after the EFA. Close up of the time
interval between 15 s to 16 s.
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Fig. 8. Raw data signal (x ) and filtered signal (o) after the EFA. Close up of the time
interval between 26 s to 27 s.

The filter is also able to replace the unusual small pupil size recordings
shortly around 16 s, as shown in Fig. 7. Both figures illustrate the benefits of
the threshold. In contrast to a continuous comparison based on a fixed criterion,
the threshold acts as a trigger to activate the search for valid values by pairwise
comparison. This assures that valid values remain untouched by unusual large
pupil size changes not associated to a blink.

Despite all of the mentioned aspects, introducing a constant threshold value
does also create problems. The question to which value the threshold should be
set is crucial. Figure 8 demonstrates this dilemma. The same data set but yet
the invalid data around 26 s to 27 s, shown in the close up, are not intercepted.
All three measurement points are greater than the threshold value.

3 Conclusion

This work presented the development and progress of filtering approaches in the
context of live pupillary feedback. Feedback of pupillary behavior is thought to
assist the learning process towards voluntary pupil control. [4,5] were the first
to show that it is possible to indirectly manipulate pupil size variations with
the help of self-regulation strategies. Real-time feedback of pupillary movements
enhanced and facilitated this process. [4,5] and subsequently [3] paved the way
for the possibility of pupil size control as a future input channel in HCI. A major
problem of the realization of pupillary live feedback is the occurrence of blinks.
Blinking leads to the recording of unusual small values. Presenting these values
would interrupt the correct feedback of momentary pupil size. Therefore, such
values need to be intercepted. While the removal of such values in post hoc data
analysis does not need to meet any special requirements, the implementation
of real-time filtering is a challenge. Real-time filters have to provide a reliable,
stable and on time feedback. Feasible solutions for real-time filter concepts were
elaborated. They were tested in the framework of a study by [3].
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The first solution was a value-to-value comparison approach based on a maxi-
mal allowable sample-to-sample change criterion. The criterion was derived from
average peak velocity of pupil constriction, given by [2]. This approach included
a pairwise comparison of consecutive data points, with regard to the criterion.
The implementation revealed the disadvantage of fixing the comparison value
once two values were found to exceed the criterion. Potentially, this led to mas-
sive distortions in the filtered data, since the filter ceased to actually compare
adjacent values.

In an improved version of this approach it was ensured that a continuous
value-to-value comparison was maintained. However, the first results pointed out
three major problems in applying a sample-to-sample change criterion. First,
the derivation of the criterion from a physiological characteristic, introduces
interindividual variations, thereby making it difficult to equally apply one fixed
criterion. The second problem is the fact that the criterion based on average
peak velocity of pupil constriction. Thus, this implementation did not respect
that pupil dilatation movements could be faster. This led to replacement of
correct data by the filter. A third weak spot is that this filter did not check for
unusual data.

The EFA concept was based on the improved first approach and resolved its
issues. The biggest advantage of this filter implementation, when compared with
the first approach, is the use of a threshold. The threshold served as a trigger
to activate the actual filtering, if there were values recorded which were smaller
than the threshold. This helped to detect blinks and unusual data and, at the
same time, ensuring that valid values remained untouched by unusual large pupil
size changes not associated to a blink.

The results of the filter testings encouraged the implementation of the EFA.
It could be proved that the EFA leads to better results as the first approach and
overcomes its problems. Nevertheless, testing also revealed that the value of the
threshold is crucial for successful filtering.

For a future development it is proposed to implement an adaptive threshold
which is associated with actual pupil behavior. This should make it possible
to identify unusual values dependent on the momentary signal trend, leading to
more robust and reliable results. Furthermore, it is suggested to individualize the
sample-to-sample change criterion, making it less susceptible to interindividual
variations. Therefore, at the beginning of the data collection, the criterion could
be adjusted by measuring a subjects peak velocity of constriction. Moreover, it
might be possible to use linear interpolation to approach the actual signal course
during the replacing of invalid values, as it was proposed by [8].

The current filter implementation and the proposed improvements still need
to be investigated. It is important to further examine them in the context of
real-time pupillary feedback, working towards a continuous, stable and direct
feedback, which ensures a successful training on voluntary pupil size manipu-
lation. This is a critical step towards the examination of how useful pupil size
variations can be as one further input channel in HCI.
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Abstract. Cognitive rehabilitation is usually administered in form of
paper-based exercises the patient is required to solve. With the availability of
new and advanced technologies, computer science is gaining more and more
importance in the treatment routine. In this paper a software system for the
rehabilitation of cognitively impaired subjects will be presented. Its features
guarantee many advantages, both for patients and therapists, but to prevent the
risk of reduced compliance, which, considering the intended target of the sys-
tem- typically elderly people with low computer skills- cannot be ignored, 3D
technology has been introduced. The project choices made and implementation
strategies applied to increase immersion and entertainment and prevent boredom
and drops in compliance will be described. Open issues and future works will
also be illustrated.

Keywords: Computer-aided therapy � Cognitive rehabilitation � 3D graphics �
Serious games

1 Introduction

Cognitive rehabilitation is usually administered in form of exercises, which the patients
are expected to execute with pen and paper. In the latest years computer science
applications have been developed to support this kind of treatment [1–7]. While these
applications are in general well-accepted by young people or children, that need
rehabilitation for example after a trauma or for learning and behavioural problems, the
older patients (e.g. post-stroke or with degenerative diseases) may have some problems
with them, since third age is a part of the population which normally doesn’t show
much familiarity with modern technology [8–10]. Such lack of comfort with PCs and
informatics tools often entails negative consequences when it comes to trying to
integrate such technology into the therapy routine: feeling this kind of innovation-
something new and very likely never seen before, for which they are completely
unprepared- “forced” upon them often leads to a decrease in the willingness of the
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patients to actively participate in the process, to the point of developing some sort of
“hostility” towards a tool they are not able to handle with ease.

Beside the matter of old age, also the particular condition of subjects suffering
cognitive impairments could make them even more reluctant when confronted with a
new type of therapy. All of this could even lead to a decrease of the patient’s compliance.

On the other side, the “pen and paper” style in the mid-long term can make the
therapy boring for the patients and time-consuming for the psychologists. As a matter
of fact, the range of different stimuli (images and texts) available is limited by the
(usually small) number of existing variants of the printed exercise sheets, and the
therapist must be careful to not repeat the same stimuli within a short time. Moreover,
the lack of an automated way of recording the results of the sessions prevents the
therapists from monitoring the evolution of the patients’ clinical condition with ease.

For this reason, being able to integrate computer science into the rehabilitation path
in a way that reduces the potentially negative impact to the patient as much as possible
is extremely important.

This paper, which is an extension of [11], describes how the developed system tries
to achieve this goal.

2 Methods

The collaboration between the “Mario Stefanelli” Laboratory for Biomedical Infor-
matics of the University of Pavia and the IRCCS Fondazione C. Mondino led to the
creation of a software tool for computerized cognitive rehabilitation. The system,
named CoRe (from Cognitive Rehabilitation), allows the user (the psychologist) to
easily generate a computerized version of exercises aimed at restoring logical and
executive brain functions, usually undergone with pen and paper during face to face
rehabilitation sessions; besides, since the system keeps track of several performance
parameters during the execution of the session, it can provide therapists a great help: by
analyzing those parameters, CoRe is able to automatically assess the patient and thus to
adjust each exercise’s difficulty accordingly. As stated before, patient-tailoring of the
exercises plays a vital role in preventing fatigue and boredom, since perceiving the
rehabilitation as a stressful situation could very likely reduce the subject’s compliance.

2.1 System Characteristics

CoRe features four main components:

• a graphical user interface allowing the therapist creating the treatment plans to set
the parameters needed to start an exercise (difficulty level, number and maximum
duration of the stimuli to be shown etc.);

• two databases, used to store the patients’ personal information and performance
parameters, as well as all the stimuli (texts, sounds and images) needed for the
execution of the sessions;

• a software engine to generate the customized exercises based on both the options set
by the therapist and the patient’s performance;
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• the exercises, which have been created with E-Prime, a commercial tool whose
main advantage is the extreme flexibility, that allows a user to easily implement all
the types of rehabilitation exercises needed.

The structure of CoRe is shown in Fig. 1. Just after setting the parameters, the
therapist can start the exercises; the databases are accessed for Create Read Update
Delete (CRUD) operations and three main purposes:

Fig. 1. Functional architecture of the CoRe system.
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– when the database must be updated, and new stimuli inserted;
– when these stimuli need to be extracted in order to generate a new session;
– when the system needs to read/write the patient’s performances and personal

information.

The exercises featured in the system require the completion of several types of tasks
based on the patient correctly recognizing the stimuli proposed. For example, Fig. 2
shows an instance of “Pick the element”: the patient is shown a matrix of textual stimuli
(the numbers visualized in each slot), among which he must choose the one requested
by the system (here, the number 0).

To be able to generate the sessions correctly, the system interacts with a stimuli
database containing about 6000 entries- words, images and sounds. This, of course,
makes it possible to create exercises dynamically, thus exponentially increasing the
number of variants available for execution: it’s almost impossible that during an
exercise the patient undergoes more instances based on the very same stimuli. This
implementation choice- generation of dynamic sessions- represents the first step taken
to solve the problem of boredom and prevent non-compliance.

Some tasks also require the user to identify relationships defined between stimuli.
This is the case for “Find the intruder”, shown in Fig. 3: five buttons are shown on
screen, each one labeled with a word. Four of them belong to the same category, while
one of them does not. The patient’s goal is to select the intruder.

From a technical point of view, the most effective way of building such system- that
is, one able to generate relation-based exercises correctly- is by organizing all the
stimuli in an ontology, which describes every element through a set of attributes, and
its relations with other entities. For example, the attribute “difficulty level” (“low”,
“medium”, “high”) associated to every single concept of the structure and related to the
meaning of the concept itself, may be considered initially to retrieve stimuli according

Fig. 2. An instance of “Pick the element”
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to the patient’s scholarship (even if exercises will then be adjusted according to the
patient’s performance). “Is-a” relations among stimuli can instead be used to generate
exercises for classification tasks, as in Fig. 3. A detailed description of the ontology is
beyond the scope of this paper and can be found in [12].

3 Test Phase and Issues

The system as described above was first tested by volunteers who underwent simulated
rehabilitation sessions in presence of a therapist and then were asked to comment the
system: during this phase some issues emerged, that lead us to look for new strategies
and solutions to make CoRe as compliant to the patients’ needs as possible. Later the
system has been tested on 9 Parkinson patients, who were supposed to undergo 12
sessions in a 1-month time range (6 patients performed all the sessions, while 3 were
discharged before the end of the trial and dropped out after respectively 9, 10 and 11
sessions). While the general opinion about the system was positive, it was not hard to
notice that certain types of tasks were generally preferred to others. In particular, the
subjects appeared more entertained and involved when they were asked to solve
exercises that featured visual stimuli- for example “Unscramble the images”, shown in
Fig. 4, in which the user has to put a scrambled series of cartoons in the right order to
tell a short story.

This is confirmed by the fact that once the session was over and the volunteers were
asked to solve a “text-only” exercise, it was not infrequent to hear them ask “Can’t we
do some more scene unscrambling instead of this?”, even if the new exercise was based
on the exact same task, as is the case with “Unscramble the sentence”, that requires the
user to select words in the right order to form a phrase (Fig. 5).

Fig. 3. An instance of “Find the intruder”
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Among the “text-only” tasks, CoRe features the previously described exercise
called “Find the intruder” (Fig. 3) that exploits the relations between the concepts
represented in the ontology.

Despite being a very simple exercise that requires only one click to be solved, the
volunteers didn’t seem to enjoy this task very much- for the reason explained above.

The strategy we chose to solve this problem consisted in transforming “Find the
intruder” in a visual exercise: contrary to “Unscramble the sentence”, in which
grammar and syntax play a vital role, this exercise is based on recognition of concepts
and thus better suited for re-engineering, that can be both 2D or 3D based. In the
following section we focus on the latter solution.

Fig. 4. An instance of “Unscramble the images”

Fig. 5. An instance of “Unscramble the sentence”
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4 3D Graphics

4.1 Reasons of the Choice of 3D

In the latest years, with serious games gaining public attention and becoming an object
of interest for researchers, 3D graphics have been introduced in many fields of the
medical practice, among which psychological rehabilitation [13–17].

We chose to develop the visual version of “Find the intruder” as a 3D-based
exercise for one main reason: for a human subject a direct interaction with actual,
material objects is perceived as more natural than its “abstract” counterpart, that is
interacting with bare text (the words that “represent” said objects).

Being the use of (hundreds of) physical items during rehabilitation sessions a
clearly non-viable option, the best alternative is setting up an interaction between the
user and a visual representation of every object.

This, of course, could be achieved using simple.jpg images easily available online,
but the advantages entailed by the use of 3D models are clear: first of all, it allows a
more complex interaction, giving users the chance to have a 360° view of the solids
and, in general, to manipulate them at pleasure: secondly, the programmer has com-
plete control over the looks of a model- every single vertex, edge and face of a solid is
editable in any moment- something that does not happen with 2D images.

4.2 Implementation Strategy: Interactivity and Simplicity

In the implementation phase, carried out in collaboration with the Computer Graphics
Division of the Polytechnical University of Catalonia (UPC), some important matters
had to be taken into consideration. First and most important, during the creation of
object models a compromise had to be reached between detail and complexity: the
more the vertices composing the solid, the bigger the resulting object file and the
computational power needed to render the scene. This will be even more important
when the time comes to use CoRe and the re-engineered 3D exercises for telereha-
bilitation sessions: our typical cognitively impaired patients, that is mostly elderly
people with very limited familiarity with modern technologies, very likely do not own
powerful PCs. Thus it was necessary to keep the system requirements of our software
as low as possible. As a thumb rule, we chose to set the maximum number of
vertices-per-object to about 10.000.

Secondly, the 3D version of the exercise features a scenario (a room with 3 bare
walls and a floor, with a big table as the only piece of furniture, see Fig. 6) that, though
very simple and limited in space, the user is allowed to navigate freely, to get as close
to the objects as possible.

This, together with the possibility to have a 360° view of the single objects, implies
the need of a “complex” control system: it is clear how the combination of mouse
buttons and direction arrows cannot be able to guarantee the needed degree of inter-
action, and introducing more keyboard keys to the control system may well be con-
sidered way too complicated for our target users. For this reason another compromise is
needed, this time between the degrees of freedom allowed to the user and the com-
plexity of the controls.
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This is the main reason why different versions of the same 3D task have been
implemented, to meet the needs of patients with different degrees of impairment.

Beside the previously described “basic” version, with the five objects randomly
scattered on the table, another, apparently more complex one was implemented. Here,
the elements are not immediately visible, but hidden into five closed boxes lined up on
the table; in order to successfully complete the task, the user needs to open every box
first, and see what’s inside.

Since the introduction of the boxes increased the difficulty level of the exercise
(and, consequently, the complexity of the control system required), the need to simplify
some aspects of the execution emerged. This was done in order to avoid the intro-
duction of unwanted complications that could interfere with the achievement of the
main task.

The very idea of introducing boxes in the exercise made it necessary to choose the
right approach to one particular issue. As mentioned above, our stimuli database is very
wide and made up of elements belonging to diverse domains; it is clear that the
difference between the objects’ orders of magnitude can be substantial, and this can
represent a problem. Let’s say, for example, that the two categories are ‘means of
transport’ (a car, a bike, a motorbike and a truck) and ‘sports equipment’ (a soccer
ball): of course, simply “wrapping” rectangular boxes around the objects would render
the exercise useless, because the size difference itself would basically give away the
solution to the task: for this reason, boxes with fixed size and shape are used, and a
scaling algorithm has been created to fit all the objects in.

Fig. 6. The 3D implementation of “Find the intruder”
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A choice needed to be made between maintaining a constant scale for all the objects
(that is, keeping the size difference realistic in order to contextualize the exercise and
help the patient identifying the categories at the price of a potentially significant loss in
objects’ visibility- see the example of truck/car etc. vs. soccer ball) and scaling every
object down/up to fit the box size (losing the information about the size difference, but
guaranteeing the recognisability at a glance of all the objects).

The second solution was chosen (Fig. 7c–d), based on the fact that the main
acceptability criterion for any 2D image is the visibility of the subject and no size
difference information are ever available in picture-based exercises.

At that point, the only apparently trivial problem of the interaction with the boxes
had to be tackled; while the initial intention was to develop a mouse-based
drag-and-drop type of command, that would have required the user to simulate the
gesture of lifting the lid in order to open the box, the simplification led to the choice of
a much simpler approach: a click on a box triggers a default animation of its lid lifting
and moving out of sight.

To pursue the simplification mentioned above, the free roaming feature, available in
the “no-box version” of the task, has been disabled here: at the start of the game the
camera is placed in front of the table, so that all the boxes are within the field of view at
the same time, and all the patient is required to do to see what’s inside a box is click on it.

This selection, as already mentioned, triggers a default animation (Fig. 7): while the
lid lifts, the camera zooms to the selected box and tilts down to show the content. After
a few seconds of wait, the camera zooms out and back to the starting position. The
player is allowed to look into the boxes multiple times to re-examine objects already
seen (a counter will keep track of the total number of views for each box). After that, he
can complete the task by selecting the solution with the press of one of five aptly
assigned keys within the keyboard.

A very important issue was brought to light by the therapists during the analysis of
this implementation schema: some of the patients could be afflicted with visual-spatial
processing deficits, and the camera motions featured in the exercise could cause con-
fusion and disorientation. This is why an alternative version of the task was imple-
mented: here, when the player clicks on the box, the camera moves parallel to the table
until it stops in front of the selected box. The lid still opens automatically, but there is
neither forward motion nor tilt of the camera. Instead, the object flies out of the box and
then towards the player; It hovers in front of the camera, slowly spinning on its vertical
axis for a few seconds to allow a better view, and then goes back into the box (Fig. 8).

5 Discussion

5.1 3D Models

The advantages implied by the 3D approach to the implementation of rehabilitation
exercises have already been mentioned: pseudo-natural interaction with the objects,
increased entertainment and involvement of the patient into the rehabilitation process,
possibility to introduce new elements into the therapy (like training of spatial
perception/processing through virtual navigation, when allowed by the health condition
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of the patient). To achieve this, care has to be put in the modeling phase of the
implementation: recognizability is fundamental, for, unlike what happens with photos,

Fig. 7. Camera motion during the automated animation in the “box version” of “Find the
Intruder”: once a box is selected (a), the lid opens (b) and the camera zooms in and tilts down
over the box (c). Besides, (c) vs. (d) show how all the objects are scaled to fit the dimensions of
the boxes. The camera positions and movements during the animation are schematised in (e),
(f) and (g).
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3D models are not (and cannot be) 100 % accurate representations of the original
object. To date, about 50 models have been created, belonging to 7 different categories;
the work is not over, others will be generated to enrich the archive as much as possible:
this way 3D-based tasks will be allowed the same variability that text/image/sound-
based exercises already show (Fig. 9).

5.2 Controls

To solve the still open question regarding the creation of a control system simple
enough to be handled by patients, and at the same time able to provide the navigability
and interactivity needed for the execution of the exercises, the introduction of particular
hardware solutions must be also taken into consideration: being the manipulation of
objects an essential feature for some tasks, the use of a touch screen (maybe even a
multi-touch for zooming purposes) and adaptive push-button panels could represent an
interesting option. As soon as a stable version of the exercises is ready to be integrated
into the software system, usability tests will be undergone to assess which type of
control is better accepted by the users.

5.3 Aids, Complexity and Difficulty Levels

As previously stated, the walls in the game scenario are left blank by default, in order to
avoid possible distractions that would interfere with the achievement of the main goal

Fig. 8. Camera motion during the automated animation in the alternative “box version” of “Find
the Intruder”: once a box is selected (a), the lid opens (b) and the object flies towards the camera
(c) and rotates on its vertical axis for a few seconds (d) before flying back into the box.
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of the exercise. But if needed, an optional feature can be introduced, allowing a texture
to be dynamically applied to them in order to create a meaningful context and help the
patient solve the task. For example, if the main category is “kitchen supplies”, the
texture could show a kitchen, complete with cupboards and appliances (Fig. 10): this
way it could be easier for the player to identify the intruder. If provided by the patient
himself or his caregivers, the picture of the actual patient’s kitchen could even be
shown, to personalized the exercise and make the scene more familiar.

This is only one of the several aids that can be optionally introduced during the
execution of an exercise (navigation ON/OFF, manipulation ON/OFF, manual actions
vs. automatic animations etc.). Thus, the complexity of each session depends on many
variables; for this reason the assessment of the overall difficulty level of an exercise is
way more complex for 3D exercises than it is for text/picture/sound based ones and
must be performed in close collaboration with the medical staff.

Fig. 9. Some of the models created for the 3D exercises
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5.4 Acceptance

Also, it is not possible to assess which approach (text-only vs. 2D vs. 3D) will be
preferred by every patient. Our goal is to offer, within one tool, the widest possible
range of approaches from which to choose from. This way the therapist will be able to
test different options in the early phase of the treatment and decide which one repre-
sents the most suitable solution for the specific subject.

Elderly patients (or, in general, people with little familiarity with modern tech-
nology) might refuse the 3D approach in the beginning, and switch to it later, after
acquiring familiarity with the computerized therapy, while younger individuals,
accustomed to playing videogames, will very likely prefer undergoing 3D exercises
from the beginning.

Acknowledgments. Our thanks to Prof. Giorgio Sandrini and Dr. Elena Sinforiani, from
IRCCS C. Mondino Foundation, who collaborated on the development of the system and agreed
to test it.
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Abstract. Systems-of-Systems (SoS) enable new emerging services in
many application domains such as healthcare systems, transportation
systems and the smart grid. However, satisfying real-time and reli-
ability requirements is a prerequisite for the deployment of SoS in
safety-relevant applications with stringent timing constraints. This book
chapter describes a SoS framework for patient monitoring services, which
supports the openness, dynamic nature and lack of global control in a
SoS. The framework enables rehabilitation and recovery from illness by
introducing sensing services, data analysis and real-time alert messages
via monitoring centers. We address the temporal constraints by online
scheduling of communication activities. In addition, data protection as
well as security and privacy challenges are solved in the healthcare mon-
itoring process.

Keywords: System-of-systems · E-health · Healthcare monitoring ·
Real-time communication · Scheduling · Reliability · Time triggered eth-
ernet · Wireless communication

1 Introduction

In recent years, the number of people suffering from multiple chronic conditions
is growing. An important demographic fact is the increase in percentage of peo-
ple with chronic conditions that depend on the healthcare system and require
costly long-term care, especially with elderly people. In order to provide an inte-
grated system that can monitor and report the conditions of people as they
travel through their everyday life, and then to make informed decisions on their
care, based on this information, an integrated healthcare system supported with
robustness, security assurance, reliability and real-time capabilities is needed to
ensure smooth patients’ rehabilitation and recovery.

The potential benefits of Systems-of-Systems (SoS) in healthcare applications
are already clearly recognized, and societal trends indicate that they will be
c© Springer-Verlag Berlin Heidelberg 2015
H.M. Fardoun et al. (Eds.): REHAB 2014, CCIS 515, pp. 129–142, 2015.
DOI: 10.1007/978-3-662-48645-0 12
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attractive to a large and increasing number of people. As a part of the medical
SoS, the elderly people environment will be equipped with sensors to obtain a
range of normal and abnormal medical data (e.g., cardiac sensors, pulse oximetry
sensors). If the analysis of the sensor data indicates that anything abnormal
is happening, an alert will be generated to enable a safe, timely and efficient
handling of the patient. Building such a medical SoS is challenging due to the
fact that the system monitors patient in different ambient assisted living spaces
(homes, and care centers for elderly) as well as the development of distributed
embedded system architecture for constantly evolving and dynamic SoS with
support for verifiable real-time, reliability and safety properties.

This book chapter provides a SoS framework for patients’ healthcare moni-
toring and reporting, that takes into account several design and implementation
challenges and proposes potential solutions. This framework extends previous
work [1] patient monitoring and care for focusing on the following challenges:

– Providing a realistic model for the healthcare SoS based on upcoming IEEE
standards with particular emphasis on QoS properties and architectural mod-
els specifying the building blocks, services and interfaces in healthcare SoS.

– Reliable and predictable communication services using heterogeneous in-home
networking technologies. The framework provide solutions based on upcoming
IEEE standards with support for time-triggered communication, wire-bound
and wireless communication networks that are integrated into a reliable and
temporally predictable communication infrastructure that supports health-
care components with different criticality-levels, QoS requirements (e.g., band-
width, latency, reliability) and communication modes (e.g., streaming, cyclic
control messages, events).

– Distributed algorithms for runtime coordination of constituting systems: Algo-
rithms for coordinating the constituent systems are required based on dis-
tributed algorithms for the discovery and peering of components, dynamic
resource allocation with guarantees concerning real-time behaviour and relia-
bility.

– Security: The runtime coordination will be secured preventing attacks on the
mechanisms for dynamic configuration in the healthcare SoS. In addition,
privacy for exchanged medical data will be ensured.

The book chapter is organized as follows: Sect. 2 reviews the related literature
work. Section 3, describes the components of the proposed framework. Section 4
describes the design challenges and proposed potential solutions. Section 5
demonstrates a case study for a realistic healthcare SoS. Finally, Sect. 6 concludes
the book chapter and provides a road-map towards future research directions.

2 Related Work

The SoS paradigm is getting increasing attention in the design of large systems
such as healthcare systems. In what follows, a literature review of the most
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related work is provided with an emphasis on the challenges and proposed solu-
tions related to healthcare monitoring systems.

The authors in [2] provided a comprehensive literature review of some solu-
tions that aim at building platforms for real-time health monitoring that use
wearable wireless sensors to monitor the patients’ health information. Exam-
ples of these platforms are: Mobihealth [3], Telemedicare1, Osiris-SE2 and
PhMon3. The clinical safety and effectiveness for a medical application plat-
form is addressed in [4]. Modelling and tooling was addressed in the VAALID4

project.
SoS security is a relatively new area of research that attracted attention

over the past few years. In the literature Kennedy et al. [5] surveyed security
research related to SoS and pointed out some security concerns related to SoS.
The authors also highlighted the fact that security issues in SoS environments
are complicated and incur many challenges. Agrawal et al. [6] inspected SoS
security and offered a security schema that considers dynamic uncertain envi-
ronments. The proposed schema allows to keep the SoS environment under mon-
itoring and feeds its security observations to adapt and alter its security status.
Trivellato et al. [7] emphasize on protecting information in SoS and proposed
a security framework for SoS. The framework aims at protecting information
in SoS by combining context-aware access control with trust management and
ontology-based services. Zhou et al. [8] examined the data flow within the SoS
network, and showed that there are security risks due to data flow forwarding
between different systems within the SoS networks. Earlier research efforts in
the field of WSNs has pointed out the importance, sensitivity, and challenges
of using WSNs within the eHealth sector. For example, Alemdar and Ersoy [9]
provided a comprehensive survey about the state-of-the-art of WSNs for health-
care. The authors considered privacy as well as security issues by presenting
an overview about known threats and solutions. Another example is [10], in
which the authors are concerned with (technical) challenges regarding trust-
worthiness as well as security and privacy in WSNs for healthcare. Al Ameen
et al. [11] recently discussed security and privacy of WSNs in healthcare appli-
cations. Related to security they differ between information security and system
security and define possible attacks for each domain and also various practicable
countermeasures to reduce the risk.

There are, however, critical challenges that must be tackled in order to lever-
age the results from these initiatives; system robustness, reliability and real-time
capability are not extensively addressed in the state-of-the-art architectures,
Furthermore, most of the published works consider some of these challenges
1 Telemedicare project.
2 OSIRIS-SE project, “Runtime Environment for Data Stream Management in Health-

care”.
3 PhMon project, “Personal Health Monitoring System with Microsystem Sensor Tech-

nology”.
4 Accessibility and Usability Validation Framework for Ambient Assisted Living

(AAL) Interaction Design Process, FP7.
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separately and not jointly. As such, there is a real need for proposing a scalable,
reliable and secure framework that gives comprehensive solutions to all the afore-
mentioned challenges. In this book chapter, the system architecture is introduced
to support reliable closed loop control with stringent real-time requirements for
applications such as medical monitoring and therapeutic support.

3 Framework Architecture

In this section, a general description of the SoS framework will be given, then
it will be customized to the context of patients’ monitoring and healthcare. As
depicted in Fig. 1, the SoS framework comprises Constituent Systems (CSes),
each of which consists of a set of the medical devices and actuators connected to
each other through wire-bound or wireless communication networks. We distin-
guish between the behaviour within CSes and the coordination between them. To
support this interaction, it is planned to deploy in each CS a Constituent System
Manager (CSM) and an Inter-Domain Gateway (IDG). In fact, this architecture
is inspired from the Internet network hierarchical architecture where there are
two levels of networking and communications, the intra-domain level where nodes
communicate within the same domain specified by the Autonomous System (AS)
using specific communication protocols such as the Open Shortest Path First
(OSPF) intra-domain routing protocols for example, while inter-domain com-
munication process takes place between different AS domains and run another
suit of communication protocols such as the inter-domain Border Gateway Rout-
ing Protocols (BGP). Such a hierarchical architecture proved to be both efficient
in reducing the communication overhead and reducing the end-to-end delay, and
extremely scalable in the Internet context, which is quite applicable to our SoS
framework that requires both efficient communication processes and scalable,
flexible and extensible capabilities. Further, an IDG is used to manage the com-
munication process between different CSes, especially when each CS may have
different communication media and protocols, such as the case of having a wire-
less communication media and protocols within the CS and wired media and
protocols between the CSes or vice versa.

In what follows, a description of the proposed SoS in the context of health-
care monitoring is provided. As depicted by Fig. 1, the CSs can be represented
as patients’ who need healthcare monitoring and follow-up. Notice that each
CS has a group of medical sensors and actuators connected to processing units
that report their measurements and communicate with the Analysis and Notifi-
cation Unit (ANU) using an intra-domain communication protocol. A detailed
description of the CS components is provided in the next subsection.

3.1 Constituent System Components

This subsection presents a description of the CS components and functionalities,
starting from acquisition sensors and actuators, the analysis and notification
unit, and ending with the inter-domain communication protocol.



Systems-of-Systems Framework for Providing Real-Time Patient Monitoring 133

Fig. 1. Healthcare monitoring SoS

Monitoring Sensors and Actuators: The main purpose of these components
is to provide timely and accurate information about the monitored events. In our
case, the patients’ health information. For example, blood pressure, skin tem-
perature, heart monitoring, oximeter, glucose level, etc. Each sensor is attached
to a processing element. This Monitoring Sensors Processing unit (MSP) could
be a microcontroller for example5, with a wireless transceiver that enables the
sensor to send its information over the wireless channel to the ANU for further
analysis and processing.

Notice that in some scenarios, where sensors’ physical locations are close to
each other, several sensors can be directly connected to a single microcontroller.
For example, a skin temperature sensor and a blood pressure sensor are normally
close to each other and can be both connected to a single processing element,
while a video monitoring sensor, which is normally placed far away from the
patient, will be connected directly to another processing element. In this config-
uration, the processing element has several crucial roles in managing the sensors’
communication and data dissemination process, which in turns will result in a
better usage of the wireless spectrum, less communication overhead, less inter-
ference, and fast transmission. These roles can be summarized as follows:

– Early data analysis and recording
The processing element can analyse the sensed information values and if it
is below or above certain thresholds, then it will send it to the ANU. This
is much more efficient compared with the other schemes where the sensors
continuously access the wireless channel and always send their information to
the ANU, which may cause interference and collision especially in cases where
there are large numbers of sensors and monitored patients.

– More efficient media access mechanisms and scheduling
Access to the wireless media channel is very crucial in providing real-time data
transmission and dissemination. With the existence of distributed scheduling
algorithms (discussed later), different sensors can access the wireless channel
more effectively without loading the wireless channel with collided and resent

5 With the extensive spread of smartphones, the processing element can be also a
smartphone with the proposer applications designed for that purpose.
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packets. Further, each sensor can have a different priority for accessing the
channel.

– Power and energy saving in sensors batteries
In this design, sensors do not need to continuously send their information via
the wireless channel, which requires a significant amount of energy, especially
for long distances, instead, sensors will convey their data to the processing
element that is close to it.

The Analysis and Notification Unit: The ANU described earlier as the
Constituent System Manager is the brain of the CS where critical data sent
from various sensors via their processing elements is analysed and a decision
is made and sent to the healthcare monitoring center, where emergency doctors
look at the alert messages and take appropriate actions. In addition, this unit also
receives the sensors’ log data and sends it to the healthcare center for archiving
and later viewing and analysis.

The Inter-Domain Communication Protocols: In order to send the cap-
tured and analysed data to the ANU, a communication protocol is provided that
is responsible for providing the appropriate communication media and access
among all sensors’ processing elements. In this proposed system, this communi-
cation protocol has the major role of delivering the patients’ data in real-time
to the ANU.

3.2 Healthcare Center Unit

After describing the CS components and communication requirements, it is
important to complete the cycle and describe the Healthcare Center Unit (HCU)
and its role in communicating with the CSs.

As can be seen in Fig. 1, each CS represented by its ANU needs to send
its information to the HCU Inter-Domain Gateway for further processing and
decision making. The IDG is simply a processing node that accepts the sent infor-
mation from the ANU which may be from a different communication network
such as the wireless media, and relays it to the HCU network, which is normally
a wired network. Normally, physicians and healthcare personnel monitor these
notifications and may take actions for their patients. To achieve that, an inter-
domain communication protocol is used which has similar functionalities to the
intra-domain protocol in terms of scheduling, real-time data assurance, and data
protection and correction. However, here the scheduling will be among different
CSes utilizing the TTEthernet technology.

4 Design Challenges and Solutions

This section focuses on the design challenges of the aforementioned healthcare
monitoring system and proposes potential solutions. Mainly, two major chal-
lenges are discussed, real-time delivery assurance for the critical patients’ data,
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and providing security mechanisms while sending, processing and storing these
data.

4.1 Real-Time Assurance

Real-time assurance on delivering the patients’ information, especially when an
emergency case happens, is extremely important and it is a lifesaving process.
In the proposed framework, the sensors’ processing elements have to send their
information to the ANU in a timely manner, which in turn will be sent to the
healthcare center for further processing and response. As such, several mecha-
nisms have to be deployed to assure real-time delivery for this information. In
the following subsections, two mechanisms that are still under development are
described to achieve that purpose: scheduling , data protection and prioritization.

1. Scheduling
The goal of the scheduling mechanism is to develop distributed algorithms for
online scheduling in a healthcare SoS consisting of multiple CSes each with a
time-triggered communication network.

It is important to mention that the scheduling mechanism will be managed
within each CS (with different sensors belonging to one patient) and between
different CSes (between different patients). The static control structure of
present-day systems with time-triggered protocols is not suited for SoS. While
several protocols improve flexibility with additional event-triggered commu-
nication primitives (e.g., rate-constrained and best-effort communication in
TTEthernet), the time-triggered schedule is built off-line and remains fixed
at run-time. Off-line scheduling and schedulability analysis of time-triggered
systems have been intensively studied during the past years (e.g., OSIRIS-SE
and PhMon projects). There are several approaches to tackle the scheduling
problem in time triggered systems. The static scheduling and partitioning of
processes, and allocation of system components is introduced in [12,13] based
on a Mixed Integer Linear Programming (MILP) problem. The drawback of
this approach, the complexity of solving the (MILP) model grows quickly
with the number of the processes or services. Therefore heuristic approaches
have been used for scheduling such as list scheduling heuristics using dif-
ferent priority criteria (e.g. [14,15]), branch-and-bound algorithms [16,17]
and heuristics based on neighbor-hood search (e.g. [18–20]). Popular meta-
heuristics in the neighbor-hood search are Simulated Annealing, Tabu Search
and Genetic Algorithms. The authors of [21] present a scheduling algorithm
for time-triggered and rate-constrained traffic based on neighbourhood search
to minimize transmission delays and execution times, while also supporting
service dependencies. An algorithm to handle event-triggered sporadic tasks
based on offline schedules is introduced in [22]. The use of a plug-in approach
to add functionality to existing scheduling schemes is proposed in [23]. How-
ever, online scheduling and reconfiguration in time-triggered communication
networks based on real-time and reliability requirements is an open research
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problem. Furthermore, the heterogeneous nature of the SoS is another chal-
lenging aspect that should be taken into account, when designing the schedul-
ing algorithms. Within the CS, some sensors may have time-triggered capa-
bilities, especially the one with wired connection, while other sensors may
not have such capabilities (wireless sensors for example). The latter sensors
may require a gateway device that interfaces the wireless devices with the
time-triggered network.

The conventional scheduling problem involves the definition of an input
model that describes the scheduling problem, followed by the search for a
feasible schedule using a scheduling algorithm and the adoption of the feasi-
ble schedule [24]. During the search, the input model remains fixed. In a SoS,
this assumption of a strictly sequential process is unrealistic. Rather, further
change requests for the input model must be incorporated while the schedul-
ing is ongoing. The concurrent processing of change requests with consistent
scheduling results is a novel research problem. For example, when adopting
a new schedule for a given set of change requests in one CS, the other CSes
should adopt corresponding schedules to satisfy the dependencies between
CSes. Also, when new change requests arrive, intermediate schedule results
must be mapped to new input models in order to prevent the invalidation of
prior search results.

To achieve that, we extend previous scheduling algorithms for time-
triggered systems [24] to support distributed scheduling with constrained
knowledge about other CSes, as well as concurrent change requests to the
scheduling problem. The scheduling results include the configuration para-
meters for the CS as well as the configuration parameters for the interaction
between them. We plan to support standard Internet and Ethernet protocols
(e.g., IEEE 802.1 standards) where scheduling results include parameters for
traffic shaping, priority assignment and clock synchronization (e.g., 802.1Q,
802.1AS). A candidate for a wire-bound protocol within constituent systems
is Time-Triggered Ethernet (SAE AS6802) [25], for which the computation of
a time-triggered communication schedule will be performed. Candidates for
wireless protocols are WiFi, Bluetooth and Zigbee. However, with the exis-
tence of different communication media, one should take into account that
the overall communication architecture needs to be heterogeneous.

2. Data Protection and Prioritization
In the proposed framework, the most important part of the CSes is the med-
ical sensors and actuators that capture the patients data and send them to the
CSM for further processing and analysis. In order to have a flexible system,
these sensors communicate with the CSM using the wireless channel. Conse-
quently, these sensors can be viewed as a Wireless Sensor Network (WSN).
In order to provide the sensors with access control to the wireless media
channel, a proper scheduling mechanism should be implemented that takes
into account the time constraints for each sensor and reliability issues. QoS
assurance and reliability are very important in wireless media due to the fact
that data is prone to both packet loss and bit errors. Delivering data without
any errors and in a real-time manner is of high importance in the proposed
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SoS framework, especially in the case of wireless media channels. In order to
provide the sensors with access control to the media channel, as described
above, a scheduling mechanism is required that takes into account the time
constraints for each sensor. This scheduling mechanism must be designed
while also considering reliability issues. QoS assurance and reliability are very
important in wired and wireless media, and it is more urgent in wireless media
due to the fact that data is prone to both packet loss due to congested links
and bit errors caused by channel fading and interference. The framework will
be designed in conjunction with the scheduling algorithm to assure delay con-
straints of the sensors, to minimize interference, and to support suitable error
protection and correction mechanisms that reduces packet re-transmission. In
the literature, there are many data transmission frameworks proposed to pro-
tect data from transmission errors using different mechanisms such as error
correction and detection code, the prime example of such code is the Reed
Solomon Forward Error Correction codes [26]. However, QoS for different
data streams should be taken into account such that more important data
sources (like the data coming from the blood pressure monitoring devices
for example) are given more channel time and stronger correction capabili-
ties than the less important ones (the measurement of body temperature for
example) which can be achieved using proper scheduling mechanisms. Con-
sequently, an unequal error correction codes that are applied on the stream
level is proposed, such that different streams can be protected differently
according to their importance and real-time requirements. In other words,
more important data streams can be given higher priority in terms of pro-
tection than lower important data streams. In the proposed framework, the
CSM is responsible for assigning unequal channel coding budget for different
data streams according to their importance. Further, the CSM estimates the
wireless channel connection conditions of the sensors, such that more channel
coding is assigned for sensors that suffers from high interference and bad wire-
less channel condition. In conclusion, the CSM will take into account both
factors (stream importance and wireless channel condition) while assigning
the channel coding budget.

4.2 Security

The security framework aims to provide a secure infrastructure that enables the
integration of patients’ data (i.e. health records) from various and distributed
data sources of involved parties in a secure and legal compliant way. Further,
the security framework encompasses common requirements (i.e., technical, legal
and economical), related security and privacy technologies (i.e., cryptographic
mechanisms, privacy enhancing technologies, identity and access management),
interoperability and compliance mechanisms. The patients should be aware of
the complications caused by their illnesses; they should also have secure access
to any pertinent data concerning these. Moreover, this information should not be
misused by third parties. A secure and reliable communication and configuration
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service will support the interaction between the different entities following event-
based triggering and execution of emergency processes.

Providing security in the context of SoS is a challenging task since SoSs are
composed of heterogeneous systems. These systems may be secure as a stand-
alone application but might not be when they are integrated within the SoS
framework. The security framework should consider the dynamic nature of SoS
and address the following aspects: access control, systems’ integration interfaces,
network security and data protection. In the proposed framework, a Security
Configuration Manager (SCM) is proposed as part of the security framework
to be implemented within both the MSP and CSM unites. The responsibility
of SCM is to automatically and dynamically manage the security of the SoS
depending on context information of the integrated systems. The SCM will sup-
port key management, device configuration, context-aware access control policies
and generate alarms when anomalous behaviour is detected. Further, SCM will
provide the security assurance for both frontend users and backend servers to
defend against potential threats. To illustrates that, a walk through the data
flow security is provided. First, patients’ data captured by the sensors are sent
through the MSP over a secure channel to the ANU where data is analyzed and
processed. In fact, all MSPs and the ANU creates a virtual security boundary
where link layer encryption on wireless LAN with WAP2 is used. Furthermore,
the communication channel between the ANU and the Healthcare Monitoring
Center is secured over a network layer encryption through an IPsec IDG.

Further, the security framework provides privacy-enhancing, and trust-
leveraging infrastructure that enables the integration of patients’ data (i.e. health
records) from various and distributed data repositories of involved parties in
secure and legal compliant way. The framework enforces data access policies,
data anonymizing, adherence to privacy laws when creating privacy policies,
and data encryption requirements for storage and transmission. In addition, the
framework alerts the end-users to risk situations, employs trust-based metrics to
warn patients; monitors and audits of information use, and withdraws of rights.

5 Medical Use Case

A medical case study is provided to demonstrate the usefulness of the proposed
framework. In this section, three medical case studies are presented: (1) a real-
time alert case study, (2) an ambulance case-study and (3) a surgery case-study
(Fig. 2).

The real-time alert case study uses sensors to obtain a range of normal and
abnormal medical data from a patient (e.g., cardiac sensors, pulse oximetry
sensors). At the hospital, observed parameters and medication for a patient
are recorded in health records. After the emergency treatment at the hospital,
sensors continue to obtain medical data at the patient’s home. All departments
at the hospital get the real-time information from the patient. If the analysis of
the sensor data at the hospital indicates that something abnormal is happening
to the patient, an alert is generated for dispatching an emergency doctor to
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Fig. 2. Medical case use

the patient. The alert system enables a safe, timely and efficient handling of
many patients with limited personnel of emergency teams and existing medical
infrastructures. Security is essential to ensure privacy and prevent denial-of-
service attacks. The SoS is dynamic and requires frequent reconfigurations, e.g.
upon new patients, changes in emergency teams (e.g., new doctor) and changes in
medical devices. Also, the open-world assumption is required in order to manage
hospitals, medical teams and their capacities (e.g., carry-over to another hospital
in case of overload).

The ambulance case study models a scenario, where emergency treatment
starts before arriving at the hospital. Medical data is obtained (e.g., using ECG)
and sent to emergency doctors at the hospital, who can give advice to ambu-
lance teams as well as take actions remotely (i.e., telemedicine). For example, the
emergency doctor can remotely administer drugs to increase blood oxygen con-
centration. The case study involves wireless communication links (e.g., patient
monitoring using medical sensors) as well as wire-bound communication links
(e.g., in-vehicle network of ambulance car, hospital networks). This case study
involves stringent real-time and reliability requirements to realize control loops
for emergency treatment encompassing patients, ambulance teams, emergency
doctors and hospitals. The targeted scenarios are highly dynamic SoS scenarios
where component interactions have to be established within predictable time.

The surgery case study includes emergency room equipment as well as remote
analysis, computing and store services. For example, cameras and surgical robots
are modelled to enable the participation of remote senior surgeons (e.g., surgeon
from Europe supporting a surgery in the Middle East). The case study includes
stringent real-time, reliability and security requirements for medical SoS.

6 Conclusion and Future Work

We present a SoS framework for healthcare monitoring service, with particular
focus on the design challenges such as real-time data assurance, reliability and
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security, and suggests how they can be solved. As this is an ongoing research
project, we are currently implementing the simulation environment of the SOS
framework, which will be an extension of the simulation environment for the
Time Triggered Ethernet [27]. The simulation will be performed using network
simulation tools (e.g., OPNET, OMNET) integrated with tools for simulation of
the dynamic medical application behaviour (e.g., Simulink). In other hand, we
are designing the proper scheduling algorithms and data protection and priori-
tization mechanisms. Besides, we are investigating other important factors such
as security and privacy.
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Abstract. Stroke is the major cause of long-term motor impairments
that are affecting millions of people. The process of physical rehabilita-
tion is sometimes not available to some patients and is also usually slow
and demotivating. In this paper we introduce a new solution that uses
the concept of interactive games using motion sensors to improve the
rehabilitation results. It features a motion sensor server that supports
a growing array of sensors (currently Microsoft Kinect, Leap Motion,
Orbotix Sphero and Smartphones) and merge their data into a single
protocol that can be used for any purpose. The use of different sen-
sors, even simultaneously, allows the rehabilitation of specific parts of
the body. This data can be stored in a server for physicians to analyse
and can clearly reveal the evolution of the patient in the rehabilitation
process.

Keywords: Physical rehabilitation · Stroke · Virtual reality · Natural
User Interfaces · Kinect · Leap Motion · Sphero · Smartphone

1 Introduction

According to the World Health Organization [1], 15 million people suffer a stroke
worldwide each year. Of these, 5 million die and another 5 million are perma-
nently disabled. About 80 % of people who survive a stroke experience motor
impairments. One such impairment is hemiparesis: a partial paralysis of one
side of the body [9]. Hemiparesis usually causes chronic disability in the upper
extremities (arms) more than the lower extremities (legs). People with hemipare-
sis experience limitations in fine motor control, strength, and range of motion [2].

Repetitive exercises can provide the brain with sufficient stimuli to remodel
itself and provide better motor control [8]. However, only 31 % of stroke patients
perform these exercises as recommended [16], which can lead to an incomplete
recovery [10]. Therefore, finding motivating and effective ways to encourage peo-
ple with hemiparesis to perform therapeutic exercises is crucial in helping them
achieve a more complete recovery.

Video games with motion-based input devices may provide a motivating way
to help people with hemiparesis complete therapeutic exercises and regain lost
c© Springer-Verlag Berlin Heidelberg 2015
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motor control. Some research has already demonstrated that potential in game-
based therapy [3,5]. In addition, game systems should monitor and measure
users motion abilities and detect when improvements occur in both supervised
and unsupervised settings.

Due to the ever growing set of affordable and commercially available motion
sensing devices, it is now being perceived by therapists that they may be used
for physical rehabilitation purposes. With this work, the authors introduce a
novel physical rehabilitation solution [12] comprised of several games that can
use different motion sensors (even simultaneously), being their data provided by
a sensor server and using a common protocol.

2 State of the Art

The use of IT in physical rehabilitation programs is not new and is making huge
improvements in terms of effective results.

VirtualRehab [17] is a VirtualWare product developed for PC that uses
Microsoft Kinect to track and capture the movements of the patients and to
allow them to play the provided games. These games are particularly focused on
the balance, coordination and posture of the patients and use customized reha-
bilitation programs to help treat these physical symptoms. Thanks to a cloud
based platform, there is also the possibility of registering the results obtained
each time a patient plays one of the games so the therapist can be always super-
vising his patients’ evolution whether they are having their sessions at a clinic
center or at home. Kinerehab [4] is also a Kinect-based system used for reha-
bilitation purposes but instead of being used in healthcare centers, it is used by
therapists in public schools. The main goal of this project is to give students
the opportunity of having a different and less monotonous recovering process
and to give the therapist a useful tool to monitor the students’ information and
progress. REMOVIEM [11] is a very recent project that is being used in the
rehabilitation of patients from the Association of Multiple Sclerosis of Castellon
and also promotes body movements, tracked by the Kinect sensor, through three
motor rehabilitation games that try to improve the gait, the balance and weight
transfer of the patient. Kitsunezaki et al. [7] implemented a solution that uses
the Kinect sensor in a quite different way. This solution is based on an exercise
that requires two sensors and two PCs, connected via an Ethernet hub, and
where the user must cross the radius of action of both motion sensor devices by
starting in front of one sensor and walking about ten meters until he reaches
the other one. This exercise will allow the measurement of the step frequency,
step length and velocity of the patient when doing the route, three essential gait
parameters [14], with the help of the system’s PCs that record the time spent on
the exercise. Another different usage for this device was proposed by Saini et al.
[15] and consists in a home-based platform that gathers an online biofeedback
component to the movement tracking and exercises, which allows the system to
store the patient’s movements and knowledge result and display them to both
patient and therapist. This type of solution is convenient for the patient because
he can have his sessions at home without the need of his therapist.
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3 Architecture

When this project started to take shape, it was decided that one of the require-
ments was to have the ability to provide motion sensor data to any application
that implements Natural User Interfaces. Therefore, it was decided to split the
solution in two main components: a motion sensor server, providing sensor data
using a single protocol and through a common communication mechanism, and
the client, in this case the application that runs the rehabilitation games and
which processes the incoming sensor data. As such, this model allows the server
to be expanded without affecting the client applications or be reused in different
contexts.

3.1 Server

The development of the motion sensor server started to be just a mean to provide
motion sensor data to a platform that does not support motion sensors (p. ex.
Android). However, soon it became clear that the idea just makes sense, namely if
there is the need to add support for such a sensor in applications that implement
Natural User Interfaces. Instead of having to dig deep in the SDK of a specific
motion sensor and limit the support to just that sensor, application developers
can instead use this server and support the used protocol, no matter which
sensor is being used. And if at the beginning the server only supported Microsoft
Kinect, now it currently supports other completely different sensors like the Leap
Motion, Orbotix Sphero and even Smartphones. Furthermore, the applications
can use more than one sensor simultaneously using the same protocol (Fig. 1).

Supported Sensors. As mentioned previously, the development of the server
started by providing support to the well-known Microsoft Kinect sensor. This
sensor, apart from the video stream provided by the included RGB camera,
provides a depth map that is obtained through the use of a IR light emitter
and receiver. This allows software frameworks to be able to detect bodies in the
field-of-view and track their skeleton through the detection of 20 joints. Through
the use of a common SDK (OpenNI/NiTE), the support was expanded to other
similar sensors like the Asus Xtion Pro.

Later, with the release of the Leap Motion, it was inevitable to add support
to this sensor due to its characteristics. Leap Motion allows a real-time tracking
of the hands and pointables (it may be fingers or other tools like pens) (Fig. 2).
The sensor provides precise values regarding the position and orientation of the
hands and pointables, allowing not only the tracking of these objects but also the
detection of gestures. The main drawback is the limited field of view, which only
allows the detection of hands up to 60 cm from the sensor. However, it brings
clear advantages for the rehabilitation of the hand.

The Kinteract server was also added with the support to another sensor, the
Orbotix Sphero (Fig. 3). This device is mostly well known as being a “robotic
ball”, with nearly the size of a tennis ball and featuring Bluetooth communication
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Fig. 1. Kinteract server architecture

Fig. 2. Leap Motion

and being able to be controlled by a mobile device, but it can also be used as a
controller due to the powerful IMU it has integrated. Therefore, it can also be
used as a motion sensor and may be applied in monitoring some hand movements
like rotation.

Finally, recently also smartphones were supported, due to the fact that
almost anyone available features accelerometer, gyroscope and magnetometer,
and therefore can be used as a motion sensor, streaming their data using Blue-
tooth.

Architecture. The Kinteract server was designed to fit in every context, being
provided as shared library that can be easily integrated into an application under
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Fig. 3. Orbotix Sphero

development or providing a server-client model, opening an UDP/Web socket to
receive connections from clients and providing a stream of motion sensor data.
Although this is an unlikely scenario, the server supports several clients at the
same time. Developed in C++, it currently runs on Windows, Linux and Android
and the support to the different sensors is provided through individual shared
libraries/DLLs, which are dynamically loaded on demand. The server is highly
configurable and may easily be adapted to the clients needs. Apart from normal
hand tracking, the server is able to detect common gestures performed with some
sensors and, of course, retrieve and stream data from the sensors to the clients.
The server is also able to perform open/closed hand detection with 3D motion
sensor by applying Computer Vision algorithms implemented using OpenCV,
although the accuracy is still not optimal.

3.2 Client

The client component of this solution is an Android application running on
Google TV providing a platform for physical rehabilitation games. The applica-
tion features a background service that is in charge of processing the sensor data
sent using the Kinteract protocol. The user can either use Google TV’s remote
control or one of the available sensors to navigate the menus and may play the
games as a guest or as a registered player if an external Personal Health Record
is being used to manage patient profiles and store measurements. When playing
as a guest, there will be no player profile and the results will not be saved. Several
difficulty levels are available, each one with different combinations of available
time and goal, which allow keeping up with the evolution of the patient and keep
challenging him.

Chasing Bubbles. This game is played with the 3D motion sensor (Xtion
Pro/Kinect) and its goal is to reach a specific number of bubbles (one at a
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(a) Angle between
arm and forearm

(b) Angle between
arm and torso

Fig. 4. Measured angles in Chasing Bubbles and Space Lights

time) that keep appearing on the TV screen in the shortest amount of time.
Depending on the difficulty level, the bubbles will appear randomly in a specific
distance interval from the center of the screen. The idea is to promote wide arm
movements and monitor the angle between the torso and the arm and the one
between the arm and the forearm (Fig. 4).

Space Lights. This game is similar to the previous one and also aims at moni-
toring the aforementioned angles. The main difference is that now the game goal
is achieved in two steps, since the user must first pick a light, standing his hand
over it for roughly 1.5 s, and drag it into a black hole on a different position on
the screen (Fig. 5). This leads to a bigger physical effort from the user.

Dragging Apples. Unlike the first two, this third game is played with the
Leap Motion sensor and mainly targets the rehabilitation of the hand, trying
to increase its opening range. With the 3D motion sensor is not possible to
measure this but the Leap Motion sensor does a great job here. The goal of the
game is to pick an apple standing on a specific position of the screen by opening
the hand by a certain extent, drag the apple to a basket (still with the hand
opened) and drop it by closing the hand. Leap Motion can provide the radius
of a virtual sphere that fits the curvature of the hand (Fig. 6) and this value is

Fig. 5. Space Lights game
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Fig. 6. Leap Motion virtual sphere (source: Leap Motion Developer Documentation)

used as the main metrics to assess the patient’s evolution. The difficulty level is
also proportional to the minimum sphere radius needed to open the hand.

Light Lamps. This game is played with two sensors simultaneously, the 3D
motion sensor and Orbotix Sphero. The game is mainly targeted for the rehabil-
itation of the hand because it promotes and measures the rotation of the hand,
while the user is holding the Sphero sensor in his hand. The 3D motion sensor
is used to track the hand that is holding the Sphero and may again be used to
measure the angles between the arm-forearm and arm-torso. The main goal of
the Light Lamps game is to turn on the lamps that keep appearing in random
positions of the screen by moving the hand cursor to them and then rotating the
hand to an extent that depends on the selected difficulty level.

Posture Detection. This is still not exactly a game but more of a proof of
concept. The goal is to have the user doing in the best possible way the body
posture that appears on the screen. Several postures are shown and, by applying
the algorithm described in [13], the system can validate, in real time, the current
posture of the user and match it against the one that has been asked. After
performing the correct posture, the user should keep his position for roughly
two seconds.

3.3 PHR Integration

This type of solution can only achieve its main goal if used throughout the
whole or a major part of the rehabilitation process. Its effectiveness can only be
assessed if there is any mechanism to track the patient’s evolution during the
rehabilitation process. Therefore, the client application is currently integrated
with eHealthCom [6], a Personal Health Record (PHR) that allows health pro-
fessionals to manage patient profiles and their health status. At the end of each
game, the results may be sent to this PHR and saved in the patient profile. The
physiotherapist can then graphically visualize the evolution of the metrics used
in each game, including the difficulty level used.
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4 Performance and Results

Three sets of tests, two in one day and the other one four months later, were
made with five impaired users (IU) with upper limb hemiparesis at Centro de
Reabilitação Profissional de Gaia (CRPG) (Gaia’s Professional Rehabilitation
Center). In the first two sets, there were also five healthy users (HU) and only the
first two games mentioned in Sect. 3.2 were tested, since the third one using Leap
Motion was not ready at the time. From the IU, only one had some experience
using motion sensors applied to interactive games.

In the first series of tests both sets had three different sessions, each one with
different difficulty levels. The first set consisted in playing the Chasing Bubbles
game. This game was easily understood by all participants considering there
were no mistakes and not a single assistance was given in any of the sessions.
The second set (Space Lights) was a bit more difficult to be understood and
played due to its characteristics. 80 % of the users needed assistance with this
game.

Despite those difficulties, the efficiency results for each game were good as
well as the overall satisfaction. All ten users were able to achieve the goals for
each game. The game results are detailed in Tables 1 and 2 and clearly reveal the
increasing difficulty between the different test sets. It can be spotted on Table 2
the considerably longer time taken to pick the object when compared to the time
taken to drag it, due to the extra effort needed to stand the arm for 1.5 s.

Table 1. Efficiency on Chasing Bubbles (ANB - Average Number of caught Bubbles;
ATS - Average Time Spent (secs)

Chasing Bubbles

1st Test 2nd Test 3rdTest

ANB ATS ANB ATS ANB ATS

IU 42 1.34 32 1.82 13 2.44

HU 61 0.80 61 0.96 25 1.02

Table 2. Efficiency on Space Lights (ANL - Average Number of dragged Lights; ATSP -
Average Time Spent Pickin (secs); ATSD - Average Time Spent Dragging (secs)

Space Lights

1st Test 2nd Test 3rd Test

ANL ATSP ATSD ANL ATSP ATSD ANL ATSP ATSD

IU 8 5.01 2.51 7 4.40 2.87 2 7.81 2.62

HU 15 2.94 1.16 15 4.05 1.00 6 3.25 1.09
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Table 3. Usability questionnaire results

Participants Avg. score (max. 100)

IU 87.5

HU 91.5

Regarding user satisfaction, each patient was asked to fill in a SUS (System
Usability Scale) questionnaire at the end of the performed tests and the results
are shown on Table 3.

The second series of tests took place in order to validate some improvements
in the former games’ design and to test the new ones that were developed in the
mean time. The tests took place again at CRPG with five impaired users (IU)
with upper limb hemiparesis and consisted of a series of tasks where they were
asked to explore every functionality of the system using the three sensors and
the GoogleTV remote controller. The main idea was to test the acceptance and
usability of the new sensors and not really to measure accuracy and precision of
the results.

The first task was just to have the user select a game in the main interface by
using the hand tracking feature provided by the 3D motion sensor or through the
GoogleTV remote controller. Four of the five participants performed the tasks
without any problems and the fifth participant, due to the severity of her injury,
was not able to perform the wave gesture needed to start tracking her hand. As
for the remote controller, only two of the participants were able to use it with
the hand in treatment and the other three had to use it with their healthy hand
in order to complete the task.

As previously mentioned, the Chasing Bubbles and Space Lights game only
had design modifications so the concept and rules were already known by the
participants. Even so, there are two aspects that are worth mentioning: first,
the participant that was not able to navigate in the system using the 3D motion
sensor was also not able to play these games because they require a wave gesture
too; second, even knowing how to play the game, the process of picking the light
in the Space Lights game was still very challenging for the participants.

The second test was similar to the first one but this time using the Leap
Motion sensor to navigate in the system and to play a new game (Dragging
Apples). The goal of the game and how to use the sensor were easily understood
but an explanation of when to close and open the hand during the game was
needed. The participant that was not able to use the 3D motion sensor was also
not able to play this game because she could not open her hand, not even with
the help of the therapist. The other four participants completed the game but
two of them experienced some difficulties related to the position of the hand and
some failures of the sensor while tracking their hand.

The last sensor to be tested was the Sphero. At the time the tests were
made, the Light Lamps game was still not ready so the Sphero was only used to
control the UI. In this task, the results were less positive since only two of the
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Table 4. Usability questionnaire results

Participant Avg. score (max. 100)

P2 77.5

P3 57.5

P4 75

P5 87.5

five patients were able to hold and use the sensor with no limitations while the
other three could not even open the hand enough to hold the Sphero without
losing mobility in that hand.

Finally, the Posture Detection game was also tested by the participants. Once
again, due to her rehabilitation stage, one participant was not able to do any
of the existing postures. The other four participants were able to perform them
with more or less difficulty, depending of their complexity. Since the game was
still under development at the time, there were some false positives due to minor
issues in the implementation of the algorithm, which are currently fixed.

After the evaluation, each participant, with exception of the one who was
not able to perform the tests, was asked to answer a System Usability Scale
questionnaire and the results are shown in the Table 4.

5 Conclusion and Future Work

The presented solution, as a whole, had a good reaction and feedback from the
patients who tested it and, although there are still no quantitative data regarding
the impact of the use of the solution on the rehabilitation process, there is now
a clear road ahead. One of the issues found is the login gesture. Due to their
condition, patients may have difficulties in making the login gesture (which may
be a wave, a click/push or a hand raise gesture), which is needed to start the
tracking with the 3D motion sensor. However, there is already a workaround for
this issue that allows the user to interact with the system without performing
any gesture, although it may happen that the user interacts with the application
inadvertently.

The choice for an Android application running on Google TV also proved
not to be quite practical in terms of deployment, since there is the need to
have a second device running the server (the server does not run on Android
devices) with a proper network setup. Therefore, one of foreseen developments
is to implement the client application using the Unity framework, which will
allow building releases for different platforms (including Android, which runs on
Google TV), and will allow integrating the server and the client into the same
application running in one device (Windows, Linux or Android).

To assess the feasibility and effectiveness of the solution in the rehabilita-
tion process, long term tests are planned. There are also plans to widen the
array of supported sensors, namely with the inclusion of the Myo sensor, as well
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as improving posture and gesture recognition algorithms. Also, the Nintendo
Wii Balance Board (or similar) will be integrated and there will be new games
designed with the help of therapists to improve standing balance in patients
with acquired brain injuries through motivational and adaptative exercises. New
games focusing on the rehabilitation of the lower limb will also broaden the spec-
trum of the solution.
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14. Öberg, T., Karsznia, A., Öberg, K.: Basic gait parameters: reference data for nor-
mal subjects, 10–79 years of age. J. Rehabil. Res. Dev. 30, 210–210 (1993)

15. Saini, S., Rambli, D.R.A., Sulaiman, S., Zakaria, M.N., Shukri, S.R.M.: A low-cost
game framework for a home-based stroke rehabilitation system. In: Computer &
Information Science (ICCIS), vol. 1, pp. 55–60. IEEE (2012)

16. Shaughnessy, M., Resnick, B., Macko, R.: Testing a model of post-stroke exercise
behavior. Rehabil. Nurs. 31(1), 15–21 (2006)

17. VirtualWare Group. Virtualrehab, February 2014. http://virtualrehab.info/

http://virtualrehab.info/


Measuring Stereoacuity by 3D Technology

Angelo Gargantini(B), Giancarlo Facoetti, and Andrea Vitali
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Abstract. This paper presents a novel method for measuring with great
precision the stereoacuity, that is the smallest depth difference that can
be detected in binocular vision. The proposed technique is implemented
by a software program that runs on a PC with 3D capabilities. The
3D technology is exploited to provide two different images to the two
eyes. The measurement is performed by a classical random dot test, but
differently to other tests printed on paper or plastic, the images shown
to the patient can vary and the disparity between the two images can
be set in order to exactly measure the stereoacuity. Moreover, thanks to
the exploited 3D technology, the test does not present any monocular
clue. These features allow delivering the test also in groups (instead
of individuals) like school classes, and to reduce the risk of undetected
amlyopia. The system can be easily operated also by not specialized
personnel and this may further increase the cost efficiency of the test.
We present the experiments carried on with a large set of children of age
between five and seven years. We discuss the results and compare our
technique with some traditional approaches.

Keywords: Stereopsis · Randomdot test · Amblyiopia · 3D

1 Introduction

Amblyopia, otherwise known as ‘lazy eye’, is reduced visual acuity that results
in poor or indistinct vision in one eye that is otherwise physically normal. It
may exist even in the absence of any detectable organic disease. Amblyopia is
generally associated with a squint or unequal lenses in the prescription specta-
cles. This low vision is not correctable (or only partially) by glasses or contact
lenses. Amblyopia is caused by media opacity, strabismus, anisometropia, and
significant refractive errors, such as high astigmatism, hyperopia, or myopia.
This condition affects 2–3% of the population, which equates to conservatively
around 10 million people under the age of 8 years worldwide [17]. Children who
are not successfully treated when still young (generally before the age of 7) will
become amblyotic adults. As amblyotic adults, they will have a normal life, with
no proven losses in terms of education and occupation opportunities [5], except
that they are prohibited from some occupations and they are exposed to a higher
risk of becoming seriously visually impaired. The best described long term con-
sequence of amblyopia is an increased risk of bilateral blindness, caused most
c© Springer-Verlag Berlin Heidelberg 2015
H.M. Fardoun et al. (Eds.): REHAB 2014, CCIS 515, pp. 155–167, 2015.
DOI: 10.1007/978-3-662-48645-0 14
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frequently by traumatic eye injury in younger people and age related macular
degeneration in older people. The projected lifetime risk of vision loss for an
individual with amblyopia is estimated around at least 1–2% [13].

For these reasons screening for amblyopia in early childhood is done in many
countries to ensure that affected children are detected and treated within the
critical period, and achieve a level of vision in their amblyopic eye that would
be useful should they lose vision in their non-amblyopic eye later in life. How-
ever, there is no strong scientific evidence that preschool vision screening is
cost-effective and some researchers suggest that health authorities should stop
purchasing pre-school vision screening services [14].

One factor that weakens the effectiveness of amblyopia screening is that
population-based screen tests can suffer from a very low sensitivity and speci-
ficity. Several methods are available for the measurement of stereopsis. The most
common procedures are anaglyph (with use of red-green filters) and vectographic
(with use of polarized filters) procedures. However, these tests since they have
monocular clues [12] and may result difficult to pass even for normal people can
have low sensitivity and specificity. In one proven case, screening for amblyopia
by the local nurses using the visual acuity tests or random dot stereopsis test
alone displayed a very low sensitivity (around 20 %) [4].

In this research work, we extend the approach of [11] and we present our
research project that has the main goal of developing a method (called 3DSAT)
for measuring with precision the stereoacuity of a patient with the main goal of
avoiding the typical weaknesses of classical stereo tests. 3DSAT aims to be:

– Very easy to deliver at a low cost. Even unqualified personnel can perform
the test, thus increasing the widespread use and reducing the cost of the test.

– With a very high sensitivity (also called the true positive rate, or the recall
rate in some fields): its measure of the proportion of actual amblyopic positives
which are correctly identified as such is equal to 100 %. In this way it reduces
the risk of undetected amblyopia.

– With an acceptable specificity (sometimes called the true negative rate): its
measure of the proportion of negatives which are correctly identified as such is
near to 100 %. This has the goal of avoiding frequent visits with more qualified
(and costly) personnel.

3DSAT exploits a 3D computer system, a modern technology able to repro-
duce stereo images on computer screens. There are already some works on
using 3D monitor for stereotest and for amblyopia treatment [15]. Our method
advances w.r.t. [7] because it implements Random dot instead of Wirt tests, and
extends the work presented in [3] with more advances features (like use of active
3D glasses, use of multiple images instead of simple random dot circles).

In this paper, first we describe stereo acuity and its evaluation using random
dot test through the development of an application exploiting the 3D technology.
Then, we show the test procedure defined to execute the tests on a set of children
using this application. Finally, we show and analyze the results of this experiment
by highlighting pros and cons of our research work.
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2 Related Work

In the last two decade, many researchers have developed different systems
exploiting 3D technology to recreate virtual environments that can be very useful
for traditional processes in different fields, such as industrial field and healthcare.
In last years, many computer devices have been designed in order to create the
emulation of five senses using classic computers. The emulation of eyesight is
based on the use of digital shutter glasses which allow recreating depth sense by
seeing the 2D screen of computer [2,6,16]. After different studies about this tech-
nology, some projects started to develop applications replicating medical work
flows to treat eyes diseases, such as amblyopia and stereopsis deficiency. Among
these applications, there are systems that only use typical technology in order
to make available your solution at patients and medical personnel [15]. These
applications can be subdivided in two categories. The first one is formed by
applications that can permit to substitute traditional processes (e.g., occlusion
for amblyopia treatment) with innovative techniques that are able to apply par-
ticular occlusion digital filters exploiting existent videos and video games [1]. In
this way, young patients can do treatment with funny and peaceful approach [8].
Second category is formed by applications emulating traditional process made by
oculists to make some measurements, such as stereoacuty and stereopsi [7,9,18].
The quality of stereopsis can be tested using the Lang stereotest. It subsist in a
random-dot stereogram on which a series of parallel strips of cylindrical lenses
are imprinted in several shapes, which separate the views seen by each eye in
these areas. Without stereopsis, the image seems only a field of random dots,
but the shapes become detectable with increasing stereopsis, and generally con-
sists in several simple shapes,such as a cat, a star as well as a car. This last
feature facilitates the use of Lang test in young children. In the next section,
we present how the stereo acuity test can be emulated using standard technol-
ogy and our research work will be introduced in order to understand different
technical aspects about software development.

3 3DSAT: A 3D Stereo Acuity Test

3.1 Stereoscopic Acuity and Its Measurement

Having two eyes, as being humans and animals, located at different lateral posi-
tions on the head permits binocular vision. It allows seeing two different images
that are used to provide a means of depth perception. Through complex brain
processing, the human brain uses the binocular vision to allow some important
features of sight, such as binocular disparity, discrimination of object size, and
surface orientation to determine depth in the field of view. This particular brain
skill is defined as stereopsis.

Stereopsis is tridimensional vision that is defined by simultaneous stimulation
of retinal points that are horizontally disparate. The depth perception doesn’t
only depend by binocular vision, but it is also defined by different elaborations
of mind, perceptive sensations and physiological phenomena whose knowledge
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Fig. 1. Mathematical model for stereo acuity.

allows to recreate the sensation of distance and depth. The sense of stereopsis is
acquired between the first three or four months of life by being humans.

The total or partial stereopsis absence is cause of some pathologies, such as
blindness on one eye and strabismus. The examination of stereopsis ability can
be evaluated by measuring stereoscopic acuity.

Stereoscopic acuity, also named stereoacuity, is the smallest measurable depth
difference that can be observed by someone with two eyes and normal brain func-
tions. It had been invented by Howard and Dolman who explained stereoacuity
with a mathematical model as follows in Fig. 1. The observer sees a black col-
umn at a distance z of 6 m (=20 ft). A second columns, that is behind it, can be
translated back and forth until it is just detectably nearer than the fixed one.
Stereoacuity is the distance between the two positions, converted into an angle
of binocular disparity. Equation 1 shows how to convert the depth p in order to
obtain the angle of disparity δy in arc of minutes.

δy = c e
p

z2
(1)

In Eq. 1, e is the interocular distance of the watcher and z the space of
the fixed column from the eye. To transfer δy into the unit of minutes of arc, a
multiplicative constant c is inserted whose value is 3437.75 (1 rad in arcminutes).
The ‘arc of minute’ unit permits to evaluate dimension of an object in degrees
of angles (Fig. 2). This approach is very useful because it is possible manage
perceived dimensions of objects according to distance of observer from the same
objects.

The stereacuity of being humans is excellent when its value is between 15
and 30 seconds of arc.

Fig. 2. Calculation of arcseconds
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Fig. 3. Application of geometrical model using stereoscopic screen. In this image, the
model only considers the middle line of screen.

At present, there are different procedures to measure stereoacuty without
using cumbersome two-peg device. The difference between screening for the pres-
ence of stereopsis and a measurement of stereoacuity is very important. To estab-
lish that depth can be seen in a binocular views, a test must be easily managed
and not subject to misunderstanding. These tests can measure stereacuity using
either real stereogram or the emulation of stereogram using 3D technology. Fur-
thermore, there are different factor that must to be avoided in order to measure
the correct value of stereacuty:

– Low contrast.
– Brief duration exposures (less than 500 milliseconds).
– Pattern elements with small space between them.
– Errors due to uncorrected or unequally corrected refraction (monovision).

In order to get a good measurement of stereopsis by avoiding the described
problems, the Random-dot stereogram (RDS) is widely used because it permits
to obtain a test procedure, named Randot stereotest, that is easily administrated
and not subject to deception. RDS consists in a stereo pair of random-dot images
viewed either with the aid of a stereoscope or the eyes focused on a point in front
of or behind the images. In this way, the RDS system produces a sensation of
depth, with objects appearing to be in front of or behind the display level. Randot
stereotest has been easily emulated using 3D technology in this research work,
i.e. a 3D based software, named 3DSAT, has been developed by exploiting IT
potentiality. In particular, the random small pattern elements are the pixels of
PC screen forming digital images, one behind the other, showed to the patient
using 3D glasses. Therefore, formula 1 has been adapted by substituting pegs
with pixels and the geometrical models has been redefined according to the use
of PC.

Figure 3 shows how to apply Howard and Dolman model using a 3D dis-
play. The observer’s eyes, which are indicated with L (left) and R (right), have
a binocular distance defined by e and they are away from screen plane with
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distance z. The value d is defined as pixels disparity between two stereoscopic
images that are shown on stereo screen.

The disparity of a couple of stereo images, defined as xl and xr, is simply
the difference along x-axis of screen that is measured in pixels.

d = xr − xl (2)

Therefore, the geometric model of perceived depth is defined in following way
(assuming that p is small w.r.t. z):

p =
z · d

e
(3)

In Eq. 3, it is important to highlight depth perception that is directly propor-
tional at observers distance. Thus, a observed stereo image will allow to perceive
different depths from different distances. By substituting the depth p in Eq. 1,
we find that the stereo acuity can be computed as:

δy = c
d

z
(4)

As desired, the Eq. 4 measures the stereo acuity in angles and it does not
depend on the interocular distance. In the next subsection, we would introduce
the way to apply this geometrical model using 3D technology and we describe
the software system to emulate Random Dot test using this technology.

3.2 Using 3D for Stereo Acuity Test

3DSAT is a system based on a 3D computer system. The current version is based
on the NVIDIA R© 3D VisionTM technology, although other 3D technologies may
be supported as well in the future. The NVIDIA 3D Vision technology is one of
the most accessible 3D technologies available on the market today, it requires a
standard personal computer with a NVIDIA graphic card, a monitor 3D Vision
ready, which is capable of a refresh rate of 120 Mhz, and a NVIDA LCD shutter
glasses. The NVIDIA 3D vision is based on active shutter technology. With this
method, the left and right eye images are presented on alternating frames, but
since these monitors are capable of 120 Hz, each eye still sees a full 60 Hz signal
that is equivalent to the refresh rate on LCD monitors today. This offers a number
of advantages with respect to other stereoscopic technologies like polarized or
anaglyphs glasses or head-mounted displays:

– Full image quality per eye: In 3D mode, each eye receives the full resolution
of the display for the highest possible image quality for text and objects. The
colors are not altered and both eyes can receive images of the same quality.

– Wide viewing angle for 3D: Because full images are presented on alternat-
ing frames, there are no restrictions on the viewing angle in 3D mode. Users
are free to move their heads vertically or horizontally within the full viewing
angle of the display without losing the 3D effect or suffering increased ghost-
ing which allowing for comfortable viewing for continuous gaming or movie
watching.
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– Personalized fit: The NVIDIA glasses have top-of-the-line optics, include
adjustable nose pieces, and are modeled after modern sunglasses. They can
be worn over prescription glasses.

– Acceptable cost: The cost of the glasses is around 140 USD, while the 3D
ready monitors cost a little more than the traditional monitors but they offer
a better quality also in 2D.

Fig. 4. Using 3D to separate the dots

In the context of amblyopia, 3D technology can be used also in the treatment
with the goal of complementing the classical therapy of eye patching [10].

3.3 3DSAT

The system we have developed for 3DSAT consists in a normal PC desktop
connected to a 3D monitor (3D Vision-Ready Display). The PC must be 3D
capable and have all the 3DSAT software installed on it. The patient wears the
NVIDIA active LCD shutter glasses that allow viewing a different image from
the left and right eye. The scenario is depicted in Fig. 4. This principle is the
separation of the images provided to the right and left eye.

The stereo image to show to the child is built by the following steps as
depicted in Fig. 5.
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Fig. 5. How the 3D image is created

1. A random dot image is created (every time with different distribution of the
dots)

2. The pixels corresponding to the shape to be shown (in the Fig. 5 a square)
are translated with a desired disparity (in terms of pixels) in two opposite
directions for the left and the right image.

3. One of the two images is entirely translated in the same direction.
4. The two images are composed in an unique 3D image shown to the child.
5. The child, in the presence of stereopsis and wearing the 3D glasses, perceives

the shape in depth.

The shape is seen in depth because the left eye sees one set of dots and the
right eye sees a second set of dots. The dots are identical, except for the dots
within the square that have been horizontally displaced in order to try to emulate
the distance of interocular disparity. Using this technique, our brain fuses the two
2D retinal images into single image in which displaced pixels define a shape that
is perceived with a different depth. Through identifying corresponding points,
‘matching primitives’ in the slightly offset retinal images of the left and right
eye, the images can be aligned in such a way as to reveal depth information.
The nasal displacement produces the stereoscopic perception that the square of
circles is raised off the screen [19].

The translation of one entire image (step 3) eliminates any clue of the shape
one could have without the 3D glasses: if the two images are composed in the
same position all the pixels except those translated are in the identical position
and are completely overlapped. This would cause an increase in the composed
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Fig. 6. User interface of 3DSAT application

image of the density of the pixels in correspondence of the shape. Wearing the
glasses would eliminate the diversity of density but without the glasses one would
have a clue of the shape. By translating one image we restore an equal density
of the dots.

3.4 Software Development and Use of 3DSAT

The 3DSAT software has been implemented using Java and OpenGL and works
under Microsoft Windows systems. A screenshot of the software is shown in
Fig. 6. At the beginning the user inserts the patient data, selects an image set1,
the starting disparity, the distance of the child from the screen, the dimension of
the screen and the dimension of the shapes. After a preview of what the shapes
will look like (as shown in Fig. 6), the software randomly chooses a shape in the
shape set and shows the 3D random dot stereotest for that shape. The child
either says or indicates what it sees and if the guess is right then the software
chooses another shape and decreases the angle of disparity. The software assesses
a certain level of disparity if the child can guess the shapes for that level for three
times with maximum one error. The minimum angle of measurement depends
on the monitor and on the distance of the child, and some examples are reported
in Table 1.

Policies. In order to reduce the number of false negative (i.e. amblyopic not
correctly identified and falsely passing the test) and increase the test sensitivity
we have devised the following policies: (i) the shape is randomly chosen every
time, (ii) also the control null image (no shape is shown) can be inserted, (iii)
either the user that delivers the test has no clue about which shape is currently
displayed, (iv) we have checked the absence of any monocular clue by using the
1 3DSAT now provides set of images similar to those presented in the LANG stereotest

I and II, TNO, LEA, pacman and letters. New image sets can be easily added.
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Table 1. Minimum angle definition according to dimensions, resolution and distance
of the PC screen.

Dim Resolution Distance Minimum angle

23′′ FHD 1920× 1080 40 cm 136.8′′

23′′ FHD 1920× 1080 80 cm 68.4′′

27′′ FHD 1920× 1080 40 cm 160.5′′

27′′ FHD 1920× 1080 120 cm 53.5′′

software both without glasses and with glasses but with one occluded eye. In
both cases we were unable to identify the images.

In order to reduce the number of false positives (i.e. non amblyopic falsely
failing the test) and increase the test specificity, we have devised the following
policies: (i) the shape is shown as image: if the child has difficulties to recognize
the shape and identify its name, he/she can simply point his/her finger, (ii)
the test has initial phase in which no measurement is taken and the images are
shown colored: in this way the child understands what the shape will look like
when the actual measurement is started and the color disappears, (iii) when a
child fails the test, the test can be retried with a different set of images (after
the equipment is checked for failures). Since the images are randomly chosen,
the test can be repeated without loss of sensitivity (differently from the classical
test on paper).

4 Experiments

We tested the system on a total population of 90 subjects with age between
5 years and 7 years (Fig. 7). In the group there was a small presence of amblyopic
subjects (known before starting the tests). The main aim of the test was to
verify the presence of false positives or false negatives results. Due the young
age and the high number of the people taking the tests in the same session,
we decided to organize the tests as a group game. Indeed, we planned that the
aim of the game was to guess a given shape visualized on the screen, wearing
the 3D glasses. Obviously, only the child with the glasses would be able to see
what happens on the screen, while other children can see just a noisy image.
Children were asked to guess the shapes wearing glasses one after the other.
It turned out that this modality fits very well in a context of group screening,
especially with young and lively children. With the traditional tests, such as
Lang test, young patients would suggest each other the correct results, causing
false negatives. With our computer-based system, shapes to be guessed change
every time, making cheating very difficult. This could highly reduce the number
of false negatives cases. Also, our approach permits to show a great number of
different shapes (also possibly expandable and customizable), reducing further
the number of false negatives caused by wild guesses. However, for the tests
we just used shaped derived from LEA, TNO and LANG traditional tests. The
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Fig. 7. A child is using 3DSAT with LCD shutter glasses.

group screening proved to be time effective: the mean time required to test one
person is 2 min, faster than the traditional way. In total we tested 90 subjects for
a total of 180 test results. We identified 8 potential positive cases, confirmed by
previous medical diagnosis. We clustered test data grouping the distance from
the screen and the data is shown in Table 2.

Looking at the collected data, we observe that the minimum and maximum
stereo acuity values decrease linearly with the increasing of the distance. The
mean values depend on the stereo acuity of the various subjects taking the tests,
however they present too a decreasing trend with the distance increase. This
is expected since by increasing the distance, the minimum measurable angle of
stereopsis decreases (see Table 1).

Table 2. Distance from the screen, mean, minimum and maximun stereo acuity values.

Distance Mean Min Max

40 cm 398.12′′ 139.12′′ 962.02′′

50 cm 407.44′′ 128.27′′ 769.62′′

60 cm 278.84′′ 106.89′′ 641.35′′

80 cm 170.41′′ 79.49′′ 481.01′′

100 cm 231.12′′ 64.13′′ 384.81′′

120 cm 109.32′′ 53.44′′ 213.78′′

150 cm 101.06′′ 42.75′′ 299.29′′

160 cm 100.21′′ 40.08′′ 240.50′′

200 cm 51.30′′ 25.65′′ 64.13′′
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5 Conclusions

We have presented an application that emulates random-dot test using 3D tech-
nology. 3DSAT has been used for our experiment on young children and early
results have been considered promising. The test procedure has demonstrated
the potentialities of our application compared to the traditional approach. There-
fore, our research work proposes an innovative and better approach for this test,
which is also frequently used for detecting amblyopia, strabismus and suppres-
sion, and to measure stereoacuity. Furthermore, we have wanted to demonstrate
that is possible to get innovative solution in healthcare exploiting low cost tech-
nology and free software. Thanks to this approach, 3DSAT may be added into a
bigger IT system that allows sharing patient information using web and mobile
technology in easy way. About this issue, new developments have been planned
in order to try the real potentiality according to needs of both physicians and
patients who can use this technology in the future.
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Abstract. Wearable smart devices, ubiquitous Internet connectivity,
and Cloud-computing are posing traditional health-care system against
a disruptive revolution. The integration of Body Sensor Networks (BSN)
systems and Cloud-computing technologies can effectively foster the
spread of mobile-Health (mHealth) services in real life, such as physical
rehabilitation assistance. The continuous remote monitoring of patients
during rehabilitation exercises is one of the key aspect to follow the
patients at all post-admission stages, to objectively assess their improve-
ments, as well as to significantly reduce many of the costs associated
with the whole process. In addition, patients can perform rehabilita-
tion exercises at home and still be monitored - and followed - remotely,
with clear benefit in terms of comfort, physical stress, and again eco-
nomic costs. This paper describes Rehab-aaService, a hardware/software
system for physical rehabilitation assistance. It is based on a three-tier
architecture involving smart wearable motion sensor nodes, a personal
mobile device, and a Cloud-computing infrastructure supported by the
BodyCloud framework.

1 Introduction

Body Sensor Networks (BSNs) [3] are specific Wireless Sensor Networks (WSNs)
for monitoring of humans. BSNs are potentially a disruptive technology in several
human-centered applications, including medical monitoring, fitness and sport,
large-scale events management and social networking. BSNs involves a broad
range of wearable sensors for physiological measurements such as heart and res-
piratory rate, body temperature, blood glucose, limb motions, electrocardiogram
(ECG), electromyography (EMG), and electroencephalogram (EEG). Physiolog-
ical signals are processed to infer higher level knowledge to enable more complex
services, including physical activity recognition, heart attack early detection,
emotion detection, and neurodegenerative diseases monitoring.

However, to fully exploit this emerging technology, there is the need to deal
with management of a large number of cooperative and non-cooperative BSNs.
Supporting pervasive applications for large communities of users is in fact a
critical and complex task. The massive data that BSN networks can generate,
requires a scalable and flexible platform for their collection, secure storage and
processing.
c© Springer-Verlag Berlin Heidelberg 2015
H.M. Fardoun et al. (Eds.): REHAB 2014, CCIS 515, pp. 168–182, 2015.
DOI: 10.1007/978-3-662-48645-0 15
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Effective and efficient management of networks of BSNs cannot be accomplished
uniquely relying on their limited resources.

We tackle this problem using a Cloud computing infrastructure and providing
an integrated platform, namely BodyCloud [7,17,18], built upon the following
functional requirements:

– heterogeneous wearable sensing through personal mobile devices acting as
local coordinators;

– scalability in terms of processing power for diverse medical analysis;
– scalability in terms of physiological signals collection and data storage;
– global access to processing and storage functionalities;
– simple and authenticated sharing of results.

This paper presents Rehab-aaService - a scalable motor rehabilitation
research prototype based on BodyCloud [7] - which extends the preliminary
work proposed in [16].

BodyCloud is a Software-as-a-Service (SaaS) platform that provides real-time
storage, online/offline management of physiological signals, data processing and
analysis using software plugins hosted in the Cloud. In particular, BodyCloud
has been designed to effectively support diversified cross-disciplinary applications
and processing tasks. It enables ubiquitous large-scale data sharing, collabora-
tions among users and applications in the Cloud, and delivers Cloud-based ser-
vices through sensor-rich mobile and wearable devices. In addition, BodyCloud
includes data mining functionalities to enable high-level decision support based
on the collected BSN data.

Rehab-aaService is a hardware/software system to assist the physical reha-
bilitation. It is built atop the BodyCloud platform so to support remote and
ubiquitous collection, storage and processing of data streams from non-invasive
sensors worn by patients during therapy and rehabilitation. During motor reha-
bilitation therapy, it is quite common to require repetitive physical exercises, for
instance, to recover from a muscle strain, a limb fracture, or a surgery. Having
real-time feedback about exercise performance quality allows users to indepen-
dently exercise properly without the need of a continuous professional assistance.
As a consequence, especially for certain types of motor traumas, the concept of
tele-rehabilitation becomes strategic. Being able to perform rehabilitation inde-
pendently (e.g. at home), is a benefit for patients in terms of physical stress and
economic cost reductions. Thus, a strong motivation for this project is to opti-
mize and manage the rehabilitation stages through hardware/software systems
installed at the remote patient. Our system, therefore, proposes a novel contri-
bution to the state-of-the-art by: (i) providing an integrated hardware/software
system for continuous non-invasive monitoring patients undergoing rehabilita-
tion; (ii) introducing of a Cloud-based management and analysis service, used
by medical doctors and physiotherapists, with support for remote access to rehab
exercises traces, improvement parameters, and other information throughout the
whole rehabilitation process of their patients.

The rest of the paper is structured as follows. Section 2 discusses related
work on physical rehabilitation aided by wearable sensors and, specifically, we
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propose a categorization in terms of methods, frameworks, and systems. Section 3
overviews the BodyCloud architecture. Section 4 describes the proposed cloud-
based Motor Rehabilitation application service; we give details on the method
we used, its accuracy and we provide insights of the performance evaluation of
our system. Finally, in Sect. 5 conclusive remarks are drawn and directions of
future work are briefly outlined.

2 Related Work

Literature on physical rehabilitation assistance supported by wearable sensors
is being consolidating. For the sake of this work we propose a categorization of
the related work in terms of methods, frameworks, and systems and we discuss
some interesting studies in the following subsections.

Method refers to algorithmic and mathematical aspects. A related work is
classified as a Framework if focuses on a customizable programming layer on top
of which implementing end-user services. System is intended as a work focusing
on hardware/software technical and functional aspects.

A comparison of the works that we took in consideration is summarized in
Table 1. The table shows that, conversely to the related work, Rehab-aaService
includes all the three aspects of the proposed categorization.

We anticipate that, to the best of our knowledge, none of them offers adapt-
able and customizable tele-rehabilitation of both upper and lower limbs. Rehab-
aaService, instead, proposes an original contribution, responding to (i) the need
for integrated hardware/software systems for the continuous monitoring and
follow-up of patients under rehabilitation therapy and (ii) the lack of effective
solutions for data collection, integration and analysis with support for data min-
ing and statistical techniques for the management of the various rehabilitation
stages. With Rehab-aaService, the stakeholders (e.g., physicians, physical thera-
pists, patients, centers for rehabilitation and physiotherapy, gyms) are connected
to each other and have integrated and interoperable access to data related to
patients’ rehabilitation process.

The interested reader can refer to interesting recent surveys [8,11].

2.1 Methods

An early research [1] focuses on the therapist perspective aiming at determin-
ing the physical activity stress and the energy expenditure of therapists while
practicing using a portable accelerometer sensor placed on their waist belts. In
[9] authors propose the use of wearable accelerometer sensors for objectively
assessing motion capabilities and activity levels of patients affected by multiple
sclerosis, so not to rely uniquely on self-reports and questionnaires. Combined
use of inertial sensors and Kinect for rehabilitation robotics has been explored in
[22]; trigonometry and Kalman filter framework have been used in the proposed
joint angle estimation method. In [23] a complete model-based human motion
analysis system is proposed, including estimation of both upper and lower limbs
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motion. However, the method is based on computer vision rather than wearable
devices and there is the assumption that the limbs can bend only on certain 2-D
planes. An interesting review [24] covers different techniques and methods for
joint angles and limb rotations using inertial sensors (including accelerometer,
digital compass and gyroscope). In [25] authors focus on upper limb joint angle
tracking and propose the combined use of gyroscope and accelerometer with an
estimation method based on the unscented Kalman filter.

2.2 Frameworks

RehabSPOT [19] is the only customizable BSN programming framework specif-
ically tailored for physical rehabilitation. RehabSPOT is built on top of the
SunSPOT sensor platform [20] originally from Sun Microsystems. The platform
consists of a number of SunSPOT nodes attached to various parts of human
body, and a SunSPOT basestation connected to a PC. To enforce a high degree
of system configurability and reliability, both the wearable nodes and basestation
are powered by a flexible software architecture. This framework has been used
to prototype a system installed in a clinical center for testing and evaluation,
with positive initial feedback from the patients under rehabilitation and their
therapists. SPINE [6] is domain-specific software framework for the design and
fast prototyping of BSN applications. It includes powerful, flexible and extensi-
ble libraries and functionalities to aid the implementation of mHealth systems,
and it has been used to develop the embedded and mobile components of Rehab-
aaService.

2.3 Systems

The specific problem of supporting patients during rehabilitation exercises with
the aid of wearable sensing devices and real-time visual feedbacks is being inves-
tigated more systematically in recent times. In [12] authors describe a rehabilita-
tion support system based on a smartphone and a bracelet to capture patient’s
rehabilitation exercises. Dynamic Time Warping is used to train and recognize
movements. The system is fully customizable so it allows the therapist to choose
the position of the device and other parameters in order to adapt to differ-
ent exercises. The proposed system, however, by relaying on a single sensing
device suffers of the problem that a number of exercises cannot be monitored
and relevant parameters, such as elbow and knee flexion angles, cannot be mea-
sured. RIABLO [5] is a game system realized to specifically support physical
orthopedic rehabilitation. Authors suggest the use of game elements to motivate
and engage the patient, while providing feedback on the correctness of the per-
formed exercises. The system is based on five wearable devices equipped with
a 3-axial accelerometer and a gyroscope, positioned on the body with elastic
straps, and a pressure sensor tile connected via Bluetooth with the game sta-
tion. Another interesting project [15] uses two wearable motion sensors attached
to the patient’s arm or leg and a commercial Android tablet where a graphical
application provides with a visual real-time feedback on the performed exercises
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Table 1. A comparison of the related work.

Ref. Method Framework System

[22] •
[23] •
[24] •
[25] •
[19] • •
[12] • •
[5] •
[15] •
[21] •
[4] • •
[10] • •
Rehab-aaService • • •

as well as an assessment on the practice quality with respect to a reference move-
ment previously recorded. An interesting pre-commercial system is Rehabitic
[21], a tele-rehabilitation service specifically designed for total knee arthroplasty
patients. The aim of the service is to enable for rehabilitation at the patient’s
home. The system includes knee real-time motion tracking by means of Shim-
mer sensors and technologies to allow for distance education and video conference
between the patient and the therapist. Finally, in addition to purely academic
researches, CoRehab [4] and PamSys [10] are commercial solutions with similar
functionalities to what described above.

3 BodyCloud

BodyCloud [7] is an open platform for the integration of BSNs with a Cloud
Platform-as-a-Service (PaaS) infrastructure. It specifically supports remote sen-
sory data storage, offline signal processing and custom-defined algorithms via a
plug-in mechanism. Its design and implementation choices allow BodyCloud to
flexibly be tailored, in a very effective manner, for supporting a broad range of
smart-Health applications, focusing on mHealth services. As depicted in the sim-
plified component diagram in Fig. 1, the architecture is composed of four main
components:

– Body : the component that monitors the assisted living by means of wear-
able sensors, and forwards the collected data to the Cloud through a per-
sonal mobile coordinator device. Data acquisition is currently handled using
Android-SPINE [2,6,13] and wireless communications with the sensors based
on Bluetooth.
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– Cloud : the component that gives full support for specific applications through
data collection, processing/analysis, and visualization. In particular, appli-
cations are defined through specific software abstractions (Group, Modality,
Workflow/Node, View). Such abstractions are supported by a RESTful web
service (Server Servlet), programmed atop the Restlet Framework [14]. Every
interactions is authenticated using OAuth 2.0 protocol. The Cloud-side runs
on the Google App Engine (GAE) PaaS. GAE exposes the Datastore API,
used by BodyCloud to store sensory and processed data generated by the
application services, and the Task Queue API, through which BodyCloud
supports asynchronous execution of tasks triggered by application requests.

– Analyst : the component supporting BodyCloud customization/extension, in
terms of development of new application services (plugins). Specifically, new
services are defined in terms of the aforementioned abstractions, and deployed
using simple HTTP PUT requests to the corresponding Cloud-side resource,
thus requiring only a simple HTTP client as Analyst-side supporting applica-
tion. As the workflow requires new nodes to be developed, the Analyst-side
also requires an appropriate development environment. Once developed, new
nodes are also uploaded with a HTTP PUT request to the corresponding
Cloud-side resource. A predefined set of nodes is natively available.

– Viewer : the component supporting graphical visualization of raw and
processed data through flexible graphical reporting options. The graphical
view is automatically generated by applying the View specification to the
data.

Fig. 1. A simplified architectural representation of BodyCloud.
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4 Rehab-aaService

Rehab-aaService is a Cloud-assisted motor rehabilitation assistant application,
currently optimized for elbow and knee. Limbs motion measurement is performed
using two tiny and lightweight wearable devices equipped with 3-axial accelerom-
eters. Sensors are attached by means of elastic bracelets in specific positions of
the limbs for acquiring accelerometer data, which are eventually processed by the
BSN coordinator to estimate medical-relevant rehabilitation information such as
joint (e.g. elbow and knee) flexion and extension angles.

4.1 Method

To estimate the flexion and rotation information of the limbs, the proposed sys-
tem uses SPINE-enabled wearable nodes [6] equipped with 3-axial accelerometer
sensors. The application configures the nodes to sample the accelerometers at a
rate of 30 Hz.

α

α

Fig. 2. Sensor nodes placement on the limbs.

Specifically, our angles estimation method requires the nodes to be placed on
the body as shown in Fig. 2.

Angles are estimated using uniquely 3D inertial accelerometers, as they can
indirectly measure tilt angle with respect to a given reference applying trigono-
metric equations to the 3D acceleration vector.

As shown in Fig. 2, b and f indicate the nodes placed respectively on the arm
(or on the thigh) and on the forearm (or on the leg). The method is based on
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the assumption that both the elbow and knee joints can be considered as hinge
joints, in which only flexion and extension rotation is allowed.

Under this assumption and by considering the sensor placement as in Fig. 2,
only the following acceleration components are needed to estimate the flexion/ex-
tension angle (α):

b =
[

Xb

Yb

]
f =

[
Yf

Zf

]
(1)

Since we are interested in the relative inclination of the forearm (leg) with
respect to the arm (thigh), we need to express the reference system of one of
the two accelerometers according to the other one. This is possible by applying
a rototranslation of the first reference system. If we rotate the reference system
of f and we translate it so to align its origin and axes with the reference system
of b (clearly, the discussion is valid also the opposite way), we obtain a new
reference system whose representation is rotated of an angle θ (see Fig. 3).

θ

Fig. 3. Rototranslation of the reference system.
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We can calculate the angle θ between gb and gf using the following equation:

gb · gf = YbYf + XbZf (2)

This can be rewritten as:

gb · gf = ‖gb‖
∥∥gf

∥∥ cos(θ) (3)

where
‖gb‖ =

√
X2

b + Y 2
b ,

∥∥gf

∥∥ =
√

Y 2
f + Z2

f (4)

The value of θ (expressed in radiants) can be obtained by the inverse equation
in Eq. 3:

θ = arccos

(
gb · gf

‖gb‖
∥∥gf

∥∥
)

(5)

If we pose gf along the directrix so to let it consecutive to gb, the angle α
between g’f and gb will be equal by construction to the flexion joint angle α
we are interesting at estimating. Such an angle it is indeed the supplementary
angle of θ; we therefore have:

α = 180◦ − deg(θ) (6)

We evaluated the performance of our method in terms of joint angle estima-
tion accuracy. Specifically, the angle measurement was performed by attaching
the two sensors to the interested limb; we compared the obtained values in ref-
erence positions (with a step of 10◦) against a specifically-designed protractor
attached to the same limb. We therefore calculated the estimation error, defined
as the absolute difference between the estimated angle and the one given by our
reference medical-approved goniometer:

εα = |α̂ − α| (7)

Table 2 shows the results obtained, in terms of average, variance and maxi-
mum error, over a sample of 50 measurements, half obtained from the arm, half
from the leg. The results show that the average error is less than 5◦. However, if
the sensors are not correctly worn by the patient, the precision can decrease sig-
nificantly. To handle such situation, the mobile application includes an intuitive
sensor calibration procedure.

Table 2. Joint angle estimation accuracy

Joint angle error (◦) Arm Leg

MEAN(εα) 4 3,5

VAR(εα) 3,76 3,24

MAX(εα) 7 5



A Cloud-Assisted Wearable System for Physical Rehabilitation 177

4.2 Framework

Implemented according to the software abstractions (Group, Modality, Workflow,
View) introduced by the BodyCloud framework, Rehab-aaService defines the
following entities:

– Rehab Group: represents the group of monitored patients.
– RehabDataFeed Modality : allows the transmission of rehabilitation session

data from the Body-side to the Cloud-side.
– RehabDataAnalysis Modality : based on the RehabDataAnalysis Workflow,

analyzes individual data and provides (aggregated and statistical) informa-
tion about the progress of the therapy.

– RehabData View : the graphical display (e.g. plots, diagrams, and tables)
through which rehabilitation data are rendered at the Viewer-side.

To provide an exemplification, we report the XML definition of the Rehab-
DataFeed modality:

<?xml version="1.0" encoding="UTF-8"?>
<modality>

<inputSpecification>
<column>

<name>foreNode-accX</name>
<type>INTEGER</type>
<source>GENERIC</source>

</column>
<column>

<name>foreNode-accY</name>
<type>INTEGER</type>
<source>GENERIC</source>

</column>
<column>

<name>backNode-accY</name>
<type>INTEGER</type>
<source>GENERIC</source>

</column>
<column>

<name>backNode-accZ</name>
<type>INTEGER</type>
<source>GENERIC</source>

</column>
</inputSpecification>
<action>

<uri>/group/rehab-aaservice/data</uri>
<method>PUT</method>
<repeat>true</repeat>

</action>
</modality>

4.3 System

As discussed in the previous subsections, our system can monitor limb bending
movements dynamically (brown arm, as in the application screen-shot shown in
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Fig. 4. Rehab-aaService: live rehabilitation exercise monitoring dashboard on the
mobile device.

Fig. 4; it also allows to overlap the visual real-time feedback with the reference
movement model, recorded by the physiotherapist during a set-up phase (grey
arm, as in the application screen-shot shown in Fig. 4). The application scenario
consists of two steps, namely setup and exercise phases. During the set-up phase,
the user wears two sensors on either leg or arm that needs to be exercised and
performs the correct exercise under the guidance of rehabilitation professional.
Meanwhile, the system records the data and stores it as reference exercise. Then,
during the exercise phase, the user repeats the bending movement and is provided
with a real-time feedback about how the movement is done with respect to the
stored reference exercise.

All the rehabilitation session data are also securely transmitted to a Cloud
server using the BodyCloud infrastructure.

A number of improvement indices (such as range of motion, improvement
trend, and training time) are reported in a separate panel, so to allow the
patient to get quantitative information regarding his improvements through-
out the rehab therapy. In addition, the application retrieves online the patient’s
rehab exercise scheduling.

The Cloud web-based front-end allows authenticated users, such as physio-
therapists and doctors, to visualize detailed information about each patient’s
exercise sessions, to compare graphically their adherence to previously recorded
reference exercise template, and to create or update individual exercise schedul-
ing programs, that are seamlessly downloaded to the patient’s mobile device.

In particular, the graphs depicted in Fig. 5 compares the knee flexion, thigh
inclination, and leg torsion angles between the reference exercise (blue line) and
the movement actually performed (red line).

To evaluate the performance of the mobile application of our system, we took
into consideration several Android-based mobile devices with different character-
istics in terms of computational power, firmware version, and battery capacity.
In particular, we run Rehab-aaService onto the following devices:
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Fig. 5. Rehab-aaService: a graphical analysis of a recorded rehabilitation session on
the Cloud side (Color figure online).

Fig. 6. Perfomance evaluation results.
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– Samsung Galaxy Next
• CPU: Qualcomm 7227T-1 - 600 MHz
• OS: Android 2.3.6
• Battery: 1750 mAh

– Samsung Galaxy S II
• CPU: ARM Cortex-A9 dual-core - 1.2 GHz
• OS: Android 4.0.4
• Battery: 1800 mAh

– Samsung Galaxy S IV
• CPU: Snapdragon 600 APQ8064T - 1.9 GHz
• OS: Android 4.2.2
• Battery: 2600 mAh

– Samsung Galaxy TAB 2 10.1
• CPU: NVidia Tegra2 dual-core - 1 GHz
• OS: Android 4.2.2
• Battery: 7000 mAh

For each device, we run 20 rehabilitation monitoring sessions, each of which
lasted 15 min. In particular, we analyzed the following indices that are very
important to assess the suitability of the device to properly run our application:

– CPU usage;
– RAM usage;
– Execution time of angles estimation;
– Battery discharge.

Figure 6 summarizes the results of our analysis. It is worth noting that the
execution time has been evaluated with the system configured to estimate all
the joint angles locally.

5 Conclusions

In this paper we presented Rehab-aaService, motor rehabilitation digital assis-
tant based on wearable motion sensors, a personal mobile device, and Cloud-
based management platform. The current prototype supports arm and leg
rehabilitation and has been programmed using the SPINE-Android framework
for connecting the sensors to the mobile device, and atop BodyCloud for sup-
porting the Cloud functionalities. The system includes a joint flexion/rotation
angle estimation algorithm based on accelerometer data with average error less
than 5◦.

An interesting lesson learned of this research is that, according to our prelim-
inary performance evaluation in terms of execution time required by our angle
estimation equations, current low-to-mid range mobile devices might not have
enough computing power to execute, at regular periodic basis (the system has
to estimate instantaneous joint angle values at a rhythm that is driven by the
sensor sampling rate), the involved math within the sensor sampling period.
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This alone is a strong motivation for us to have moved the algorithm on the
Cloud. Currently, our prototype retrieves the device’ CPU speed and executes
the estimation algorithm locally on the mobile device (so to forward to the Cloud
directly the estimated angles) if the mobile device is powerful enough, or enables
Cloud-computing otherwise.

Ongoing works are currently devoted to re-engineering the system to allow
for more flexibility in customizing it to different physical rehabilitation (e.g.
the shoulder). We are also realizing a bidirectional audio/video communication
feature to allow patients requesting a video chat with their physiotherapists while
performing the rehab exercises, so to further improve the guided-exercise mode.
Future works will mainly be devoted to perform a usability analysis by running
an experimentation on real patients with the help of our rehabilitation center
partner and physiotherapists. All involved actors, at the end of the field trial,
will be requested to fill differentiated questionnaires with the aim of assessing
the usability of our system (of both the wearable devices and the software).
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Abstract. This paper presents the design and usability validation of
a telematic test aimed at the early detection of Mild Cognitive Impair-
ments in persons ageing between 50 and 80. The test represents a 3D
domestic environment in which users perform 5 daily life activities that
involve various cognitive skills: short-term and mid-term memory, atten-
tion, executive functions and spatial orientation. The test is also aimed
at assessing cognitive impairments in persons already diagnosed or hav-
ing neurodegenerative dementia. In order to make it usable by seniors
without previous computer literacy, the test integrates different acces-
sibility features: automatic navigation, assisted selection and feedback
mechanisms. The usability of the system has been tested with a set of
target users. The results show that users are able to understand the vir-
tual environment and the tasks. In addition, they learn very quickly to
manoeuvring in it. Moreover, they find it attractive.

Keywords: 3D serious games · Mild cognitive impairments · Screening

1 Introduction

There is a general agreement on the idea that playing can boost brain functions
and improve well-being [2]. Playing is a pervasive cognitively demanding activity
that, as shown in a recent study [8], can yield to structural changes in the brain.
Serious Games (SG) designed on a hand-to-hand collaboration between game
developers and neuroscientists can have a more effective impact on cognitive
training than purely leisure games [1].

In particular, SG potentially represent new and effective tools in the man-
agement and treatment of cognitive impairments in the elderly [4]. Indeed, there
are evidences that adults engaged in computer activities have decreased odds
of developing Mild Cognitive Impairments (MCI) [13], and that virtual reality-
based memory training can contribute to prevent memory decline [14] and reduce
depressive symptoms [7] in elderly adults.
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Our main hypothesis is that in addition to rehabilitation and training, SG
can also be an effective tool for the detection of cognitive impairments and
dementia. Therefore, they can be used to perform large-scale, cheaper screening
of the population over 50 yielding to earlier detection of cognitive impairments
and anticipated enrollment in rehabilitation programs. A secondary hypothesis
is that the efficacy of this tool can be higher if it is based on daily life activities
in a realistic 3D scenario in which the user’s virtual skills are representative of
the actual user skills.

On the basis of this hypothesis and with the ambition of partially substitut-
ing pen-and-paper-based tests, we have designed and implemented SmartAgeing
[17], a web-based electronic test of Mild Cognitive Impairments (MCI) based on
the SG technology. In the development of this new technology, we have faced
various challenges to make it accessible to a diversity of users most of them
without computer skills. We describe our solution in the next sections. A pre-
liminary description of this work have been presented as an extended abstract
[17] in Rehab2014. We herein describe it in depth and present and discuss the
results of the usability tests.

2 Scenario

The scenario represents a 3D home-like space (loft) providing a diversity of
ambiances in one room: dining room, sitting room, bedroom and kitchen, plus a
separate bathroom. It is filled with furniture and objects that users can manip-
ulate virtually (see Fig. 1).

The choice of the scenario is motivated by two major reasons: first to be
a familiar place that anyone can recognize, and second to be an open space
with specialized areas (room, kitchen, sitting room) where a variety of exercises
can be done without having to navigate through doors and corridors, because
navigation is difficult for most users unfamiliar with computers and games.

The objects that appear in the scenario are commonly used, as interna-
tional as possible, so that anyone can recognize them. Their design is a trade-off
between realism and shape. For many objects, such as food cans, the geometry is
very simple and the identification of the product is based mostly on the texture
mapped on the model. To make easier the internationalization of the test, we
have avoided to overuse text in the textures, and have tried to apply images with
a high iconic value, be them drawings or real-life pictures.

The location of the objects in the scenario is configurable, so that the task can
be realized several times with different challenges. In all configurations, however,
the location of the objects is of common sense in order to avoid unnecessary traps
in the tasks of finding objects.

3 User Interface

3.1 Dimension

The game is designed in a first-person perspective so the player experiences
the action through the eyes of an invisible avatar which reinforces his/her
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Fig. 1. A view of the virtual scenario

involvement in the game. The actions are dimensionally congruent [5]: navi-
gation and manipulation are done in 3D, but actions that are inherently 2D
such as reading and writing are done using 2D interfaces launched from the 3D
virtual environment. As an example, in order to dial a telephone number, users
interact with the 3D model of the telephone. This causes the display of a 2D view
of the telephone where users can dial the numbers very easily (see Fig. 2). Once
finished, the game comes back to the last view of the 3D scenario. In this way,
the game naturally accommodates the two visualization and interaction models
within a same framework.

Fig. 2. An example of integration of 2D tasks in the 3D environment
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3.2 Degrees-of-Freedom

In order to simplify as much as possible the interface, the interaction has been
reduced to three degrees of freedom: two for camera orientation control and
one for selection. Locomotion is semi-automatic, based on the Point Of Interest
(POI) paradigm [9]. Users click on a POI. Since the scenario is a closed space, all
selections fall onto a surface of an environment. If the object at the POI is within
the user’s avatar reach, the game performs the action associated with the object
at that moment of the play, for instance picking, dropping or opening. Other-
wise, the best path to reach the POI avoiding collisions is computed [10]. Then,
the path is followed automatically at a constant height over the floor’s plane
simulating a smooth walking. During the automatic navigation, all interactions
are disabled. At still positions, users can perform a view-around action imple-
mented as rotations of the pitch and yaw angles (elevation and axial rotation of
the head). To prevent exaggerate elevations, a maximum pitch angle is fixed so
that at still positions and orientation, after a delay, the system smoothly recovers
the horizontality. In this way, users have all the advantages of a 3D environment,
but they are not required to master locomotion. More complex movements such
as kneeling or stretching are not allowed, since they would complicate the inter-
face unnecessarily. Objects too high for the user’s reach are not accessible and
just used for decoration.

3.3 Input Devices

Two types of input devices have been tested: with mouse and with a touch screen.
In the mouse version, the cursor is always centered in the middle of the graphical
area. The mouse movement is mapped to pitch and yaw rotations, and the
selection is done by clicking the left mouse button. The object selected is, thus,
always at the center of the screen. The preliminary user tests performed during
the development of the project [11] showed that this navigation was very intuitive
for young users and seniors with computer literacy. However, elderly users not
familiarized with computers had difficulties in mapping the mouse movement
with the cursor, and having to move the camera center to select an object already
visible in the current view confused them. Therefore, we implemented a touch-
screen version of the interface. In order to keep the simplicity of the three degrees
of freedom, we use a single-touch interface. The cursor is free, so users can select
any POI with a simple hit on the screen. For the camera orientation, we chose
the widget-based paradigm rather than a gesture-only model [12] in order to
clearly separate orientation from selection. Instead of the traditional mini-map
of the navigation controls at a corner of the screen, that seemed too abstract, we
preferred to surround the 3D view by a partially transparent 2D frame. Users
touch the upper frame to elevate the head (pitch angle) and the bottom frame
to lower it. They touch the left and right frame to rotate it (yaw angle). Figure 3
shows the interface with the two types of input devices.
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Fig. 3. Three-degrees of freedom interface. At left with a mouse input device: the cursor
(shown as a hand) is centered, the mouse movement is mapped to the yaw and pitch
angles, and selection is always done at the center of the window where the cursor is
fixed. At right with single-touch screen, the frame is used for camera orientation, and
the cursor is free for selection at any point of the window. Users do not need to change
the orientation to select an object visible in the current frame.

3.4 Manipulation

The available actions with selected objects can be classified in two categories:
instantaneous actions and time-lasting actions. The former ones are done imme-
diately, when an interaction is detected. They are to pick, to drop, to turn on
and off, to open and close doors. Time-lasting actions such as dragging an object,
playing music or filling a can are also available. Picking yields to attaching to
the cursor a miniaturized version of the objects that do not collide with the
environment. Dragging an object is thus done implicitly through navigation and
viewing around with a picked object attached to the cursor. Dropping is then
achieved by clicking onto the desired surface.

4 Tasks

The test consists of five tasks addressing different cognitive aspects: executive
functions (reasoning and planning), attention (selected and divided), memory
(short and long term, perspective), orientation (visuo-spatial). Table 1 summa-
rizes the tasks.

Before starting the tasks, the game presents a traveling through the envi-
ronment to familiarize the user with it. During this traveling, all the doors and
drawers of the cupboards and furniture of the loft are opened one after the other
to show their content. Next, a familiarization task is proposed in which users
practice the navigation and the selection of objects. They are asked to go to a
specific place, to pick and drag objects and to drop them.

The first task consists of finding in the 3D environment the objects shown in
a 2D panel at the left of the screen, in total 12 objects. The image in the panel
is a representative view of the objects from which they are clearly identifiable.
All the objects have been shown in their current location in the initial traveling.
Some of them are visible at a simple glance, but most of them require to open
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Table 1. Tasks of the test

Task Description Cognitive function Image

1 Find in the 3D kitchen
the objects shown in
the 2D panel

Memory Spatial
orientation
Attention

2 Press a button each
time you listen a
specific word.
Meanwhile, water
the flowers.

Executive function
Spatial orientation
Divided attention

3 Call Mr. X. Look for
his telephone
number, learn it and
dial. At the end,
turn on the
television.

Executive function
Selective attention
Short-term and
long-term memory

4 Identify in the 2D panel
the objects you
looked for in task 1.

Executive function
Selective attention
Short-term and
long-term memory

5 Find in the 3D kitchen
the objects that you
looked for in task 1.

Memory Spatial
orientation
Attention

drawers or doors. The task requires memory, spatial orientation and attention
at the same time.

In the second task, users are asked to turn on the radio and listen. They must
perform a click each time they listen a specific word. With the mouse-driven
input, the click is performed with the left button of the mouse, and in the touch
screen version, a 2D button is shown at the bottom part of the screen, above
the navigation bar. After a while, users are required to water the flowers while
keeping clicking when they listen the word. Watering is a sequential activity:
picking the watering can, filling it in the tap (which requires to first turn on
the faucet and after having filled the can, recalling to turn it off), and finally,
watering the flowers. Thus, the task involves divided attention and executive
planning functions.

In the third task, users are first warned to turn on the television at the end
of the task. Then, they must select the agenda that is on top of the table near
the bed. The selection deploys a 2D interface where users must find open the
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agenda at the right page and then, click on the proper name. Then, the telephone
number is shown. Users learn it during a maximum lapse of time that they can
shorten freely. After that, the game comes back to the 3D environment where
users select the telephone yielding to the deployment of a 2D interface for dialing.
At the end of the task users must remember to turn on the television. This task
involves short-term and long-term memory and executive functions and selective
attention.

Finally tasks 4 and 5 are related to task 1. In task 4, a 2D panel with 20
objects is shown. Users must identify in the panel the 12 objects selected in task
1 among the impostors. This task tests memory. In task 5 the user must find the
objects in 3D as in task 1, but without following any instruction. It is therefore
a long-term memory exercise coupled with spatial orientation and attention.

5 Indices

The game records all users actions. From these data, it computes a set of indices
for each task of the game separately. At the end of the game these indices are
parsed to give an overall score of the patient’s cognitive skills. Currently, clini-
cians are working on the evaluation model, with the goal of making it equivalent
to standardized measures based on pen and paper screening tests. Recording
all the indices provides flexibility in adjusting the model during the validation
stage.

The parameters registered by the game are summarized in Table 2. We dif-
ferentiate between correct and incorrect actions. Correct actions can be done on
time or within a pre-defined delay. For instance, in task 1, identifying an object
is correct and on time if the picture of the object is shown in the panel when
the identification is done. It is correct but not in time when it is identified after

Table 2. Main indices registered for each task of the game

Interactions Number of navigation interactions

Number of interactions on 3D objects

Number of interactions on 2D objects

Number of interactions on 2D widgets (button)

Actions Number of correct actions on time

Number of correct actions out-of-time

Number of incorrect actions

Navigation Distance traveled

Total

Time Per action

Void

Between interactions
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the object has been shown and within a given delay. It is incorrect if the object
has never been shown before or when the delay has expired.

6 Validation

6.1 Usability Validation

The development of the game was done on the basis of a strong collaboration
between clinicians and game developers and following a user-centric develop-
ment paradigm. Thus, throughout the development of the project, the game was
periodically evaluated by clinicians and tested by small groups of users including
patients with cognitive decline.

At the end of the development we performed a usability test on 16 users
aged from 55 to 82 (average age of 64.4), 7 women and 9 men, without any 3D
computer game experience but with different computer skills. None of the par-
ticipants were diagnosed of cognitive decline. The participants were volunteers,
recruited in the social network of the team and had no relationship with the
project. Each test was performed separately and conducted by a member of the
team acting as facilitator. Seven of them used a touch screen, while the other
ten used the mouse. At the beginning of the experiment, the facilitator clari-
fied the aims of the experiment and stated clearly that only the usability of the
game was going to be measured, not the cognitive skills of the participants. Dur-
ing the experiment the facilitator encouraged the participants to “think aloud”
and freely comment on the interaction techniques. At the end, the participants
filled a 10-questions SUS test [3] extended with 4 specific questions (SUS-E, see
Table 3). The minimum, maximum and average values of each question are shown
in Fig. 4. Table 4 shows the extended SUS scores for all participants, sorted by
age. This SUS-E score corresponds to the 4 additional questions. It was com-
puted similarly to the SUS score by giving for positive questions (P11, P12, P13
and P5) the selected value in the Likert scale minus one and, for negative ques-
tions, five minus the selected value. The sum of points has been multiplied by
5 to have a scale from 0 to 100. Finally, Table 5 shows the maximum, minimum
average and standard deviation of the SUS and SUS-E scores.

All participants could finish the four tasks with only very few errors. The
time needed to complete the tasks were rather similar, except for Task 4 that
some users completed very quickly (see Table 6). Participants were nervous at
the beginning, fearing not being able to play, but they felt quickly confident.
Although none of them had any experience with 3D environments, they imme-
diately understood the first-person perspective and had a feeling of immersion
in the environment. In general, all users liked the game and found it usable and
fun. The SUS and SUS-E scores are in general very high. Participants that were
tested with the touch screen were invited to test also the mouse input version. All
them referred to feel more comfortable with the touch screen that they found
easier to master, even if they were used to the mouse. The average SUS and
SUS-E scores of these users is higher that the score of the other users: 95.36 and
92.14 versus 85.83 and 85. This result coincides with the preliminary tests done
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Table 3. The SUS test extended with 4 additional questions.

P1 I think that I would like to use this system frequently

P2 I found the system unnecessarily complex

P3 I thought the system was easy to use

P4 I think that I would need the support of a technical person to be
able to use this system

P5 I found the various functions in this system were well integrated

P6 I thought there was too much inconsistency in this system

P7 I would imagine that most people would learn to use this system
very quickly

P8 I found the system very cumbersome to use

P9 I felt very confident using the system

P10 I needed to learn a lot of things before I could get going with this
system

Extra questions

P11 I like the graphical design of the game

P13 The tasks are similar to daily life activities

P14 I understood the instructions

P15 I had technological difficulties in achieving the goals

P16 I think the game is fun

Table 4. Usability analysis results

Participant 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Age 55 56 56 58 58 58 60 62 62 63 64 70 72 81 81 82

Gender F F M M F M F F M M M F M M F M

Computer skills 5 5 5 5 2 2 2 2 2 2 2 2 1 5 3 2

Device T T T T M M M M M M M M T T T M

SUS score 100 100 97.5 97.5 90 100 90 92.5 95 92.5 57.5 77.5 90 92.5 90 77.5

SUS-E score 95 100 90 95 95 100 75 95 80 70 65 100 100 75 90 85

Table 5. Usability test scores

min max aver stdev

SUS 57.5 100 90.00 3.54

SUS-E 65.0 100 87.33 14.14
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Fig. 4. Minimum, average and maximum values of the extended SUS quest.

Table 6. Time required to perform the tasks

Task 1 Task 2 Task 3 Task 4

min 393.0 188.0 95.0 32.0

max 562.0 234.0 158.0 71.0

aver 476.2 209.7 117.4 59.4

stdev 68.6 4.2 7.1 24.7

on neuropsychological patients that yield to the development of the touch screen
version. Some of touch screen users, that were familiar with tablet devices, tried
to drag the objects with the finger and to apply gesture to rotate the camera.
This may indicate that a gesture version of the game could also be useful. A few
of them commented that the design of a couple of objects (banana and toasts)
was not enough realistic. These objects have now been changed.

7 Scientific Validation

The scientific validation stage is currently in process with a primary target
group represented by 1000, 50 years old and older persons, 50 to 80 of which are
already diagnosed with MCI and/or neurodegenerative dementia. MCI patients
are recruited from IRCCS Mondino and Don Gnocchi Foundation, which are
two important centers for the diagnosis and treatment of neurological disorders.
Subjects are already diagnosed as affected by MCI according to [15] criteria
and selected from the institutions’ patient registries. The inclusion criteria are a
Mini Mental State Examination - MMSE [6] score > 24 and the memory domain
subscale of the Clinical Dementia Rating Scale < 0.5.

The sample of 1000 users are recruited from aggregation centers, public enti-
ties as well as through newspaper advertisements. The sample will be stratified
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Fig. 5. Schema of the scientific validation process

according to gender (female/male), age (50–60, 61–70, 71–80), and education
(primary, middle, high, university). The inclusion criteria are a negative history
for neurologic and psychiatric diseases, a MMSE score > 24 and a performance
within normative ranges for age and education at the pen and pencil tests. It
is expected that at least 8 % [16] of these participants will be excluded from
the validation stage failing to pass the inclusion criteria, and then resulting as
potentially affected by any neurological disorders. As shown in Fig. 5 in the vali-
dation stage, the evaluation model will be refined to compute a score equivalent
to standardized scores for pen and pencil test.

8 Conclusions

The SmartAgeing serious game is a novel methodology to detect cognitive
impairments while performing 3D real-life tasks. It brings an automatic way
of reporting the users performance through the registration of many run-time
parameters. The usability results of the tests performed throughout the devel-
opment of the game and at its end show that the game is easy-to-use and fun,
specially the touch screen version. After the scientific validation stage, we expect
to be able to show its efficacy and ecological value. Once deployed for large-scale
screening campaigns, it will require less resources both in terms of time and
human activity that current methodologies. Finally, the SmartAgeing scenario
can also be used to perform rehabilitation tasks for diagnosed patients. In this
case, it will provide a coherent environment that will allow a continuous track-
ing of the patients evolution. We are currently working on this extension of the
system.
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Abstract. This chapter presents an intuitive user interface based on
a self-adaptive architecture. It uses a consumer-range 3D hand capture
device that allows its users to interactively edit objects in 3D space.
While running, the system monitors the user’s behaviors and perfor-
mance in order to maintain an up-to-date user model. This model then
drives the re-arrangement and reparameterization of a rule-based sys-
tem that controls the interaction. A user study let us define the ini-
tial parameters of this self-adaptive system. This preliminary study was
conducted in a 3D infographics and animation school on 15 students.
The study was both qualitative and quantitative: the qualitative evalua-
tion consisted of a SUMI evaluation questionnaire while the quantitative
evaluation consisted of analysing manually annotated recordings of the
subjects together with a fine-grained log of the interaction mechanics.
We believe that the self-adaptive aspects of the system is well suited to
the problematics of rehabilitation. This system could, from the begin-
ning, adapt to both the user’s impairments and needs, then follow and
adapt its interaction logic according to the user’s progress. Such a system
would, for instance, enable a clinician or a therapist to design tailored
rehabilitation activities accounting for the patient’s exact physical and
physiological condition.

Keywords: Training tools for rehabilitation · Motor rehabilitation ·
Virtual rehabilitation · Gesture based interaction · Self-adaptive archi-
tecture

1 Introduction

New possibilities offered by Information Technologies lead to the proposition and
the massive deployment of new multimodal User Interfaces (UIs) [4,6,12,15,18].
These new types of UI allow new usages in various application domains, includ-
ing healthcare and rehabilitation [2,7,13,17]. More precisely, recent advances in
consumer-range interaction devices like the Kinect1 or the Leap Motion2 have
1 http://www.xbox.com/kinect (10 September 2014).
2 http://www.leapmotion.com (10 September 2014).
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opened the door to an unpreceded range of new UIs, interaction modalities and
metaphors where gesture and bodily interaction are the cornerstones [19].

Taking inspiration from these trends, we propose in this chapter a self adap-
tive architecture that has the potential to assist users in 3D authoring task. We
believe that the interaction metaphors offered by such architecture can be used
for building self-adaptive rehabilitation applications that focus on the upper
limbs (arms and wrist). In this chapter, we extend our paper published in the
REHAB 2014 conference [5] (extended introduction, conclusion, and state of
art, revised design framework, detailed user study). Our contribution consists
of a proposal for a self-adaptive architecture that has the potential to be used
in the field of rehabilitation. We also detail the user study that we conducted
in order to assess the usability and the efficiency of the proposed architecture.
We evaluate the system by analysing the behavior and performance of fifteen
subjects who have some experience in 3D editing and animation. The results
of the evaluation suggest three categories of users that might be considered
when designing the user model underlying the architecture. The remainder of
this paper is organized as follows. The next section describes the self-adaptive
architecture proposed and used in this research. Section 3 details the evaluation.
Section 4 presents our conclusions and research perspectives.

2 Self Adaptive Architecture

In the literature, specific input devices and interactive user interfaces (UIs) are
research topics which aim at improving the task of authoring in 3D modeling and
animation softwares [8]. Some researches propose devices that are either better
suited to live animation recording (by capturing the motion and the dynamics of
the user [3]) or to static 3D editing [14] (by allowing the user to perform complex
translation and orientation tasks in a 3D space). Only few system are actually
suited to both interaction schemes [10], and the possibility to switch seamlessly
between the two during an editing session have not really been exploited. We
propose to extend the architecture presented in [5] and to evaluate it so we could
use the evaluation result to tune the default parametrization of the system. The
system we propose is innovative because not only it allows a large variety of users
to naturally edit complex animations using natural input devices, it also adapts
itself to the user’s performance and experience profile. This system is designed
upon the Leap Motion device. It represents a new way to track and record the
position and orientation of the users hands. It permits to control an object that
is manipulated in a 3D editing space. The overall architecture of this system is
presented in Fig. 1. The architecture is composed of 3 components following a
feedback-controlled loop model, each component is individually detailed in the
following:

– Motion Analyzer : this component infers a set of mid-level motion primitives
and sends them to the Interaction Manager.

– Interaction Manager : this component is a reconfigurable rule based system in
charge of triggering the right interaction mode according to its input motion
primitives. The interaction manager delivers a flow of edit actions.
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Fig. 1. Proposed architecture, inspired by a feedback controller pattern.

– Status and Performance Assessor : this component analyzes continuously the
flow from the Interaction Manager.

2.1 Motion Analyzer

The Motion analyzer is a component that receives and interprets the data
acquired directly from the Leap Motion device. This data, represented by a
flow of frames, is filtered out and analyzed. This is achieved by a set of primitive
functions stored in the component and applied over a two-second time-sliding
window buffer.All these functions are predicates, and a selection of them can be
viewed as anonymous functions that are to be instantiated, parametrized and
combined according to the instructions delivered by the Status and Performance
Assessor and stored in the ruleset of the interaction manager.

2.2 Interaction Manager

The Interaction Manager updates the interaction state depending on the set of
motion primitives returned by the Motion Analyzer, as shown in Fig. 1. These
primitives are analyzed by a dynamic rule engine, driving to one of the three
following interaction states: (1) HOVER, when the user is not acting on an
object but his or her hand is detected by the device, (2) GRAB, when he or she
is acting on an object and (3) IDLE, when no user’s hand is detected by the
device.

Figure 2 visually depicts the states and transitions of the Interaction Man-
ager. To move from one state to another, some primitives are defined, mostly
based on the user’s performance time and the distance of the hand. When a hand
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Fig. 2. The interaction mechanics of our system, presented as a state chart.

is newly detected, the state goes to HOVER (transition 1 on Fig. 2). On the con-
trary, when it is not detected anymore, the state becomes IDLE (transition 2).
To move on GRAB state, the user has to stabilize his or her hand for some time
in the tracked area (transition 4). The object is then considered as grabbed, and
the user can move his or hand in order to move the object. Of course, the hand
must stay in the detected action space throughout the desired move. Otherwise,
the state will switch to IDLE (transition 5) and the user will have to re-grab the
object, stopping the ongoing action and replacing his or her hand. To stop the
action, the user has to stabilize one again his or her hand (transition 3).

2.3 Self-adaptivity – Status and Performance Assessor

The rules characterizing the state change we introduced in the previous section
are not fixed. Indeed, the primitives on which the rules are based on can be
dynamically modified so that the system is more easily usable for a user. These
modifications of the primitives are handled by the Status and Performance Asses-
sor.

The ability of the user to stabilize his or her hand, his or her velocity and his
or her reactivity to visual clues are taken into account. The system can adapt
itself permanently and does not try to stick to a fixed model of the user. Thus,
it follows the performance of the user and assists him or her according to his
or her current performance level. To sum up, our system can be viewed as a
closed feedback loop systems where the output (user performance) is constantly
monitored and influences the amplification (or attenuation) of the input signal
(user actions) until the system reaches a stable state. If the user performance
latter changes, the thresholds will be decreased or increased, in order to adapt
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the reactivity and sensitivity of the system to the user. On the contrary, if the
user performance is decreasing, thresholds will be relaxed to make the system
less prone to timeouts and movement range exceeding. Even if the system is
capable of on-the-fly adaptation, the initial parametrization of the system is
crucial: it should be consistent to the underlying user model and generic enough
to partially fit all users capabilities. The following of this paper presents a user
study that provides some initial cues on the user model we are currently building
these cues will eventually drive us towards a satisfying initial parametrization of
the system that fits most users.

3 Evaluation

Using a mouse-based interface or a multitouch screen, users can control at most
three to four degrees of freedom at the same time ([X, Y, scroll] or [X, Y, pinch,
rotate]). In contrast, a 3D input device provides a direct mapping between the
physical space of the user’s hand and the edit space along six degrees of freedom
(Rotation and Translation). In theory, users could simultaneously move and
rotate objects in the 3D space, thereby perform edit tasks faster. We thus expect
direct 3D manipulation to perform better than the mouse and keyboard, at least
for 3D object positioning. For single target selection, Sears and Shneiderman [16]
have shown that direct-touch outperforms the mouse. We performed a qualitative
and quantitative evaluation to assess the ease of use and the perceived quality of
use of this application. The quantitative evaluation consisted of a user test with
fifteen subjects. The goal of this empirical evaluation was to observe people using
the system in order to test specific issues such as hand tracking, for example.
For the qualitative evaluation, all the subjects were asked to complete a SUMI
questionnaire (Software Usability Measurement Inventory) [11] at the end of the
user test. The goal of this subjective evaluation was to measure some scores
related to their experience with the system they have just used.

3.1 Task and Experiment Design

The task we asked users to perform consisted of a docking task, as illustrated
in Fig. 3. Users had to place and align the grey box inside a semi-transparent
red box. When the grey box was correctly docked, the semi-transparent red
box turned green. The experimental session has been split into three scenes
of increasing complexity: translation only, rotation only, translation and rota-
tion. The subject had to accomplish ten tasks per scene. Box size was set to
40× 20× 10cm, the external size of the container box to 56× 28× 14cm. Loca-
tion and rotation tolerance have been imposed by the authors according to pre-
liminary tests. Location tolerance was set to 6 cm (15 % of the longer edge),
rotation tolerance to 0.2 rad (∼11.5 degrees).

We compared the performances of users in the 3D positioning task by com-
paring two input conditions:

1. Mouse and keyboard (Mouse),
2. Our novel input system based on hand-tracker (Leap).
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Fig. 3. This is what the user views when performing the task: a target brick and a
brick that needs to be docked

3.2 Subjects and Apparatus

We conducted the evaluations with fifteen subjects. They all knew how to ani-
mate a 3D object, which requires high skills acquired over a long period of time.
Subjects were animation students in third or fourth year of a renowned 2D&3D
animation school located in Valenciennes, France, called Supinfocom, from the
Rubika group3. These students can be considered as skilled 3D modeller and
animators. They use softwares like 3D Studio Max4 and Maya5 daily. Subjects
accomplished the tasks with both traditional mouse and keyboard (Mouse con-
dition) input system and with the Leap Motion based system (Leap condition).
The panel of the 15 subjects was made up of 11 men and 4 women. The evaluation
process was the same for every participant and the session lasted approximately
one hour each. The session was supervised by two experimenters. All the par-
ticipants received verbal instructions from one experimenter and the other was
present to assist in case of difficulties with the questionnaire.

The study was carried out on a Laptop PC connected to a 22 in. monitor
(resolution 1680× 1050). The screen was standing at about 60 cm of distance
from the subject. One evaluator was sitting next to the subject, supervising the
advancement of the experiment over the shoulder, switching between tasks and
the (de)activation the logging system. The 3D environment was Blender6 version
2.66.1. We developed a set of Python language scripts to map the Leap Motion
3 http://supinfocom.rubika-edu.com/ (10 September 2014).
4 http://www.autodesk.fr/products/3ds-max/overview (10 September 2014).
5 http://www.autodesk.fr/products/maya/overview (10 September 2014).
6 http://www.blender.org/ (10 September 2014).

http://supinfocom.rubika-edu.com/
http://www.autodesk.fr/products/3ds-max/overview
http://www.autodesk.fr/products/maya/overview
http://www.blender.org/
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Fig. 4. Screenshot of the Anvil annotation tool whit the log and annotation channels
synchronized.

input onto 3D objects position. The sources that are necessary to build and
reproduce the described experiment are published on-line7.

3.3 Quantitative Evaluation

In order to retrieve the interaction data, we instrumented the Blender software to
keep track of and log all the actions performed by the users. We later processed
the log, synchronized them with the video and imported them back into the
Anvil annotation tool [9]. Figure 4 shows the Anvil user interface featuring the
multiple tracks imported and the tracks used for manual annotations. Signs of
fatigue and moments when the arm was down were annotated manually in the
Anvil software. These annotation were stored in two separated tracks. For three
users (#2, #4, and #5), the logger didn’t start and no interaction data could
be collected.

Figure 5 shows, for each task (translation only, rotation only and combined),
the completion times between a keyboard/mouse and our system. This figure

7 http://slsi.dfki.de/software-and-resources/ (10 September 2014).

http://slsi.dfki.de/software-and-resources/
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suggests that the performance is, for most users comparable for the translation-
only task and for the translation + rotation task. Users seem to perform worse
in the orientation only task. This difference might be explained by the relatively
unstable tracking of the sensor that was available at the time we conducted
the experiment. At the time, the SDK provided by the manufacturer couldn’t
cope well with hand orientation changes. For translation and orientation tasks,
performances are similar between our system and a classical mouse and keyboard
solution. The fact that our hand tracked solution does not outperform the mouse
and keyboard modality might be explained by two things: first, the tracking
was not yet perfect, as for the orientation only task. Second, in this setup,
there is no on the fly adaptation, the interaction does not account for the user’s
capabilities. Therefore, the system might be “out-of-tune” for the user. We can
see, for instance that user #6 exhibits outstanding performance when using
our system. This might be explained by the fact that the default (and static)
configuration of the system was well-suited to this user.

Figure 6 shows additional results obtained through the manual annotation. It
presents, for each user (represented as a circle, an horizontal triangle or a vertical
triangle) the amount of time he or she spent his or her arm up and down (resting
position). These results provide hints about how usable is our Leap-based system.
Users where clustered using the K-mean algorithm and the elbow method [1].
Furthermore, we performed a linear regression on the data after having removed
the outliers. We found strong regression coefficients (> 0.83). It appears that
there is a strong linear relationship between the frequency of arm down events
and the time spent wile having the arm up or down.

Two insights might be drawn from these results. First (Fig. 6 right), the
more often the arm is down, the shorter time it is kept in mid-air (up). This
suggests that subjects who are more likely to perform quick interactions have
the tendency to rest their arm more often. Second (Fig. 6 left), the more often
he or she puts his/her arm down, the longer the arm is down. Also readable
as: the less often the arm is down, the shorter it is kept in a resting position.
The latter result seems rather counter-intuitive: one would instead expect that
subjects who put less their arm in a resting position would also rest their arm
longer, and we would also expect that users who rest their arm more frequently
would also keep their arm for a shorter period of time in a resting position. One
can only speculate about the reason why users have this tendency to either rest
their arm longer and more frequently or to keep their arm in mid-air, even if
they end up to be tired. Further studies involving motion capture and inverse
dynamics might be necessary. This would give us the possibility to precisely infer
the amount of muscular energy spent – and thus the fatigue level – of each user.
Also, the fact that users could be clustered into four categories suggests that
we might consider some form of user-categorization to build our user adaptive
model.
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Fig. 5. Completion times along the three tasks.
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Fig. 6. The clusters inferred from our annotation data, for hand up (mid-air) and hand
down (hand on the table) behavior.

3.4 Questionnaire Methodology

After the test, each user was asked to fill-in a questionnaire related to the usage
of the self-adaptive architecture system. We used the SUMI questionnaire8 [11]
and translated it into French. The questionnaire includes 5 subscales which have
been referenced in ISO 9126 and ISO 9241 international standard on usability
and quality of use. These 5 subscales are related to:

– Efficiency: degree to which the user can directly achieve the goals of his/her
interaction with the system;

– Affect: measures the users general emotional responses to the system;
– Helpfulness: degree to which the system user feels that the system assists

him/her;
– Control: measures the extent to which the user feels in control of the system,

not the other way;
– Learnability: measures the ease to which the user feels that he/she has been

able to get started and the speed at which he/she has been able to master the
system acquiring new features.

The questionnaire also provides a global usability score which is a mean
of the 5 subscales. For each statement the subject can choose between three
possible answers (“agree”, “undecided”, “disagree”). Here are two examples of
the statements that were given:

– “The way that system information is presented is clear and understandable;”
– “I sometimes wonder if I am using the right command.”

There are 50 statements in total, 10 of which are related to the subscales.
The wording of the question may be affirmative or negative. Therefore, the right
answers are not necessarily positive (“agree” responses). It really depends on
each question. For example, if the question is “This system responds too slowly
8 http://sumi.ucc.ie/ (10 September 2014).

http://sumi.ucc.ie/


206 A. Heloir et al.

to inputs”, the correct response is “disagree”, so a negative response. If the
user responds negatively to this question, his/her response is considered a good
one. Scores are calculated from the percentages of good responses obtained to
questions related to the subscale.

3.5 Questionnaire Results and Analysis

Right after completing the tasks with the system, the 15 subjects individu-
ally filled in the questionnaire. In the following, we enumerate some conclusions
and comment on one important observation we made during the test. First, we
noticed that the proportion of “undecided” responses was important. A lot of
subjects seem to be confused with some of the questions. If the subject thinks the
question is not appropriate or consistent with what he/she did during the test,
the point is to answer “undecided”. 22 % of the subjects replied “undecided”
compared to 69.8 % of positive responses and 8.2 % of negatives ones. Table 1
shows the overall scores for the various subscales of usability.

Table 1. Questionnaire scores

Global Efficiency Affect Helpfulness Controllability Learnability

Mean 61.2 61.4 65.6 59.6 53.6 63.7

St Dev 5.4 7.5 8.8 5.3 6.4 5.8

The various scores are fairly high. There are all above 50 % representing
the acceptance criteria. The global scale is equal to 61.2 % which indicates that
the system is globally usable according to the questionnaire (see Table 1). This
score represents the number of positive appreciations regarding the gestural user
interface tested by the subjects. No major corrective action seems to be needed.

As we can see in Fig. 7, one subscale is below the other, close to 50 %: Con-
trollability (i.e. the extent to which the user feels in control of the system) with
the mean value of 53.6 %. It seems to indicate that the users feel that they are
not totally in control of the system. This finding is consistent with the observa-
tion made during the test. Indeed, in order for the system to work properly, the
user must keep his/her hand inside a limited area over the hand tracker. This
effective area is similar to an invisible detection cone, above the Leap Motion
device placed on the desk. Since there is no visual feedback, it is challenging for
the user to know whether the hand is inside the detection cone or not. In fact,
we observed that the user’s hand often moves out of the detection limits. The
consequence is that the user has the impression of not having complete control
over the system. The lack of visual feedback might also impair the Helpfulness
subscale, which is relatively low compared to the other subscales (59.6 %).

The user seems to feel that the system does not provide enough help when
needed. The participants experienced some frustration with the hand tracker,
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Fig. 7. Profile showing questionnaire subscales

being sometimes unable to move and rotate 3D objects. They sometimes sug-
gested a visual feedback to help them relocate their hand correctly above the
hand tracker.

4 Conclusion and Future Work

Potentially, the self-adaptive system that we presented can help injured patients
to perform rehabilitation exercises remotely from their home. Their progress
and their performance towards recovery would be assessed in real-time by the
system and adapted guidance would be provided at the right time. For example,
the system can call a trained clinician for assistance if the system detects that
the patient is not progressing. The user interface we proposed in this chapter
is designed for the upper limbs (hands and wrists). There is good reason to
believe that the self-adaptive architecture we described would also be suited to
the rehabilitation of other body parts.

The protocol presented in this chapter involved users who have experience
with regard to 3D editing. As a consequence, the set of generic rules that we
would infer from this user study might not fit users that are novice with regard
to 3D editing. Indeed, in this system, user adaptation is enforced by tuning the
variables and rules driving the interaction according to the parameters of a basic
user model that is adapted from the user’s behavior and performance. Even if
the system is supposed to converge towards an optimal set of rules, inferred at
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runtime from the user’s behavior, it needs to start with a set of rules that is
generic enough to fit all users.

Another research perspective would be to design an evaluation questionnaire
that is specific to multimodal user interfaces. The questionnaire we used, is
indeed aiming at the evaluation of traditional point and click WIMP9 interfaces.
The SUMI questionnaire does not take into account the specificities of post-
WIMP user interfaces, as it was expressed by many respondents of the question-
naire. It might however worth discussing if the brave new world of post-wimp
user interfaces is mature enough for the defining principled evaluation methods
and metrics.
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Gabriel Guerrero-Contreras1, and Elena Miró2
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Abstract. The Sleep Apnea Hypopnea Syndrome (SAHS) is a symp-
tomatology that affects between 2–5% of world populations and from
which a high percentage have not been diagnosed. This syndrome
presents serious consequences in daily life of the people who suffer it.
Its detection requires an analysis in a hospital with specialized profes-
sionals and medical equipment, which entails long waiting lists. The new
trends in Bring your Own Device (BYOD) and communication technolo-
gies allow designing new alternatives to current systems of diagnosis. In
this paper a low-cost home-oriented system for remote monitoring and
diagnosis of SAHS is presented. This system is based on the Service Ori-
ented Architecture (SOA) approach and it is made up by different role-
oriented subsystems, following a modular design in order to facilitate an
incremental number of patients (scalability) and add new functionalities
(extensibility). This system is proposed as a low-cost alternative to other
detection methods currently implemented, with the main objectives of
allowing a greater outreach to the population and reducing waiting lists
in hospitals.

Keywords: Wireless and mobile computing · Multiple sensory devices ·
Service Oriented Architecture (SOA) · eHealth · Sleep Apnea Hipopnea
Syndrome (SAHS) · Patients monitoring

1 Introduction

The current economic recession has a direct impact on the lives level of peo-
ple. Healthcare is one of the sectors most affected by this situation and also
one of the most worrying factors for the future [13], mainly for three reasons,
the ageing of the population, the demographic downturn and the steady reduc-
tion in health system funding. In order to provide a high-quality, accessible
c© Springer-Verlag Berlin Heidelberg 2015
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and sustainable healthcare systems, governments are investing a great deal of
resources in research. In this context, new information and communication tech-
nologies (ICT) play a key role by providing the capabilities needed to deliver
more efficient, effective, reliable and fast services, achieving an improvement in
the diagnosis and treatment of patients, reducing waiting times and saving costs
[8]. It will favour access to health care of the general population and especially
the most vulnerable groups (elderly or disabled, among other). However, the
implementation of these new systems spending could be a profitable long-term
economic.

In particular, a common problem in the people’s daily life is not getting a
non-restful sleep. In this case, person may be suffering some sleep disorder from
among the more than 90 cases that exist [19]. Specifically, the Sleep Apnea-
Hypopnea Syndrome (SAHS) [5] is classified in the dyssomnias group and is
characterized by drowsiness, cardiorespiratory and neuropsychiatric disorders,
that lead to repeated episodes of obstruction in the upper airway during sleep.
All this implies high blood pressure, a serious decrease in quality of life, traffic
and workplace accidents or even die asleep.

Nowadays, between the 2–5 % of the world’s population suffer from this syn-
drome and from which close to 90–95 % have not been diagnosed. This disorder
affects people of all ages, children and adults, but the symptoms and treatments
are different for both. In general, the probability of developing this disease in
adulthood is higher in the case of men. When men reach the age of 40 and
woman reaches menopause, tends to equalize the probability. Other factors that
increase the probability of developing this disease are overweight, hypertension,
abnormalities or defects that can affect the upper airway, among others. Some of
the most common symptoms of SAHS are asphyctic episodes, observed apnea,
abnormal movements and frequent awakenings.

Usually, for diagnosis of SAHS it is necessary to perform a test in a specialized
room called Sleep Room (nocturnal polysomnography). One of the great disad-
vantages is that such installations are scarce for the high demand that exists,
therefore, it leads to a long waiting list of patients. The sleep test requires that
the patient remains asleep for several hours. Likewise, the patient is in a strange
environment so in many cases makes it more difficult for sleeping, which requires
to repeat the test with the repercussions that this have on the own patient and on
the waiting list. Furthermore, the sleep room has a sophisticated, static, heavy
and expensive medical equipment which allows detailed studies of patients. In
addition, a specialized medical staff is required to place the sensors in the body
of the patient. This medical staff also monitor the patient while he or she sleeps,
and in the case that there are any problem with the equipment or the patient
needs an urgent medical attention, because he/she is in a critical state, the med-
ical staff can intervene. At present the nocturnal polysomnography is the most
reliable study used to detect whether a person suffers from this disease [3].

Currently, it is important the good acceptance that the new technologies and
trends as Bring your Own Device (BYOD) [12], are having between the popu-
lation. Moreover, the cloud infrastructure is increasingly popular owing to the
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advantages offered, such as scalability or accessibility. The cloud may be the
solution to the limited resources of mobile devices. This combination allows cre-
ating portable systems, with low economic cost and wireless connections, which
implies a more feasible distribution of the system among users, it is possible to
dispose more units for the same price and it is more comfortable to use, due
to the reduced wiring and connections between system elements. This research
work makes use of this type of system, thus medical specialists can realize a
diagnosis and monitoring of the patient’s status, as well as to specify a treat-
ment and to control his/her evolution. Furthermore, the tests can be repeated
as many times as necessary, owing to availability and low cost of the equipment.
Moreover, the patient would be in a familiar environment e.g. (at home) and
then more comfortable, which may help the effectiveness of test performed.

In this paper, a system for remote monitoring and diagnosis is presented.
This system aims to facilitate the analysis, monitoring and diagnosis of patients
who could suffer the sleep apnea-hypopnea syndrome. The system aims to reach
a major to reach to a major number of people at the same time, to offer a more
attainable service to people who have certain difficulties, for example, elderly
or handicap people, who could have difficulties to move to medical center. In
addition this could reduce the long waiting-lists for the test of polysomnography.

The rest of this paper is structured as follows. Section 2 presents related work.
In Sect. 3, the design of the system for monitoring and diagnosis of patients
with SAHS symptoms is presented. Finally, conclusions and future work are
summarized in Sect. 4.

2 Related Work

The acceptance of technology among the population, favours the appearance of
new health care systems, which are intended to improve the daily life of the
patients. Such systems have great potential, since they offer new functionalities
and provide support to medical specialists, patients and families [11]. There are
currently several platforms for monitoring patients at home, these platforms are
used by people with different needs (health and physical), such as elderly or
disabled people, and/or with chronic diseases, among other.

Hygehos Home [18] is a system of remote monitoring and patient tracking
that allows monitoring the different diseases, measuring of vital signs, controlling
medication intake, providing information of the disease and establishing direct
contact with medical specialists. In [14] a platform, called NOCTURNAL, for
monitoring the rooms of the house of a person with dementia is presented. The
aim is to extend the stay of people with this disease in their homes to improve
their quality of life. In [16] a framework for analyzing the optimal deployment
of services and applications of an eHealth monitoring system is proposed. This
framework is based on the use of the cloud and mobile devices as a computing
combined unit. In [17] a platform for remote monitoring of patients with brain
injury is presented. The system allows to carry out a track of daily activities
that the patient performed and to perform rehabilitation exercises.
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Regarding the sleep apnea, in [2] a system for the monitoring and detec-
tion of sleep apnea which makes use of the patient’s mobile device and sensors
is proposed. The application processes the information received by the sensor,
applies a personalized classifier and sends the gathered information to a server,
where a general classifier (independent of a specific patient) is applied. The gen-
eral classifier is deployed on a server, owing its high resource consumption. In
the patient’s device, a sub-classifier is generated from the general classifier, on
the basis of patient’s profile and the most representative characteristics. It is a
lighter classifier which can be executed in a mobile device. In [4] the creation of
a Virtual Sleep Unit, as the extension of a real Sleep Unit, is proposed. To this
end, in a hospital, a room will be enabled, where some patients will be moni-
tored from a remote Sleep Unit. A cardiorespiratory polygraph is used to collect
the information about the patient’s state and it is sent, along with the images
captured by a webcam, in real time to the Sleep Unit. Patients are supervised
by a locally nurse, who has been instructed to solve any problems that might
arise during the study and with the use of biosensors. In [20] it is proposed an
intelligent self-adjusting pillow for detecting and perform an apnea treatment. To
detect sleep apnea a blood oxygen sensor is used and according to the parameters
captured by that sensor, the pillow is adjusted automatically both in height and
form, in order to fit the position of the patient body adequately. In [15] a sound
monitoring system is proposed, in order to quantify the snoring sound and the
severity of Obstructive Sleep Apnea (OSA), through a smartphone. NOWAPI
[9] is a system that provides a remote control of CPAP treatment. It detects the
efficiency of treatment, the time of use and events occurred.

However, some of this works do not deal directly with the problems of sleep
apnea syndrome. The others more related to this disease, only provide local
mechanisms to try to mitigate their symptoms. This proposal aims to design a
system of remote diagnostic for sleep apnea, in order to facilitate and expedite
the work of specialists, and provide comfort to patients.

3 Design of a Service-Based System for SAHS Symptoms

In this section a system for monitoring and diagnosis of patients is presented [1].
The main objectives of the system is to provide benefits such as:

– To offer the possibility of continuous monitoring and in real-time, i.e., the
patient will be monitored or as long as necessary.

– To reduce costs in monitoring patients, in order to repeat the test as many
times as necessary.

– To use low economic cost devices that allow performing the test successfully,
with the aim of acquiring a greater number of devices, allowing a greater
outreach to the population. This feature, together the previous point, could
help to decrease the lists of patients which are waiting to be attended.

– To establish a continuous and committed relationship between patients and
medical specialists.
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– To perform the monitoring in a familiar environment for the patient could help
him/her to improve his/her quality of sleep. Moreover, the tests performed
will be more reliable, owing to the patient’s status shall not be affected by the
nervousness of being in a strange place.

– To improve the quality of life and safety of patients. Thus, it is possible that
increase the safety by monitoring his health.

The system seeks for offering the possibility to perform a remote monitoring,
without the need, for the medical staff and patients, to be in the same physical
space or in a nearby place.

3.1 Architectural Design

This system is based on the service-oriented architecture (SOA) to guaran-
tee interoperability, platform independence and reusability, among others qual-
ity attributes. This facilitates the coupling and integration of various services,
in order to build composite services of high level, so that the initial system
is extended without the need to develop new services which perform specific
functions.

The system is made up of four independents subsystems. Figure 1 shows the
architecture of the proposed system. Three of these subsystem are targetting
users with different roles (patient, specialist medical and relative of the patient),
in order to provide a joint attention to improve monitoring and continuous con-
trol. The another remaining subsystem provides support for these subsystems
and is made up of two main services (“Database Management” and “Patient
Information Management” services).

Fig. 1. Monitoring and diagnosis system architecture.
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The three role-oriented subsystems cooperate among each other: (1) moni-
toring subsystem, which is located at patient’s home, i.e., a home-oriented sub-
system. This subsystem allows carrying out measurement of the patient’s vital
signs, taking into account the requirements of a specific patient. To do this,
the patient makes use of a medical equipment (biosensors) that he/she should
place in his/her own body. The sensors act as nodes that should be strategically
positioned to capture the medical data and communicate among themselves. In
this way, monitoring system use emerging wearable wireless body area networks
(WBANs), following one of the most promising approaches [10]. (2) A subsys-
tem for a relative, which receives information from monitoring subsystem about
patient’s status, in order to allow a collaborative supervision from relative. This
subsystem aims to offer the possibility to relatives of the patient of collaborat-
ing in the monitoring of the patient, whenever they want to get involved. The
relative of the patient can be at home or at patient’s house. Finally, (3) medical
subsystem, which allows a medical specialist to supervise the patient from his or
her workplace or access the reports generated from the studies conducted in each
sleep session. Both, medical specialist and relative of the patient can access to
these information through a mobile device. Therefore, the system design ensures,
through different subsystems, an intuitive and customizable environment for dif-
ferent users and devices that share information. In this way, a modular design
approach has been followed in order to facilitate scalability in terms of numbers
of patients who can use the system, and functional extensibility.

The support subsystem provides two main services, which has been designed
and implemented, taking into consideration that the security in the manage-
ment of the data (gathering, storing, communicating, querying, modification
and deleting) should be guaranteed in every moment. This is because these are
personal data and other health information, i.e., patient’s sensitive information.
(1) “Database Management” service is responsible of storing the information
about patients and provides a query service. Furthermore, this service acts like an
intermediate layer for security purposes, since it provides restriction mechanisms
in data access and modification. (2) “Patient Information Management” service
provides complex information through processing of the basic information, in
order to reduce the workload of mobile devices and to allow code reusability,
the same information will be accessed by different subsystems. It is important
to mention that these services can be deployed in a local server, which ensures
information control, or on the contrary, in a cloud infrastructure.

3.2 Subsystems Design

In this section, the four subsystem mentioned above (Fig. 2) are described in
detail by defining the main objectives and the responsibilities of each subsystem.

Patient Monitoring. The objective of the Patient Monitoring subsystem is to
emulate the sleep room of the medical center. It is made up of biosensors and a
central component. Biosensors are devices of low economic cost (compared to the
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Fig. 2. The system design.

equipment used in a sleep room), however, they guarantee reliable measurements,
which allows the correct monitoring of the patients. This central component is
a gateway which receives and filters the data from the sensors and sends it to
Database Management service. Moreover, if a disconnection occurs during the
monitoring session, and it has no connection available with the service, it stores
the information collected locally, to subsequently send it, when the connection
is reestablished, applying synchronization defined in [7]. This central component
can be the patient’s computer or an embedded system specifically designed for
this task.

Monitoring is carried out each time the patient goes to sleep, however, even
if it is for a brief period of time, in order to analyze, a correct treatment, and any
potential representative data that could occur during sleep. Information collected
by biosensors during each monitoring session, is associated with a sleep study,
for future reference and analysis.

Regarding to biosensors, it is necessary that patients learn to use them, before
taking them home, in order to obtain correct measures. When the patient goes
to sleep, he or she must place the sensors in his/her body as indicated by the
medical specialists. Subsequently, biosensors must connect with the central unit
in order to start a new monitoring session and sending data. Thanks to the
reduced price of the biosensors used and the performance of the sleep study at
the patient home, it is possible to repeat the study as many times as necessary,
(without causing any delays in waiting lists). The system makes use of wireless
and ergonomics devices to guarantee patients’ comfort and not unduly interfere
his or her sleep.

Specialist Supervisor. Through the subsystem Specialist Supervisor, the med-
ical specialist can monitor the patient in real-time, consult the reports gener-
ated from conducted the studies (Fig. 3, left), access the patient’s personal data
and manage biosensors registered in the system; assign/unassign biosensors to
patients in real time and remotely (from his or her workplace). Note that this
allows specialist to monitor more than one patient at a time, without having to
visit each patient’s location. Furthermore, in complex cases, where one medical
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Fig. 3. (Left) Example of a study performed to a patient. (Right) Example of an alert
message in “Relative Supervision Subsystem” application.

opinion is needed, it is possible that a group of medicals can work together and
collaboratively, each one from their respective workplace, in order to obtain the
best result in the monitoring and diagnosis of the patient.

The monitoring of a patient in real-time, allows the medical to perform a
control of the vital signs of the patient and other relevant information that
determines health status of the patient at each particular time instant. Part of
the information is displayed in a set of graphs which allow to view and compare
captured values in each time instant, it is also possible to view values in indi-
vidual graphics. In both cases, the graphical representation facilitates detection
of the peak values that could be related to other values corresponding to other
measurements. Besides the graphical representation, other more complex infor-
mation appears. This information is the result of processing the values captured
by the biosensor, such as, maximum, minimum, and average values and number
of occurrences, among other, which are relevant for the medical supervision.

The subsystem is provided with an alarm system. The medical specialists can
activate the alarms for each biosensors independently. He/she can establish the
limits of the alarm values (maximum and minimum) and if captured values by the
biosensors exceeds the limit, a notification (audible and written signals) will be
sent to the medical specialist. The notification contains some information about
the patient who is at risk situation when threshold is exceed. While this situation
continues or recurs, the notification will be sent periodically. Also, volume and
sound type can be customized, and these notifications can be enabled or disabled
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in general. Furthermore, it is possible to assign/unassign biosensors to patients
in real-time and remotely, when it is required to make measurements of new
biosensors and other sensors, in order to work with patient information and
their environment (context information).

Additionally, the subsystem Specialist Supervisor allows to managing the
personal data of a patient, because in disorders sleep is important to know factors
such as age, sex, physical constitution of the patient, among others. These factors
can be an important part of the causes of the disorder.

Once the monitoring session is ended, the study of the patient’s sleep contains
the following information: date and time of procurement (start and end), patient
weight and height, and for each biosensor connected to patient: maximum and
minimum value reached during the study, upper and lower limits specified by the
specialist, times reached, average, standard deviation and an interactive graph.
This view is dynamically generated for each study depending on biosensors used
and the profile of each patient.

Finally, for more flexibility, these functionalities are available via a mobile
device, such a tablet or smartphone.

Relative Supervisor. The Relative Supervisor subsystem allows relatives of
the patient to collaborate in his or her monitoring. This subsystem operates on
the mobile device of the patient’s relative and allowing, his or her to monitor
the patient condition in real-time.

The subsystem displays the values captured by the biosensors and indicates
if patient’s condition is normal or a condition of risk is detected (Fig. 3, right).
Additionally, the subsystem is endowed by an alert service connected to the
specialist subsystem, if the values captured by the biosensors exceed the values
established by the specialists, the system sends an audible notification to the
patient’s family, which allows the patient’s family to react to a critical case.

Services. This subsystem provides support and facilitates the information
exchanged between the role-oriented subsystems. It provides two main services:

– Database Management. This service provides an abstraction layer between
data and application, offering functionalities that allow manage data at high
level, reducing the efforts of the developers. The Database Management will
be responsible to guarantee the security in access and management to external
databases. Moreover, standards of web services, such as SOAP and WSDL, are
being used for uniform access and to provide independence from platform, in
this way, different devices with different properties, at hardware and software
level, can access to this service. Furthermore, thanks to this services the system
could interoperate with other systems, services or different applications, i.e.,
it is allowed exchange and access to information of other independent systems,
services or applications.

– Patient Information Management. This service allows to perform a
processing of the information with objective to provide complex information
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that may require an intensive computing. Operation is as follows, this service
receives a request of an application, it processes the request and determines
the basic queries that compose it. Then, it is contacted with the Database
Management Service, which sends the requested information, and the Patient
Information Management Service processes the information received in order
to obtain the request high level information. As in the previous case, this
service also ensures security, interoperability and platform independence.

Services can be run on a local server, in the cloud or on a mobile device,
but each case have their advantages and disadvantages. On the local server, the
data is stored in a private location on which security mechanisms are estab-
lished for ensuring the inaccessibility of the data by unauthorized users. The
cloud server, provides flexibility, accessibility to information, promotes system
scalability, offers large computational and storage capacity (on demand), but
the problem is the difficulty in ensuring data privacy, something fundamental in
e-health systems. Mobile devices have a performance unthinkable a few years
ago, but their resources are limited (computing capacity, storage capacity, band-
width network and battery or autonomy, among others) [6] for continuous con-
trol, so that local and cloud servers provide performance benefits, possibly most
appropriate for such environments. Furthermore, for the deployment of services
is essential to analyze the service quality requirements.

4 Conclusions and Future Work

In this paper a service-based system which enables remote home-oriented moni-
toring and diagnosis of patients with possible symptoms of SAHS has been pre-
sented. The system has been designed and implemented with the aim to improve
health care for patients and is mainly composed of four different subsystems,
three role-oriented subsystem and a support subsystem. Biosensors and devices
of low economic cost used allow performing correct measurements to the patients
which allows a greater outreach to the population. In this way the system that
has been created allows monitoring of patients in their own homes, while the spe-
cialist in charge of treating them is in the hospital. This system is proposed as
a possible alternative to other detection methods currently implemented. Thus,
it aims to reduce waiting lists, that can reach up to two years, to repeat the
test easily and to improve the health and the quality of life of patients. The
proposal promotes continuous monitoring in a non-intrusive manner and avoids
the movement of patients to the hospital, promoting better and faster patient
recovery, economic savings in the health system and greater flexibility in the
management and care of patients.

The system has been designed and implemented under the Service-Oriented
Architecture (SOA) approach, providing advantages such as platform indepen-
dence, scalability, reusability and autonomy. Finally, the system stems from a
modular design which facilitates scalability and allow adding new biosensors and
new functionality easily in the future.
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As future work, the diagnostic system will be extended, with the incorpora-
tion of new services and biosensors. It is exploring the possibility of providing
capabilities to the services, such as adaptivity, adaptability, extensibility and
configurability, in order to get the most appropriate system at any time and
improving performance. It is intended to use sensors that capture information of
the patient environment to combine with values corresponding to the vitals signs
of the patient, with the objective of providing to medical specialist a better sup-
port from the utilization of data mining tools that allow to generate a possible
diagnosis. Finally, the system has been already developed and also informally
validated, an experimental evaluation is being carried out with different users in
order to analyse benefits more formally and address potential improvements.
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Abstract. Recovery of walking function is a vital goal of post-stroke rehabil-
itation. Cueing using audio metronomes has been shown to improve gait, but
can be impractical when interacting with others, particularly outdoors where
awareness of vehicles and bicycles is essential. Audio is also unsuitable in
environments with high background noise, or for those with a hearing impair-
ment. If successful, lightweight portable tactile cueing has the potential to take
the benefits of cueing out of the laboratory and into everyday life. The Haptic
Bracelets are lightweight wireless devices containing a computer, accelerome-
ters and low-latency vibrotactiles with a wide dynamic range. In this paper we
review gait rehabilitation problems and existing solutions, and present an early
pilot in which the Haptic Bracelets were applied to post-stroke gait rehabilita-
tion. Tactile cueing during walking was well received in the pilot, and analysis
of motion capture data showed immediate improvements in gait.

Keywords: Haptic bracelets � Stroke � Gait rehabilitation � Tactile
metronome � Haptic metronome � Parkinson’s disease � Fall prevention �
Walking � Hemiparesis

1 Introduction

The Haptic Bracelets are devices for tactile communication and co-ordination, origi-
nally designed and built by the Open University for musical purposes, such as learning
and teaching multi-limbed rhythms. This paper considers an early pilot study in which
the Haptic Bracelets were applied to gait rehabilitation following stroke.

2 Gait Rehabilitation Following Stroke

2.1 Characteristics of Post-stroke Gait

According to the World Health Organisation, approximately 15 million people expe-
rience a stroke each year. In the majority of cases, stroke results in some degree of
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one-sided muscle weakness or hemiparesis. Impairment of gait following a stroke can
have a major impact on an individual’s life [1], and can impose substantial costs on
health and social services [2]. Although the majority of stroke patients eventually
recover an independent gait, many never regain a level of walking that allows common
daily activities [3]. Thus, improvement of gait is a major goal of post stroke
rehabilitation.

Walking after a stroke is characterized by decreased speed [4], increased variability
[5], and spatial and/or temporal asymmetry [6]. As a result, the non-paretic limb is
regularly exposed to higher vertical forces [7]. Over time, this can lead to further
problems, such as joint pain [8] and degeneration [9]. An asymmetrical gait is asso-
ciated with worse performance on clinical balance tests [10] and therefore may be
linked to the increased risk of falling observed after stroke. Understanding and reha-
bilitating these features of hemiparetic gait is of vital importance, since walking affords
a high level of independence, and thus a better quality of life for stroke survivors in
general [11].

2.2 Existing Gait Rehabilitation Approaches

Hollands et al. [12] presented a systematic review of gait rehabilitation techniques after
stroke, and identified external rhythmic cueing as a technique showing great promise
for walking rehabilitation. Immediate effects of an auditory metronome have been
reported, with chronic stroke patients able to synchronise to a metronome during
treadmill walking [13]. Improvements in spatial [14] and temporal symmetry [15] and
step time variability [16] were observed with auditory pacing, as was the ability to
make gait adjustments in response to changes in the cue [17]. Auditory cueing has also
been used in gait rehabilitation programmes, with significantly greater improvements in
walking speed and stride length with auditory cueing compared to conventional gait
training [18] and Bobath training [19].

Other modalities appear to have considerable promise for external cueing. Thera-
pists routinely use touch to help stabilise patients and reduce postural sway. Visual
spatial cues in the form of projected stepping-stones have also been used, and per-
turbation of the spatial phase of these cues shows promise [20]. However, these
approaches can be intrusive, or can require laboratory installations, or both, whereas
touch can be covert and more practical to apply in everyday life. It is known [21] that
tactile cues can lead to an increase in stride length, without disrupting the natural gait
rhythm in healthy participants.

3 The Haptic Bracelets

The Haptic Bracelets, designed and built at the Open University, are self-contained
lightweight devices for wrists and ankles [22]. Each bracelet contains a computer,
Wi-Fi chip, accelerometers and powerful, low-latency vibrotactiles with a wide
dynamic range. The bracelets were originally designed for musical purposes, to be
worn in sets of four (on each wrist and each ankle) – though, as in the present case,
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wearing fewer also has many useful applications. Bracelets can be coordinated and
communicate together via laptop or smart phone. It is possible for sets worn by two or
more people, whether co-located or remote, to be used for synchronization or com-
munication in various ways. Synchronised use by two wearers is a feature of one of the
therapeutic applications outlined below. The vibrotactiles are very low latency, and can
be felt 6 ms after activation. The wireless Haptic Bracelets evolved out of the earlier
Haptic Drum Kit [23] and our wider investigations of haptic technologies [24].

In Fig. 1, the vibrotactiles (two per unit) are visible as blue caps at the tip of the
black leads. The third black lead on each unit connects to an external battery pack.
Separation of the vibrotactiles from the main unit allows flexible placement of the
vibrotactiles to suit individual wearers. This feature also helps to avoid feedback
between vibrotactiles and accelerometers in applications that combine two way haptic
communication. Given that parts of the ankles are generally less sensitive than the
wrists, this flexibility of placement is also useful when bracelets are worn on the ankles.
The vibrotactiles are typically tucked under the strapping in positions to suit the
individual wearer.

The wide dynamic range of the vibrotactiles means that while they can be set to as
vibrate gently as preferred on wrists, they can also be adjusted to a higher level if
strapped outside socks or trousers. In early design trials (Sect. 4) haptic cues could be
clearly felt even when strapped on the outside of knee length boots. This is particularly
useful, since the ease of perceiving cues on hemiparetic limbs can vary considerably
amongst stroke survivors.

Also visible in Fig. 1 are a multipurpose rotary control and a multi-purpose button.
In the present applications these may be used to set the level of the vibrotactiles, and to
switch them off. These and other functions can also be controlled where appropriate
from an external computer.

Fig. 1. Two haptic bracelets.
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3.1 Modes of Use of the Haptic Bracelets in Gait Rehabilitation

We are currently prototyping three principal modes of tactile cueing in gait rehabili-
tation. The simplest mode constitutes a portable tactile metronome (the focus of this
paper). If tactile cueing demonstrates similar benefits to auditory cueing [14–17] this
approach would offer the benefit of being usable in a wide range of contexts, for
example in the street, while avoiding the inconvenience and dangers associated with
wearing earphones when awareness of motor vehicles, bicycles and other pedestrians is
needed. The bracelets can at the same time collect gait data via the in-built
accelerometers for live streaming via Wi-Fi, or for storage and later analysis. When
used as a tactile metronome, one can be worn on each leg, with each bracelet cuing the
leg on which it is worn. Alternatively, where preferred, a single bracelet can be worn on
one wrist, with cues on the single wrist cueing both left and right footfalls. A second
mode of use is flexible interactive pacing, with the aid of a carer, therapist or partner.
The motivation in this second mode of use is that in situations where stumbles,
environmental obstacles, changing slopes or other irregularities might make it
impractical for the participant to keep in phase with a fixed beat, a partner wearing a
communicating pair of bracelets could flexibly beat an appropriate pulse, either by
beating with their hands, or simply by walking. The third mode of use is autonomous
gait monitoring. In this mode, aimed at post-care, a pair of bracelets worn on the ankles
continually monitor gait speed or gait asymmetry when the participant is walking, and
give gentle tactile metronomic guidance when speed or symmetry falls below a
pre-chosen limits. Prototype versions of all three of these applications have been
implemented and are being piloted with stroke survivors. In this paper we focus on the
first application alone.

4 Preliminary Views of Practitioners

As part of the system design process, before conducting a pilot test with a stroke
survivor, we carried out participative demonstrations of the bracelets with two distinct
meetings of physiotherapists with interests in neurology. Firstly, a brief invited talk,
and participative demo, of the Haptic Bracelets was presented to a meeting of some
fifty members of the professional Association of Chartered Physiotherapists with
Interests in Neurology (ACPIN). This group (http://www.acpin.net/) has special
interests in the neuro-rehabilitation of conditions such as Stroke, Parkinson’s disease
(PD), Ataxia and Head injury. Three potential applications of the Haptic Bracelets in
rehabilitation were outlined as noted above: the tactile metronome, flexible
therapist-driven tactile cueing, and post-care live gait monitoring and feedback. The
first two of these applications were demonstrated. In order to inform design work, as
well as collecting detailed comments, survey feedback from some fifty ACPIN par-
ticipants was evaluated to find out initial general views on the likely relative value of
the three approaches (Table 1).

Comments from members included:

‘Great for Parkinson’s disease - Cueing to enable stepping - PD patients tend to “freeze” and
use visual/audio cueing to trigger stepping - tactile cueing could assist this.’
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‘Stroke patients tend to have unequal stride length - the use of a metronome to encourage equal
stepping by patients.’
‘Use of feedback would assist therapists analysing gait and for patients to see their gait
pattern.’

Secondly, a presentation and participatory workshop was run for some seventeen
physiotherapists from the Wye Valley NHS Trust. The workshop was part of a research
day organised by a research facilitator from the West Midlands Stroke Research
Network (http://www.crncc.nihr.ac.uk/about_us/stroke_research_network/in_your_
area/west_midlands). The participatory workshop examined the pros and cons of
cueing the gait or arm movements of patients with conditions such as Stroke,
Parkinson’s disease, Cerebral Palsy, Head injury, Ataxia, and others, using the Haptic
Bracelets, as compared with other approaches. All participants were able to try out the
Haptic Bracelets. Situations were identified where the Haptic Bracelets are not suitable
for therapy (e.g. rehabilitation of grasp and reach, and in some Parkinson’s disease
cases where spasticity might be increased). Again, in order to inform design refine-
ments, as well as collecting detailed comments, survey feedback from participants was
evaluated to gain an impression of practitioners’ initial views on the likely relative
value of the three approaches (Table 2).

Comments from attendees included:

‘Maybe not appropriate for musculoskeletal patients with gait re-training in higher levels such
as sporting injuries.’
‘May help with children and developmental problems, for tapping etc.’
‘Consider how therapists use, sensory input to facilitate neurological rehabilitation & the
effects sensory stimulation can have on aspects such as tone/spasticity/muscle activation.’

Table 1. General views of meeting of Physiotherapists with Interests in Neurology

Proposition Agree Agree
strongly

The tactile metronome has the potential to influence practice 89 % 55 %
Live monitoring and feedback on gait symmetry has the potential to
influence practice

83 % 50 %

Flexible tactile cueing has the potential to influence practice 93 % 27 %

Table 2. General views of physiotherapists at participative workshop

Proposition Agree Agree
strongly

The tactile metronome has the potential to influence practice 91 % 50 %
Live monitoring and feedback on gait symmetry has the potential to
influence practice

91 % 50 %

Flexible tactile cueing has the potential to influence practice 49 % 33 %
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5 Pilot Study with Stroke Survivor

5.1 Aims

The preliminary pilot study investigated the immediate effects of tactile cueing during
walking with the Haptic Bracelets in a participant with hemiparesis.

5.2 Method

We recruited a female participant with chronic right hemiparesis (aged 69 years, height
1.66 m, mass 63.8 kg, Fugl-Meyer lower limb assessment = 29, 12 years post-stoke),
who provided written informed consent. Testing took place in the large
(17 × 12 × 4.5 m) gait laboratory in the Motion and Performance Centre at the
University of Worcester. Whole body motion data were collected at 60 Hz using a
fifteen camera Mcam2 Vicon system (Vicon Peak, Oxford Metrics Ltd., UK),
according to standard clinical gait analysis procedures. The participant wore a single
bracelet on her left (non-paretic) wrist (Fig. 2).

During pre-test, the participant performed 5 standard gait trials for baseline mea-
sures. Her cadence was averaged from these trials to generate the inter-response
interval for the tactile cue. The participant had a 5-minute familiarization period of
walking to the tactile cue. She was instructed to time her footfalls to the cue. This was
followed by 5 walking trials with steps cued by the tactile device worn on her left wrist
(Fig. 3), followed by a final 5 un-cued walking trials. Seated rest was taken between
each walking condition to minimize fatigue effects.

Marker position data were filtered using the Woltring cross-validity quintic spline
routine [25]. Step time asymmetry was determined using a step time ratio where the
paretic step time was divided by the non-paretic step time. Similarly, step length

Fig. 2. Preparing for the pilot study
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asymmetry was quantified using a step length ratio where the paretic step length was
divided by the non-paretic step length [26]. Sagittal hip, knee and ankle angles were
calculated from the kinematic marker data using the Plug-in Gait model (Vicon Peak,
Oxford Metrics Ltd., UK) and reported in degrees. Joint angles were segmented into
discrete gait cycles and normalized to 0–100 % of the gait cycle. Minimal detectable
change values for gait variables in a within-session setting were used to identify
functional differences between conditions [27, 28].

5.3 Results

The participant’s normal walking speed was 0.82 m.s−1, increasing to 0.85 m.s−1 when
cued by the tactile bracelet. She displayed a mild level of temporal asymmetry at
baseline, and a normal level of spatial symmetry. Her step length increased with the
tactile cue, and the 3 cm increase for the paretic step was above the minimum
detectable change threshold.

Analysis of the lower limb joint angle data (see Table 3) showed that the participant’s
paretic lower limb joint motion was reduced in all conditions compared to the laboratory’s

Fig. 3. Tactile cued walking of a stroke survivor. As well as wearing a haptic bracelet on the
paretic (right arm), the participant is wearing optical markers on the body for motion tracking.
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normal database. Her paretic, hip angle at toe off (Fig. 4) peak knee flexion during swing
(Fig. 5) and ankle range of motion (Fig. 6) increased above the minimum detectable
change threshold when cued with the tactile device compared to her baseline values.

Table 3. Gait variables in the three walking conditions

Baseline Cued Post-cueing

Walking speed (m.s−1) 0.82 0.85 0.81
Non-paretic step time (s) 0.52 0.54 0.52
Paretic step time (s) 0.63 0.63 0.63
Step time ratio 1.21 1.17 1.21
Non-paretic step length (m) 0.47 0.48 0.47
Paretic step length (m) 0.46 0.49 0.45
Step length ratio 0.98 1.02 0.96
Paretic hip angle at toe off (°) −5.8 −8.3 −7.3
Peak paretic knee flexion during swing (°) 32.3 39.8 37.8
Paretic ankle range of motion (°) 24.5 27.6 25.1

Fig. 4. Paretic hip angles across the gait cycle. The grey band shows the normal range; the black
trace is baseline, the red trace is with tactile cueing and the blue trace is post cueing.

Fig. 5. Paretic Knee angles across the gait cycle.
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The participant reported that she felt the tactile bracelet helped to generate an even
walking pace, and that she felt she was using her hip more to swing her leg through
straighter. Comments by the participant included:

“I must say its makes you stand up straighter”
“When I stand up straight my hips move better and I walk more smoothly and it’s easier.”
“I think it might help to remind you that you should be walking in this way”
“it does help…. this helps me to walk in time. It’s just sort of having an even pace … which
helps me stand up straight and walk properly.”

5.4 Discussion

The aim of this single case pilot study was to investigate any immediate effects on
walking in post-stroke hemiparesis, and to gain user feedback from a participant.
Walking speed and step length were both slightly increased in the cued walking
condition. The reduction in temporal asymmetry observed when using the tactile cue is
of a slightly lower magnitude than previously reported for auditory cueing when
treadmill walking [18] or stepping in place [19]. This may be due to the participant in
the current study only displaying mild temporal asymmetry, and future research with a
participant group is needed to determine whether asymmetry improvements with a
tactile cue are similar to those observed with an auditory cue.

The increase in hip extension at toe off for both tactile cueing and post-cueing
conditions from baseline were above the minimum detectable change value for a stroke
population. This suggests the increases are clinically meaningful, and supports the
participant’s views that the tactile cue helped her use her hip. An increase in hip
extension is associated with a longer step length and an increased potential to flex the
knee during swing [29].

A reduction in peak knee flexion during walking is common after stroke [30], and is
associated with compensatory measures to increase toe clearance as the leg is swung
through in this phase of the gait cycle [7]. Even a small angular improvement at the
knee reduces the risk of tripping and falling [31]. The 7.5 ° and 5.5 ° increases in knee

Fig. 6. Paretic ankle angles across the gait cycle.

230 S. Holland et al.



flexion for the cued condition and immediately post-cueing are not only clinically
meaningful for walking function, but could also have benefits for reducing fall risk
after stroke. Further research is needed to determine whether these improvements can
be sustained.

Tactile cueing during walking was viewed positively by the participant in this
study, and produced immediate improvements at the hip, knee and ankle on the paretic
limb. This single case study indicates that a larger study investigating tactile cueing in
hemiparetic gait is warranted.

6 Conclusions

Recovery of walking function is a paramount goal of rehabilitation after stroke.
Existing therapies using audio metronomes have been reported to have valuable
immediate effects, but gait asymmetry can be very resistant to long term improvement
[21]. Audio cueing can be unsuitable outside the lab, due to dangers associated with
earphone use near to motor vehicles, bicycles or even other pedestrians. Tactile cueing
has potential to offer similar benefits to an auditory cue. In portable form, this approach
could be used outside the lab for long periods without the potential problems associated
with audio cueing. We have outlined three potential applications of the Haptic Bra-
celets in gait rehabilitation post-stroke, and have reported on an initial pilot study with
an individual with post-stroke hemiparesis. The preliminary data suggests that a tactile
device may have immediate benefits for walking in individuals post-stroke and war-
rants further investigation.

Acknowledgements. We acknowledge generous funding support from Janet Harper to SH, and
from the Stroke Association (Grant code TSA2009/06) to AMW. A preliminary report on this
work appeared as [32].
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Abstract. Smart sensing devices are nowadays part of the ambient assisted
living architectures and may be adapted and personalized for gait rehabilitation
assessment. Aiming an objective evaluation of patient progress during the
physiotherapy sessions, the design and implementation of a set of sensing
devices were carried out. Thus, it was considered a wearable solution materi-
alized by a smart inertial measurement unit (IMU) and/or a set of walking aid
objects characterized by embedded unobtrusive sensing units based on micro-
wave Doppler radars. The data delivered by the smart sensing units designed for
gait rehabilitation purpose are wireless transmitted to an advanced processing
server that provides synthetic information to the physiotherapist that use a
mobile device to access the available services. Elements of IMU sensor network
and smart rollator design and implementation for gait assessment, as well as
sensor signals digital processing, are included in the chapter.

Keywords: Microwave Doppler radar � Inertial measurement system � Gait
monitoring � Time frequency analysis

1 Introduction

In gait-related clinical practice, the knowledge of the accelerations and velocities
associated with the gait performed by the monitored patient are very important to
diagnose gait patterns and to evaluate therapeutic interventions [1]. The analysis of the
human body movement is commonly done in so-called ‘gaits laboratories’. In these
laboratories, body movement is measured by a camera system using optical markers
[2], the ground reaction force (GRF) using a force plate fixed in the floor [3], and the
muscle activity using EMG [4]. From the body movements and ground reaction forces,
joint moments and powers can be estimated by applying inverse dynamics methods [5]
providing estimate of the rehabilitation progress. Considering the lack of application of
this kind of systems for real environments where physiotherapist and doctors assist the
people under physiotherapy, an important challenge is to design and implement, reli-
able, easy to use, and low cost systems for gait measurement and analysis that can be
used by physiotherapist during normal physiotherapy sessions or can be easily included
as part of remote physiotherapy services [6]. At the same time, the developed systems
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for gait measurement and analysis might be prepared for the particular case of patients
that are using walking aids during motor rehabilitation.

Frequent solutions used for objective evaluation of rehabilitation processes are
based on the use of inertial sensors attached to the human body [7, 8]. A set of wearable
solutions developed by Postolache et al., characterized by Bluetooth connectivity as
part of a smart system was used for motor and cardiac activity monitoring [9]. Inter-
operability and modularity were considered as important requirements for the latest
developments in the smart sensors for vital signs and motor activity monitoring that
conducted to a flexible multiprocessor plug-and-play architecture characterized also by
multiple wireless connectivity capabilities [10]. The use of smart sensing solutions
imposes the necessity to fix the sensing module in an appropriate way, which requires
preparation from the physiotherapist to perform that task. In the case of remote
physiotherapy, in addition to discomfort associated with long period of use, it could
require special knowledge and motor ability from the user part, which limits the use of
this type of systems. Taking into account that many patients use walkers or rollators
during the physiotherapy, we designed unobtrusive solutions for gait rehabilitation
monitoring by embedding sensors in this kind of equipment to extract the patient’s
motion information. Several authors reported the developing of walkers or rollators
with capabilities to sense the motion and forces that should characterize the users gait
during the physiotherapy sessions and provide this information to the physiotherapist in
appropriate way [11–14].

In this chapter are presented as set of solutions for physical rehabilitation moni-
toring that include MEMS and microwave Doppler radars associated with human body
as accessories or embedded in walking aids expressed by walkers and rollators.

The chapter is organized as follows: we start by presenting the IMU (inertial
measurement unit) body area network, special attention being granted to the end-nodes
that include 3D accelerometers and gyroscopes. Then, use of microwave Doppler radar
to provide motion sensing capabilities for a rollator is introduced. In Sects. 4 and 5 the
software aspects related with the system operation and with digital signal processing
for gait analysis are detailed and some illustrative results presented. A short conclusion
ends the chapter.

2 IMU – Wireless Network

The latest developments in micro-electro-mechanical systems (MEMS) makes possible
to integrate multiple sensors, including gyroscopes, accelerometers and magnetometers,
in a compact inertial sensor module, which may also include a digital processing unit
for data fusion. This type of implementation is known as inertial measurement
unit (IMU) and provides all the information needed for the detection of human
movement [15].

The IMU applications were developed in the field of pedestrian dead reckoning
(PDR). Step detection, walking speed and step length measurement are proper to the
PDR and, at the same time, are considered as important elements to evaluate the gait
during rehabilitation sessions. To measure these quantities we propose here a motion
wireless node based on an IMU board developed in our laboratory (Qk motion) [16].
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2.1 Inertial Measurement Module

To extract the gait information during a physiotherapy session an IMU expressed by a
tri-axis gyroscope, accelerometer and magnetometer is employed. The L3G4200D
gyroscope from STMicroelectronics was considered to measure the angular velocity. It
includes a sensing element and an IC interface capable of providing the measured
angular rate to the external world through a digital interface (I2C/SPI). Considering the
necessity to assure the digital communication with a 3D accelerometer and 3D mag-
netometer, the I2C communication interface was chosen. Based on this interface the
data from the gyroscope is transmitted to a PIC24F32KA302 microcontroller, the I2C
protocol being implemented considering the functionalities of its SSL (Synchronous
Serial Port) port, SDA and SCL lines. The Qk motion reduced schematics including the
microcontroller and the IMU is presented in Fig. 1.

In Fig. 1 is also presented the physical implementation of the printed circuit board
(PCB, green board)that includes the gyroscope, accelerometer and magnetometer and a
specific connector that permits the interfacing between the Qk motion and communi-
cation module (Qk module) [10]). They were placed on the PCB so their X and Y axes
are aligned and a drawing on the board’s silkscreen indicates the direction of each axis.
The specifications of each device are presented in Table 1.

The communication interface has the U2RX and U2TX communication lines that
permit the data exchange between the microcontroller of the Qk motion board with
IMU board and the microcontroller associated with the communication module that
provide IEEE 802.15.4 or Bluetooth compatibility.

Fig. 1. Qk motion: microcontroller, IMU connection scheme and IMU board.
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2.2 Wireless Network

Taking into account the necessity to receive the information related to the feet motion
during the gait rehabilitation, an IMU body wireless sensor network was designed and
implemented. The implemented architecture is presented in Fig. 2, where is shown also
the network coordinator IEEE 802.15.4 compatible and USB connected to a personal
computer(PC) or tablet. The wireless network end-nodes include each of them a Qk
motion board characterized by an IMU and a communication board characterized by
XBee modem [17]. Each of the boards contains a microcontroller to implement a
common protocol stack (the Qk protocol) that allows the data exchange between
coordinator and the end-nodes. The gait motion is captured using two end-nodes
disposed on the left-foot and right-foot. All boards can be remotely configured enabling
different functionally without requiring firmware updates. For example, a sensor can be
configured to send raw data or processed data. Taking into account the current sup-
ported technologies, ZigBee boards are the only ones that require the use of a Qk
network board. This is the main element of a gateway since it allows collecting data
from all networked sensor nodes being used. However, the final objective is to access

Table 1. Gyroscope, accelerometer and magnetometer specifications

Gyroscope Accelerometer Magnetometer

Range/Sensibility ± 250º/s ± 2 g ± 1.3 to ± 1.8 gauss
± 500º/s ± 4 g
± 2000º/s ± 8 g

± 16 g
Resolution 16 bits

Fig. 2. IMU wireless network architecture (QkCom – Qk communication protocol) for gait
rehabilitation.
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nodes data from a computer, smartphone or tablet with limited connectivity options.
Zigbee or IEEE 802.15.4-based protocols are currently not supported on these devices,
which require the use of external adapters characterized by USB Bluetooth or WiFi
communication protocols that correspond to smartphone or tablet wireless communi-
cation capabilities. In other words, the gateway transmits the data from all the network
sensor nodes to the computing device (e.g. smartphone, tablet). This is a very important
abstraction feature because the computer does not need to distinguish data coming from
different network addresses and possibly carrying different information; instead it is all
contained into a single structure sent in a packet. The packets are addressed and
computer will know that they come from different sensors.

3 Smart Rollator

The walkers are usually used by people characterized by poor balance or join stiffness
that limit the displacement. The walker can have no wheels or two or four wheels
(rollator). All of these models commercially available can be used as walking aids also
during the gait rehabilitation process.

To perform the unobtrusive monitoring of the user gait during the walker/rollator
use a modular sensing, processing and communication unit, based on a microwave
Doppler radar array, is proposed. Together with the radar array that allow the acqui-
sition of gait signals, the modular unit includes a multifunction board MyDAQ that is
USB connected to a compact battery powered computer with Wi-Fi connection
capabilities.

3.1 Microwave Doppler Radar array

The smart rollator used for rehabilitation purposes has a sensing module with two
microwave Doppler radar sensors mounted in line and oriented properly to catch the
gait (Fig. 3).

Sensing using the Doppler Effect is particularly suited for unobtrusive sensing.
Ultrasound sensing is not an alternative for pervasive sensing of physiological signals,
particularly if the purpose is no contact between sensor and the person to monitor.
Electromagnetic waves do not have the problem of ultrasound waves; they penetrate
well non-metallic objects and thus the human body, which means that the source and
receiver may be placed at some distance from the examinee.

The used Doppler radar sensors IVS-162 DRS, presented in Fig. 3b), are of the
frequency modulated continuous wave (FMCW) type, each one including a transmit-
ting (TX) and a receiving(RX) antenna. An FSK/FMCW-capable K-Band VCO
transceiver, controlled through a tuning voltage (Vtune), assures a transmitting fre-
quency in the 24-24.250 GHz interval. The signal coming from the receiving antenna is
demodulated to produce a set of intermediate frequencies signals, which correspond to
signal in phase, I, and signal in quadrature, Q, with the transmitted signal.

During the gait rehabilitation procedure, or during the normal utilization of the
rollator, the motion of the user’s legs is captured by an array of radars. The I1 and I2
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signals are acquired and used to calculate features that can highlight the evolution of
the gait during periodic physiotherapy sessions, which can be used to evaluate the
effectiveness of the applied training exercises and also can to perform the gait
recognition.

3.2 Acquisition, Signal Processing and Communication

The acquisition of the signals from the Doppler radar sensors and the Vtune generation
was performed for the smart rollator prototype using a multifunction board NI MyDAQ
that is USB connected to the embedded PC mounted also on the rollator. The acquired
signals are processed in order to extract the gait features. The values of the features and
the motion wave captured by the Doppler radar array is Wi-Fi transmitted to a client
application installed in a tablet that is used by the physiotherapist.

4 Pervasive Computing

Software for a Windows 10´ Tablet materialize the HMI used by the physiotherapist to
visualize the signals coming from the IMU wireless network or from the smart rollator
using ZigBee or Wi-Fi wireless communication protocol.

4.1 IMU – GUI Through Qk Viewer

Referring to the IMU wireless network software, the Qk Viewer application was
developed using the Qt creator [18]. The software allows adding many plots as needed
to the plotting area and each plot has its own waveforms selected according to the gait
monitoring needs. Each waveform corresponds to a single sensor output data, and the

Fig. 3. The smart four wheel rollator based on Doppler radar sensor array: (a) Doppler radar
sensor unit implementation and block diagram; (b) smart rollator implementation including the
ruler of Doppler radar array, the multifunction board, and the embedded PC.
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sensor manager allows selecting data from a given IMU node (e.g. right foot node). The
Waveform Manager can be used to set the plot’s time window and it enables other
features such as auto scale, stop plotting when the values reach the end on the chosen
time window (e.g. 30 s time window was considered during the experimental tests). In
Fig. 4 are presented the acceleration and angle variation associated with gyroscope
delivered values.

4.2 IMU Data Processing for Gait Characterization

An IMU (Inertial Measurement Unit) consists of gyroscopes and accelerometers
enabling the tracking of rotational and translational movements. A MARG (Magnetic,
Angular Rate and Gravity)sensor, also known as AHRS (Attitude and Heading Ref-
erence System), is a hybrid IMU which incorporates a tri-axis magnetometer and
allows for magnetic distortion compensation. These sensors are able to provide a
complete measurement of orientation relative to the direction of gravity and the earth’s
magnetic field. In the following paragraph the principle of operation of the used IMU
and the fusion algorithm implemented to extract useful information that can be used for
objective evaluation of rehabilitation effectiveness is presented.

In a three-dimensional space, an object has six degrees of freedom: translation
(linear motion) along rotation about each of the three axes: X, Y and Z. Hence,
a tri-axis gyroscope and accelerometer are required to measure linear and angular
motions and thus orientation. A gyroscope measures angular velocity and an
accelerometer measures acceleration forces. These forces may be static, like the con-
stant force of gravity, or they could be dynamic, caused by moving or vibrating the
accelerometer. Hence, the accelerometer can also be used to measure linear accelera-
tion. Because the movement and rotation along the three axes are independent of each
other, such motion is said to have “six degrees of freedom” or 6DOF. In the case a
magnetometer is also used, for magnetic distortion compensation, there are three
additional degrees of freedom and the sensor is said to have 9DOF (“nine degrees of

Fig. 4. The GUI associated with the Qk Viewer software.
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freedom”). Regarding the IMU, the angular velocity provided by a gyroscope may be
integrated over time to compute the sensor’s orientation. However, the integration of
gyroscope measurement errors will lead to an accumulating error in the calculated
orientation, commonly called drift. Therefore, gyroscopes alone cannot provide an
absolute measurement of orientation. An accelerometer and magnetometer will mea-
sure the earth’s gravitational and magnetic fields respectively and so provide an
absolute reference of orientation. However, they are likely to be subject to high levels
of noise, for example, accelerations due to motion will corrupt measured direction of
gravity. The task of an orientation filter is to compute a single estimate of orientation
through the optimal fusion of gyroscope, accelerometer and magnetometer measure-
ments [19]. This process is also called as a data fusion algorithm. Such data fusion
algorithms have complex implementations. Many companies and research projects use
Kalman filters (or extended Kalman filters, its nonlinear version) [20–22].

As mentioned, data fusion algorithms can be very complex and demand large
computational load. The linear regression iteration, fundamental to the Kalman process,
demand sampling rates far exceeding the subject bandwidth, for example, a sampling
rate between 512 Hz and 30 kHz may be used for human motion capture applications.
The state relationships describing rotational kinematics in three-dimensions typically
require large state vectors and an extended Kalman filter implementation to linearize
the problem. S.O. Madgwick purposes an alternative approach, a novel orientation
algorithm designed to support a computationally efficient, wearable inertial human
motion tracking system for rehabilitation applications which is presented in [19]. The
filter calculates the orientation by numerically integrating the estimated orientation rate.
It is computed as the rate of change of orientation measured by the gyroscopes. The
magnitude of the gyroscope measurement error is removed in the direction of the
estimated error, which is computed from accelerometer and magnetometer measure-
ments. To implement the algorithm, the following ANSI C function, Madg-
wickAHRSupdate () provided by X-IO technologies, which is a reference software
routine in this area, can be used.

Unlike the magnetometer and accelerometer output values, which are normalized
by the algorithm, the gyroscope values need to be converted to rad/s. The gyroscopes
outputs values are represented in two’s complement and have 16 bits of resolution.
Hence, its maximum value is (215-1) and the angular velocity in radians per second is
given by

G ¼ Graw

215 � 1
� s � p

180

where Graw is the two’s complemented 16 bit value, s is the scale of the gyroscope in
degrees per second (by default is 2000º/s) and G is the angular velocity in radians per
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second. The algorithm uses a quaternion representation that corresponds to a
four-dimensional complex number that is used to represent the orientation of a ridged
body or coordinate frame in a three-dimensional space [5]. In each iteration of the
algorithm, the quaternions are updated in order to obtain the best evaluation of the
angular velocity. However, the QkMotion can also compute the Euler angles (yaw, roll
and pitch). It should be noted that Euler angles always have an order in which they are
applied. The order for the QkMotion is: pitch, yaw, roll. The Euler representation has
the advantage that the angles may be more easily interpreted or visualized. However, its
calculation can reach a singularity which results in two rotational axis point in the same
direction so one degree of freedom is lost. The algorithm purposed by S.O. Madgwick
has a single adjustable parameter, β (0 < β<0.5) that is used minimize errors due to
integral drift.

4.3 QkDSP: Fixed-Point Digital Signal Processing Algorithms

Biomedical signals are affected by noise and, in many cases, the use of DSP algorithms,
such as digital filters, is mandatory for accurate extraction of physiological parameters.
Filters are used for noise reduction but also to extract meaningful information from
digital signals. Some implementations may be complex and require considerable
computational power and memory. Hence, small and low power embedded systems
present some challenges due to their lack of processing power and scarce memory.
A library that makes digital filters easy to use and implement at the embedded level was
implemented and is called QkDSP. This library not only allows the developer to
abstract from the implementation details, but also helps to keep the code more orga-
nized, since several filters may be implemented by using the same structures and
functions. QkDSP provides data structures and functions for the following filters: i)
Moving Average (MA), ii) Exponential Moving Average (EMA), iii) Finite Impulse
Response (FIR), iv) Infinite Impulse Response (IIR).

All filters, except the MA filter, which does not use fractional numbers, are
implemented in fixed-point format. The coefficients of EMA and FIR filters use Q15
format representation, which means that the fractional part of the fractional number is
represented with 15 bits while the remaining bit is the sign bit. On the other hand, the
format representation of the coefficients of IIR filters should be specified by the
developer.

5 Signals and Digital Processing for Gait Characterization

In order to extract information from the smart rollator Doppler radar array sensing
channels, different tests were carried out in laboratory conditions using a NI MyDAQ
module characterized by a set of two differential analog inputs (AI0 and AI1) and a set
of two analog outputs that work as the outputs of a virtual signal generator which are
connected to the Vtune radar input. The GaitRadTest software was developed in
LabVIEW and permits to generate the Vtune signals and to acquire the Ii (direct), Qi
(quadrature) IF signals delivered by i-th sensor of the Doppler radar array. The acquired
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signals are stored in an embedded PC that materialize the server component of the
implemented client-server architecture and the acquired and processed data is accessed
through the LabVIEW “Shared variable” technology on the level of mobile devices
(smartphone or Tablet) running Android OS or iOS. In this way a user friendly
interface to be used by physiotherapist or by the accompanying person to assess the
rehabilitation process was implemented.

5.1 Time Analysis

The tests were carried out using as volunteer one physiotherapist that simulates regular
gait and also analgesic gait, hemiparetic gait and arthrogenic gait. As an example,
Fig. 5 represents the evolution of VI1_n and VI2_n signals acquired from the DRad1
and DRad2 radar sensors using a data acquisition sampling rate equal to 500 S/s.

As it is visible from the figure there exist, in both signals, periodic amplitude
variations that are surely related with the gait of the rollator user. As a matter of fact, the
period of the signal and peak to peak amplitude variations are related with the stride
period and stride length, respectively.

In order to clarify this point, a time sub-interval of the acquired signal, between 6
and 8 s, was selected and filtered. For filtering purposes a finite impulse response filter
(FIR) was considered in order to obtain a linear phase response. Moreover, the
amplitude of the signal was normalized against its maximum amplitude value. Figure 6

Fig. 5. Time variation of VI1 and VI2 signals acquired from the DRad1 and DRad2 mounted on
the rollator.
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represents the filtered and normalized signal associated with VI1, and from this figure it
is clearly visible that the stride period (s_p) is approximately equal to 1.3 s being also
possible, after measurement system calibration, to obtain the stride length from the
peak to peaks amplitude of the represented signal (ΔVpp).

5.2 Time-Frequency Analysis

Spectral analysis of the VI1_n filtered signal, associated with the Doppler radar signals,
was performed using the Short Time Fourier Transforms (STFT) time-frequency
operator. Selecting properly the time window of the STFT and the number of overlap
points used in the FFT evaluations, it is also possible to obtain in the frequency domain
some gait parameters. Regarding the main drawback of the STFT time-frequency
operator regarding the compromise that always exists between spectral resolution and
time resolution [23], the time window length must be selected according to the patient
gait speed, namely the time window must be lower than the stride period but high
enough to assure an acceptable frequency analysis resolution. As an example, Fig. 7
represents the evolution of the STFT spectrogram associated with VI1_n for a time
window of 2 s.

From the graph it is visible that the power spectrum of the signal is concentrated in
a frequency range between 0 and 5 Hz and that the higher amplitude values of the
spectral signal are distributed over time according to the step period value.

Fig. 6. Variation of the normalized and filtered VI1 signal for a time period of 2 s.
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6 Conclusion

This work presents a smart rollator architecture based on a 24 GHz FMCW Doppler
radar array that captures the gait information during physiotherapy sessions, permitting
an objective and unobtrusive evaluation of gait rehabilitation progress, through gait
assessment. The proposed system includes elements of the IMU sensor network design
that captures kinematic walking parameters and hardware modules that support wire-
less communications. A particular attention was dedicated to several details related
with the implementation and development of software modules to process measure-
ment data and to evaluate gait parameters.
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Abstract. In previous papers, we presented a navigational autonomy aid sys-
tem, which was tested by sighted people and reached a high level of satisfaction.
However our new positioning technique is suitable for blind users as well as
sighted since the user is able to wear or carry the reader. The system consists of
a line-of-sight QR-code detector and the signal attenuation of active RFID tags
using a wearable reader, which is non-line-of-sight. The aim of this chapter is to
present user feedback from the perspectives of blind people. A significant
outcome of the usability test on blind participants is that to meet the require-
ments of blind users, the system must work in an integrated manner.

Keywords: Blind user interface � RFID � QR-code � Blind user experience

1 Introduction

We have developed a system to guide blind people and assist them to reach their
destinations. In this chapter we explain our usability testing of this system to produce a
more usable navigation system for blind people. Therefore, the aims of this usability
testing are to uncover the limitations of the system from the perspectives of actual blind
users and to evaluate the satisfaction of real users in relation to further development of
the navigational system.

This chapter is a complement to a publication presented in the workshop of the 8th
International Conference on Pervasive Computing Technologies for Healthcare
(Per-vasiveHealth ‘14) [15] taking into consideration the previous work, we present a
concrete scenario of how the system works.

One important rehabilitation step for people who have recently become blind, or
had their vision reduced, is to regain their autonomy and to feel that they are in control
of their movement and lives again [1]. The ability to navigate and react to their
immediate environment is central to their independence and hence autonomy. Since the
levels of blindness vary among users and even in the one user from time to time, we
decided to build a system which is both passive and active, relying on using both
line-of-sight and non-line-of-sight technologies to give the user feedback about their
current position.

The scenario for our system is summarised in Fig. 1, where the cubes represent the
hardware components—active RFID, QR-code and Kinect—and the rounded rectan-
gles represent the main service algorithms of the system. The navigation process
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follows three steps: (1) the system indicates the initial position of the user as a start
point using an RFID algorithm based on the technique of attenuation control; (2) the
user is recommended to scan the surrounding area using a camera to detect QR-codes
using a built-in QR-code reader application; and (3) the navigation application deter-
mines the most preferable route for the user and then starts providing voice instructions.
Route calculation is based on Dijkstra’s algorithm [2], which identifies the shortest path
between two points (the current position and the destination).

An initial testing was performed in the office area. The system achieved excellent
results in identifying the realtime position of the user and in guiding that user to various
destinations within the domain of the Distributed Systems Department. Therefore, the
author was enthusiastic about applying the system on real blind participants, and this
represents the second stage of usability testing. Human Ethics approval for this part of
the study, to be conducted on real blind subjects in Saudi Arabia, was provided by
RMIT.

Fig. 1. The scenario of the proposed navigational system
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The participants who volunteered for the usability testing were eight males aged
between 17 and 20 years. The path they were required to navigate took them around
their indoor school gymnasium which was large enough to require significant navi-
gation, but enclosed and protected enough for them not to run into other students or
staff during testing. The QR-codes were printed on A4-size paper and attached to pillars
at various points in the room (see Fig. 2(Left) and (Right). RFID tags were installed
above the QR-coded sheets of paper. The distances between pillars were measured and
recorded and so the system was fully adapted for that environment. All tests were
conducted as a real-life scenario which might happen during any school day, and they
were held during school time.

Participants were asked to carry a laptop and to hang the RFID reader in their
pocket. Figure 3 shows the RFID mobile reader, and active tags used, and Fig. 4 shows
one participant in the experiment wearing the reader, and navigating according to the
instructions.

Fig. 2. (Left). Positioning of pillars where QR-codes and RFID tags were placed. (Right) A
photograph of the gymnasium, featuring some of the pillars where QR-codes and RFID tags were
placed while the usability testing was conducted.

Fig. 3. (Left), RFCode M220 mobile reader. (Right), M175 active rugged tag.
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2 Related Work

In the past there have been several navigational technologies developed to aid blind and
vision-impaired (BVI) people [3–10]. Many researchers have considered computer
scene understanding both at high and low levels, and implemented systems using
different modalities such as the navigational tool proposed by Mihajlik et al. [11],
which is based on installing sound generation into a navigation system by using signal
processing and ultrasonic echolocation. Their system has been applied successfully
with a 3D sound-generation technique for mobile robots. Other research discussed in
[3] is the Electronic Travel Authority (ETA). An ETA is similar to Mihajlik’s device in
that both use ultrasonic waves to detect obstacles, but ETAs aim to identify objects
specifically for visually impaired users. Later research undertaken by [8] considered a
vision sensor camera for capturing images and then processing these images to convert
them to sound. Most of this research has employed a grey-level technique to identify
objects in images, and the NAVI system [8] is a well-known example of this approach.
Our proposed system has been described in detail in papers [12–14].

3 Planning the Usability Tasks

The usability testing required participants to undertake a variety of tasks, ranging from
a simple task such as walking from point 2 towards point 3 along the same line as
shown in part (A) in Fig. 5, to more complex tasks, all shown in Fig. 5 below.

For instance, navigating from point 9 to point 2, is shown as (E) in Fig. 5 and is the
most complex task. This overall concept was designed to give the participants the
opportunity to become more familiar with the system, as we believed that training on
the system was a necessary requirement for new users to enjoy its full benefits.

Fig. 4. One of the participants during the experiment, showing the RFID reader hanging from
his pocket.
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Participants were asked to undertake the following tasks:

• Identify their destination. As shown in Fig. 5(A), low-vision people may be able to
indicate their destination by clicking the ‘Go To’ button, but a voice recognition
feature was added to the system so that blind people could communicate their
desired destination via verbal commands;

• Make an error. The participants were asked to deliberately commit an error, such as
turning right instead of following instructions from the system to turn left. The
purpose of this was to evaluate the error-detection feature shown in Fig. 6(C). This
tested the ability of the system to calculate an alternative path to guide the user from
their current incorrect location to their target destination successfully.

• Recognise when they have arrived. This is to test whether or not the participant
could see or hear the message shown in Fig. 6(B).

• Apply the QR-code navigation system alone. Each participant was asked to walk to
five destinations using the QR-codes alone and pointing the camera in the general
direction.

• Apply the RFID navigation system alone. Each participant was asked to do the test
again just using the RFID technology, where pointing was unnecessary, but loca-
tions were slightly more error prone.

• Apply the integrated system of RFID plus QR-codes to do the test again and
navigate towards a variety of destinations.

• Answer eight questions regarding usability of the system.

Fig. 5. The test routes from the simple ‘A’ to more complex ‘E’.
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4 Results

As soon as each participant completed their requested navigational tasks, they were
asked to answer the questions explained in the following sections.

4.1 Trust in the System

The average confidence in reaching destinations by using the navigation system with
QR-codes alone was 3.875 out of 5. This increased using the RFID system to 4.25 out
of 5 while the average trust for using the integrated system was 4.75 out of 5, as shown
in Fig. 7. Half of the participants were more trusting of the RFID system to help them
reach their destination. Three participants trusted the RFID and QR-code systems

Fig. 6. Interface of the mobile navigation program. Part (A) represents the start interface, Part
(B) represents the final stage when the user reaches the destination successfully, and Part
(C) represents the error-detection feature.

Fig. 7. Q1: Do you feel that you were guided well to reach the destinations? Answers ranged
from 1 (Unsatisfactory) to 5 (Excellent).
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equally and only one participant preferred the QR-code over the RFID system. An
integrated system was more trusted by most participants.

4.2 User Tracking During the Trip

The system estimates the time required to reach each waypoint on the trip. This enables
it to track the user for error-detection purposes. The required time is calculated based
on a standard blind walking speed of approximately 1 m per second. The average
satisfaction with the required time calculation method was similar for the QR-codes,
RFID and the integrated system where the average overall was * 4 out of 5, as shown
in Fig. 9.

Fig. 8. Q2: Do you believe you reached each waypoint on time, according to the program?

Fig. 9. Q3: When the programme told you there was an error, did you understand what the
system asked you to do next (1 = not at all, 5 = very much)?
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4.3 Error Detection and Path Recalculation

This question relates to the error-detection feature and enabled an examination of the
degree to which participants believed that the system was able to recalculate an
alternative path to guide them to their destination. As shown in Fig. 8, the average
satisfaction of participants regarding the QR-code system was 3.375 out of 5 and the
average level of satisfaction increased with the RFID system to 4.25 of 5. Using the
integrated system, satisfaction increased to 4.75 out of 5 for error detection and suc-
cessful re-routing of participants to their destinations.

4.4 The Importance of Training

Almost every participant gave a score of 4 or 5 out of 5 for considering the benefit of
training on the system. All participants believed that training is required and helpful for
the systems (QR-code, RFID and integrated) so they gave the same scores for all
systems regarding this question, as shown in Fig. 10.

4.5 Requirements for Improvement

After participants performed all tasks they were asked: ‘Can you suggest any
improvements?’ Most suggestions were with respect to voice instructions, in terms of
language and volume level. Around one-third of the participants preferred to hear
Arabic instructions, and three-quarters of participants found it difficult to hear the
instructions because of the background noise in the school.

4.6 Satisfaction Regarding Mode of Instruction

The instructions were the same for all designs of the system (QR-code, RFID and
integrated) so all participants gave the same score for their levels of satisfaction

Fig. 10. Q4: Do you feel you got more confident using the system over time (1 = not at all,
5 = very much)?
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regarding the way in which the instructions were delivered to them: only two partic-
ipants gave 1 of 5 regarding the way of instructions as shown in Fig. 10, which means
that participants were relatively dissatisfied with the mode of instruction. It is believed
that language and volume level were mainly responsible for this lack of satisfaction.

4.7 Perspectives of Participants Regarding RFID, QR-Code
and the Integrated System

Three of the participants preferred to use the RFID navigation system. In contrast, all
other participants stated that the integrated system (RFID + QR-code) was more
beneficial and useful for them (see Fig. 11). All participants reported that using
QR-code system by itself was difficult compared with the integrated system, so none of

Fig. 11. Q6: Do you believe that the instructions the system provides need to be improved
(1 = Happy with it, 5 = Much improvement needed)?

Fig. 12. Q7: With which of the systems are you more comfortable: the QR-code system or the
RFID system? Or do you prefer both of them? Why?
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them preferred the QR-code navigation system. Also, from the responses to Q1 we
found participants trusted the RFID and the integrated systems more than QR-code
system. Therefore, circles have been added around the QR-codes to make them easier
to detect from a greater distance (Fig. 12).

4.8 Preferred Application Method

As can be seen in Fig. 13, two of the participants would prefer to use this navigation
system and receive the navigational instructions via spectacles or headphones. The
other participants preferred to have this navigation system installed as an application on
their smartphones.

5 Further Work

Subsequent to this research, we have made a number of changes to the system, in order
to improve its performance. One of the changes was in the presentation of the QR code.

We found that the binary hit-and-miss nature of QR-code detection was a problem,
in that there was sense of getting closer to or further away from a QR-code, and being
able to adapt based on distance. In other words, if a user was too far away for adequate
code detection, they may not even have a clue that a QR-code exists.

To improve on this, we adapted the QR-code detector as in Fig. 14 to allow a more
distant measure of it, by having the system say “There may be a QR code ahead. Please
move closer so that it can be read”.

The system would first look for circles within the captured image, with the
line-width matching the figure, (which may be colored to further reduce the likelihood
of false matches). In addition, it would require a monochrome dual-tone color-set
within the circle which is the QR-code itself and the background color.

Unless presented normally to the user camera (which is unlikely), this circle would
appear as an ellipse, and the major axis, eccentricity and orientation of the ellipse
would provide clues for either repositioning the user to be more normal (and hence

Fig. 13. Q8: If we turned this system into a product that you can buy, would you prefer it as a
mobile phone app or as spectacles that can speak into your ears?
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reduce the eccentricity of the ellipse), or to pre-distort the captured image to render the
ellipse as a circle, and of a reasonable size, so that the QR-code detector can do its job.
The results of this work are on-going, and will be presented in future papers.

Other improvements contemplated include a redesign of the user interface to
employ more natural mechanisms of interaction such as haptic, pressure signals or
non-verbal audio tones and cues.

While the system has used long-range active RFID as the mechanism, we are also
exploring other approaches such as WiFi signal strength detection, although with this
technology, we lose the advantage of a portable transmitter to do the ranging.

6 Conclusion

The chapter presents a user testing of a navigational system based on QR-codes
integrated with active RFID technology. The system has been tested in two stages:
firstly by sighted people for debugging purposes and secondly by blind people for
usability. With respect to the results of the usability test, the majority of blind par-
ticipants preferred to use an integrated system of RFID and QR-codes. Because the
active RFID system works independently, its accuracy is less than 2 m and its range is
up to 70 m, to increase precision of positioning information the user needs to start
scanning in that 1-m area to detect QR-codes, which are very difficult for the blind to
detect without the assistance of RFID. Therefore, from a blind user’s perspective, RFID
has the advantage that it works independently while the advantage of QR-code is that it
makes users more confident and gives them trust in the system which includes
QR-codes. Hence, most participants believed that the integrated system provided
higher precision navigational instructions to them.

Fig. 14. The QR-Code which includes positioning information
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Abstract. During rehabilitation training posture monitoring is very important
for enhancing training effectiveness. This article presents the design and
implementation of a smart rehabilitation garment (SRG) to support posture
correction. The garment the design and implementation of a smart rehabilitation
garment (SRG) to support posture correction. The garment has been designed to
supports posture monitoring feedback, during training. The garment consists of
accelerometers in various positions with smart textile integration, controlled by a
Lilypad Arduino processor which also controls vibrator motors that provide
tactile feedback to patients. The SRG is driven by a software application running
on a smartphone or personal computer by Bluetooth, which presents fine grain
feedback, and training results and reminders to patients. In this paper we focus
on the sensing modules’ placements and embedded design based on the inte-
gration of smart textiles. This work places particular emphasis on having a
practical, wearable, and aesthetic device, as these are crucial elements for
making the device useful in context and accepted by its users.

Keywords: Wearable technology � Arm-hand rehabilitation � Smart garment
design � Smart textiles

1 Introduction

There is a growing need for rehabilitation for patients with neurological and muscu-
loskeletal conditions, some of which are age related (e.g., stroke, Parkinson, multiple
sclerosis) [1] and others that are chronic (low back pain, cerebral palsy). For a variety
of reasons, the most important of which is the aging of the population, there is a
growing need to support rehabilitation training with technology in order to provide
more efficient and effective therapy, and to support patients to reach their full potential
for recovery.

In this context there is particular interest for technologies that can reduce the
requirements upon direct involvement and supervision by health professionals. For
example, in stroke rehabilitation technology can support training through providing
interactive exercises and even games, designed to help the patient practice tasks, to
improve their strength, and control, see for example [2, 3]. Due to the long duration of
such rehabilitation processes, the prospect of using rehabilitation technologies at home
offers the promise of cost-efficiency and of increase in the amount of training, which
can in turn improve training outcomes.
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One of the most important tasks currently requiring attention and efforts by ther-
apists concerns the correct execution of exercises. For example, neurological patients
who have a diminished capability to control their arm and hand, tend to develop
compensatory strategies where they use alternative movements and muscle groups to
compensate for the diminished capability in their upper extremities: rather than
reaching out to grasp an object they are likely to bend forward to get closer to it and
then grasp it. Applying such compensatory strategies can be necessary for getting by in
daily life, but during training it reduces training effectiveness and prevents patients
from reaching their full potential. It is typically the task of therapists to supervise the
correct execution of exercises and, when necessary to remind patients to keep the right
posture or to provide corrective feedback when the patient moves outside a specific
range. Having to do this limits the ability of therapists to supervise multiple patients at
any time or even the ability of patients to train unsupervised. This observation suggests
the potential utility of posture monitoring and feedback technology for rehabilitation
training.

Earlier research provides ample examples of how posture monitoring and training
could be used for rehabilitation. For example, Timmermans et al. used sensors on the
arm and torso of stroke patients during training with the Philips stroke exerciser [4], in
order to ensure the correct execution of exercise. Beursgens et al., developed a vest for
monitoring the patient posture while playing a serious game intended to support
arm-hand rehabilitation [5, 6]. These systems suggest how wearable sensor technology
can be used in combination with other rehabilitation technologies in the specific context
of neurological rehabilitation of upper extremities.

Posture correction can have a much wider applicability than upper extremity
rehabilitation. For example, Wong et al. show how trunk posture monitoring can
support scoliosis patients and can prevent further pain and deterioration of their con-
dition [7]. In the context of a research study Seo et al. [8] showed how monitoring the
trunk position could help assess risks imposed by asymmetric posture at workplaces
using detectors that consisted of gyroscopes and accelerometers.

Here, we present the design of a prototype wearable device for supporting posture
monitoring and correction during rehabilitation training - an earlier description of this
prototype can be found in [9]. The device is a stand alone system that is designed to be
used independently as well as in combination with exercises or gaming systems sup-
porting rehabilitation. We focus especially on improving the engineering and design
qualities of this smart rehabilitation garment.

Paralleling the advances in wearable application in rehabilitation and miniaturiza-
tion in particular, a number of SRG’s aiming at support arm-hand training have been
developed [10, 11]. Although wearable technology shows great promise and provides
many technical benefits in these systems [12], other aspects like wearability, comfort
and aesthetics are often neglected [13]. A potential explanation could lie in the novelty
of this technological field, where most effort is still directed towards the development
of sensors and establishing their measuring accuracy rather than in their integration into
complete systems. For example, a recent literature survey [1] of wearable sensor
systems to support upper extremity rehabilitation, could only find 27 articles reporting
the development of systems beyond the proof of concept, only 4 of which were
integrated into a complete exercise system that could support training and another 5 in
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gaming applications. We note however that particularly when aiming to support
tele-rehabilitation it is important to consider more practical aspects of the garments,
how easy they are to wash, how flexible and light they are, whether they are aligned
with current style trends, etc., all issues that directly influence the wearer’s experience.

We describe in this research how sensor – based wearable technologies can be used
for posture monitoring and correction during rehabilitation training. We propose an
interactive wearable system that consists of: a sensing garment integrated with wear-
able acceleration sensors and conductive networks; an android-based application that
communicates with the garment by Bluetooth that can control the garment and can
provide visual feedback. We expect this system has great potential to be an associated
therapy contributing to the rehabilitation training.

2 Related Work

In recent years, systems and applications for motion capture for training has attracted a
lot of attention. For example, in 2011 Lee et al. [14] proposed a wearable limb
monitoring system using integrated accelerometers that do not constrain human
movement and were easy to wear. Although the system does not provide feedback to
subjects, the accurate results during measurements showed its potential for rehabili-
tation systems. Markopoulos et al. [15] developed a wrist-worn system to support the
monitoring of relative movement of the two limbs through the day, with the aim to
motivate stroke patients with a unilateral deficit to keep moving their damaged arm.

3 System Concept and Requirements

We propose a monitoring system that aims to improve motor training quality by
sensing the compensation movement with shoulder and torso, as shown in Fig. 1.
While wearing the garment during rehabilitation exercises, the patient or the therapist
can set a goal range. Further to continuous feedback regarding posture, notifications for
wrong movements can be provided. When the detected compensation movement
exceeds the set values, the user can receive some vibration or audio notification, which
can be turned off when not desirable.

Following the guidance from therapist and earlier investigations [6, 16], we iden-
tified the design of the garment system for arm-hand rehabilitation should consider the
following requirements for both the function and user experience aspects:

• It should be easy to put on and take off and should be worn with normal clothes on.
• It should be light, comfortable, and appropriate for long term monitoring.
• Sensors should always be close to the user’s body for data accuracy.
• It should provide feedback for monitoring result and system’s functioning.
• It should be scalable for other modular functions.
• It should be adjustable for different sizes.

Currently our prototype system consists of two parts: a smart sensing jacket and a
smartphone application that controls the system and provides graphical feedback. The
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sensor position is shown in Fig. 2, two accelerometers (S1, S2) are placed on the T1
and T5 of spinal column for monitor trunk movement [17]. While the other one placed
on the shoulder of the patients affected side (S3 or S4).

4 Prototype and Architecture

We provide a description of the prototype design and application development in this
section.

4.1 Components in Detail

The system contains three sensor nodes that communicate to two Lilypad Arduinos.
The sensor comprises the following components:

Fig. 1. Example of compensation movement

Fig. 2. System Overview
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• 2 LilyPad Accelerometer ADXL335 sensing unit; these sensors were preferred over
other possibilities because of their wearability.

• 2 LilyPad Arduino 328 Main Board as the central node read sensor data from the 3
accelerometer separately,

• a small and inconspicuous LilyPad Power Supply with input battery from 1.2v–5v,
• a Bluetooth Mate Silver module for wireless communication between the jacket and

smartphone,
• LilyPad Vibe Board embedded closed to the accelerometer provide vibration

feedback.

4.2 Garment Design

The whole system is designed to be modular, allowing the hard electronic parts to be
easily detached and reattached for washing. The removable design of the wearable
electronics, potentially allows users to have garments made of different material or for
various scenarios during their rehabilitation exercise at home. The sensing garments
have the same conductive networks matched to the wearable electronics. The sensing
garment is designed to look friendly and familiar in order to offer better engagement.

The garment, shown in Fig. 3, is designed in “front” and “back” parts for ensuring
the accurate sensor position and measurement. Based on the adjustable design on
shoulder and wrists, the garment can fit multiple sizes of people and keeps the sensors
close to users’ body and at the right location.

4.3 Conductive Textiles Integration

Conductive textiles in health care garment applications show a great potential, can help
users who wear them feel more free and monitoring posture all day for home-based
rehabilitation. In this system, a conductive network was applied to enhance the aes-
thetics of the design without adding the original resistances.

Fig. 3. Prototype of Smart Rehabilitation Garment
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We designed conductive fabric pattern for the removable design of wearable sensor
and conductive path for the connection between the electronic modules, shown in
Figs. 4 and 5. The sensors can easily connect to the garment by attached snaps.

Furthermore, as the cut pieces are small and need to match exactly, a laser cutter is
effective for this process.

4.4 Application Implementation

‘SmartSuit’ is our application supported the garment that runs on android-based smart
phone and tablet computer. The application is implemented using the MIT App
Inventor (see www.appinventor.mit.edu) that is an online open-source and block-based

Fig. 4. Conductive fabric pattern for Lilypad Arduino.

Fig. 5. Conductive fabric pattern for Accelerometer.
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programming tool. The main functions and interface design of ‘SmartSuit’ are
described below.

A. Enabling the garment
Before enabling the garment, user needs to login ‘SmartSuit’, in this way the

application will keep the training information, shown in Fig. 6.

By now, we developed two functions: ‘VEST’ provide real-time feedback and
‘CHARTS’ goes to history data. ‘SmartSuit’ connects with the sensing garment by the
Bluetooth module plugged in the Lilypad arduino.

B. Control the training process
The ‘VEST’ page consists of 3 items: personal information on top; graphical fan

chart and pointer; instruction and control button. Key point is the pointer will visualize
sensor data in real-time by rotation and value in circle.

Figure 7 illustrates the system works in three steps:

(1) Setting the start value while they relax their body and maintain straight their body;
(2) Setting the target value that is suggested by therapist and based on training

difficulty and history data;
(3) The pointer will rotate as the user moving forward and upward, while the pointer

is out of range, the dark circle shown in Fig. 7, garment will vibrate on the special
place (torso or shoulder sensor).

C. Dashboard
Figure 8 illustrates the dashboard design. This interactive page is an interactive tool

that lets you explore your historic progress by selecting the buttons on the right side to
see the process obtained yearly/monthly/daily. We also offer the complete situation in

Fig. 6. Interface design. (a) Login Page. (b) Navigation (c) Bluetooth Connection.
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the bar graph that when the user is nearing the goal and when they achieved them. So
both the user and therapist can see the positive result of long-term home rehabilitation
and adjust the training project.

Fig. 7. Interface design. (1) Start value. (2) Target value (3) Training value

Fig. 8. Dashboard
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5 Future Work

This paper has shown a fist functional version of the system that is able to support
planned evaluations with users and clinical experts. However, initial evaluations have
shown the need to improve the accuracy of the sensing and to explore further
improvements in the garment design that will ensure the sensors remain firmly in place
during training.

• In the future we plan to develop the system in the following steps:
• Improvement of the currently rudimentary data processing, for pre-processing data

and multi-channel data fusion to eliminate noise from the system.
• Enhancing the usability of the software interface design, particularly the readability

and understandability of graphical feedback and providing more related functions.
• Carrying a preliminary (pre-clinical) evaluation of the garment to establish its

usability and aesthetic appeal with patients, and other factors that may determine its
eventual acceptance as a training aid by patients and professionals.

6 Conclusion

We set out to design a garment as a platform for rehabilitation research. We have
proposed a design of the smart rehabilitation garment system, providing feedback of
compensation movement to improve users’ correct execution of exercise. The inte-
gration of smart textiles design to wearable projects contributes to implement the
reliable and comfortable monitoring system. The system can be used in different
context and training approaches and the adjustable design ensures the sensors stay in
the right positions. Due to the modular and cost-effective design, the system has a good
potential for accuracy and comfort. We will improve the system to become more
applicable and easy-to-use to real-life situations. Eventually we aspire that wearable
posture correction technology can increase the quality of living for patients with a
variety of conditions requiring neurological as well as musculoskeletal rehabilitation
for upper extremities and trunk.
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Abstract. We propose a set of principles to facilitate the design of hap-
tic feedback virtual environments, which is expected to contribute to
the effectiveness of the fine motor hand therapy. Firstly, we conducted a
contextual study in a rehabilitation center to identify preliminary design
elements using grounded theory. Based on these results, we defined a
set of principles aiming to aid in the design of haptic feedback virtual
environments to favour therapy effectiveness and patient’s safety. Sec-
ondly, in order to evaluate the proposed design principles, we developed
a haptic feedback virtual environment based on them and conducted a
formative evaluation with five patients and three therapists. Preliminary
results provided promising evidence, indicating a high perception of use-
fulness, ease of use and intention of use of the proposed environment and
principles. Finally, to validate the impact of the design principles in ther-
apy effectiveness, we carried out a second study with thirty participants,
from which fifteen elderly had hand motor impairments. We found no
significant differences in task execution time between healthy adults and
elders with hand motor impairments. We found significant differences in
precision or accuracy of the exercise. We confirmed the importance of
key principles to facility the design of hapto-virtual environments that
contribute to the effectiveness of the fine motor hand therapy. Further
evaluations are needed to validate our results from a clinical viewpoint.
We confirmed the importance of key principles to contribute to the effec-
tiveness of the fine motor hand therapy. Further evaluations are needed
to validate our results from a clinical viewpoint.

Keywords: Virtual rehabilitation · Haptics · User-centered design ·
Design principles · Neurorehabilitation
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1 Introduction

In the recent years, several innovative strategies have been developed for improv-
ing post-stroke upper extremities motor recovery such as constraint induced
movement therapy, electromyographic biofeedback, electromechanical assisted
training, electrostimulation, high intensity therapy, robotics, repetitive task
training, splinting and physical fitness training, among others [14,36,39]. The
incorporation of emerging technologies such as virtual reality and haptic feed-
back in the rehabilitation therapy has attracted the attention of researchers and
therapists because of its potential benefits, namely its capability to comply with
neurorehabilitation principles [15,21] such as repetition, feedback, motivation,
early intervention, and task oriented training—see for instance [36] and refer-
ences therein.

As pointed out by [34,37], virtual reality allows for the design, creation and
control of multi-dimensional simulated and interactive valid stimulus environ-
ments within which behavioral responding can be measured and recorded, pro-
viding in this way clinical assessments and rehabilitation tools that are usually
not available in traditional therapy methods. Furthermore, when haptic feed-
back is also incorporated into the virtual environment, additional benefits such
as force-feedback and tactile or kinesthetic input/output that are essential in
many rehabilitation tasks are also provided [20].

Although there have been several proposals concerning the implementation
of different kinds of hapto-virtual rehabilitation systems i.e., haptic-enhanced
virtual reality environments, e.g., [20,23–25,28,40], there is still a gap between
the design phase of those systems and their usage with real patients due to the
lack of design principles that take into account both the needs of patients and
therapists [30]. Most research works rely on the patient point-of-view to identify
criteria (mainly for visual-based virtual environments) either focusing on the
patient motivation, entertainment and engagement [4–8,13,16,18,19,22,33,36]
or on the therapy usefulness [11,27,29,35,38]. However, ensuring therapy effec-
tiveness and patient safety while providing the therapist with the adequate para-
meters to track patients performance and progress in hapto-visual rehabilitation
environments are among the questions that remain yet to be answered [17]. To
this end, we present in this work the preliminary results that allows us to identify
designing principles for hapto-visual rehabilitation environments in fine motor
hand therapy. We also present the evaluation results that allowed us to iterate
these design principles, as well as to explore their effects on therapy effectiveness.

The remainder of the paper is organized as follows: Sect. 2 describes the
contextual case study performed at the regional rehabilitation center. Section 3
explains the preliminary design principles that were identified during the study.
We describe in Sect. 4 the methodology carried out to obtain feedback regarding
the design principles with patients and therapists. Section 5 presents the eval-
uation results of the design principles, with emphasis on therapy effectiveness.
In Sect. 6 we discuss the identified key design principles. We conclude with final
remarks and future work in Sect. 7.
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2 Contextual Case Study

A qualitative study was carried out during three months at the regional reha-
bilitation center located in Ensenada, Baja California, México, to gain an initial
understanding regarding traditional fine motor hand therapy. Twelve special-
ists (e.g. rehabilitation medical specialist, occupational therapists, psychologists,
among others.) took care of approximately 80 patients with motor and cognitive
impairments in this center. We performed structured and unstructured inter-
views with 5 of the 12 specialists, from which 1 rehabilitation medical special-
ist, 1 occupational therapist, 2 physical therapists and 1 psychologist. All of
them answered a 5-point Likert scale questionnaire of 40 items. Additionally, 8
non-participative direct observation sessions (30 min each, 4 h total) involving 5
patients with different conditions such as carpal tunnel surgery, cerebrovascular
accidents, and brain lesions were performed (Fig. 1).

Interviews and observation sessions were recorded, transcribed and analyzed
using grounded theory [9]. As a result, we have identified the different stages of
a traditional occupational therapy session (Fig. 2). On average, an occupational
therapy session lasts 30 min. During the first session, occupational therapists cre-
ate an individual treatment program based on the initial patient assessment. In

Fig. 1. Non-participative direct observation of a traditional occupational therapy ses-
sion.

Fig. 2. The different stages of a traditional occupational therapy session.
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subsequent sessions, occupational therapists select the tools and equipment that
will be used by patients in each therapy session. Then, therapists explain and
show the patient how to perform the exercises, review the treatments periodi-
cally, evaluate patient’s progress and make changes to the treatment as needed.
The whole therapy session is carried out under therapists supervision and assis-
tance. Finally, occupational therapists analyze patient’s performance and write
it down on his medical record.

We have further identified the main characteristics of the occupational ther-
apy for improving fine motor hand skills (Table 1). For instance, ludic activi-
ties are among the strategies used by occupational therapists to motivate the
patients. Depending on the function to be enhanced, the exercises are selected as:
exercises to improve muscle strength (e.g., pulling or moving objects of different
weight and size, or pressing dough), exercises to improve eye-hand coordination
(e.g., solving puzzles, mazes and dot-to-dot pictures), exercises to increase range
of motion (e.g., stretching rubber) and exercises to increase sensitivity (e.g.,
touching objects with different textures).

3 Preliminary Design Principles

A design principle is used by interaction designers to guide them when design-
ing user-centered applications [11,31]. From the contextual study described in
Sect. 2, we have identified a preliminary set of designing principles that incor-
porates the therapists viewpoint. These design principles are classified in two
categories: principles that aim (a) to guarantee therapy effectiveness, and (b) to
ensure patient’s safety when designing the interaction with hapto-visual envi-
ronments.

With respect to therapy effectiveness we distinguish the following design prin-
ciples:

– Adaptability. According to occupational therapists, this principle is important
to assess the range of motion and strength of the patient, to thereby adapt
therapy.

– Therapy tasks tailored according to the patient’s motor impairment.
– Motivation based on recreational activities to engage and entertain the patient

during the therapy.
– Suitable selection of the haptic interface.

Concerning patient’s safety, the design principle involves the careful selec-
tion of the range of motion and strength of the therapy tasks according to the
patient’s physical ability.

4 Evaluation of the Design Principles

In this section we describe the virtual environment we developed taking into
account the design principles explained in Sect. 3. We also present a formative
evaluation conducted with 5 patients, as well as a refined version of the design
principles.
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Table 1. Characteristics of traditional occupational therapy.

Category Property Dimension

Fine motor skills
hand therapy

Feature Based on formal or ludic activities

Goal-based movements

Exercises for specific movements

Tools Everyday toys, textures, mirror

Equipment Mechanotherapy

Electromyography

Exercise Move and press divers artifacts

Movement Fingers, palm and wrist flexion or
extension

Fingers and wrist abduction or
adduction

Tip, palmar, lateral

Wrist supination or pronation

Cylindrical, spherical or hook grasp

Function to be enhanced Strength

Sensation

Range of motion

Precision (eye-hand coordination)

Etiology Birth defect

Injury or accident

Degenerative disease

Problem Patient’s absenteeism

Lack of motivation

Subjective assessment

Lack of technology that motivates to
exercise

Strategy Ludic or formal activities according to
patient’s skills

4.1 Hapto-Virtual Environment

As a proof-of-concept of the preliminary design principles, we have developed
a haptic maze environment. Haptic feedback is provided with the Novint Fal-
con haptic device [2]. The Novint Falcon is a 3 degrees-of-freedom (dog) parallel
robot that provides users with haptic feedback. It has a workspace of approx-
imately 10.6 cm3. Open-source three-dimensional (3D) computer graphics soft-
ware Blender [1] as well as the cross-platform game creation system Unity [3]
were used to develop the virtual environment. The user in the virtual envi-
ronment is represented by a proxy (or avatar) that moves in a 3D space. The
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Fig. 3. Haptic-enhanced virtual environment: (a) therapy configuration; (b) exercise
in the haptic maze for wrist therapy; (c) therapy results.

collision detection algorithm is carried out with Unity libraries as well as with
penalty-based methods [26,32].

Our main objective in developing the haptic maze was to enhance the
strength and wrist-movement accuracy of the patient. In the virtual environ-
ment (Fig. 3) we distinguish three main components: (a) a configuration screen
where the occupational therapist selects not only the visual features of the vir-
tual environment, but also the number of task repetitions and the simulated
weight of the haptic proxy; (b) the haptic maze; and (c) the results screen where
patient performance is displayed.

4.2 Formative Evaluation

In order to evaluate the design principles that were used for the development
of the virtual environment, we conducted two therapy sessions with 5 patients
(Fig. 4). These sessions were supervised by two occupational therapists and one
physical therapist. After each therapy session a Technology Acceptance Model
(TAM) [10] Likert scale 5 questionnaire regarding perception of usefulness, ease
of use and intention of use of the haptic virtual environment was answered by
patients and therapists. Evaluation results are shown on Table 2. These results
provide evidence about patients and therapists having a high perception about
the proposed environment’s usefulness, although the latter perceived a higher
usefulness (i.e. completely agree) than the former (i.e. agree). Also, therapists
perceived the environment as having a high ease of use (agree), although it
was not the case for patients which were neutral. Finally, intention of use was
projected as high (i.e. completely agree) by both kinds of users.
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Fig. 4. Patients conducting therapy sessions during the formative evaluation of the
design principles.

Table 2. Perceived usefulness, ease of use and intention of use.

Aspect analyzed Patients Therapists Total

Perceived usefulness 4.0/5 4.5/5 4.2/5

Perceived ease of use 3.0/5 4.2/5 3.6/5

Intention of use 4.5/5 4.6/5 4.5/5

Based on the lessons learned during the development and evaluation of the
haptic virtual environment, the preliminary design principles described in Sect. 3
were modified (others were added) as follows.

Therapy Effectiveness

– Patient’s data accessibility: Store the patient’s data according to the clinical
record requirements; allow for data access according to the specialist’s role;
display a performance record of the patient.

– Therapy adaptability: Execute a task that allows to determine objectively the
level of difficulty of the exercise for the patient (for instance, number of repe-
titions, weight of the virtual object); automatically suggest the difficulty level
according to the patient’s performance record; learning level of the exercise
that does not add excessive difficulty to the patient’s motor rehabilitation.

– Ludic activity based motivation: Gain the patient’s attention by including
game-based visual and auditory elements combined with strength feedback.

– Goal-oriented movements for skill generalization: Repetitive and intense basic
movements (such as finger and wrist flexion and extension, finger adduction
and abduction, fine pincer grasp) for motor re-learning.

– Suitable selection of the haptic interface for movement execution: Careful
selection of the haptic interface according to the movement to be enhanced
(e.g., exoskeleton or haptic device with end effector).

– Mechanisms for determining success of the therapy: Establish mechanisms
that allow to identify patients’ improvements based on quantifiable results
(for example speed, position, weight of the virtual objects).
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Table 3. Biomechanical properties of the hand [12].

Movement Value

Hand opening maximum range 15 cm

Wrist rotation maximum range 180 deg

Thumb mean orientation 45 deg

Maximum grasping force, measured for one finger 40 N

Maximum wrist torque 0.5 Nm

– Continuous interactions: Guarantee the synchronization between the visual,
auditory and haptic feedback according to the virtual objects’ characteristics.

Patient’s Safety

– Regarding the range of movement and hand’s maximum strength: Limit the
range of movement of the exercise and the maximum weight of the virtual
objects according to the biomechanical properties of the patient’s hands (see
Table 3.

– In case of failure, stop communication with the device at an appropriate time:
Provide simple mechanisms that allow for stopping the activity in case of
failure of the haptic device.

5 Evaluating Therapy Effectiveness

In order to further evaluate the proposed design principles, as well as to gather
additional evidence regarding their influence in therapy effectiveness based on
patient’s performance, we conducted a second study that is briefly described
next. A second version of the haptic maze was also developed, which integrates
the design principles (for instance: data accessibility, ludic elements and auditory
feedback) described in previous sections.

5.1 Participants

2 groups of 15 participants each were recruited. In the control group, 15 healthy
adults (8 women and 7 men, average age 55.73 ± 7.56 years) who live an inde-
pendent life and have no apparent motor impairment problems served as par-
ticipants. In the intervention group, 15 elders (8 women and 7 men, average age
78.80 ± 11.30 years) with hand motor impairments, e.g., rheumatoid arthritis,
were recruited from the home for elderly “Casa Hogar del Anciano” and “Casa
del Abuelo”, both located in Ensenada, Baja California, Mexico.
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5.2 Experiment Design and Procedure

The experiment followed was a within subjects paradigm, i.e., both groups per-
formed the task under the same following condition:

C1. Virtual environment with auditory, visual and haptic feedback using the
Novint Falcon haptic interface (Fig. 5).

Participants of both groups performed one task consisting of moving an
object through the maze to virtually “touch” three doors of different colors in
the indicated order—red, green and blue—(Fig. 6) with a simulated proxy weight
of 100 gr. While moving the object through the labyrinth, if the participant col-
lides the avatar with any wall, he gets auditory, visual and haptic feedback. We
formulated the following hypotheses:

H1. The task execution time of healthy adults is shorter than the task execution
time of elderly with motor impairments.

H2. The number of collisions detected for healthy adults is smaller than the
number of detected collisions for elderly with motor impairments.

5.3 Evaluation Results

The exercises were evaluated using objective performance data from the virtual
environment, namely, the task execution time (efficiency) and the number of
collisions detected with the virtual walls (precision of movement or accuracy).
Table 4 presents a summary of the scores obtained by each participant.

We analyzed the results of the therapy effectiveness in terms of performance
of both groups (see Table 5). As can be seen in Table 5, we found no significant
difference in task execution time between healthy adults and elders with hand
motor impairments (H1), we found significant difference in precision of the exer-
cise (H2). These results confirms the importance of provide adaptability in the
exercise. The balance between exercise and challenge should be appropriate to

Fig. 5. Participants conducting the exercise with the Novint Falcon haptic interface
during the therapy effectiveness evaluation of design principles: (a) elder with motor
impairment, (b) adult with no motor impairment.
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Fig. 6. Exercise in the haptic maze. The ideal trajectory motion is depicted in black.
The proxy (red dot) changes its color to indicate the wall color that the user has to
touch in the indicated order (red, green and blue) (Color figure online).

Table 4. Evaluation results of the exercise in terms of task execution time and num-
ber of collisions. G1: group of healthy adults, G2: group of elderly with hand motor
impairments. SD: Standard Deviation.

Participant Outcome

Time (sec) Number of collisions

G1 (SD = 23.63) G2 (SD = 28.93) G1 (SD=15.63) G2 (SD = 12.56)

1 46.13 74.74 14 51

2 51.35 109.74 15 21

3 31.12 57.68 13 21

4 43.87 84.48 19 36

5 44.03 58.39 13 34

6 94.37 79.57 19 17

7 64.41 47.37 22 30

8 26.94 27.26 18 13

9 33.88 46.33 8 14

10 69.34 89.51 18 33

11 110.24 130.48 76 55

12 35.32 52.13 8 25

13 26.47 44.74 16 21

14 46.32 84.56 13 26

15 38.30 21.25 16 11
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Table 5. Summary of Kruskal-Wallis and Nemenyi test [41] on H1 and H2 hypotheses.

Critical value Statistical value Significance of difference

H1

Kruskal-Wallis test (alpha= .1, 1 degree of freedom)

2.706 3.561 Significant

Nemenyi test (alpha= .025)

3.17 2.668 Not significant

H2

Kruskal-Wallis test (alpha= .025, 1 degree of freedom)

5.024 5.160 Significant

Nemenyi test (alpha= .025)

3.17 3.387 Significant

ensure a successful and effective therapy. In addition, it is important that the
selection of exercises and level of challenge be a simple task for both therapists
and patients. Moreover, it is important to gradually modify the difficulty level
of the exercise to out ongoing progress. This can be done either automatically
by means of a decision algorithm or manually with the help of a therapist dur-
ing the execution of the exercise [36]. For instance, the properties of the virtual
objects within the hapto-virtual rehabilitation environment such as weight, size
and quantity, among others, can be adjusted during the exercise to ensure an
appropriate level of force and range of movements, while providing and adequate
level of challenge and engagement to the patient.

6 Discussion

The results of the conducted formative evaluation allowed, on the one hand for
gathering preliminary evidence towards the perception of participants about the
usefulness, ease of use and intention of use of the developed environment, and
on the other hand for obtaining a refined version of the principles for the design
of haptic virtual environments for fine motor hand rehabilitation.

Regarding participants’ perceptions, although this perception was high on
usefulness and intention of use for both patients and therapists, this was not
the case for ease of use. In the latter case, therapists perceived it high, but
patients were neutral about it. This could be due to the challenge imposed
to patients by the indirect manipulation required to interact with/through the
haptic device. In this sense, it is necessary to further investigate principles to
balance this challenge, to try to increase the patient’s ease-of-use perception.
Concerning the design principles, these aim at achieving therapy effectiveness
and patient’s safety. Although other research works have proposed similar prin-
ciples for therapy effectiveness (e.g. [38] considers principles about goal-based
movements, ludic activity based motivation, and patient’s performance), our
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proposal includes principles regarding accessing patient’s information according
to the specialist’s role for decision making, and the appropriate selection of the
haptic interface according to the movement to be enhanced. To the best of our
knowledge, none of these principles have been included in previous efforts. Addi-
tionally, and also to the best of our knowledge, no other proposal have considered
the inclusion of design principles for patient’s safety, such as the importance of
having a simple mechanism for stopping the haptic device in case of failure.

Moreover, the results from the second study allowed us firstly, to further scru-
tinize therapy effectiveness based on performance, and secondly, to iterate the
preliminary design principles. Although we found no significant difference in task
execution time between healthy adults and elders with hand motor impairments,
we found significant difference in precision of the exercise. These results suggests
that the elderly, having visual and hand motor disabilities, find more motivating
finishing the task rather than completing the exercise with accuracy. It is worth
mention that only 2 of the 15 elders had experience on the use of the computer,
compared to 7 from 15 of the healthy adults. In addition, the auditory feedback
enhanced the user experience of participants with visual disabilities from both
groups. We also found that 80 % of participants were interested in comparing
their performance with that of the others. This suggest the inclusion of elements
in the virtual environment that promote motivation and engagement such as
different kinds and level of challenges, and incentives.

7 Conclusions and Future Work

We have reported the evaluation results of a preliminary set of principles for the
design of hapto-virtual rehabilitation environments for fine motor hand therapy,
with an emphasis on effectiveness of the therapy. With this we aim at supporting
developers to facilitate their understanding of key principles to include in the
design of hapto-virtual rehabilitation environments for upper limb rehabilita-
tion. Our main findings suggest that although the elements introduced through
the principles (e.g. the inclusion of haptic force feedback) are well appreciated by
both the patients and the therapists regarding usefulness and intention of use,
additional work should be conducted to overcome some of the challenges intro-
duced by them regarding ease of use (e.g. the use of a haptic device to provide
force feedback introduces indirect manipulation, which imposes an additional
challenge to patients, whom need to “map” their movements in the physical to
the actions on the objects in the virtual environment). In addition, the results
from the evaluation of the effectiveness in terms of performance, suggest the
importance of the design principles and the identification of new ones such as
sharing information among participants to increase motivation. So far we have
not evaluated the safety design principles. Nevertheless, it is important to take
into account the maximum range of motion and strength of the hand, accord-
ing to the participant assessment. We believe that the principles may reduce
development times, and increase chances of therapeutic validity of hapto-virtual
rehabilitation environments in terms of therapy effectiveness and patient’s safety.
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Further studies are needed not only to iterate and evaluate the safety design prin-
ciples, but also to evaluate the design principles impact from the clinical point
of view.
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Abstract. In the past few years, new devices for children and disabilities has
proliferated thanks to the development of more and more inexpensive mobile
technology and to the availability of free-downloadable software applications. In
this work we describe the design, development and testing of an integrated
system which combines the use of a tablet, a group of toys (e.g. small plastic
animals), Near Field Communication (NFC) technology and a software appli-
cation with educational purposes. The goals of the device are to improve the
structural knowledge and the semantic competences of typically developing and
disabled children while offering an entertaining environment.

Keywords: Software application � Children � NFC � Learning � Language
disorder

1 Introduction

The proliferation of inexpensive mobile technology is dramatically changing the
landscape for both typically developing subjects and individuals with complex com-
munication needs and learning difficulties. Indeed, software application, or “apps” as
they are commonly called, are readily adopted by people even when a disability or a
cognitive disorder is present [1]. In the past few years, programmers in the Android
community have come up with varied applications for education, development, com-
munication and rehabilitation for children with different disabilities, most notably
autism [2]. Some apps have been used to improve basic speech/language capabilities as
a support for traditional, impairment-based treatments. Others are available to convey
spoken, written or visual messages to other people, to facilitate communication
attempts [3].

Recently, efforts have been made to use electronic media to promote healthy eating,
physical activity and weight control among children [4]. Often, the goal of many
developed apps is to facilitate communication between children and the outside world
using pictures, applications that help form sentences, or online resources. The process
has proved successful and popular among both parents and children. However, to our
knowledge, it still lacks an application developed to speed learning and to improve the
structural knowledge and the semantic competence of children while offering an
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entertaining environment. Moreover, few apps specifically address the needs of chil-
dren with mild linguistic or cognitive impairments that affect semantic organization
(and therefore lexical and conceptual comprehension and expression abilities) rather
than gross motor and communication skills. Children with language impairments or
delays and mild cognitive deficits represent instances of such needs [5, 6]. Any device
addressing such subtle communication impairments may, in addition, be seen as a
precious aid to support and enhance communication abilities in typically developing
individuals as well.

In this work we describe the development and testing of an integrated system which
combines the use of a tablet, a group of toys (e.g. small plastic animals), Near Field
Communication (NFC) technology and a software application with educational pur-
poses. A preliminary design of the system has been already presented in [7]. In this
application, each toy connected to a NFC tag, calls different activities when it passes
close to the NFC reader, embedded into the tablet. These activities allow the user to
read information, or a tale, or to listen to a song or to look at a picture, all describing the
subject (animal or object) represented by that specific toy. These contents are taken
from specific websites, that we filtered for children. Further, the user can choose to
listen to the content of the webpages by means of a text-to-speech tool. The system was
proposed to pre-school children with speech disorders to evaluate its ease of use and
understanding, and the interest it raises. Our app reverses the standard model of
communication with the outside world through pictures and text-to-speech functions,
and uses images and audio to instruct. The application uses auditory, visual, and tactile
information to improve the speed of learning and entertainment value for users. Finally,
it uniquely uses NFC to incorporate physical objects outside of the tablet.

2 Materials and Methods

The system integrates a tablet, equipped with a NFC reader, the custom software
application and some NFC tag stickers (NTAG203) that are placed on hypoallergenic
plastic animals, making possible the unique recognition of each toy (currently three
animals: lion, zebra and giraffe; Fig. 1).

2.1 Device Choice

A Nexus 10 tablet was chosen to run the custom application. It features a Samsung
Exynos 5250 system on chip, a dual-core 1.7 GHz Cortex A15 central processing unit
and a quad-core ARMMali T604 graphics processing unit. It provides a front NFC
reader, required to recognize the toys with attached NFC tags, a micro USB port, used
for charging or connecting the device to a PC or other USB-compatible device, and a
micro HDMI port to connect the system to a larger screen if necessary. The tablet’s
screen is large enough (263.9 × 177.6 mm) for children to view images puzzles and
videos clearly as well as to easily pass toys over. It is widely sold and available on the
web for about 260 USD. The tablet was tested to ensure it worked correctly before
programming the custom education and rehabilitation software. Specifically, the Nexus
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10 had the NFC tags passed over it to check if its sensor was operational, before the
custom application was successfully loaded onto the tablet.

2.2 Development of the Software

The custom application was developed in Eclipse by using a series of public access
methods developed by the Android community, modifying them and integrating them
into one application. The architecture of the main application is designed as follows
(Fig. 2). First an application to read and write onto NFC tags was created to recognize
the toys as children pass them over the screen of the tablet. When a specific toy, with a
recognized NFC tag is passed over the tablet a second method calls that toy’s activity, a
navigational page. The navigational page is unique for each NFC tag and allows the
user to access a unique web-view activity, introducing a series of dynamic websites
providing stories, interactive games and puzzles, information and songs. If the user
wishes to access an activity with a written description in the website (e.g. information,
tale), the application uses a JSOP HTML parser method to retrieve the website’s text,
or uses a prewritten script, and uses a text-to-speech method to convert the writing into
speech.

2.3 Preliminary Tests

Five children (age 4–6) with mild language disorders or delays were asked to play with
the integrated device during one 45 min speech therapy session. Table 1 shows
demographic data of the patients. A structured observation grid and a questionnaire
about the positive and negative reactions of the children was filled by the therapist at
the end of every session to evaluate the interest raised by the educational app and the
usability of the integrated system. Median values ± ΔIQ (difference between the 3rd and
the 1st quartiles) were computed and a non-parametric statistical analysis
(Kruskal-Wallis test and Mann-Whitney test) was performed on the number of accesses
to each activity. All the sessions were video recorded for further observations.

Fig. 1. Example of three plastic animals (left) each one equipped with an NFC tag below their
paws (right)
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3 Results

3.1 Hardware Testing

The functionality of the Nexus 10 Tablet and NFC Tags (NTAG203) was verified.
A separate application, TagWriter, was downloaded onto the tablet to write plain text
files onto the NFC tags to distinguish them in the custom application. Each NFC tag
was programmed to activate the menu pertaining the specific animal.

3.2 Custom Application

The application awaits a recognized NFC tag before it displays a menu offering a
puzzle activity, a story, pictures, multimedia information and a song associated with

Fig. 2. Architecture of the main application. A toy with a NFC tag passes over the tablet and it is
recognized, thus calling different activities. These activities allow the user to read a tale (story), or
to look at a picture (picture), or to make a game (puzzle), or to read didactic information
(information) describing that specific toy. These contents can be read or listened by means of a
text-to-speech method.

Table 1. Demographic data of the patients. Legend: LD = Language Disorder; PMR = Psy-
cho-motor Retardation.

Patient Age (months) Gender Diagnosis

S1 74 M LD
S2 70 M LD
S3 66 F LD
S4 51 M LD and PMR
S5 60 M LD
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that NFC tag and thus the specific animal. Both the story and information pages can be
read aloud, by a text-to-speech function that reads a predetermined script. Extra
punctuation was added and some words were spelled phonetically in the script to
render the speech easier to understand.

Figure 3 displays an example of the app functionality when the plastic giraffe
passes over the NFC reader embedded into the Nexus 10 tablet. The app (Fig. 3B)
recognizes the NFC Tag and prompts the application to display a menu screen
(Fig. 3A). From here the user can choose to access:

• “Puzzle” where games based on puzzles (where number and shape of the pieces can
be varied) can be played (Fig. 3C)

• “Story” which opens one or more websites where tales about the animal can be read
(or can be listened by means of the text-to-speech tool),

• “Information” which opens one or more webpages giving scientific information
about the animal that can be read or listened by means of the text-to-speech tool,

Fig. 3. (a) Initial menu that appears when the plastic giraffe passes over the NFC reader. (b) App
initial view: the user can interact with it only by means of NFC-tagged animals. (c) An example
of the puzzle activity (giraffe menu).
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• “Picture” that returns different webpages showing pictures and photos about the
target animal,

• “Song” which allows the user to play a song about the target animal.

3.3 Preliminary Tests with Children

The five children (age: 66 ± 10 months) spent 1866 ± 264 s (approximately 31 ± 4 min)
playing with the animals and the tablet. The times each kind of activity was accessed
were recorded and compared (see Fig. 4). Significant differences in the number of
accesses were observed (Kruskal-Wallis test, p < 0.05) between the activity “Puzzle”
and both the activity “Information” (p = 0.0238) and the activity “Songs” (p = 0.0317).
All the data about the use of the device are reported in Table 2.

To evaluate the interest raised by the educational app and the usability of the
integrated system, the speech therapist filled an observation grid about the positive and
negative reactions of the children. Moreover, each child was asked at the end of every
session to give a feedback, expressing his/her level of satisfaction (on a 4-level scale

Fig. 4. Number of times each activity was accessed by the children during the observation
session (Color figure online).

Table 2. Data about the use of the device: consecutive time spent by playing with the app,
number of accesses to the app by using different animals, number of entries to every activity

Patient Played time (s) Number of entries Puzzle Story Info Picture Song

S1 2155 1 3 0 1 1 0
S2 1866 3 3 5 0 1 0
S3 2058 10 5 1 2 4 0
S4 1794 4 4 1 2 3 3
S5 1627 4 2 1 0 1 0
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from 0 to 3) and indicate his/her preferred activity. The median scores obtained were
3 ± 0 and 3 ± 1 in terms of level of autonomy in the use of the device and motivation,
respectively. The children gave a median score of 3 ± 0 to the session, that is a positive
feedback and their level of satisfaction was high (3 ± 0). They mainly preferred the
puzzle activity, thus confirming the statistics. All the data about the results of the
structured observation grid and the questionnaire are reported in Table 3.

4 Discussion

In the past few years, technology for children and disabilities has proliferated thanks to
the development of more and more inexpensive mobile technology and to the avail-
ability of free-downloadable software applications. Apps for autism [2], speech and
language disorders [1, 3], and health promotion [4] are only few examples of the huge
amount of software application currently available on the web. However, to our
knowledge a multisensory teaching application for both typically developing and
disabled children still lacks in this landscape. In this work we describe the design and
development of an integrated system which combines the use of a tablet, a group of
toys (e.g. small plastic animals), Near Field Communication (NFC) technology and a
software application with educational purposes aimed at improving the speed of
learning in an entertaining environment.

The application recognizes the NFC tags placed below the animals’ paws and lets
the user choose one activity among reading/listening to information webpages, playing
a puzzle, reading/listening to a tale, looking at a picture or listening to a song. The
user’s choice of one of the menu options randomly opens one of a list of predetermined
websites. This list is only limited by the number of children-appropriate learning
websites on the internet associated with each subject, which are assumed to be
increasing.

The choice of the activities to be included into the app was guided by four specific
goals that neuropsychiatries and speech therapists usually have in mind during a
rehabilitation program. Specifically, pictures and puzzles are instruments to improve
structural knowledge and mental representations, respectively. Information can help in
improving semantic knowledge while songs and stories enrich conceptual networks.
Finally, the text-to-speech tool allows to overcome specific decoding deficits in
accessing written information.

Table 3. Results about the structured observation grid and the questionnaire. Legend: 0
none/absent; 1 negative/poor; 2 neutral/moderate; 3 positive/high. Pu puzzle; St Story, Pic
pictures, So Song

Patient Autonomy level Motivation Feedback Satisfaction Preferred activity

S1 3 3 3 3 Pu
S2 3 2 3 3 Pu St
S3 3 2 2 3 Pu
S4 1 3 3 3 Pic So
S5 3 3 3 3 Pu
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The integrated system was proposed to 5 pre-school children with speech disorders.
All of them used the device with a good autonomy level, were motivated and expressed
high levels of satisfaction. The device was easy to understand and to learn, it was
engaging and rewarding. Even if the sample is small and has to be increased in the
future, our data attest that the device was successful likely because of the integration of
smart and well-known technology, such as a tablet, and real and tangible objects.

This prototype offered only a limited number of activities; however the number of
activities that can be embedded into the custom software application is not limited and
the system can be easily extended. The number of objects can also be increased (more
animals with a NFC tag) and even the number of subjects (currently only animals) can
be expanded by using a variety of topics, essentially any tangible object that is
appropriate for a child. This would exponentially increase the number of learning
sources and domains.

One of the features of the system is the possibility of converting a text into speech
by means of a text-to-speech function that reads either text taken directly from the
webpage, by a JSOUP Parser, or a predetermined script. The JSOUP parser is more
dynamic and allows a larger variety of websites to be programmed into the application,
however, a script can be programmed into the application to make the text-to-speech
application sound more natural. It was determined that for the prototype in Italian the
text-to-speech tool would use a script rather than the JSOUP Parser. However for the
full application the JSOUP parsing method may be used instead, because the stories
and information could be read and displayed in different languages which may more
easily fit a text-to-speech program.

The text-to-speech feature gives the possibility of reading a website also to those
children whose language and reading skills are minimal or to subjects with complex
communication needs or other disabilities.

In conclusion, the integration of different elements can provide a rich spectrum of
new education and research benefits. Moreover, the device is not specifically designed
only for disabled people and it can represent an educational tool for both able and
disabled children. The application can have a large pool of information on a topic and
also provide an element of variety to keep the child’s attention over a longer period. This
would offer a child a tangible encyclopedia and also entertaining stories and games.

Taken together the integrated system we described in this work is a learning and
educational environment with possible benefits that incorporates auditory, visual and
kinesthetic processes.

Acknowledgments. Authors would like to thankMatteo Cavalleri for his initial help and Peter
Taddeo for his support in app development.
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Abstract. Speech and language therapists assess and treat speech, language
and communication problems in people of all ages to help them communicate
better. In this case, technology is a tool that can support therapy. However,
related resources presentation and utilization for these vocalization difficulties
are limited to pictograms and static web pages developed by speech therapists.
This chapter describes a prototype based on mobile devices (tablets) and cloud
computing aiming at supporting speech therapists and teachers towards the
diagnosis and treatment of vocalization problems with particular interest in
consonantal phonemes. The proposal have been designed and evaluated for
therapist’s sessions. It provides an initial diagnosis, creation word’s composi-
tion, phonemes histories generation and management, lips positioning, and
phonetic exercises tables. This process is conducted by the speech therapists or
the system as such, and, at the same time, prepares the exercises collection in
order to provide with the therapeutic a sequence to support the patient’s treat-
ment. Cloud technologies provide the appropriate place to host a platform
supporting the system with the associated features due to the wider development
and distribution for tablets cloud computing provided.

1 Introduction

According to the Real Academy of Spanish Language [1], sound is: the oral realization
of a phoneme, which is constituted by pertinent and non-pertinent features. Sound is
also a mental representation of a phoneme in the brain. The language sounds are
innumerable, as many as the speakers and even more as many as a speaker uses them.
This physic realization of the t or the r is what we call sound. For example, there is only
one t or one r in the speaker’s mind; however, later on, there are indeed a lot of forms to
pronounce them. This ideal and unique t or r is what we call phoneme.

For example, if several people pronounce the word train, more or less clear dif-
ferences in the pronunciation can be noticed; the t would sound more or less energetic;
the r would vibrate more or less. Even if the same person pronounces a word in
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different situations there will be noticeable variations. These variations, perceptible to
the ear, are much clearer when we use special equipment.

Consequently, when we classify consonants, attention is attached not only to the
place where they are pronounced, but also consideration is needed on the manner they
are pronounced. These two elements are known as ‘the articulation’s point’ (the place
inside of the mouth cavity where it is used) and the articulation’s mode (elements
involved in the pronunciation).

This chapter is a complement to a publication presented in the workshop of the 8th
International Conference on Pervasive Computing Technologies for Healthcare
(Per-vasiveHealth ‘14) [9] taking into consideration the previous work, we describe in
detail the system functionality in order to help the reader to design similar systems
focusing on speech rehabilitation.

2 Consonantal Phonemes Classification

The sound produced by de vocal cords is a “raw” sound and does not differentiate with
the animal sounds. When reaches the mouth, this “noise” is modified so to be converted
into sound; this modification is what we call articulation.

Articulation is the position adopted by the mouth’s organs when producing a sound.
The sound articulation organs are classified in actives (lips, tongue, inferior teeth,
palate) and passives (superior teeth, superior alveolus, palate) [2, 3]. As for the con-
sonantal sounds articulation, there is always a bigger or smaller barrier blocking the air
from the lungs to the exterior space. Depending on the circumstances around this exit
of the air, there are diverse factors need to be taken into account for their classification
[4, 5]:

Articulation’s point or Articulation’s zone. This is the place where the organs,
which participate in the sound production, make contact. It can be classified into
features depending on the previous fact (Table 1).

Articulation’s mode: This is the posture that the organs, which produce the sounds,
adopt (Table 2).

Table 1. Articulation’s point classification

Feature Organs Examples (Spanish)

Bilabial The lips /p/,/b/,/m/
Dental Lip Inferior lip and superior teeth. /f/
Inter dental The tongue among the teeth. /z/
Dental The tongue behind of superior teeth. /t/,/d/
Alveolar The tongue over the superior teeth’s root. /s/,/l/,/r/,/rr/,/n/
Palatal Tongue and palate. /ch/,/y/,/ll/,/ñ/
Velar Tongue and palate’s veil. /k/,/g/,/j/
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Vocal cords activity: When we produce sounds, the vocal cords may vibrate or not.
If the vocal cords do not vibrate, the sounds are called deaf; when the opposite
happens, and the vocal cords vibrate, the sounds are called sonorous (Table 3).

Nasal cavity activity: When humans produce sounds, part of the air passes through
the nasal cavity; these sounds are called nasals. When the air passes through the
mouth cavity, these sounds are called orals (Table 4).

Based upon this classification, the consonantal phonemes classification summary is
presented in the following table (Table 5).

There are mechanisms that a speech therapist performs during such problems
detection related to the phonemes’ vocalization and pronunciation due to the dysarthria.
The target is to detect and evaluate the functionality of the organs so to validate the
functionality degree following the previous attributes. These mechanisms are con-
nected to checking and evaluating the lips positioning, teeth’s positioning, tongue’s
movement, palate’s veil or sonorous glottis. These are all parts of the human’s speech
system and are the most commonly described for a speech therapist so to treat and
comment on treatment upon, as referred previously.

Table 2. Articulation’s point classification

Feature Organs Examples
(Spanish)

Occlusive Total and momentary air closure. /p/,/b/,/t/,/d/,/k/,/g/
,/n/,/m/

Fricative Narrowing by where the air is passing through. /f/,/z/,/j/,/s/
Affricate An occlusion is produced and after that a frication. /ch/,/ñ/
Lateral The air grazes the laterals of the mouth cavity while

passes through.
/l/,/ll/

Vibrant The air makes to vibrate the point of the tongue when it
passes through.

/r/,/rr/

Table 3. Vocal cords activity

Feature Organs Examples (Spanish)

Deaf The vocal cords don’t vibrate. /p/,/t/,/k/,/ch/,/z/,/s/,/j/,/f/
Sonorous The vocal cords vibrate. /b/,/z/,/d/,/l/,/r/,/rr/,/m/,/n/,/ll/,/y/,/g/

Table 4. Nasal cavity activity classification

Feature Organs Examples (Spanish)

Nasal Part of the air passes through the nasal cavity. /m/,/n/,/ñ/
Oral All the air passes through the mouth. The rest.
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3 Objectives

This paper presents a cloud-based system aiming at helping speech therapists, teachers
and parents in the identification, prevention, diagnosis and rehabilitation of patients
with problems on pronouncing consonants. After seeing a speech therapist and
attending therapy sessions with a pronunciation problems patient, the consonants for
clinic motives were chosen for this study. These problems were due to serious clinic
motives such as an ear infection with hearing loss so the patient recovers very slowly.
In this case, a primary school teacher noticed that a student could not pronounce the
consonants properly; so he suggested to his parents to go and see a speech therapist so
the student can get specific phonetic exercises targeting at avoiding the delay in his
learning. The patient has completely recovered; there were no delays in his educational
process in acquiring his normal hearing functionality after only a year.

Therefore, the research target is to design and develop an application so to detect
whether a school student appears to have any type of hearing problems so to start
his/her treatment as soon as possible avoiding both hearing organs functionality dif-
ficulties as well as educational problems.

4 Study Case

In this case study, a prototype is presented within four therapist’s sessions. Just as a
note, in one of the sessions the patient rejected to perform any of the exercises proposed
by the speech therapist due to the known environment available for this task.

First, a prototype environment was designed; the system uses pictograms with
added text to facilitate the speech therapist at creating words’ composition so that a

Table 5. Consonant phonemes classification
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child can watch his/her process with his/her parents or tutor targeting at providing an
initial diagnosis.

In Fig. 1, the speech therapist compares the phonemes necessary to support diag-
nosis. As such, the therapist accesses a pictographic database with words selection
representing the phonemes.

The buttons, as in Fig. 2, perform the following actions:

Add the information to favorites.
Go directly to patient’s history.
Add minimum text required to complete the pictogram and associated information.

When the book button is pressed (as in Fig. 3), the speech therapist sees an
identified patient’s history on the device’s screen and can fill it in and complete the
information needed. The usual process is that, depending on the child’s age, there are
minimum actions required to add words associated to images the child is able to
pronounce.

In Fig. 4, the speech therapist accesses to the patient’s histories and pictograms on a
day-to-day basis. Based upon the personalized library, the therapist may perform the
necessary modifications for every diagnosis and/or treatment. Therefore, the interface

Fig. 1. Phonemes histories generation screen

Fig. 2. Application buttons

Fig. 3. Book button
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provides options for ‘search’ and ‘edit’ at the top screen section, where the user can
pre-visualize, add, remove or share a patient’s history.

The “share history” button allows the speech therapist to send a patient’s history to
the child’s parents so to support the student in performing the suggested exercises in an
easier way; thus, the number of entries is increased so to support and confirm the exact
diagnosis.

The teacher or parent receives the suggested exercise/s the child has to perform in
his/her terminal so to support and finalize the diagnosis. These exercises can be
repeated several times in many different histories targeting at detecting the phonemes
the child has difficulties in pronouncing them properly. In Fig. 5, the child pronounces
the phonemes; the application stores the data and finally the data is sent to the server.

The speech therapist indicates the specific steps to perform towards a complete
exercise so to support the child’s diagnosis. In this example, a child articulates the
phoneme without the needed larynx’s vibrations replacing /b/ by the phoneme /p/. The
correction is as follows:

Fig. 4. Generated histories collection

Fig. 5. Diagnosis screen
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– In front of a mirror the parents suggest him/her to observe the correct position in
articulating the phoneme ‘b’.

– Perform lip massages.
– Articulate several words starting with the letter ‘b’.

First, the child uses the tablet to watch the ways the lips are positioned when they
are moving, pronouncing words with the letter ‘b’. These video records are stored in
the system platform. Then, the speech therapist generates specific exercises for the
child as in Fig. 6.

The parent or teacher can click on the “mirror” button, so to aid the child to
compare the image of his/her lips, captured by the tablet’s webcam, with the ones on
the video. Below, screen captures present the ways the rehabilitation exercises of the
phoneme/b/are represented on tables. These tables are consisted of several written
words with the consonantal sound /b/. In Fig. 7, the child pronounces the words and
watches both the video and his face so to improve the lips positioning during the
pronunciation of the phoneme /b/.

Fig. 6. Lips positioning

Fig. 7. Phonetic exercises tables
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5 Architecture

This section presents the proposed system’s architecture. Consideration was taken
towards automating the tasks in order to recognize the phonemes, one in each diagnosis
phase. This process can be conducted by the speech therapists or the system as such,
and, at the same time, prepares the exercises collection in order to provide with the
therapeutic sequence so to support the patient’s treatment.

The speech therapist performs the phonetic rehabilitation exercises by filtering and
testing. The platform also analyzes the diagnosis exercises suggested by the speech
therapist or the system as such for the children to do. Thus, the therapist receives a
report with the phonemes and the rehabilitation exercises processing and in result,
analyses the platform selects and the child later completes on the mobile device.

The architecture is divided into two parts. On the one hand we have the rehabili-
tation and detection tools. It allows detect problems in children. Teachers and therapist
can save data and analyze it to improve the sessions with the children.

Fig. 8. System architecture
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On the other hand, there is a tool that provides specific exercises for children and
teachers.

• Speech Exercises: This section stores all exercises, i.e., it is the presentation logic
of the system. From this part users interact with the system and can send the data to
the diagnostic system.

• Rehab Tablets: The tablets set exercises that patients should perform; the spe-
cialists from the analysis of the last exercises generate these.

• Diagnostic: This module links the activities with phonics; it is as a bridge of
communication for audio streams that are sent to the cloud from the exercises.

The tool used by the therapist performs the following steps: First generate a
diagnosis based on performed exercises by children. From this information the therapist
can create a personalized treatment and directed to different children.

• Report: It generates a report on the analysis of information by the system, this
report contains data specific to the review, analysis of audio, the required param-
eters and text associated with the audio file.

• Review: In this section, the therapist can analyze the data individually for each
patient. After studying and comparing the most important data the therapist gen-
erates the treatment for rehabilitation process. Based on this information, the
therapist may follow the improvements made by the user.

The following functions are advisory. The specialist can search the treatment to be
performed in the session; this process is divided into two parts:

• Search Exercises: The system provides a workout bench for the search. This set
depends on the detected diagnosis and symptoms by system and therapist.

• Training Rehab: From the proposed exercises, the therapist creates a treatment to
improve phonation problems in the patient. In this way, it is possible to correct the
identified problems in the patients.

Phonemes are the part that controls the processing of sound. It is composed of
phonemes and packages needed to carry out audio processing from the symptoms. The
central server contains the required packages, the database where the phonemes in
different languages are stored (phonemes are stored in fields such as CLOB, BLOB…),
it allows to store audio file in binary data format.

This type of system must have the management of the identified patients associated
with a medical history number. In this form, we can have all the patient data in
compliance with safety regulations in medical records.

The following diagram (Fig. 8) shows the next components: A model about the
architecture diagram for cloud environments. In this case, we can highlight the part of
the system for the distribution of audio and video, since it is the main resource that this
system works.

We can see in the Fig. 9 the difference between the input data (streams format).
These are derived from diagnostic tests conducted by therapists and output streams for
the proposed treatment. We have two packages; one of them has presentation logic
where the interface performs the basic operation and another package containing the
logic necessary for broadcast or storage of streams. In this way, the application interacts
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directly with the streams. This requires a component with parameters is able to com-
municate with the corresponding stream.

This system provides load balancing capabilities, exclusively for audio and video
streams requests, our system provides a tool for the daily work of professionals. For
this reason we have put specific buses for streams (audio and video). These are run as
independent processes. This makes it possible to better control the resolution of
conflicts.

The processes’ priority can be increased depending on where the system load is
located inside the cloud.

In order to guarantee delivery of data with integrity and quality, we establish a
queue in services, cloud buffer, set this intermediate buffer and compensate speeds
transmission and reception systems input and output. We send the tests when they have
been completed. In other words, the recording is performed at the intermediate buffer
and sent, that is, our goal is to create a buffer system for the cloud or the cloud itself.

In order to perform this buffer in the cloud, you need to have the following
information:

• Stream to store: Frame of complete data where the audio and video necessary for
analysis is stored, this can be done through the socialization of objects.

• Data Type: Specify the file format of the file to be saved.
• Data source: This is the source data needed to identify who is the source of

information, these data are generated by the application requesting the buffer and
will be processed by the server knowing that information to be treated.

The system knows who needs the information, it will be consumed system who
seek the necessary data through the generation, the system generates a unique number

Fig. 9. System architecture, streams
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as a primary key that is stored by the consumer system and allow access to contents of
the buffer with the data requested, giving direct access to the information to improving
the speed in searches.

In the diagram below we have found the location of the required buffer cloud
services where streams and input are stored. It is made up of services and a consumer
process.

• Start Service: This service connects customers to initialize the session, thus able to
identify the values required for receiving stream. Then, the user can start to sending
or receiving stream.

• Streams IN/OUT: This service performs the emission or reception of streams, is
activated once logged.

• Flags/Streams: That package adds and prepares data to create an access channel to
stream. Moreover, it generates an XML file with the data necessary for the con-
sumer process.

• Distribution service: This service performs operations to cloud the distribution of
streams and send the signals to the systems that need the buffer of the receiving
stream.

• Storage Cluster: The cluster service that stores video and audio streams in the
system. We can see directly how it interacts with system processes consumed.

The cloud CPhonetic receives signals service end and through consumers and
generating processes streams sent to customers. That is, through of the new service in
the cloud buffer (Fig 10).

Fig. 10. Buffer cloud streams.
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6 Conclusions

This paper presents the initial work on the documentation of sessions so to assist
speech therapists and associated support centres. This research was due to the fact that
any improvement in a child’s phonation process is actually based upon a rehabilitation
technique. Therefore, risks exist related to this new form of understanding the speech
therapy, by utilising the new generation of computer applications as an extension of a
users’ diagnosis and therapy necessities.

More research work is needed on children with phonation problems and the
rehabilitation processes related to designing new hardware. This is due to the fact that
the speech therapists need to be involved in the early stages of tools design and
equipment built by them. A possible extension of this line of research may focus upon
the use of phonetics and associated techniques therapists use, in order to support the
foreign languages learning processes. As such, improving the students’ expression
capacity in a foreign language can be a major target in future research.

Buffer system on the cloud is a part necessary to allow communication between
clients and cloud systems. This component sends and receives audio and video allowing
a significant improvement in the system performance and quality of the service.
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Abstract. Body tracking sensors have become an integral part of the physical
therapy not only as a motivational tool used by games but also as a diagnostic
instrument. Skeletal tracking helps to analyze and quantify human motion and
thus can provide tangible results from therapy sessions. Markerless skeletal
tracking with depth sensing cameras represents currently the most popular
approach mainly due to low cost cameras that use a model based approach to
recognize a human skeleton. The model based approach works in many sce-
narios but faces limitations as well. This paper presents a method for identifying
the patient and detecting interactions between the patient and the therapist.
Identifying interactions helps to discriminate between active and passive motion
of the patient as well as to estimate the accuracy of the skeletal data. Our
experiments show the state-of-the-art performance of real-time face recognition
from a low resolution images that is sufficient to use in adaptive systems. We
also compare the performance of our interaction detection method with two
other approaches (markerless and marker based approach) and shows its supe-
rior performance.

Keywords: User identification � Interaction detection � Rehabilitation � Face
recognition

1 Introduction

A 3D camera combined with serious games (SG) for physical rehabilitation seems to be
a perspective tool in advanced rehabilitation sessions. Several systems use markerless
skeletal tracking with low cost cameras not only to control the games but also as a
measuring tool or to provide feedback to the patient and the therapist [1–3].
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Although the use of markerless systems (MLS) for gaming purposes has gained
popularity, there are still problems related to these technologies. Current low cost MLS
can provide reliable recognition and tracking of human skeletons when only a single
player or two clearly separated people are in the scene. However, the occurrence of
another person in front of the camera who is interacting with the player(s) leads to
problems; e.g. switching between tracked users, tracking of wrong people or significant
decrease in the quality of the recognized skeletons. For instance, the first version of the
Microsoft Kinect camera can track only two skeletons simultaneously and needs
approximately 2.5 m clear space in between players and the sensor1. The presence of
more than 2 people leads to unstable user selection for skeletal tracking, especially
when they are interacting. The second version of the Kinect camera can track up to six
skeletons but stability of the skeletal tracking remains low when more people are in the
scene.

Problems related to skeletal tracking are even more frustrating in serious games for
physical therapy due to the frequent occurrence of a therapist in the scene. Therapists
need to intervene and help a patient in case of problems or difficulties to play. This
intervention leads to skeletal detection defects and thus the ability to detect this
interaction would help to increases ergonomics of SG, and its relevancy in a rehabil-
itation context.

There are two approaches to tackle the problems:
Creating constraints – creating a set of rules on how to use the SG system in order

to avoid situations that are causing problems, e.g. people should not stand closer than a
specific distance. This solution significantly decreases usability and ergonomics of the
system since it limits ways of using the systems and users need to learn additional rules
on how to use it.

Improving system intelligence – additional processing that can identify and track
the right person and can identify whether the people in the scene are interacting or not,
e.g. the system can notify people about problematic poses. This may increase com-
putational complexity, but does not decrease usability and ergonomics.

Detection of interactions between a patient and a therapist has also several
advantages in modern SG applied to physical rehabilitation. For instance, discrimi-
nating between active and passive motion or the identification of unreliable and
inaccurate skeletal measurements would be helpful to the therapist in order to assess the
patient’s compliance to planned therapy (i.e., a typical physical therapy scheme must
be adapted to the patient’s problems in order to be efficient). In addition, modern SG
systems in physical rehabilitation should not only motivate the patient, but also reliably
recognize the quality of skeletons for simultaneous biomechanical (medical) analysis.

We propose a simple, fast and robust approach for detecting human interactions in
the RGBD (RGB + depth) video stream and an increased system intelligence, in order
to improve the serious gaming experience in therapeutic practice. In our method, we
employ continuous face recognition to detect, recognize and track the patient with other
people in the scene (e.g. the therapist, or a clinician). We use a method based on local
binary patterns (LBP) that is considered to be state-of-the-art in facial recognition [4].

1 Kinect Quick Setup Guide & Kinect Sensor Manual.
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After identifying users in the scene we identify interactions between the patient and
other people in the scene. We use a depth map/point cloud for estimating the distance
between two people. Our method uses association of depth regions to user identities
provided by the underlying framework and computes the minimal distance between the
regions. The same method for user disambiguation and for interaction detection can
also be integrated in home based rehabilitation systems.

The presented method is used within the context of rehabilitation system that is
using serious games in order to capture movement data. During a rehabilitation session,
the patient is playing a game and the therapist assists him with the exercise. In this
scenario skeletal tracking faces difficulties due to occluding bodies and interactions.
The skeleton recognition algorithm does not recover the joint positions correctly and
thus the skeletal data become corrupted. We detect the intervals when this corruption
occurs in order to exclude such data from further processing. On the other hand,
skeletal data may be corrected (e.g. by using accelerometers to improve positions and
rotation of body segments) in which case the detected interaction could be a valuable
source of information in order to analyze passive range of motion of different joints.

2 Related Work

Topics covered in face recognition are very broad. We focus only on feature based
methods as they are reaching state-of-the-art performance and have the ability to run in
real-time in unconstrained environments. M. Turk & A. Pentland [5] introduced the
first successful approach for recognition faces, capable of running in real time called
eigenfaces. Although a lot of approaches were proposed since then, there are still open
problems related mostly to changes in poses and lighting [6]. To address this problem
current approaches use light-invariant features like LBP, HOG or Gabor features [7, 8].
Especially the method based on LBP proposed by T. Ahonen [4] gained a lot of
attention and belongs to state-of-the-art in face recognition [8]. A strong advantage of
LBP features in contrast to other (e.g. Gabor) features is its low computational
complexity.

For matching features a hand-crafted distance metric with nearest neighbor clas-
sifier or a learning algorithm may be used. Methods based on eigenfaces typically use
Euclidean or Mahalanobis distance [5]. T. Ahonen used Chi-square distance with the
nearest neighbor (NN) classifier in order to match LBP features. Although machine
learning approaches (e.g. neural networks or support vector machines) reach better
performance than nearest neighbor matching, they need time consuming training that
makes them unusable for some use-cases.

A significant part of the current research in human interactions is devoted to rec-
ognizing actions [9]. Yun et al. [10] proposed a method for recognizing different types
of interactions from RGBD sources using Support Vector Machines and Multiple
Instance Learning. However, in automated therapy sessions, we need to detect in real
time whether the therapist is helping the patient, without a need to classify the type of
interaction.
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3 Method

Our method works as a preprocessing step for any motion analysis system that is
tracking/analyzing movements of a particular patient and where support by the ther-
apist needs to be detected. An overview of the approach is shown in Fig. 1. The patient
is at first recognized based on his face in the color image and afterwards the positions
of people close by are detected from the depth map. The method assumes also labeled
regions in the depth-map that specify clusters of points where each cluster represents a
human body in the scene. Based on the depth map and labeled regions we identify
whether the therapist is supporting or interacting with the patient.

3.1 Environment and Use-Case Constraints

The general unconstrained face recognition is still an open problem mainly due to
varying illumination, different facial expressions and poses. However, we can avoid
some of the open problems by considering constraints of the environment in which the
real system is used. Our approach (assuming its use in therapy and serious games)
contains several inherited constraints (i.e. constraints given by the use-case and envi-
ronment in which users interact with the system) that help us improve the face
recognition accuracy and thus make the overall system more reliable.

Playing a video game requires users to face the screen in order to interact with the
game. In our system we assume that the user’s head is oriented towards the screen what
significantly limits the poses performed during the game-play. Occasional cases when
the patient’s pose exceeds the tolerance can be easily filtered out by temporal filtering.
A longer lasting change of facial pose means that the patient does not look to the
camera and is not paying attention to instructions on the screen (and thus not following
the exercises). In this case, the system does not collect data because the movement is
not result of the exercise, but rather a free motion that should be excluded from exercise
analysis.

Current gaming MLSs are made exclusively for indoor environments and are hence
faced with limited variability in lighting. In addition, the games are played in the
therapist’s practice or at patients’ home making the position of the camera rather static

Fig. 1. Schematic overview of detection.
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(i.e. no large lateral displacements will occur). Most popular MLSs are using depth
cameras based on the time-of-flight (ToF) principle. These cameras illuminate the scene
uniformly with near infra-red light. The source of the NIR light is typically placed near
the sensor and thus all acquired facial images are lightened under the same condition.

In our approach we also assume that the user is located in the center of the field of
view of the camera and thus the probability of appearing at the sides is rather low.

3.2 Recognition of a Patient

Facial recognition is a well-studied area and there are many different methods with
varying accuracy based on the specific use cases. We decided to use a method based on
LBP features with Chi-square distance as a similarity metric which is described in
details in [4, 11]. The chosen method provides a trade-of between accuracy and
computational complexity; thus it can run in real-time while maintaining state-of-
the-art recognition accuracy [12].

Before the face is recognized we preprocess the image as follows:

• conversion of the color image to grayscale,
• alignment of the face based on the position of eyes,
• scaling of the face image to unified size,
• equalization of the image histogram.

In order to compute the LBP histogram features, the image is segmented into
several non-overlapping regions and from each of these regions a histogram of uniform
LBP patterns is computed (Fig. 2). Histograms are concatenated from left to right and
from top to bottom.

The method requires training of the patient’s face. In this step the camera captures
multiple images of the patient’s face and creates a training set. Training needs to be
done in advance and requires to perform 5 different poses in front of the camera. For
each pose the subject needs to keep the pose for one second. The camera captures 30
frames per second and thus the captured image set contains around 150 samples per
view. In order to choose the most representative images per view, we use the k-means
clustering algorithm [13].

Local histogram

Local histogram

Concatenated histogram

LBP code

Fig. 2. Process of creating concatenated LBP histograms.
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3.3 Recognition of the Interaction

Physical interactions between the patient and the physical therapist (PT) are the essence
of physical rehabilitation. The PT can, for example, perform the motion (together) with
the patient in order to show him the right way to do it, can stabilize the trunk in order to
avoid compensatory movement, can palpate some muscles during exercises to be sure
that the patient is recruiting the right muscles, can evaluate passive range of motion of a
particular joint by helping the patient to perform this motion, etc. Therefore, it is
important that the games are robust to the presence of the therapist in the scene and that
the games can detect when the therapist is interacting with the patient.

In this section we describe the method for detecting interaction from a depth map
camera stream. In our method we assume that part of the preprocessing, i.e. the
detection of humans from a depth-map, is done by the camera itself or the underlying
framework2. The input to our method is the set of points associating people with depth
regions.

Let I be a depth map acquired from a camera and Iðx; yÞ a point from the depth
map. We define a set of points U � I, such that U contains points representing the
detected human bodies. We say that two different bodies U1 and U2, U1\U2 ¼ fg are
interacting when there exist such points p1 2 U1 and p2 2 U2 that p1 � p2k k\k, where
the threshold k represents a critical distance (aka comfort zone). The comfort zone
represents a parameter of our model.

Since the depth map I is represented as a grid/matrix of depth points, we assume
uniform distances in the X and Y axes. In order to detect collisions, we explore a
circular neighborhood (N,f ðkÞ) of each point p 2 U where N is the number of points
being explored and f a function mapping metric space to pixel space (Fig. 3). Exploring
only a limited amount of points in the neighborhood provides only an approximation of
the intersection between U1 and U2, but is computationally less expensive and can run
in real-time, leaving resources for other tasks (the game and actual skeleton
processing).

GneighborðpcÞ ¼
XN
n¼1

sðpc; pnÞmaxð0; pc � pnk k � kÞ ð1Þ

Where sðp1; p2Þ is defined as follows

sðp1; p2Þ ¼ 1 if idðp1Þ ! ¼ idðp2Þ
0 otherwise

�
ð2Þ

The resulting image Gneighbor that describes the local neighborhood of every pixel,
may still contain misdetections caused by the noise of the depth sensor. In contrast to
positive areas caused by noise, interaction areas occur in blobs. We detect these
interaction blobs by applying a Laplacian of Gaussian filter of an appropriate size:

2 An example of the underlying framework is the Kinect for Windows SDK,
More information: http://www.microsoft.com/en-us/kinectforwindows.
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LoGðx; yÞ ¼ � 1
pr4

1� x2 þ y2

2r2

� �
e�

x2 þ y2

2r2 ð3Þ

The result is an image containing positive values in blobs that correspond to the
interaction points.

4 Experiments

In our method we test the face recognition and detection interaction as two separate
aspects. We integrated the proposed method to a previously developed gaming system
used in rehabilitation of children suffering from cerebral palsy [14]. This system is
using the Microsoft Kinect sensor as the MLS and thus no additional hardware is
necessary. By proper placement of the camera we can limit poses of the face that occur
while the patient is performing the exercises. From our preliminary experiments where
patients played the games, we observed that the variance of the horizontal head
movement is 42 degrees and 33 degrees for vertical head movement (See Fig. 4.
Although the facial pose variation is limited, it decreases the face recognition accuracy.
In order to reduce negative influence of the pose variability we collect training images
for each face under different poses (see Fig. 5).

Each patient needs to enroll to our system. In enrollment we collected facial images
from 10 different people using a Kinect camera. The images are scaled to a size of
36 × 48 pixels. The system requires users to pass the training procedure in which they
demonstrate 5 different facial poses in order to make face recognition pose invariant
(see Fig. 5). From each facial image we compute the LBP code image that is divided
into 12 non-overlapping regions (3 divisions vertically and 4 regions horizontally) –
these are used to compute the resulting concatenate LBP histograms. Features are
clustered with k-means algorithm to 5 different canonical centers that are stored in the
database as templates for a user. The face recognition performance is shown in the
Fig. 6.

Fig. 3. An example of a circular (8,2) neighborhood that is explored for a particular point in the
depth map.
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To test interaction detection, we used a MLS (MS Kinect) together with a
marker-based stereophotogrammetry system (MBS) (Vicon) to capture the patient’s
skeleton. The MBS was using 8 calibrated NIR cameras. Both systems recorded the
scene simultaneously while the patient was interacting with a therapist. In Fig. 7
measurements are shown from one session. During this session the therapist approa-
ched the patient 3 times and left the scene afterwards.

In order to demonstrate the performance of our method, we compared events from
our method (start/stop of the interaction) with stability of the skeletal segment lengths
over time as the frames become available. We used the following measures to evaluate
this stability:

Confidence value of the skeleton tracker – The Kinect SDK provides 3-state
confidence information about the tracking state for each joint. A joint can be (i) tracked,
(ii) inferred or (iii) not tracked. Our observations show that while two people are
interacting in the scene, the quality of the recognized skeletons slightly decreases. It is
important to note that the decreased quality does not relate only to interactions but also
to the pose, occlusions. In order to compute the cumulative confidence value we simply
sum values for each joint while the tracked state has weight 0.06, the inferred state has

Fig. 4. Average direction of a head with respect to the camera while using a SG system, mean
and variance in up/down rotation - left, and in left to right rotation - right.

Fig. 5. 5 different facial poses required in enrolment for the face recognition subsystem.
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weight 0.015 and the not tracked state has weight 0. The influence of an interaction
between a patient and a therapist on Kinect’s confidence values is shown in Fig. 7. We
can see that the confidence values are rather stable even during the interaction when the
skeleton segments are unstable.

Stability of segment lengths – a common problem of skeleton detecting cameras is
that segment lengths are varying over time. Since there is no prior knowledge about the
skeleton, the camera continuously makes new hypotheses about poses and segment
lengths [15]. We know that the lengths should remain the same and their increased
variability indicates low skeleton stability. For the comparison purpose, we compute a
cumulative error from all segments as a sum of absolute differences of all segments

Fig. 6. ROC curves of the face recognition system tested on the dataset collected with MS
Kinect v.1 containing 1464 facial images of 10 people in 2 sessions.

Fig. 7. Evolution of skeletal stability and detection of interactions. The top part shows the
variability of segment lengths measured by the MLS (in red) together with cumulative confidence
based on the tracking state of each joint (in blue). The bottom part shows 3 detected interaction
periods (in black) and periods when the therapist was present in the scene (in green) (Color figure
online).
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between the first frame (the T pose of the patient while faces the camera provides
accurate measurements) and the current frame.

Stability of segment lengths measured with MBS – we tracked the skeleton of the
patient with a MLS and MBS simultaneously in order to compare their performance
when two people are interacting. It is important to note that although the MBS is
considered to be the gold standard for human motion tracking, this system might also
experience errors due to the lack of visibility of markers while interacting (Fig. 8). We
used the MBS to track only the patient, not the therapist.

A part of the data processed during the experiments is shown in Fig. 7. This
recording contains three separate interactions and in-between the therapist leaves the
scene. We can see that the segment length variability is increasing in each interaction.
This is caused by the decreasing distance between the therapist and the patient. In the
third interaction, the segments vary the most. Although there is a significant error, the
Kinect reports confident results about the tracked joints and thus doesn’t provide
reliable identification of the skeleton’s accuracy.

Figure 8 shows that the MBS provides accurate results when only a single person is
in the scene. Segment lengths are stable even during the first interaction when the
therapist approached the patient from a side. In the second and third interaction the
therapist occluded several markers – the MBS reported significantly worse results. We
can see that in case of close interaction, the stability of both systems decreases. In case
of close interactions the MBS loses track of markers and thus cannot provide any
information about joints connected to those markers. Results also demonstrate that
MLS can even provide more stable results due to the presence of all joints inferred from
the depth map.

5 Conclusion

The use of SGs still faces a lot of problems in physical rehabilitation. Interaction
between people negatively influences the accuracy of the sensory devices and thus
makes further analysis more challenging.

Fig. 8. Comparison of cumulative segment length errors for MBS (Vicon, in red) and MLS
(Kinect, in blue) (Color figure online).
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However, based on the used technology, SGs could be used for more than per-
forming exercises. Since data of the patients can be recorded during the rehabilitation
(games), this data can be used to follow the patients’ evolution and to be sure that they
are doing the right exercises [16]. In order to have a precise follow up of the patient, the
clinician must be sure that the patient was playing alone and was not helped by friends,
parents or others (therapist, clinicians).

We proposed to improve automated rehabilitation systems by detecting the identity
of the patient as well as the therapist and by tracking both over time. The presented
approach allows to detect interactions between the patient and other people, and also
helps to discriminate between active and passive motion. We show that during an
interaction, the precision of the capturing devices decreases and a good detection for
these interactions can help to filter out erroneous measurements.

A possible extension of this work might be more detailed segmentation of the scene
in order to detect other supporting objects. Games played with balance boards could
also benefit from recognizing users standing on the board and thus tracking the
authenticity of the measured data.
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