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Abstract. Conceptual models are models used to describe objects or systems in 
the real world. The quality of a conceptual model heavily depends on the 
domain knowledge and modeling experience of the individual modeler. 
Collaborative conceptual modeling is an effective way of building models  
by taking advantage of collective intelligence. This paper proposes a Co-
occurrence Graph based Recommendation Algorithm (CGRA) to implement the 
collaborative mechanism of conceptual modeling systems. CGRA, inspired by 
association rule mining algorithm, is an incremental data updating algorithm. 
The computational complexity of CGRA is much lower than that of the 
traditional association rule mining based algorithms, while the recommendation 
effectiveness of these two are almost the same in our collaborative conceptual 
modeling system, which is revealed by the experiments we have conducted. 
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1 Introduction 

Conceptual models are models used to describe objects or systems in the real world. 
For most areas of engineering, to build the corresponding conceptual model on the 
stage of requirement analysis is of great importance. However, the quality of a 
conceptual model heavily depends on the knowledge and experience of the 
individuals who build it. It is scarecely feasible to build a good domain specific 
conceptual model all by one person, due to the limited kowledge of an individual. 
Traditionally, conceptual modeling requires a dozen of experts who are familiar with 
the corresponding domain knowledge to gather together and reach a consensus.  
Top-level experts are not always available for every organization, and the whole 
procedure of experts’ meeting is time consuming. 

Fortunately, in the Internet age, we could utilize collective intelligence to 
compensate for the lack of individual knowledge and top-level expert modelers. 
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Collaborative conceptual modeling system provides a way to make use of collective 
intelligence [7]. In a collaborative conceptual modeling system, people could build 
their own conceptual models while enjoying the benefit of collective intelligence from 
recommendation information pushed by the modeling system. Individuals use their 
conceptual modeling domain knowledge independently, while collaborative 
conceptual model will recommend some concept elements with high quality in 
collective conceptual model to the individual in the process of modeling, to help 
individuals to explore and establish a better conceptual model.  As the individual 
conceptual models getting better, the quality of the collaborative conceptual model is 
promoted in return, which forms a positive feedback loop. 

Recommendation plays a key role in such collaborative conceptual modeling 
systems. During the modelling process, the communication among individuals depends 
mainly on the information from the recommender system as an indirect interaction. So 
the results of the collective conceptual model for the individuals depends on the recom-
mender system. If the recommendation results do inspire the individuals, a positive 
feedback loop is established, which further enables the collective conceptual model 
evolve eventually to a conensual conceptual model by the majority of individuals.  

Traditional recommendation approaches include collaborative filtering (CF) based 
approaches, content based approaches and knowledge based approaches [2]. These 
approaches are more applicable to the scenarios like online shopping item 
recommendation, music recommendation and movie recommendation, in which, 
recommender systems tend to recommend some items that have similar features to 
those that user has purchased before according to the user’s need. However, due to the 
characteristics of conceptual modeling, most of those approaches are difficult to 
recommend a good concept element to the individual except for the association rule 
mining based CF approaches [1][6], since each concept in the individual conceptual 
model is unique, any concept that the individual currently does not possess would not 
be similar to those already in the individual conceptual model. 

On account of the characteristic of association rule mining based CF approaches, 
they could be well applied in collaborative conceptual modeling systems. However, 
there still are some shortcomings to use these approaches in our conceptual modeling 
system. On one hand, they tend to get too many candidate item sets and therefore lead 
to high I/O overhead. On the other hand, the computational complexity of those 
approaches is rather high. In our collaborative conceptual modeling system, the 
running time of the recommendation algorithm must be taken into account to 
guarantee real-time reponses to the individual operations. 

In this paper, we propose a Co-occurrence Graph based Recommendation 
Algorithm (CGRA), a simplfied association rule mining based algorithm, to solve the 
problems mentioned above. The computational complexity of CGRA is much lower 
than that of the traditional association rule mining based algorithms, while the 
recommendation effectiveness of these two are almost the same in our collaborative 
conceptual modeling system. 

The term co-occurrence graph and co-occurrence matrix have been widely used in 
the literature of recommender systems and text indexing [4], usually denoting the 
relationships between items and users, or those between documents and words. On the 
contrary, co-occurrence graph in our work has a different meaning: The two vertices 
of a edge  are both conceptual elements. 
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The remainder of this paper is organized as follows. Section 2 introduces some 
preliminaries aboutcollective conceptual model and association rule mining. Section 3 
presents the basics about  our CGRA, including the definition of Co-occurrence 
Graph (CG, the core data structure we use in our algorithm), the CG building method, 
our recommendation stragegies and finally a incremental CG updating algorithm. 
Section 4 discusses  the advantages of CGRA over traditional association rule mining 
based algorithms in a collaborative conceptual modeling system, both theoretically 
and experimentally. Finally, section 5 concludes  our work. 

2 Preliminaries 

CGRA is a modified version of association rule mining which is based CF 
approaches, to make the traditional association rule mining recommendation appliable 
to the scenarios during collaboritive conceptual modeling. Co-occurrence graph is 
uesd to describe and store a certain kind of association rules. The co-occurrence graph 
in CGRA is constructed from collective conceptual model, a fusion version of each 
individual’s model. In this section, we first focus on the collective conceptual model, 
and then review the traditional algorithms and stratergies of association rule mining 
approaches used in recommender system. 

2.1 Collective Conceptual Model 

A conceptual model could be represented as a class diagram, with concepts as classes 
with attributes. Under collaborative scenarios, the collective conceptual models 
should be capable of reflecting the viewpoints of a group. However, the traditional 
class diagram representation is hard to describe the characteristic of group.  We 
therefor have to make some changes for the collective conceptual model. For 
instance, the traditional class diagram model is a hierarchical structure, the attributes 
are part of the class, and the classes rely on relationship to connect each other. It’s 
difficult to depict the collective class diagram model, owning to the relationship 
between attributes and classes. In this paper, the hierarchical structure of collective  
class diagram model is converted into a model of collective class diagram based on 
graph structure. In this graph, there are three primary types of nodes: concept nodes, 
relationship nodes and value nodes. Each node attaches a counter recording the 
corresponding number of users who reference it. Each concept node represents one 
class. Each relationship node represents the relationship of  two connected concept 
nodes. Each value node represents a value. And each edge has a name. Figure 1 
shows a structrual graph representaion (right part) and its corresponding conceptual 
model(left part).  

In addition, we refer to the behavior user create an element or reference the 
element created by other user as a reference. 
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Frequent itemset generation would find all the itemsets that satisfy the ݉݅݊݌ݑݏ 
threshold (frequent itemsets). And during rule generation step, it extracts all the high-
confidence rules from the frequent itemsets found in the previous step (strong rules). 

To lower the high computational complexity of the solution, the association rule 
mining problem in traditional recommender system [2] is a little bit different:  

Given a set of transactions T, find all the k-itemset to 1-itemset rules having 
|{rule|1-itemseti  as the head of rule}|∈[minNum  , maxNum],  where i=1,2,…,d, 
and confidence ≥ ݂݉݅݊ܿ݊݋, where ݂݉݅݊ܿ݊݋ is the corresponding confidence thre-
sholds. 

Note that the support threshold is not set in advance, which prevent the situation 
that too many or too few rules are generated for a certain item when the traditional 
association rule mining is applied. 

3 The Co-occurrence Graph Based Recommendation Algorithm 

The recommendation scenarios in collaboritive conceptual modeling are sort of 
different from those in the traditional recommender systems. In traditional 
recommendations, the quality of a recommendation result is measured by whether the 
recommended items are adopted by the user. Whereas, the recommendation in a 
conceptual modeling focuses on whether it could inspire the individual modeler to 
build a better conceptual model at last. Therefore, the the precis ion of one single 
recommendation is not of that great significance. On the other hand, the 
recommendation requests would be sent in each step during one individual’s 
modeling activity, requiring an even stricter time constraint compared to traditional 
recommender systems. 

To reach a solution, we further improved the association rule mining based 
recommendation algorithm. It has much lower computational complexity while 
maintaining the recommendation quality required by collaboritive conceptual 
modeling systems. What’s more, we promote an incremental recommendation 
algorithm that could be applied to a real collaboritive conceptual modeling system. In 
the end, we analysis the effect and advantage of our algorithm compared with the 
traditional association rules. 

3.1 Co-occurrence Graph 

To lower the complextiy of association rule mining algorithm, we only focus on the 1-
itemset to 1-itemset rules. Under such circumstances, the rules could be represented 
as a graph, whose vertices are concepts or relationships in the modeling system and 
edges are the association rules. Such a graph is called a co-occurrence graph, 
suggesting that the edges are co-occurrence rules of nodes in the graph. 

Thus, our problem could be formulated as follows: Given a set of transactions T, 
calculate the confidence of all the 1-itemset to 1-itemset rules. 

The transactions are mapped to individual users, and the items to concepts and 
relationhips between concepts. 

In the rest of this paper, we would adopt the following definitions to describe a co-
occurrenc graph as is shown in Figure 2. Element node ݁௜, ݅ ݁ݎ݄݁ݓ ൌ 1,2, … , ݊ 
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The first recommendation scenario is for new users who do not reference any mod-
el element, in which case we could not get any information from the new users’ beha-
viors. The second recommendation scenario is that the user has created some elements 
in his conceptual model, where the user need some recommended elements to pro-
mote his understand of the collective conceptual model. The third scenario is the most 
common scenario in our recommender system: users select one of the elements that he 
has already referenced.  

Strategy One: Directly recommend some elements that have high reference count in 
our collective model for new users 

Strategy Two: Multiply the correlation intensity between the elements user refe-
renced and other elements by support to get a result. Sort these results and get rec-
ommendation order of the elements that are not referenced by user.  

Strategy Three: Suppose that the user ଵܷ references the element A. And we get the 
first m elements which have the largest P value frsom the nodes that are not referenced 
by  ଵܷ  in the co-occurrence graph. Then we sort these nodes by P value and put the 
first m element nodes in our collective conceptual model. Finally we can get the corres-
ponding concepts of these elements and recommend these concepts to the user. 

The process of choosing strategies above is based on the co-occurrence graph. Al-
though the co-occurrence graph has the most significant effect on strategy 3, all the 
three strategies are based on the related properties of the co-occurrence graph in order 
to get the results of recommendation as soon as possible. Therefore, the co-occurrence 
graph has a great influence on the results of recommendation. 

3.4 Incremental CG Updating Algorithm 

To further reduce the time consumption of our current algorithm, an incremental updat-
ing algorithm could be introduced. With the help of this incremental approach, our algo-
rithm could generate a new co-occurrence graph faster when the collective concept 
model is changed, resulting in more accurate concepts being recommended to users. 

Figure 3 is a co-occurrence graph made of three nodes, A, B and C. The corres-
ponding user sets of the three nodes are ஺ܷ, ܷ஻, ܷ஼ . If the state that user ݑ௜ has nev-
er referenced A changes to the state that the user ݑ௜ references A, the co-occurrence 
graph must be updated. At the same time, the state of node A in the graph is changed 
(The number of users that reference node A increases). And all the edges starting 
from A and all the edges ending in node A are influenced, which means the P value of 
these edges are changed. 

If we updates all the influenced edges, 2n edges need to be updated. However, we 
notice that if the user ݑ௜ has referenced the node A, then we don’t need to recom-
mend A to ݑ௜. Thus it has no influence to ݑ௜ whether or not updating the edge ending 
in node A, For ݑ௜, only the edges that start from the node A have influence on the 
results of recommendation. In addition, if more than one user modify node A in a 
certain time, the modifying of edges that ending in node A during this time is mea-
ningless. Thus, this recommendation this time should not include node A, no matter 
how to modify the edges.  
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4 Algorithm Analysis and Experimental Evaluations 

In this section, we will first explain why CGRA in this paper is a more appropriate 
choice to be used in collaborative modeling system compared with the traditional 
association rule mining algorithms. Then we will  prove the efficiency of our 
algorithm by comparing the experimental results of our algorithm with a traditional 
association rule mining based algorithm. 

4.1 Algorithm Analysis 

As is described in section 3.3, there are three recommendation scenarios in collective 
collaborative modeling system. For the first scenario, it is reasonable to recommend 
the most often referenced elements in the current collective model. For the third sce-
nario, recommendations of each element need to be provided to the user. In this case, 
it’s time consuming using traditional association rule algorithms, in which 1-to-1 
association rules are produced at the same time with m-to-n rules. However, CGRA in 
this paper will produce 1-to-1 association rules quickly and recommend the model 
most relevant elements to the user. It reduces a lot of time compared to the traditional 
association rule algorithm. For the second scenario, our algorithm only uses 1-to-1 
association rules not considering m-to-n association rules. In the following, we will 
prove that it is reasonable.  

It is important to recommend items that could attract a user for online stores, movie 
and music websites for profit. So it is necessary and essential to recommend a user 
items most relevant to that those user has bought. 

However, we aim to help a user build and refine his conceptual model in collabora-
tive modeling. During the process, on one hand, we hope that the user can obtain 
some helpful elements from the recommender system in our collective conceptual 
model. On the other hand, the user should not completely depend on the recommend 
system to build a model. Instead, the user needs these recommended elements to ex-
pand thinking to build a more perfect model. In addition, it makes little difference 
when recommending an element since modeling is a continuous process. As a result, 
the recommender system using collaborative modeling in this paper doesn’t always 
recommend the most relevant elements to the user in first time. 

It doesn’t mean that the recommender system recommends random elements to the 
user. We still recommend rather helpful elements to the user. The order of the rec-
ommended elements is not strict in our algorithm. 

Although m-to-n association rules could produce related elements earlier compared 
to 1-to-1 association rules, it is time consuming for huge amount of data to compute 
the m-to-n association rules due to the exponential computational complexity of this 
problem [5]. However, due to the fact that a user depends on the recommender system 
to interact with collective conceptual model during the process of modeling, we hope 
that the recommender system is capable of adjusting itself quickly to the collective 
conceptual model. 

Considering the fact mentioned above that the order of elements recommended doesn’t 
matter to a collective collaborative modeling system  and the m-to-n association rules  



60 K. Fu et al. 

are really time consuming, we only consider the 1-to-1 association rule in our algorithm 
and discard m-to-n association rules to achieve a polynomial computational complexity. 
The effectiveness of our algorithm will be validated in the experimental evaluation parts  
of this section. 

4.2 Experimental Evaluations 

All of the experiments in this paper are based on data for collaborative conceptual 
modeling due to that the recommender system in this paper is specifically for colla-
borative conceptual modeling. The data in this paper come from a collective concep-
tual model named Course Management System created by 15 users, which contains 
67 class nodes and 360 relation nodes. We compare the traditional association rule 
algorithm and our CGRA based on co-occurrence graph. We choose the efficient 
algorithm FP-Growth improved from the traditional association rule mining algorithm 
Apriori as the represent of association rule algorithm [3]. FP-Growth algorithm pro-
duce both 1-to-1 association rules and m-to-n association rules. 

In the third scenario mentioned in 3.3 section, the parameter support and the pa-
rameter confidence are both set as zero in FP-Growth algorithm to compute the corre-
lation intention of elements that have been used in model. It takes more than 12 hours 
to obtain the results. However, it takes only 3 seconds in our algorithm. In addition, 
the recommendation results of the two algorithms are the same since only 1-to-1 asso-
ciation rules are used in this scenario. 

Thus, the results of the two algorithms in the second scenario are compared in the 
following. 

In the Course Management System collective model, two users (user 1 and user 2) 
participate in the model. User 1 completely adopts recommended elements and does 
not create any new element by himself. User 2 chooses some elements from the rec-
ommended elements, think over and build his own model. 

 
Fig. 4. Recommendation results of user 1 using the two algorithms respectively (c for confi-
dence, s for support) 
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To make the recommendation results more convincing, the parameters support and 
confidence are set as different values in FP-Growth algorithm to get rid of some 
unconvincing association rules. We will compare a group of results of CGRA and FP-
Growth with different values of support and confidence. 

The specific process of the experiment is shown as follows. 
In the initial state, the recommender system will recommend the top-four most re-

ferenced elements to a user due to the lack of individual modeling information. In the 
following time, the recommender system will recommend 6 elements at most every 
time until the user stop the process of modeling. 

Figure 4 shows the recommendation results of user 1 using the two algorithms 
respectively. For FP-Growth algorithm, each bar represents the number of referenced 
elements at a certain value of confidence and support. For CGRA, each bar represents 
the number of referenced elements that contains all the elements recommend by FP-
Growth. As what the figure 4 shows, our recommendation results cover those in FP-
Growth, which means that our algorithm is more effective. In fact, the order of the 
recommended elements is almost the same except for a few elements. However, it 
does not influence the final model results. 

Due to the small scale of this data set, there is no significant difference between 
our algorithm and FP-Growth algorithm in time consuming in this experiment. As we 
all know, it takes a long time for a large amount of data using FP-Growth algorithm. 
Besides, that our algorithm is faster could be inferred from the behavior of FP-Growth 
algorithm in scenario 3. The corresponding experimental results are shown in Table 1. 

Table 1. Run time evalution 

Algorithms Average running time (s) 
FP-Growth (c=0.6, s=0.375) 4 

FP-Growth (c=0.6, s=0.5) 3 
FP-Growth (c=0.5, s=0.375) 4 

FP-Growth (c=0.5, s=0.5) 3 
FP-Growth (c=0.4, s=0.375) 4 

FP-Growth (c=0.4, s=0.5) 3 
CGRA 3 

 
What’s more, we notice that when the confidence is set as 0.5, support is set as 

0.375 or the confidence set as 0.4 and support set as 0.375, the recommendation result 
of our algorithm includes more elements than that of FP-Growth until all the elements 
is recommended by FP-Growth. To prove that our algorithm will recommend more 
and more helpful elements than FP-Growth algorithm in users’ behaviors, we com-
pare the results of our algorithm and the FP-Growth algorithm of user 2 with two 
groups of parameters. Figure 5 shows the results of the two algorithms of user 2. 

In summary, the experiments above show that the recommendation effectiveness 
of our algorithm is not worse than that of the traditional association rule mining algo-
rithm. However, due to the simple structure of our algorithm, based on co-occurrence 
graph, the algorithm in this paper is much faster than the traditional association rule 
mining algorithm. Of course, because the collaborative conceptual modeling tool is 
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still in its experimental stage, the amount of participants is not large. In the future 
work we will verify the experimental results with a larger number of participants and 
a more complex modeling environment. 

 

 
Fig. 5. The results of the two algorithms of user 2 

5 Conclusions 

The computational complexity of our co-occurrence graph based recommendation 
algorithm is much lower than that of the traitional association rule mining based 
algorithms, while the recommendation effectiveness of these two are almost the same 
in our collaborative conceptual modeling system. 
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