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1 Definition of the Topic

X-ray phase nano-tomography allows the characterisation of bone ultrastructure: the
lacuno-canalicular network, nanoscale mineralisation and the collagen orientation.
In this chapter, we review the different X-ray imaging techniques capable of imaging
the bone ultrastructure and then describe the work that has been done so far in
nanoscale bone tissue characterisation using X-ray phase nano-tomography.

2 Overview

X-ray computed tomography at the micrometric scale is more and more considered
as the reference technique in imaging of bone microstructure. The trend has been to
push towards higher and higher resolution. Due to the difficulty of realising optics in
the hard X-ray regime, the magnification has mainly been due to the use of visible
light optics and indirect detection of the X-rays, which limits the attainable resolu-
tion with respect to the wavelength of the visible light used in detection. Recent
developments in X-ray optics and instrumentation have allowed the implementation
of several types of methods that achieve imaging limited in resolution by the X-ray
wavelength, thus enabling computed tomography at the nanoscale. We review here
the X-ray techniques with 3D imaging capability at the nanoscale: transmission
X-ray microscopy, ptychography and in-line holography. Then, we present the
experimental methodology for the in-line phase tomography, both at the instrumen-
tation level and the physics behind this imaging technique. Further, we review the
different ultrastructural features of bone that have so far been resolved and the
applications that have been reported: imaging of the lacuno-canalicular network,
direct analysis of collagen orientation, analysis of mineralisation on the nanoscale
and the use of 3D images at the nanoscale as the basis of mechanical analyses.
Finally, we discuss the issue of going beyond qualitative description to quantification
of ultrastructural features.

3 Introduction

X-ray imaging and assessment of bone have been intimately linked already since the
discovery of X-rays. Actually, the first application of X-rays was visualisation of
bone on the organ level [1]. This consisted in simple projection images, usually
known as radiographs. X-ray computed tomography (CT) [2, 3], that is, cross-
sectional imaging, enables three-dimensional (3D) imaging by combining the acqui-
sition of radiographs at several angles of rotation around the targeted object and a
tomographic reconstruction algorithm. This modality has gained wide use in medical
imaging. X-ray CT at the micron scale (μCT) combines CT imaging with the use of
high-resolution detectors. X-ray μCT has recently assumed the place as the reference
method for bone microstructure imaging, among other applications [4]. This is, apart
from the excellent contrast in hard materials, sufficient penetration in bone and 3D
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nature of the images, due to compact μCT systems being increasingly available
[5–7]. Synchrotron sources in combination with insertion devices are powerful
X-ray sources enabling highly monochromatic X-rays. If such a source is used, the
resulting modality is called synchrotron radiation μCT (SR-μCT) [8] that allows
functional imaging, i.e. direct 3D quantification of the degree of mineralisation of
bone (DMB) at the micro-scale [9].

The trend in μCT and other X-ray microscopy techniques has been to go towards
higher and higher resolution [10], since the properties of X-rays are very appealing:
short wavelength (so a lower diffraction limit than with visible light) combined with
high penetration power yielding good contrast in bone. This goes hand in hand with
the increasing demand of quantitative 3D images of bone at the micro- and nano-
scale, due to the links between ultrastructure and failure [11, 12]. The high penetra-
tion power makes it difficult to implement X-ray focusing optics, however, which
has kept the magnification factor due to the X-ray beam fairly low. High-resolution
imaging has instead been achieved by indirect detection: a fluorescent screen, a
scintillator with a high efficiency in converting X-rays to visible light, imaged by
standard visible light microscope optics onto a CCD camera [13]. This kind of
system is diffraction limited in resolution by the wavelength of the visible light
emitted by the scintillator, however. In this case, imaging of the ultrastructure cannot
be considered, since this is usually reserved for features that are smaller than those
resolvable with a standard bright field visible light microscope operating in
transmission mode.

Osteoporosis and other bone fragility-related diseases are not yet fully understood
and are thus the subject of active research. While previously the main focus was the
characterisation, description and diagnosis of these diseases, currently the main aim
is to uncover the mechanisms behind bone loss and those involved in bone failure.
Bone mass is the most important determinant of bone strength, but it is known not to
be the only factor. For example, collagen cross-linking is thought to be important for
the integrity of the bone tissue [14]. Bone fragility is thought to result from failed
material or structural adaptations to mechanical stress [15]. Since bone adapts to
externally imposed mechanical stresses through a process of remodelling, the bone
tissue changes its macro-, micro- and ultrastructure during its lifetime.

Bone remodelling is achieved via the processes of mechanosensation and
mechanotransduction, which are thought to be performed by the osteocyte system.
Osteocytes are the most abundant bone cells dispersed throughout the bone system.
They differentiate from osteoblasts, which are the cells responsible for bone forma-
tion, by getting trapped in the pre-bone matrix during tissue formation. The osteo-
cytes interconnect and communicate through dendritic processes [16–19]. The
imprint of osteocytes and their processes are called the lacunae and the canaliculi,
respectively, and form the lacuno-canalicular network (LCN) [20]. The sensitivity of
osteocytes to external strain could be due to sensing substrate deformation directly or
by strains induced by the flow of interstitial fluid circulating in the LCN
[21–23]. Moreover, microcracks are also thought to trigger remodelling by
interrupting osteocyte dendrites [24–27]. The interest in studying osteocytes and
their pore network has been on the rise the last few years, which can be witnessed by
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published statements such that the LCN is “the unrecognized side of bone tissue” or
that osteocytes “can’t hide forever” [28–32]. Apart from their presumed role in the
bone remodelling, these cells are also thought to contribute to the maintenance of
mineral homeostasis. In relation to this, they secrete a number of biochemical
factors, of which some are seen as potential therapeutic targets [33]. It should be
mentioned however that the complete role of the osteocyte, and other possible
processes for bone remodelling, is not yet fully elucidated but is rather the topic of
active research [34].

Osteocytes and the LCN are not the only aspects of bone ultrastructure that are
interesting to study, however. At the ultrastructural level, bone tissue is a natural
nanocomposite consisting of mineralised collagen fibres. These fibres are organised
in a regular fashion around the vessel canals: the Haversian canals forming the centre
in units of bone remodelling called osteons and Volkmann canals interconnecting the
Haversian canals and the periosteum. During the lifetime of bone tissue, mineralised
matrix is being resorbed by osteoclasts and replaced by osteoblasts with new
osteons. Between these secondary osteons, there remain rests of older tissue called
interstitial tissue. At the boundary of each osteon, there is a layer of mineralised
tissue called the cement line, which is thought to have an important role in limiting
crack propagation and to affect the overall stiffness of bone [35, 36]. The cement line
has previously been characterised mainly using quantitative backscatter electron
imaging (qBEI). It has been disputed whether the cement line is hypo-mineralised
[35, 36] or hyper-mineralised [37, 38]. It may also act as a boundary of the
interconnected porosity within an osteon. At least one study has reported canalicular
tunnelling through the cement line, however [39].

The organisation of the collagen fibrils is thought to directly influence bone
strength and toughness. The analysis of collagen orientation has so far been
performed mainly in 2D using scanning electron microscopy [40–43], transmission
electron microscopy [44] and atomic force microscopy [45] or indirectly analysed by
polarised light microscopy [46] and Raman spectral mapping [47, 48]. So far very
little data is available on the 3D fine structure of the LCN and the bone matrix on the
nanoscale. X-ray μCT has been used extensively to study bone tissue microstructure.
There has been some work performed on imaging the LCN using μCT
[49–55]. Since the diameter of the canaliculi can be as small as ~100 nm, μCT
cannot by definition be used to image ultrastructure however, as mentioned above.

The techniques used to image bone ultrastructure in 3D have so far been trans-
mission electron microscopy, scanning electron microscopy and confocal laser
scanning microscopy (CLSM). CLSM is however limited by the depth of penetration
in mineralised tissue, and its spatial resolution is anisotropic, depending on the depth
into the sample where the focus is placed. It is also a scanning technique, which
implies that data acquisition is relatively slow. Finally, advanced staining and sample
preparation is necessary [56].

Another technique which has recently been progressing towards chemical imag-
ing of bone ultrastructure is infrared nanoscopy. Even though this technique gives
only access to the chemical properties in 2D, it might be of increasing interest due to
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the increasing number of available instruments, relatively simple sample preparation
and high spatial resolution up to tens of nm at a field of view in the order of
100 � 100 μm [57, 58].

Serial sectioning using a focused ion beam followed by imaging with scanning
electron microscopy (FIB-SEM) to image the lacuno-canalicular network has been
reported [42, 43, 59, 60]. While this technique offers excellent spatial resolution, it is
a destructive technique, and it requires advanced sample preparation. The repeated
sectioning and imaging also lead to long acquisition times. Finally, transmission
electron tomography has been used to image osteocyte ultrastructure in situ
[61]. However, this kind of imaging is limited to very thin sections, 3 μm in the
cited work. Thus, the 3D information is quite limited and only provides a very local
visualisation of the osteocyte.

We review here the work that has been done in imaging of the ultrastructure of
bone in 3D using X-rays. We give a brief introduction to high-resolution X-ray
imaging physics. We then continue to describe the different imaging methods that
have been used for ultrastructural imaging in bone, along with the results that were
obtained. We give particular attention to the propagation-based technique, where we
outline more in detail the image formation and reconstruction. We then describe the
type of analyses that have so far been possible at shorter length scales than can be
seen by visible light. Finally, we briefly discuss what we consider the next step of 3D
ultrastructure imaging in bone: the possibility of in situ cell imaging in bone using
X-ray phase nano-tomography.

4 Experimental and Instrumental Methodology

4.1 Instrumentation

4.1.1 X-Ray Source
The work described in Sects. 5.1.3, 5.2, 5.3 and 5.4 was performed on beamline
ID22 at the European Synchrotron Radiation Facility (ESRF), Grenoble, France.
ID22 is located on a high-β straight section and was equipped with two insertion
devices: an in-vacuum U23 and a revolver U35/U19. The electron beam in the
synchrotron had a current of ~200 mA, an energy of 6 GeV and a relative energy
spread of 0.001. The vertical (horizontal) emittance, β values and dispersion were
39 pm (3.9 nm), 3 m (37.2 m) and 0 m (0.137 m), respectively. The revolver device
was chosen to give maximum photon output in a moderately narrow energy range
centred on 17.5 keV, which is the principal working energy for imaging at ID22 [62].

4.1.2 X-Ray Optics
The X-ray focusing optics consisted of two graded multilayer coated mirrors
mounted in a crossed Kirkpatrick-Baez (KB) configuration [63]. The vertical mirror
was 112 mm long and had a focusing distance of 180 mm, and the horizontal mirror
was 76 mm long and had a focusing distance of 83 mm. The mirrors were
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dynamically bendable to create the appropriate elliptical shape required to focus the
X-ray beam. The resulting reflectivity at 17 keV was 73 % and yielded a spot size of
approximately 50 nm � 50 nm. The vertical mirror images directly the undulator
source (~25 μm FWHM), whereas in the horizontal direction, a virtual source is
created by the use of high heat-load slits. The multilayer mirrors both focus and
monochromatise the beam, resulting in a very high flux of about 5 � 1012 photons/s
and a moderate degree of monochromaticity of ΔE/E � 10�2 [64–68].

4.2 Image Formation

The refractive index n of an object can be described as [69]:

n x, y, zð Þ ¼ 1� δ x, y, zð Þ þ iβ x, y, zð Þ; (1:1)

where δ is the refractive index decrement, related to the phase shift of the incident
wave after passing through the sample, and β is the absorption index, related to the
attenuation of the incident beam induced by the sample.

The refractive index decrement δ and the absorption index β can be respectively
expressed as [69]

δ ¼ rcλ2

2π
ρe (1:2)

and

β ¼ rcλ3ρe
4π2c

X
j

fjγj
Z

; (1:3)

where rc denotes the classical electron radius, λ the wavelength of the X-ray beam, ρe
the electron density, c the light velocity, fj the number of electrons per atom with
damping constant γj and Z the atomic number that corresponds to the total number of
electrons per atom. Here, j corresponds to an electron in the atom.

The absorption index β is related to the attenuation coefficient μ by the following
relationship [70]:

μ x, yð Þ ¼ 4π
λ

ð
β x, y, zð Þdz: (1:4)

The attenuation B and phase shift φ induced by the object can be described as
projections parallel to the propagation direction (here, the z-axis). Note that
x represents the vector (x, y).
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B xð Þ ¼ 2π
λ

ð
β x, zð Þ dz (1:5)

and

φ xð Þ ¼ � 2π
λ

ð
δ x, zð Þ dz: (1:6)

At each angle θ, the interaction between the object and the X-ray wave can be
described as a transmittance function:

Tθ xð Þ ¼ exp �Bθ xð Þ þ iφθ xð Þð Þ: (1:7)

Thus, if uinc(x) denotes the incident wave front and u0(x) the wave front right after
the sample (i.e. for a null propagation distance), we obtain

u0 xð Þ ¼ Tθ xð Þuinc xð Þ: (1:8)

The corresponding intensity recorded by the detector, without any propagation, is

I0 xð Þ ¼ u0 xð Þj j2 (1:9)

I0 xð Þ ¼ Tθ xð Þuinc xð Þj j2 (1:10)

I0 xð Þ ¼ e�Bθ xð Þei φθ xð Þuinc xð Þ�� ��2 ¼ e�Bθ xð Þ�� ��2 ei φθ xð Þ�� ��2 uinc xð Þj j2 (1:11)

I0 xð Þ ¼ e�2:Bθ xð Þ uinc xð Þj j2 ¼ e�2Bθ xð ÞIinc xð Þ: (1:12)

The free-space propagation over a distance D can be modelled by the Fresnel
transform involving the propagator PD [71]:

PD xð Þ ¼ 1

iλD
exp i

π
λD

xj j2
� �

(1:13)

and its Fourier transform:

~PD fð Þ ¼ exp �iπλD fj j2
� �

; (1:14)

where f ¼ f, gð Þ are the conjugate variables corresponding to x.
Usually, in computer implementations, the propagator is applied in the Fourier

domain, since there it becomes a multiplication instead of a convolution in the spatial
domain. Mathematically, if u0(x) and uD(x) respectively denote the wave fronts right
after the sample and at a distance D from the sample, we obtain
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uD xð Þ ¼ PD xð Þ � u0 xð Þ; (1:15)

in the spatial domain, which corresponds to

~uD fð Þ ¼ ~PD fð Þ~u0 fð Þ (1:16)

in the Fourier domain.
Since uD usually stays in the real domain, and the propagator is applied in the

Fourier domain, we get

uD xð Þ ¼ F�1 ~PDF u0½ � xð Þ: (1:17)

The operator

FrD ¼ F�1 ~PDF (1:18)

is called the Fresnel transform. If we assume flat illumination, the interaction
between the incident wave front and the sample followed by free-space propagation
over a distance D can be modelled by

Tθ, D xð Þ ¼ Tθ � PDð Þ xð Þ: (1:19)

The intensity recorded by the detector at a distance D is

Iθ, D xð Þ ¼ Tθ, D xð Þ�� ��2: (1:20)

In the Fourier domain, the intensity can be expressed as

~ID fð Þ ¼
ð
T x� λDf

2

� �
T� xþ λDf

2

� �
exp �i2πx � fð Þdx: (1:21)

Thus, images recorded by the detector are quantitatively related to the phase shift of
the wave induced by the object.

Holotomography consists in acquiring projections for a complete rotation of the
sample, at different sample-to-detector distances. This enables to cover well the
Fourier domain (the Fresnel transform can have zero crossing at certain distances).

4.2.1 Magnified Images Formation
Since the beam is divergent, recording an image at sample-to-detector distance D
also induces, apart from phase contrast, magnification of the projections and creates
a spherical wave front (Fig. 1.1). The magnification M is expressed using the well-
known Thales’ theorem:
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M ¼ D1 þ D2

D1

: (1:22)

We obtain projections with different magnification by modifying the propagation
distance. In practice, the detector and the focus point are fixed, i.e. D1 þ D2 is
constant. It means that it is the sample that moves along a translation stage to get
images with different magnifications.

Note that the spherical wave Fresnel diffraction phenomenon can be seen as a
plane-wave illumination problem at the defocusing distance D defined by

1

D
¼ 1

D1

þ 1

D2

$ D ¼ D1D2

D1 þ D2

$ D ¼ D2

M
: (1:23)

In the following, D denotes the defocusing distance and can be seen as an equivalent
of the propagation distance that takes into account the magnification.

Since the position of the focus and the detector are kept fixed, [D1, D2, Dn, . . ., DN]
represents the equivalent propagation distance indexed by n, with N the total number
of distances used.

Fig. 1.1 The incoming
parallel X-ray beam (X) is
focused onto a focal spot
(F) using Kirkpatrick-Baez
mirrors, curved reflective
optics that will horizontally
and vertically focus the beam.
D1 represents the distance
between the spot (F) and the
sample (S). D2 denotes the
propagation distance, i.e. the
distance between the sample
and the detector [72]
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4.3 Phase Retrieval

4.3.1 Contrast Transfer Function
To retrieve the phase information from the image recorded by the detector (which is a
non-linear problem), and since we are in the Fresnel diffraction regime, we can use
the contrast transfer function (CTF) model. This linear model, which expresses the
intensity as a linear function of the absorption and the refractive index decrement, is
valid for slowly varying phase and weakly absorbing objects. These two conditions
can be mathematically written as

φ xð Þ � φ xþ λDfð Þj j � 1 (1:24)

for slowly varying phase and

B xð Þ � 1 (1:25)

for weak absorption.
The CTF is based on the linearisation of the transmittance function to the first

order:

T xð Þ � 1� B xð Þ þ iφ xð Þ: (1:26)

By substituting the linearisation of the transmittance function in Eq. 1.21 and
keeping only the first-order terms, we get the CTF:

~ID fð Þ ¼ δDirac fð Þ � 2 cos πλD fj j2
� �

~B fð Þ þ 2 sin πλD fj j2
� �eφ fð Þ; (1:27)

Where ~ denotes the Fourier transform and δDelta the Dirac delta function.
Nevertheless, for nano-tomography, the propagation distances are relatively long

compared to the pixel size and wavelength. This means the condition in Eq. 1.24 and
thus the linearisation in Eq. 1.26 are no longer valid, so that the non-linear contri-
bution of the phase cannot be neglected [73].

The CTF can be rewritten to take this into account:

~ID fð Þ ¼ δDirac fð Þ � 2 cos πλD fj j2
� �

~B fð Þ þ 2 sin πλD fj j2
� �eφ fð Þ þ ~INL,D fð Þ;

(1:28)

where ~INL;D fð Þ represents the non-linear contribution.
Phase retrieval is thus performed in two stages. An initial guess of the phase is

determined using a classical linear least square minimisation using the CTF,
described in Sect. 4.3.2. This first guess corresponds to the linear part of the retrieved
phase, but is not sufficient to provide good image quality at such high resolution.
After, the non-linear term is determined using a non-linear iterative method, for
example, a non-linear conjugate gradient algorithm [72].
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4.3.2 Phase Retrieval with the CTF
To retrieve the phase using the CTF, linear least square optimisation is used. This
method is usually used to solve an overdetermined problem, for example, a problem
containing one unknown and N equations, as it is the case here, since we recorded
images at N distances (that constitute our N equations) and want to determine one
unknown, the phase.

Consider the following overdetermined problem:

yn ¼ Anxþ εn; (1:29)

where n is an integer so that n� 1 : N½ �, x is the unknown, yn denotes one of the N
measurements and An is the linear transformation applied to x to get yn. The linear
least square method determines an estimate of x, x̂, so that

1

N

XN

n¼1
A2

nx̂ ¼ 1

N

XN

n¼1
Anyn: (1:30)

Solving CTF (Eq. 1.27) is equivalent to minimise

XN

n¼1
2 sin πλDn fj j2

� �eφ fð Þ � 2 cos πλDn fj j2
� �

~B fð Þ � ~IDn
fð Þ

��� ���2: (1:31)

Here, Tikhonov regularisation is used to solve this minimisation problem [74]:

êφ fð Þ ¼
Kaa

XN

n¼1
2 sin πλDn fj j2

� �
~IDn

fð Þ � Kap

XN

n¼1
2 cos πλDn fj j2

� �
~IDn

fð Þ
h i

KaaKpp � Kap2

(1:32)

with

Kaa ¼
XN

n¼1
2 cos πλDn fj j2

� �� �2

(1:33)

Kap ¼
XN

n¼1
2 cos πλDn fj j2

� �
2 sin πλDn fj j2

� �
(1:34)

Kpp ¼
XN

n¼1
2 sin πλDn fj j2

� �� �2

: (1:35)

Once the projections are well conditioned, phase retrieval is performed according to
the scheme presented above. A linear least square method is performed to assess
roughly the phase and a non-linear conjugate gradient method to refine it. The
obtained phase projections are eventually used as an input of a tomographic recon-
struction algorithm (here, the filtered back projection method) to get a volume of the
refractive index decrement.
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5 Key Research Findings

5.1 Literature Review: X-Ray Nano-tomography of Bone

We review here the imaging methods that have so far been used to image bone
ultrastructure at higher than 400 nm spatial resolution and the results that were
obtained. To achieve such resolutions, advanced X-ray microscopy methods have to
be used, where some magnification has to be implemented on the X-ray beam. This
is not straightforward, however, as mentioned above, since the very small deviation
from unity of the refractive index for X-rays makes it difficult to implement X-ray
optics. The methods are surprisingly heterogeneous in their design, relying on
attenuation and far-field and near-field diffraction, respectively.

5.1.1 Ptychographic Tomography
One way to achieve high-resolution imaging with X-rays is to exploit diffraction.
This requires the use of a pencil beam, either by using a pinhole or X-ray focusing
optics. An image is then recorded at a relatively long distance downstream of the
object, which corresponds to far-field or Fraunhofer diffraction. Images recorded in
this way will contain information closely related to the squared modulus of the
Fourier transform of the imaged object, convolved with the Fourier transform of the
incident beam. It is in certain cases possible to reconstruct the object transmission
function by the use of iterative phase retrieval algorithms based on projections onto
sets [75–78]. This approach is usually known as coherent diffraction imaging (CDI)
[79, 80]. Since the recorded image is in the frequency domain, the attainable
resolution is limited by how far from the centre of the detector signal can be
measured (and, of course, the wavelength of the probe). In practice, this means
that the resolution limit is related to the signal-to-noise ratio in the recorded images.
Therefore, very high resolution can be achieved with this technique. CDI is limited
to imaging of isolated particles with a support smaller than the used X-ray beam,
however, such as isolated nanoparticles [82] or single cells [83].

The small support requirement can be obviated by scanning the probe across an
extended sample while letting the probe position overlap at each image position
(in practice the sample is scanned through the beam). By using an iterative recon-
struction scheme, a complete phase projection can be reconstructed [84–86]. This is
known as ptychographic imaging [87].

Since the phase shift introduced by the object in the X-ray beam can be consid-
ered as a straight-line projection, if we have access to the phase shift, we can use it to
reconstruct the 3D refractive index decrement distribution in the sample, in analogy
to the classical attenuation case. What is particularly attractive with this is that for
hard X-rays, the refractive index decrement is proportional to the local mass density
in the sample [88]. This means that, for example, the use of X-ray phase tomography
images to drive mechanical simulations avoids the need to infer the mass density
from measurements of the degree of mineralisation of bone (DMB), which has to be
done if density is to be related to the attenuation index [9]. In practice, phase
tomography is implemented by a two-step process: first, the phase is retrieved at
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each projection angle, and then the refractive index decrement is reconstructed by
feeding the resulting phase maps into a tomographic reconstruction algorithm such
as filtered back projection (FBP) [89–91].

Ptychographic tomography has been used to image bone ultrastructure [81]. A
human cortical bone sample cut to an approximately cylindrical shape with a
diameter of ~25 μm was imaged using a 2.3 μm pinhole (Fig. 1.2a). The sample
was scanned through the resulting pencil beam so that the X-ray spots lie on
concentric circles, covering a rectangular area of 40 μm � 32 μm (Fig. 1.2b) for a
total of 704 diffraction patterns per projection. Such projections were recorded over a
180	 turn of the sample, at increments of 1	 for a total of 180 projections.

Figure 1.2c, d shows virtual sections through the reconstructed electron density
map. The bright shell on the surface of the sample is due to the sample preparation;
the sample was cut using a focused ion beam, which deposits a residue of heavy ions
on the surface (in this case gallium ions). We can easily see the lacunae and the
canaliculi. Note that the reported electron densities are truly quantitative due to the
sample being completely covered by the projections. 3D renderings (Fig. 1.2e, f)
show that the imaged volume contains three partial lacunae. The canaliculi are fairly
well resolved, but some spurious structures remain.

The major strength of ptychographic tomography is that it is capable of attaining
very high resolutions without the use of X-ray optics. Isotropic 3D resolutions up to
16 nm have been reported [92], however, in energy ranges that are probably too low
to be practical for bone imaging (~6 keV). A major drawback of ptychographic
tomography is its scanning nature. This makes the acquisition time for a single
projection relatively long; in practice, it limits the number of projections that can be
acquired and the field of view that can be covered. In the work of Dierolf et al. [81],
only 180 angular positions were acquired, normally far too few to achieve correct
angular resolution, and a relatively small sample was imaged, comprising only parts
of three lacunae. The duration of the complete acquisition was reported to be ~40 h.
Another disadvantage, shared with the in-line phase imaging (Sect. 5.1.3), is that
reconstruction is not always straightforward. Considerable expertise seems to be
needed to perform correct reconstructions. These two drawbacks taken together
seem to limit the applicability of ptychographic tomography for quantitative studies.
Additionally, ptychography can only reconstruct phase shifts in the range 0–2π. This
means that if the true phase shift is larger than 2π, the reconstruction has to be
unwrapped, which is a problem unto itself [93].

5.1.2 Transmission X-Ray Microscopy (TXM)
Magnification on the X-ray side can be achieved by the implementation of a
transmission X-ray microscope, analogously to what can be done with visible
light. Due to the weak refraction of X-rays, diffractive optics, so-called Fresnel
zone plates, are used for this purpose. A full-field TXM implementation has been
reported by Andrews et al. [94], using either a rotating anode X-ray source or a
synchrotron source to image bone tissue at the nanoscale. They used a reflective
capillary collimator due to its high focusing efficiency. The sample was placed in the
focus. A Fresnel zone plate was used as objective lens to image the beam onto the
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Fig. 1.2 Ptychographic X-ray tomography. (a) Schematic of the experimental setup. (b) The
scanning pattern of the X-ray spot over the sample to form one projection. (c, d) Virtual cuts
through the reconstructed volume showing very good contrast between bone and the LCN. The
bright shell consists of gallium ions deposited by the focused ion beam cutting of the sample. (e)
Volume rendering of the complete imaged volume. Three lacunae can be partially seen, and a fair
amount of the canaliculi seem well resolved. (f) Zoom on one lacuna and its canaliculi. A fair
amount of spurious porosity remains (Images from Dierolf et al. [81])
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detector. Detection was done using a scintillator-based high-resolution CCD camera
with a physical pixel size of ~2 μm. A schematic of the instrument is shown in
Fig. 1.3a. The X-ray energy used was in the range of 4–14 keV. They achieved a
spatial resolution of ~50 nm, compared to the theoretical resolution limit of ~35 nm.

The reported TXM setup was used to image the LCN. Part of one lacuna and its
environing canaliculi were imaged in trabecular bone. The sample was extracted
from the proximal region of a mouse tibia by microtome cutting, followed by
washing with a saline jet to remove marrow. It was then dried and attached to a
steel cannula tip with epoxy for imaging. The resulting sample consisted of a single
trabecula and was less than 50 μm thick, which is approximately the depth of focus

Fig. 1.3 Transmission X-ray microscopy (TXM). (a) Schematic of the experimental setup. (b)
Volume rendering of an osteocyte lacuna in an isolated murine trabecula. (c, d) Virtual cuts through
the reconstructed volume showing the contrast between bone, the lacuna and the canaliculi (Images
from Andrews et al. [94])
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of the TXM. The sample was stained with 1 % uranyl acetate for 12 h to improve
contrast. The lacuna and canaliculi are well resolved in the image, but are fairly
weakly contrasted (Fig. 1.3c, d). Looking at a volume rendering (Fig. 1.3b), the
lacuna and its canaliculi are clearly visible. The canaliculi show a surprising rate of
branching, however, compared to the two other techniques reported here.

ATXM images the attenuation of the sample, i.e. the same contrast as in standard
X-ray μCT. An advantage of TXM is that it can achieve high spatial resolution
without the need for advanced image reconstruction. The disadvantages seem to be
the demanding sample preparation and the limited sample size due to the short depth
of field, approximately 50 μm. The technique also requires fairly low energies,
thereby limiting the thickness of the samples that can be traversed. The lower energy
also increases the X-ray dose deposited in the sample, thus increasing the risk of
radiation damage.

5.1.3 In-line Phase Tomography
It is possible to implement a transmission projection microscope by the use of X-ray
optics to focus the beam and placing the sample after the focus in the resulting
divergent beam. This kind of microscope has been implemented using Kirkpatrick-
Baez reflective optics [95]. As for the methods discussed above, the sample is placed
on a translation/rotation stage to enable tomographic imaging. The camera is
mounted on a translation stage to allow for different factors of geometrical magni-
fication. The magnification is a function of the beam divergence after the focus, the
focus-to-sample distance and the focus-to-detector distance. The resulting free-space
propagation not only creates a magnification effect however, but due to the high
degree of coherence of the beam, phase contrast is also induced. This contrast can be
used to reconstruct the phase shift in the object. One particularity, however, is that
the recorded images will lack information at certain spatial frequencies due to the
properties of the transfer function of the Fresnel propagator. In high-resolution
imaging, this makes it necessary to acquire several (at least two) images per
projection angle, corresponding to different sample-to-detector distances. Another
aspect is that bone samples will always introduce a considerable attenuation effect at
the energies used in practice. This means that both attenuation and phase contrast
will be present in the recorded images, which also imposes a minimum of two
images per projection angle. Otherwise, strong assumptions have to be made on the
sample composition to make phase retrieval possible.

The phase can be retrieved at each projection angle by a process known as phase
retrieval. Several algorithms for phase retrieval from Fresnel diffraction patterns
have been developed. Most of them are based on linearisation of the squared
modulus of the Fresnel transform to achieve efficient, filtering-based solutions [89,
90, 96–99]. In the high-resolution case, there will be non-negligible non-linear
contributions. This makes the use of non-linear reconstruction algorithms necessary
to achieve the resolution permitted by the experimental setup (Sect. 4.3) [100–104].

In-line phase tomography has been used to image several ultrastructural features
in bone [72]. The LCN can be imaged over a relatively large field of view
(Fig. 1.4a–d). The LCN also seems better resolved than then in the previously
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reported studies (cf. Figs. 1.2f, 1.3b and 1.4e). The bone matrix appears strongly
textured (Fig. 1.4a–c) compared to, e.g. images acquired with X-ray ptychographic
tomography (Fig. 1.2c–d). By comparison to qBEI [40] and TEM [44] images, the
arching structure can be identified to be due to the oblique cutting of the mineralised
collagen fibrils. This means that the collagen fibre orientation can be studied directly
in 3D using texture analysis, as we will see below. The cement lines are compara-
tively very well contrasted. In phase tomography, the reconstructed grey level
corresponds to the mass density in non-hydrogen-rich materials. In the images, it
can be seen that the cement line has a significantly higher mass density than the
surrounding osteonal and interstitial tissue regions.

In-line phase tomography has some aspects that make it attractive for bone
imaging. It is a full-field imaging technique, which means that the image acquisition
is relatively fast. Acquisition time of ~4 h per sample has been reported [72], using

Fig. 1.4 Magnified phase tomography of bone. (a–c) Virtual cuts through the reconstructed
volume. Note the high contrast between the LCN and the bone matrix and also the strong contrast
in the matrix presumably due to oblique cutting of the mineralised collagen fibres, as well as the
well-resolved cement line. (d) Volume rendering of all LCN porosity in the sample showing a
relatively large number of lacunae. (e) Zoom on one lacuna and its canaliculi (pink) and the cement
line (green). The LCN is rendered in unprecedented detail, and its relationship to the cement line
can be studied [72]
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full sets of projections (i.e. 3000 projections using a 2048-element-wide detector).
This means that quantitative studies on large series of samples are potentially within
the capabilities of this technique. Further, due to the full-field nature, a relatively
large field of view can be imaged compared to the other available techniques.

The in-line technique currently has one disadvantage in common with
ptychographic tomography, however. Image reconstruction is not straightforward,
since it relies on advanced reconstruction algorithms that presently require consid-
erable expertise to operate. A disadvantage compared to ptychography is currently
the achievable spatial resolution. While no measurement has been reported, by
inspection of the reconstructed volumes, the spatial resolution so far achieved
seems to be ~200 nm (FWHM at interfaces in the reconstructed 3D object). With
these advantages and disadvantages taken together, in-line phase tomography seems
to be an appropriate method for quantitative studies and study of ultrastructural
features in addition to the LCN.

5.2 Collagen Orientation

Three-dimensional images acquired by means of in-line phase tomography allow to
explore the details of the submicron-scale architecture of bone. In particular, the
structure of bone lamellae can be analysed in unprecedented detail.

Lamellar pattern is the dominating arrangement of bone in the human skeleton
and can be found most frequently in the form of osteons. Osteons are approximately
200 μm diameter cylindrical structural units constituted by concentrically arranged
lamellae surrounding the central Haversian canal of 50–100 μm diameter hosting
blood vessels and nerves. Lamellae are 3–7 μm thick layers that were characterised
and defined originally on microscopy images of cut sections. The reason for the
appearance of lamellae was already more than hundred years ago proposed to be the
ultrastructure, namely, the orientation of the collagen-mineral composite [105].

One interesting question has been – and still is – if the lamellar structure is the
result of a collagen self-assembly processes [44, 106] or if it is determined by the
activity of the osteoblasts laying down bone tissue, driven through their
mechanosensing ability, following a predefined programme or signals sent by
osteocytes. However, the major driving force behind studies investigating bone
microarchitecture has been the role of these structural details in determining function
and vice versa. Ultimately, in-depth knowledge on structure-function relationships
may complete our understating of the complex design and remarkable mechanical
properties of these highly optimised skeletal elements [107]. The effect of bone
diseases on the mechanical competence and the underlying alterations in the com-
position and architecture are also of great interest. Moreover, the underlying princi-
ples may be useful for the design of new materials for mimicking bone tissue [106]
or for other bio-inspired engineering purposes.

With respect to the role of ultrastructure in mechanical properties of lamellar
bone, besides numerous other studies, the works of Ascenzi and colleagues have to
be mentioned. These authors extensively researched and reported the potential
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relationships between the osteonal types classified based on appearance under
confocal microscopy and mechanical properties of isolated osteons [108–111] and
lamellae [111] assessed experimentally. However, understanding the exact architec-
ture of lamellar bone remained a challenging task mainly due to the available tools of
investigation. Inference of the three-dimensional arrangement of collagen fibrils
and/or mineral particles was attempted from 2D sections acquired mainly by various
microscopy techniques [109, 112–119], scattering [120–122] and diffraction based
[123], i.e. mainly in reflection or transmission mode. Interpretation of these results
therefore required assumptions and theoretical models. Some of these approaches
lead to partially or fully misleading conclusions as it was pointed out, e.g. by Giraud-
Guille et al. [112]. Using these various methods, several researchers’ opinion
converged towards the agreement that lamellae have a periodic plywood structure.
However, various descriptive models have been proposed including orthogonal
[105], twisted [112], rotated [114] and helicoidal [124] plywoods. Furthermore, a
remarkably different opinion was formulated by Marotti et al. [125], proposing that
the collagen matrix is rather disorganised and the lamellar pattern is the result of
neighbouring regions having distinct collagen densities. A potential explanation for
these different observations has been provided recently [126]. However, there was a
clear need for truly three-dimensional analysis techniques to fully resolve these
structural details and explain the partially or fully contradicting findings of previous
2D analyses.

In-line phase tomography provides the density contrast and spatial resolution that
are sufficient to investigate and quantitatively describe this complex arrangement in
three dimensions.

As pointed out in Sect. 5.1.3, the characteristic arcing pattern apparent in
Fig. 1.4a–c is the result of this lamellar structure and was an important basis for
previous 2D, e.g. electron microscopy-based analyses attempting to resolve the
lamellar structure [112]. Having the 3D data at hand, it is possible to virtually
prepare slices in arbitrary directions. Aligning these slices with the lamellar plane
allows one to observe the arrangement of collagen fibrils within sub-lamellae. This
principle was the basis of the image analysis protocol presented in [127]. In partic-
ular, slice-wise autocorrelation analysis was performed to quantify the local
orientation of the fibrils. We assumed that the in-plane pattern of the fibrils was
quasi-periodic and used the major principal axis of the autocorrelation-based orien-
tation distribution function of periodicity to identify the dominant direction of fibrils
within the given plane. Independently assessed results of consecutive parallel slices
provided the evolution of the mean orientation of the bone lamellae. Several
sub-volumes aligned with the local lamellar coordinate system were investigated.

Using this technique, we confirmed that mineralised collagen fibrils in lamellar
bone are organised into a plywood structure that is made of parallel quasi-planes in
which the fibrils have unidirectional alignment. Within the largest analysed region,
having an in-lamellar-plane dimension of approximately 30 � 70 μm, the standard
deviation of the quantified fibril orientation was as small as five degrees. The
evolution of fibril orientation across lamellae was dominated by smooth transitions;
discrete changes were rare. We found two major plywood pattern types. The first one
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resembled the rotating plywood described earlier [112], with the orientation chang-
ing continuously. For the first time, to our knowledge, we quantified the rate of twist
and found that it was fairly constant across regions and specimens, being approxi-
mately 25	/μm. The range of twist was close to either 180 or 360	. Fibrils completed
a 180	 twist in approximately 7 μm, which corresponds well with lamellar thickness
values reported earlier [128]. In the second lamellar type, the change of fibril
orientation followed a closely sinusoidal pattern, with average amplitude of approx-
imately 30	 and a relatively small offset, on average seven degrees, around the
osteon axis. We called this pattern oscillating plywood and found cases resembling
symmetric as well as rather asymmetric sinusoids. The average half period of these
sinusoids was close to six microns, which is again close to previously reported
lamellar thickness values. This pattern was close to that found earlier [123] in a
single sample, however, with a much smaller offset with respect to the osteon axis.

We found twisting and oscillating plywood patterns to coexist within the same
osteon in a consecutive manner. Close to the external boundary of the osteon, i.e. at
the cement line, we observed in all investigated cases twisting plywood arrangement.
The lamellar structure of osteons was hypothesised to have importance mechanically
by acting as an efficient crack arresting boundary and thus protect the vessels and
nerves within the central canal [107]. Our finding is in line with this hypothesis as
twisted plywood contains all fibril orientations and, by means of collagen bridging,
may therefore be a general defensive mechanism against cracks in any direction
[129] and it is located directly at the external border of the osteon. Furthermore, the
outermost lamella, being the firstly deposited one, may be important in the early
phase of the construction of the osteon.

As a qualitative validation of our approach, in a selected analysis region, the
computed orientation was used to construct a virtual 3D fibril model that compared
well with the corresponding sub-volume of the original greyscale image, and, in
particular, the arch pattern could be reproduced (Fig. 1.5). The figure illustrates the
necessity of 3D analysis as the evaluated complex arrangement displayed in the
centre panel of Fig. 1.5 cannot be retrieved from a 2D section, e.g. from the oblique
cut shown in the left panel.

Apart from the plywood-type arrangements, we could observe rather disorganised
regions [130]; however, these had very rare occurrence. Furthermore, we found that
fibrillar orientation was independent of the local mass density values, suggesting that
the known fluctuation of mechanical properties across lamellae [117, 131–133] is
dominated by the orientation of the fibrils rather than the level of mineralisation.

In summary, our results not only corroborated findings of earlier studies, but
provided novel insight into the lamellar microstructure in bone. Further, a unique set
of quantitative results could be derived from nanoscale three-dimensional data and
allowed reinterpretation of previous observations. Moreover, our findings were in
line with the results of the concurrent, but independently performed, studies of
Reznikov et al. investigating lamellar arrangement in various species by means of
FIB-SEM [42, 60, 134]. This approach is attractive as it provides a resolution of
about 10 nm. However, it is limited to a field of view of 10 μm and at the price of full
destruction of the sample. Finally, the existence of the two plywood arrangements
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was corroborated in a later study using polarised Raman microscopy for the chem-
ical and structural analysis of human osteonal bone [48].

Nevertheless, the analysis method developed and applied in [127] had several
limitations, since:

(i) Its application was restricted to large osteons in which the curvature of lamellae
was relatively small, allowing to have a rectangular ROI with slices that
contained data of distinct lamellar quasi-planes and that were large enough
for the extraction of the orientation.

(ii) The analysis region had to be aligned with the local lamellar planes, which
required time-consuming manual preprocessing (image rotation, ROI
selection).

(iii) The analysis regions had to be located sufficiently far away from osteocyte
lacunae, and fibril orientation around these pores could not be assessed.

Most of these limitations can be overcome by employing a truly 3D approach.
The lamellar arrangement consists of planes with unidirectional fibrils, orientation of
which changes relatively rapidly across the lamellae. This direction-dependent rate
of the orientation change requires the analysis method to be well tuned to this
structure. The updated analysis protocol has two steps. In the first one, the rough
lamellar orientation is assessed, which is used in a second step to align the rectan-
gular analysis volume. The size of the latter, to be in accordance with the above
discussed closely transversely isotropic orientation change rate, is larger in the
lamellar plane than out of this plane. The capabilities of this approach are illustrated
in Fig. 1.6 which shows the quantified fibril orientation around an osteocyte lacuna.
In comparison to the previous method, the improved analysis protocol requires much

Fig. 1.5 Qualitative validation of the autocorrelation-based approach to quantify mineralised
collagen fibril orientation. Left: rectangular analysis volume cropped from the synchrotron nano-
CT image of a human femoral cortical bone sample with an oblique cut. Grey values represent the
inverted mass density in arbitrary units. Scale bar, 10 μm. Middle: cylinders representing the
quantified fibril orientation of 600 μm thick sections across the lamellae. Right: 3D illustration of
the extracted orientations with the fibrils shown in blue and the matrix in white. The arc pattern in
the oblique cut corresponds well to that in the original image (left) [127]
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less user interaction, essentially limited to the selection of the volume of interest.
Moreover, as shown in the figure, the region does not have to be aligned with the
lamellar plane and can include larger voids such as lacunae. Therefore, the new
approach is expected to allow for high-throughput analyses, which is a strong
requirement in, e.g. comparative studies with several groups and larger sample sizes.

A rather general limitation of all high-resolution methods is the strong sampling
effect due to the available field of view. This effect can be compensated by scanning
multiple regions of the same sample and/or increasing the number of specimens to
strengthen statistical power. The expected improvements in imaging technology
should provide the basis for larger, even clinically relevant studies. However, the
relatively low accessibility of the infrastructure remains a challenge. In this respect,
the role of coarser-scale methods that are sensitive to the alteration of the lamellar
structure or the fluctuations of its mechanical properties has to be emphasised. More
easily accessible laboratory techniques such as scanning acoustic microscopy [117],
Raman microscopy [48] or second harmonic imaging [135, 136] have been demon-
strated for this purpose. Moreover, these methods allow for the investigation of
larger domains, however, only in 2D. These approaches may therefore efficiently
complement the higher-resolution 3D techniques, and their combination should open
new possibilities towards more extensive studies in the future.

Fig. 1.6 Illustration of the mineralised collagen fibril orientation around an osteocyte lacuna, as
estimated by the updated 3D autocorrelation-based approach. The lacuna is shown as white surface
in the middle of the rectangular volume. Colour of the cylinders represents the degree of anisotropy
(DA) of the autocorrelation-based measure, i.e. the fidelity of the orientation estimation. On the left
side of the lacuna, the orientation may have abrupt changes from closely vertical to horizontal.
However, the low DA values suggest that fibrils are rather disorganised in this region. Scale bar,
5 μm
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5.3 Morphology and FE Modelling of the Lacuno-Canalicular
Network

Porosity of bone is at least as important as the mineralised tissue matrix itself, both
biologically and mechanically. On the micro-scale of cortical bone, one finds the
pore network of osteocytes that consists of the lacunae hosting the cell bodies and
the canaliculi, which are tiny tunnels connecting lacunae of neighbouring cells [11,
137]. Given the important role of the mechanosensitive osteocyte in the coordina-
tion of the activities of other bone cells and its active participation in remodelling
[29, 138], the LCN has received increasing attention during the last years.
Imaging of this pore network became an important, but not yet fully solved,
challenge [11, 139].

Osteocyte lacunae are ellipsoidal-shaped voids in the bone matrix with approx-
imate sizes of 5 μm � 10 μm � 20 μm and can therefore be resolved with labora-
tory devices such as confocal microscopy and desktop μCT [11, 12,
140]. Nevertheless, most studies used μCT in combination with a synchrotron source
to image lacunae and quantify their morphology [49, 53, 54, 141–143]. Not only the
morphology of lacunae [12, 53, 144] but also that of the entire LCN including the
canaliculi has been reported to be altered in different bone diseases [145].

The connection between lacunae provided by the canalicular network is essential
due to several reasons. Osteocyte dendrites can extend in these tunnels and connect
to the neighbouring cell via gap junctions, allowing for direct communication
[146]. Even more importantly, this network is filled with interstitial fluid which is
in motion due to changes in blood pressure and to deformations caused by mechan-
ical loading of bones [147]. Fluid flow transports nutrients, removes cell waste and
distributes signalling molecules. The latter are important in the biochemical control
of bone remodelling.

Nevertheless, the remodelling process is driven also by mechanical signals to
which these cells are also sensitive [31]. There is increasing evidence that motion of
this liquid may stimulate osteocytes by deforming the membrane of the cell body or
the dendrites [148, 149] or the primary cilia [150]. However, these processes are not
yet fully understood, and fluid flow may not be the source of or may not be the only
mechanism of triggering osteocytes to initiate remodelling. Direct straining through
the deformation of the surrounding extracellular matrix may be an alternative or
additional means for mechanical stimulation of osteocytes [151].

An unresolved issue with respect to both previous theories is the order of
magnitude difference between the strains available in vivo (few thousand
microstrains) [152] and the one required to stimulate these cells in vitro (few tens
of thousands of microstrains) [153], giving rise to a missing strain amplification
mechanism. This phenomenon has received increased attention during the last years
and has been researched using experimental [154], analytical [149, 153, 155, 156]
and numerical [22, 23, 157–162] approaches. In-depth analysis of the potential
relevance of the pore network of osteocytes in bone diseases and in remodelling in
general requires appropriate description of the geometry and 3D architecture of the
entire LCN including the canaliculi. This task is far more challenging than imaging
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of the lacunar pores described above, mainly due to the tiny dimensions of these
canals embedded in the dense mineralised tissue.

The repertoire of the available appropriate experimental tools is very restricted;
the available data is limited and shows high deviations for certain quantitative
descriptors of the LCN [137, 163]. Scanning electron microscopy-based studies of
Marotti et al. reported canalicular diameter to be between 150 and 500 nm [164], but
3D analysis is not possible with this method. The network properties of LCN can be
investigated based on confocal microscopy images [56, 165–167], but detailed
description of the canal geometry is not possible since the resolution of this method
is practically the same as the average canalicular diameter, i.e. approximately
300 nm. The same is true for attenuation-based synchrotron tomography [54, 55].

Higher-resolution imaging can be achieved by means of the FIB-SEM approach
[59], ptychography [81] or tomographic transmission electron microscopy
[61]. However, these methods are expensive in terms of time and resources and
provide a relatively small field of view; and FIB-SEM is fully destructive. In-line
phase tomography can overcome some of these limitations by providing very high
spatial resolution in a relatively large field of view within reasonable image acqui-
sition time (Sect. 5.1.3). We used this technique to reconstruct the geometrical details
of the LCN and investigate a potential means of mechanical stimulus of
osteocytes [168].

In that study, the in-line phase tomography protocol described above (Sect. 5.1.3)
was used to image cylindrical samples of human femoral cortical bone. Sample
preparation was challenging since cylindrical samples with diameter less than
700 μm had to be prepared from several specimens within a relatively short time
and with reasonable costs. We used a precision lathe for this purpose. First, a few
mm wide and deep and approximately 15–20 mm long rods were cut, by means of a
diamond-coated wheel saw, from a prescribed location of the femoral cortical cross
sections. These samples were then mounted on the lathe using custom-built holders,
and the required sample diameter was achieved by careful turning. This protocol
allowed to preserve the close to native state of the samples. However, the resulting
bone cylinders had to be dried prior to scanning to avoid potential sample motion
during image acquisition.

Imaging provided us with an overview image with 715 μm field of view
containing the entire cross section of the cylinders with 350 nm voxel size and a
high-resolution image of selected regions with 102 μm field of view and 50 nm voxel
size. Rectangular volumes of interest (VOIs) were selected from the high-resolution
images to analyse the LCN and deformations of osteocytes. Each VOI contained a
single lacuna with its canaliculi (Fig. 1.7a).

First, the geometry of the pores was identified using specialised segmentation
methods including thresholding, morphological operations and a custom-developed
connectivity enhancement algorithm. The latter was required to correct the effects of
ring artefacts artificially cutting some canaliculi. In each VOI, the lacuna was then
separated from the canaliculi, and several morphological parameters of both pore
compartments were quantified (Fig. 1.7b). These included volumes, surfaces,
descriptors of shape as well as number, diameter and spacing of canaliculi.
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Fig. 1.7 Quantification of lacunar-canalicular morphology and prediction of osteocyte strains. (a)
Selected VOIs from phase nano-CT images of femoral cortical bone of a 66-year-old female donor.
Grey values represent the mass density. (b) Surface rendering of the segmented lacunar (yellow) and
canalicular (red) pores. (c) Finite element mesh containing the mineralised extracellular matrix
(purple and blue), the pericellular soft tissue in the lacuna (yellow) and in the canaliculi (red), as
well as the cell body (light green) and processes (turquoise), with both the latter reconstructed
artificially based on literature data. Parts of the model are transparent to allow visualisation of all
compartments. Boundary conditions applied in the deformation analysis, i.e. constrained uniaxial
compression of 1000 microstrains, are also shown. (d) Minimum (compressive) principal strain
results of the finite element analysis in the osteocyte, showing deformation peaks (red, >10,000
microstrains; i.e. an at least tenfold strain amplification) at the junctions of the dendrites and cell
body as well as at certain locations of the dendrites further away from the lacuna [168]
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Case-specific finite element models of the VOIs were created from the same
images. These models included the extracellular matrix surrounding the pores, the
pericellular soft tissue matrix in the lacuna and the canaliculi as well as the osteocyte
with its cell body and dendrites (Fig. 1.7c). As the cell itself was not visible on the
images, assumptions based on previous literature data collected with electron
microscopy imaging [160, 169] were used to artificially reconstruct its geometry
from the available pore-matrix interface data. Moreover, each canaliculus was
assumed to contain a cell dendrite. Material properties were modelled as linear
elastic and isotropic, with parameters assigned based on literature data [22]. The
models were subjected to confined uniaxial compressive deformation along the
direction of the longest lacunar dimension with magnitude set to the physiologically
relevant 1000 microstrains [152].

In-line phase tomography imaging provided unprecedented details of the LCN
(Fig. 1.7). The most important results of the quantitative morphological analysis of
the ten investigated regions of interest were as follows. The lacunar volume (min,
342 μm3; max, 686 μm3), surface (min, 295 μm2; max, 503 μm2) and aspect ratio of
the approximating ellipsoid (min, 2.0; max, 4.8) varied considerably between the
investigated VOIs. Lacunae located at the outer border of the osteons, i.e. in the
direct vicinity of the cement lines were less elongated than others. Average canalic-
ular diameter was comparable among different VOIs (min, 0.29 µm; max, 0.44 µm),
but the number of canaliculi per lacuna (min, 53; max, 126), as well as the total
volume (min, 2.4 � 10�3; max, 9.3 � 10�3) and surface area (min, 23 � 10�3

μm�1; max, 84 � 103 μm�1) of canaliculi, with both latter being normalised bone
volume, showed higher variations. However, average distance between the canalic-
uli was found to fall into a relatively narrow range (min, 4.3 μm; max, 5.1 μm). This
finding, in combination with the correlation between canalicular number and lacunar
surface area (R = 0.79), suggested that the spatial distribution of canaliculi was very
well regulated. Within the VOIs, the volume of canaliculi was 2–9 times smaller than
that of the lacuna, but their surface area was 1.3–4.5 times larger. These results,
although limited by the VOI-based analysis, underlined the potential of these pores
in the interaction with the matrix.

The main outcome of the finite element analysis was that the magnitude of the
strains at the junctions of the osteocyte cell body and dendrites reached up to
70 times the externally applied deformations and further local peaks were observed
in the dendrites (Fig. 1.7d). Resulting strain magnitudes are in the range reported to
stimulate osteocytes in vitro [153]. These findings provide a potential explanation of
the sought strain amplification effect described above. The case-specific models
predicted higher strain amplification factors compared not only to idealised ones
[157–159] but also to previously reported case-specific simulations using either
different image source [22] or less refined modelling approach [162].

However, these high strains were localised in a very small portion on the cell
volume. There was no evident relation between the cell deformation and the
parameters of the LCN morphology of the investigated osteocytes. One of the
derived deformation-related parameters, the relative dendrite volume in which the
strain amplification was higher than tenfold, was similar in the VOIs originating
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from the same bone sample – and practically the same osteon – in two out of three
cases. This suggests that local tissue age, even if not considering the related increase
in the mineralisation and consequently in the stiffness of the extracellular matrix,
may have an impact on osteocyte deformations.

Our analyses were limited by the number of investigated osteocytes. Future
studies should therefore include several samples from numerous donors so that
appropriate statistical analyses can be performed. The automated analysis protocol
presented in [168] provides the efficiency required for such large-scale studies.
Moreover, the effect of bone diseases on LCN morphology and osteocyte deforma-
tions could be investigated with the above described tools.

A further main limitation was the fact that the cells were not visible in the nano-
CT images and thus had to be reconstructed artificially using literature-based data
and a priori assumptions. However, recent advances in imaging technology are
providing very high contrast and spatial resolution. This contrast may provide the
possibility of imaging not only the mineralised matrix but also the cell itself in situ.
Promising results in this respect have been achieved by means of both ptychography
and in-line phase tomography. Moreover, the ultra-high resolution of these methods
may allow to examine unprecedented details of osteocytes and their connection to
the mineralised wall. Particularly interesting in this respect would be the focal
adhesions of the cell dendrites to the canalicular wall [149, 169] as these were
reported to be highly sensitive to mechanical stimuli [170]. However, conservation
of the in vivo-like conditions of the cells would still remain a challenge for these
imaging experiments [169].

Direct straining is just one of the potential theories for mechanical stimulation of
osteocytes. Fluid flow-induced stimuli may indeed be of key importance in this
respect. The potential of this theory, demonstrated analytically [149] and numeri-
cally [23], may be further refined with the aid of 3D spatial description of the
pericellular space and the adhesion sites of osteocytes. Advances in imaging are
expected to provide important details also to these models and ultimately the answer
to the still not fully resolved phenomenon of osteocyte mechanosensation.

5.4 Mineralisation on the Nanoscale

Phase-contrast-based X-ray imaging techniques at the nanoscale allow to gain new
insight into mineral exchange at the interface between the osteocyte network and the
surrounding mineralised matrix for human bone tissue. The findings summarised in
this section suggest that spatial distribution of bone tissue mass density is determined
by the canalicular network morphology.

Bone is a biological material structured hierarchically over several length scales,
from the molecular level of collagen to the organ level [107, 171]. Mechanical
properties of bone depend on its composition and structure at all length scales.
However, structural support is only one of the functions of bones; their role as
mineral storage has been receiving attention recently. On the way towards
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understanding the latter, details on the morphology of the micro(n) porosity as well
as the properties of the surrounding mineralised tissue at this scale became of high
interest.

In bone remodelling, maturation of the newly formed osteonal bone tissue is
associated with a rapid primary increase in mineralisation followed by a slower
secondary phase. This increase in mineralisation requires supply and precipitation
of minerals into the bone matrix. Mineral delivery can occur only from the extra-
cellular fluid via interfaces such as the Haversian system and the osteocyte pore
network.

After the process of rapid initial mineralisation, a secondary mineralisation
process takes place, which adds about 10 % more mineral over a period of several
years [172]. In [172] it is also outlined that an average turnover of about 12 % per
year at a total body calcium of 1000 g and a bone loss of about 1 % per year leads to a
net calcium flux of about 30 mg out of an adult skeleton each day. However, much
larger fluxes of calcium between the extracellular fluid (ECF) and the bone matrix
have been reported than could be explained through osteoblast/osteoclast activity
[172–174].

It is believed that the calcium concentration in the ECF is controlled mainly by the
parathyroid hormone (PTH) [175], a non-collagenous protein. This study also
reports that it is via PTH that the concentration of calcium in the ECF is elevated
from the basic level of 35 mg/l to the required physiological level of 50 mg/l. Excess
mineral ions are limited by the renal threshold for calcium which has to be coordi-
nated with the processes of mineral exchange at the ECF-bone matrix interface by
PTH. A large amount (~90 %) of the ECF-bone interface is made up by the lacuna-
canalicular surface [176].

The role of non-collagenous proteins in regulating the mineralisation process is of
great interest in literature [177]. For example, non-collagenous proteins which are
found at the borders of the collagen matrix attached to the minerals in the ECF inhibit
crystal growth, while crystals that are not in contact with non-collagenous protein in
the collagen matrix grow normally [175]. This study further concluded that the
calcium movement into and out of hydroxyapatite is due to crystal growth and
crystal dissolution, respectively.

Crystal growth and crystal dissolution occur through equilibrium processes at the
surfaces and potentially explain the stability of the calcium supply demanded by all
kinds of physiological processes [135, 136].

The role of the osteocyte, of which there are as many as tens of thousands per
cubic millimetre of bone [49, 51, 53, 142], in the metabolism of phosphate has
recently been investigated [178, 179]. Moreover, it is believed that osteocytes
dissolve calcium from the peri-lacunar space and replace it according to demand,
in order to maintain calcium homeostasis [176]. The process of calcium removal
from the peri-lacunar matrix is called osteocytic osteolysis [180], which has been
demonstrated recently in mice during lactation [138], confirming that osteocytes also
actively participate in calcium homeostasis. Alterations in lacunar size have also
been observed in response to changes in the mechanical environment, e.g. enlarged
lacunae have been reported in mice after space flights [181] or after glucocorticoid
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treatment [182]. Both lacunar size and density were found to be altered in newly
formed bone after anti-resorptive and anabolic pharmaceutical treatment in
ovariectomised rats [183].

The distribution of osteocytes and their dendrites is thus not only crucial for
proper sensing of mechanical signals across the bone matrix but also for easy access
to mineral reservoirs. The distance between the extracellular tissue and the LCN is
therefore of particular importance and has recently been demonstrated to be strongly
related to the thickness and orientation of mineral particles and thus tissue quality
[167]. The canalicular network provides a direct interface with the bone tissue which
is much larger and much closer to the mineralised matrix compared to the interface
formed by the lacunar walls [167] (Fig. 1.8). It has therefore been hypothesised that
cell dendrites are involved in the active role of the osteocytes in tissue remodelling
[138, 167, 184]. However, no measurement could support this hypothesis so far,
possibly due to the lack of adequate three-dimensional quantitative imaging modal-
ities at the length scales of the canaliculi [139].

In a recent study [52], we hypothesised that mineral exchange duringmineralisation
is achieved by the diffusion of minerals from the ECF in the LCN to the bone matrix,
resulting in a gradual change in tissue mineralisation with respect to the distance from
the pore-matrix interface. Based on this assumption, alterations in the mass density
distribution with tissue age would be expected. In addition, we hypothesised that
mineral exchange occurs not only at the lacunar but also at the canalicular boundaries.

Fig. 1.8 Minimum intensity projections along z (a) and y (b) of one volume of interest containing
the lacuna in the centre and the canaliculi pores connecting the lacunae to neighbouring cells. The
size of the volume of interest is z = 630 pixel, x = 800 pixel and y = 600 pixel (200 pixel = 10
μm) [52]
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We could provide evidence, by means of in-line phase nano-tomography, that the
mass density in the direct vicinity of the LCN is indeed different from the mean mass
density of the bone tissue, resulting in mass density gradients with respect to both the
lacunar and the canalicular boundaries (Fig. 1.9).

The results indicated that mass density gradients diminished with increasing
tissue age, resulting in a higher and a more homogeneously distributed extracellular
matrix mass density in old tissue. These findings supported our hypothesis that
extracellular matrix mineralisation is achieved through the diffusion of calcium
from the extracellular fluid contained in the LCN to the bone matrix through all
interfaces including the canaliculi. The smaller mass density values and gradients
found in the peri-canalicular tissue compared to the peri-lacunar regions can be
explained by the morphology of the LCN, indicating a higher mineral flux at the
lacunar interfaces. We estimated that the amount of calcium stored in the subdomain
of the bone tissue located within 0.5 μm distance from the LCN greatly exceeds the
amount required for a rapidly exchangeable calcium pool to be used to compensate
daily fluctuations in the serum calcium level. However, further studies are needed to
confirm a mineral flux from the mineralised matrix into the LCN. Supporting the
important role of this micropore network, we quantified the surface density (pore
wall surface normalised to bone volume) of the LCN to be about 20 times higher
than the surface density of the Haversian system. This relation holds despite the
volume ratio of the lacunae being approximately one order of magnitude smaller
than that of the Haversian canals.

In line with recent studies, these findings underlined the importance of the entire
LCN in mineral homeostasis and the influence of its morphology on the spatial
distribution of mass density in the mineralised extracellular matrix of bone. The role
of the increased mass density adjacent to this pore network should therefore be taken
into account in drug deposition studies and mechanical models studying the
mechanosensation of osteocytes. Future studies using synchrotron radiation phase-
contrast nano-computed tomography are expected to further aid the investigation of
the diffusion and mineralisation processes and their coordination via osteocytes or
other factors.

6 Conclusions and Future Perspective

6.1 Instrumentation

The work on in-line phase nano-CT shown here was performed on beamline ID22 at
the ESRF. This beamline has now moved to the ID16 section and is run as a two
two-branch nano-imaging (ID16A) and nano-analysis (ID16B) beamline. The
ID16A end station is located at 185 m from the source and is mainly dedicated to
problems in biology, biomedicine and nanotechnology. It is optimised for high-
resolution quantitative 3D imaging techniques with a specific focus on X-ray
fluorescence and projection microscopy. This branch will be optimised for ultimate
hard X-ray focusing of the beam (<20 nm) at specific energies (17 and 33.6 keV,
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Fig. 1.9 Assessment of the peri-lacunar and peri-canalicular bone tissue mass densities based on
in-line tomography images. (a) One slice of a volume of interest containing one osteocyte lacuna,
cropped from the 3D reconstructed phase nano-CT image. The dimensions of the VOI are
800 � 600 � 630 pixels. The greyscale corresponds to mass density. (b) Surface rendering of
the lacunar (red) and canalicular (green) compartments segmented from the VOI. (c) Distance
transform image showing the shortest distance from each point in the matrix to the lacunar-
canalicular network. (d) Histogram of the 3D distance map (shortest distance distribution, SDD)
of the canalicular (green) and the lacunar (red) boundaries shown together with their cumulative
functions for the same VOI. From the solid lines, one can see that 50 % of the bone tissue is situated
within about 1.2 μm distance from the canalicular boundaries, while at this distance, the cumulative
function of the histogram of the distances considering the lacuna is only about ten times smaller.
(e and f) Average mass density and standard error bands as a function of the shortest distance to the
osteocyte lacuna (e) and canaliculi (f), shown for the same VOI. The grey horizontal lines represent
the mean mass density within the VOI [52]
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ΔE/E ~10�2). The beamline uses fixed curvature multilayer coated KB optics. 3D
nano-positioning is done using a metrologic reference under control of capacitive
sensors and an on-line video microscope for sample placement. One main difference
to the previous imaging implementation is that samples are imaged in a vacuum
environment. In the future, cryo-cooling capabilities will be added to increase the
scope for imaging in life science.

The ID16B end station, in parallel operation, is located at approximately 165 m
from the source and is optimised for high-resolution (50 nm to 1 μm) spectroscopic
applications (ΔE/E ~10�4), including X-ray fluorescence (XRF), X-ray absorption
spectroscopy (XAS) and X-ray-excited optical luminescence. It offers a multimodal
approach (XAS, XRD, XRI) capable of in situ experiments. In a complementary way
to the ID16A end station, ID16B will provide a monochromatic beam tuneable over
a large energy range (5–70 keV). The ID16 beamlines opened for user experiments
in late 2014.

6.2 Bone Nano-imaging

The above described technological advancements are expected to provide further
insights into the structure and function of bone on the submicron scale. An important
issue to be addressed here is the detailed morphology of canaliculi and in particular
the interface of the osteocyte dendrites and the mineralised extracellular tissue.
Moreover, the geometries of both the osteocytes and its pericellular space filled
with interstitial fluid are of high interest. These details should provide the basis for
image analysis and finite element methods aiming at unravelling the not yet fully
understood mechanosensation of these cells. The interaction of osteocytes with the
mineralised matrix, in the context of both remodelling and mineral homoeostasis,
could be more efficiently analysed with even higher-resolution imaging. Bone tissue
structure, density and composition at the direct vicinity of the cells are of highest
interest in this respect. Even more accurate and detailed data on collagen orientation
also around the LCN porosity would allow for better description of the mechanical
properties of bone at these fine scales. Besides the topic of microcrack formation,
more exact description of the deformations arriving to the cell through the hetero-
geneous and anisotropic bone tissue could be better analysed in possession of the
higher-resolution image data.

Due to the high sensitivity of in-line phase tomography, it should also be possible
to image the osteocytes directly in situ. We have some indication that there is enough
contrast to do this (Fig. 1.10). Note that the cells seem severely shrunken, in a similar
manner to what has earlier been observed with electron microscopy [185]. Also note
that these structures are different from the mineralised ones reported in Ref. [142];
the structures shown here are very weakly contrasted, as opposed to those in Ref.
[142]. No particular care was taken in the sample preparation with respect to cell
preservation, however. Again, as in electron microscopy, the most important aspect
for the in situ 3D observation of the osteocyte is probably the sample preparation
[169]. Several options can be investigated; the future cryo-tomography capabilities
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of ID16A will be used to this effect, for example. Preservation of cell geometry is
known to require special sample preparation techniques, which will be a challenging
part of future nano-CT experiments in this direction. The applicability of previously
established methods towards this end has to be explored, and there may be a need for
the development of new approaches.
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Definition of the Topic

Synchrotron-based soft X-ray scanning transmission X-ray microscopy is applied

to 3D chemical imaging using tilt-series tomography at multiple photon energies.

Instrumentation, methodology and examples from a range of nanoscale biological,

environmental and materials science are presented.

Overview

Synchrotron-based soft X-ray scanning transmission X-ray microscopy is applied

to 3D chemical imaging using tilt-series tomography at multiple photon energies

(STXM spectro-tomography). Instrumentation, methodology and examples from a

range of nanoscale biological, environmental and materials science are presented.

Dry and wet samples dealing with biomineralization and the interface of bacteria

and minerals are shown. 3D chemical maps are generated from a model system for

the perfluorosulfonic acid ionomer in the electrodes of polymer electrode mem-

brane fuel cells. Results for 3D imaging of wet biofilms and wet latex microspheres

are presented. Future improvements in the forms of soft X-ray spectro-

ptychography, cryo-spectro-tomography, laminography and improved instrumen-

tation for wet samples are discussed.

1 Introduction

Characterization tools for nanoscience and nanotechnology must provide informa-

tion on structure and chemical composition of samples on the nanoscale. The

development of high-brightness X-ray sources and high-resolution optics has led

to the development of powerful X-ray microscopies that are very complementary to

electron microscopy in terms of the information that these techniques can provide.

Recently a relatively new approach has been developed that combines synchrotron-

based scanning transmission X-ray microscopy (STXM) [1, 2] with tilt-series

tomography. Since it provides near edge X-ray absorption fine structure (NEXAFS)

spectroscopy with high spatial resolution imaging (<30 nm) in three dimensions

(3D), STXM spectro-tomography is capable not only of elemental mapping but also

of chemical mapping (speciation) in 3D. Using soft X-rays for this spectro-tomog-

raphy approach allows for the analysis of both soft organic matter that contains light

elements such as carbon, nitrogen, and oxygen and hard matter, such as minerals or

metals. Similar to electron tomography, the major limitation is the restriction to thin

(hundreds of nm) samples, although use of higher photon energy (>1 keV) or

low-density samples means that multi-micron thick samples can be studied in some

cases.

Over the last two decades third-generation synchrotrons were built worldwide,

providing access for scientists from various scientific fields. Modern, third-

generation synchrotron light sources generate X-rays with high intensity that,

depending on the technique, can be monochromated and focused to narrow spot
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sizes. Synchrotron radiation stretches across the electromagnetic spectrum from

infrared light to hard X-rays. It is generated by deflecting the beam path of

relativistic electrons in the storage ring of a synchrotron either by bending magnets

or by insertion devices such as wigglers or undulators. Bending magnets are strong

dipole magnets in arced sections in the storage ring, deflecting and changing the

direction of the electron beam in the storage ring. Synchrotron radiation is produced

in a fan tangentially to each bending magnet (BM). In contrast, wigglers and

undulators (ID) are located in straight sections of a storage ring. Their physical

properties – gap, phase, and magnetic field strength – are tunable to produce

synchrotron radiation with higher flux, higher brilliance and smaller divergence

angles as compared to bending magnet radiation [3, 4]. Furthermore, so-called

elliptically polarizing undulators (EPUs) allow for controlling the polarization of

the light, both the direction of linearly polarized light and fully circular (in 1st

harmonic) or highly elliptical (3rd and higher harmonics) polarized light [5]. Cur-

rently two of the most common 3D X-ray microscopy approaches that make use of

the high brilliance of soft X-ray synchrotron radiation are scanning transmission

X-ray microscopy (STXM), a technique that focuses mainly on the combination of

spectroscopy with microscopy, and full field transmission X-ray microscopy

(TXM) that has strength mostly in the field of efficient imaging and tomography

at a single photon energy (see Fig. 2.1). In this chapter we focus on chemically

specific STXM spectro-tomography. However, soft X-ray TXM tomography, hard

X-ray tomographies, and their major advantages and disadvantages as compared to

soft X-ray STXM are discussed briefly.

1.1 STXM

STXM is a spectromicroscopy approach that combines NEXAFS spectroscopy in

the X-ray energy range between 100 and 2500 eV with imaging capabilities at

10–40 nm spatial resolution [2, 6]. Monochromatic soft X-rays are focused by a

Fresnel zone plane (ZP) onto the sample that is raster scanned perpendicular to the

beam axis while transmitted photons are detected (see Sect. 2.1 for instrumenta-

tion). Data can be acquired as single images, as spectra at particular points or

transects of interest or as a sequence of images with tens to hundreds of photon

energies across an absorption edge, so-called stacks. These can be analyzed by

linear spectral decomposition or by statistical approaches such as principal compo-

nent and other types of multivariate statistical analysis, but all methods have in

common that they result in quantitative chemical maps (see Sect. 2.4 for data

analysis). Thus, STXM is one particularly powerful approach amongst various

other focusing and coherent diffraction X-ray microscopy techniques. Schematics

of the STXM and TXM methods are shown in Fig. 2.1. Recent developments that

combine STXM with tilt-series tomography now allow for chemical mapping in 3D.
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Pioneer STXM development was achieved by Kirz and Rarback back in the

1980s [7] and further developed by Kirz, Jacobsen and colleagues [8] at the

National Synchrotron Light Source (NSLS) in Brookhaven (USA). In the last

decade, in large part stimulated by the success of the Advanced Light Source

(ALS, Berkeley, USA) BM 5.3.2.1 interferometer equipped design [9] and its

commercialization by Accel (now Bruker), soft X-ray STXMs have been installed

at various synchrotron facilities (Table 2.1). STXM spectro-tomography is avail-

able to users at some of these facilities (see Table 2.1). STXM is a particularly

powerful technique for analyzing chemical (polymer), biological, environmental,

geoscientific and material science samples, and the number of publications is

increasing rapidly. STXM is now well established as an important tool in geomicro-

biological and environmental studies, an area that requires both high spatial reso-

lution and redox-sensitive analytics which can study both organic and inorganic

Scanning Transmission X-ray 
Microscopy STXM

Monochromatic
X Rays

Zone Plate
Focusing Lens

X-Ray
Detector

CCD
Camera

Micro
Zone Plate

Scanning
Sample Stage

Sample

Transmission X-ray Microscopy
TXM

Polychromatic
X Rays

Condensor
Zone Plate

Monochromator
Pinhole –20µm

Fig. 2.1 Schematics of (a) scanning transmission X-ray microscope (STXM) and (b) full field,
transmission X-ray microscope (Adapted from [3])
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components. For example, early STXM studies of environmental river biofilms

focused on the structure and chemical composition, and mapped the distribution of

biomacromolecules such as proteins and polysaccharides [10]. Soon, these studies

on biofilm structure were linked to functional aspects, such as the influence of

biofilms on the formation of chemical microenvironments and biofilm influence on

the sorption of Fe [11], the sorption properties for heavy metals [12, 13],

Table 2.1 Full field (TXM) and scanning (STXM) transmission X-ray microscope equipped

beamlines on bending magnet (BM), elliptically polarizing (EPU) or undulator (Und-L) based

synchrotron radiation sources (as of December 2014)

Facility

Name/

beamline City Country Source E-range (eV) Tomography ?

TXM – operating

Alba Mistral Barcelona Spain BM 270–2600 Y

ALS XM1 Berkeley USA BM 250–900 Y

ALS NCXT Berkeley USA BM 520 Y

Astrid XRM Aarhus Denmark BM 520 ??

Bessy U41-TXM Berlin Germany Und-L 250–600 Y

Diamond B24 cryo-TXM Didcot UK BM 250–2500 Y

Elettra Twin-mic Trieste Italy Und-L 250–2000 Y

NSRL TXM Hefei China BM 520 ??

Ritsumeikan BL12 Kyoto Japan BM 520 N

STXM – operating

ALS 5.3.2.2 Berkeley USA BM 250–750 Y

ALS 5.3.2.1 Berkeley USA BM 250–2500 Y

ALS 11.0.2 Berkeley USA EPU 100–2000 Y

Australian SR SXR Melbourne Australia Und-L 100–2000 Y

Bessy old-STXM Berlin Germany BM 250–600 N

Bessy MAXYMUS Berlin Germany EPU 250–1500 N

CLS 10ID1 a-STXM Saskatoon Canada EPU 130–2500 Y

Diamond I08 Didcot UK EPU 250–2500 ??

Elettra Twin-mic Trieste Italy Und-L 250–2000 N

UVSOR BL4U Okazaki Japan Und-L 50–800 ??

PLS Nanoscopy Pohang Korea EPU 100–2000 ??

Photon factory Various BL Tsukuba Japan BM 100–8000 N

SLS PolLux Villigen Switzerland BM 250–750 ??

SLS NanoXAS Villigen Switzerland BM 270–1800 N

SSRF SXS Shanghai China EPU 200–2000 ??

SSRL 13-1 Stanford USA EPU 250–1000 N

STXM – construction or commissioning

CLS 10ID1

cryo-STXM

Saskatoon Canada EPU 130–2500 Y

NSRRC – TPS BL09A1 Hinschu Taiwan Und 60–1500 (planning)

Max IV SoftiMax Lund Sweden EPU 250–2100 ??

Soleil Hermes Saint-Aubin France EPU 250–1500 Y
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the sorption and transformation of nanoparticles [14, 15] or the fate of antimicrobial

agents in biofilms [16]. The excellent capabilities of STXM for mapping organic

species were also used to understand microbially mediated redox reactions [17–30],

Cd2+ release during microbial Fe(III) reduction [31], influence of humic acids on

microbial Fe(III) reduction [32], goethite sorption to bacterially produced EPS [33],

microbial Ca carbonate precipitation [34, 35], the formation of magnetosomes in

magnetotactic bacteria [36, 37], chemical speciation of Fe particles [38], microbial

nitrogen residues in soils [39, 40] and microbial sulfur oxidation and reduction in an

acid mine drainage [41]. After implementing low-energy X-ray fluorescence detec-

tion it was also possible to study the sorption of arsenic to cell-(iron)mineral

aggregates formed by Fe(II)-oxidizing bacteria [42] and unusual oxidation states

of trace Ni in river biofilms [43].

STXM is used extensively to study structure and processes in material science,

such as metal-insulator transitions in tunnel bronzes [44], graphene electronic

corrugations and doping [45], nanostructured thin film electrodes for fuel cells

[46], domain orientation in organic electronic films [47], magnetic dynamics of spin

injection devices [48], synthetic organic materials [1, 49], etc. A full, annotated

bibliography of the soft X-ray spectromicroscopy literature, originally published as

a supplement to a review article [1], is available at http://unicorn.mcmaster.ca/xrm-

biblio/xrm_bib.html.

1.2 STXM Spectro-tomography

STXM in combination with tilt-series tomography allows for analyzing the chem-

ical composition of samples in three dimensions (3D). Two-dimensional

(2D) STXM spectromicroscopy is sometimes limited in its ability to associate

structural features and compositional information due to lack of information

about the distribution in the 3rd dimension along the X-ray beam axis. This

ambiguity can be circumvented by analyzing the sample in 3D. This can be done

in a variety of ways, including serial sectioning [50], laminography [51] and tilt-

series tomography. The latter has much in common with medical [52], materials

science [53] and environmental [54] X-ray computed tomography imaging, as well

as electron tomography in materials [55] and biological sciences [56]. A tomogra-

phy data set is a set of projection images of a sample from various directions,

ideally fully covering the range of �90�, with the rotation axis perpendicular to the
X-ray beam axis. Ideally the angle range is sampled at 1� intervals, but radiation

damage and limited beamtime availability mean that typically 3–5� steps are used.
The data acquisition is followed by a tomographic reconstruction of the volume.

Similar to electron tomography, for certain types of sample mounting, the angle

range might be restricted to smaller ranges such as �72� in a typical transmission

electron microscopy (TEM) grid-based setup. Additionally, there are geometric

restrictions for the maximum size of the sample mounting as the order sorting

aperture is located upstream of the sample at a typical distance of only a few

hundred μm in soft X-ray STXMs (Fig. 2.3b).
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Soft X-ray STXM tomography was implemented for the first time by Haddad

and colleagues [57, 58], who acquired images of a gold pattern on Si3N4 windows in

a tilt-series of rotation angles from�50� to +55� and were able to reconstruct in 3D
the written pattern. The technique was developed further by using a cryo-STXM to

acquire a 3D tomogram of a mouse fibroblast cell at a single photon energy and

employing the intrinsic absorption contrast of the sample without adding any

contrasting agents such as heavy metal stains [59].

The first real 3D chemical mapping (i.e. with multiple photon energies) with

STXM was implemented using serial sectioning instead of tilt-series tomography.

Imaging of serial sections of toner particles at multiple energies across the C 1s

absorption edge allowed for a full 3D reconstruction of the chemical composition of

these particles [50]. While this technique is quite effective it requires a lot of skill in

sample preparation. In the following decade the tilt-series approach was developed

further by implementing various types of sample mounting that were optimized

both for environmental and material science applications. The first STXM spectro-

tomography using tilt-series was a study of polyacrylate-filled polystyrene micro-

spheres in solution inside a pulled glass capillary [60, 61]. Dry samples such as

bacteria or mineral particles can be mounted on formvar-coated TEM grids that are

subsequently cut into single grid strips for tilt-series tomography. This approach

was used for the first time to study carbonate biomineralization by cyanobacteria

[62]. The quantitative 3D analysis of the correlation between calcium and organic

carbon in this study provided insight into mechanisms of Ca sorption and calcite

(CaCO3) biomineral nucleation of the cyanobacterial strain S. leopoliensis
PCC 7942.

Whereas analysis of biological or environmental samples was one of the driving

forces for STXM spectro-tomography development, the technique has also

established itself as a powerful tool in materials science. For example, STXM

spectro-tomography was used to identify the internal structure of colloidal photonic

(silicate) crystals at the S 1s absorption edge [63]. Silicate crystals were grown

directly onto platinum- or palladium-coated TEM grids and a single grid-strip

prepared and mounted similar to the previously mentioned study. The chemical

3D reconstruction revealed a crystal with a thickness of eight particle layers with

one disordered particle layer at the boundary between crystal and TEM grid.

Additionally, the crystal stacking configuration and defects of the colloidal pho-

tonic crystal were identified. Furthermore, 3D chemical mapping by STXM

spectro-tomography was applied to polymer electrolyte membrane fuel cell

(PEM-FC) cathodes that were prepared either by focused ion beam (FIB) milling

or by ultramicrotomy after resin-embedding. 3D analysis at the C 1s and F 1s

absorption edges resulted in the reconstruction of the 3D distribution of catalyst

nanoparticles, and a fluorine-rich ionomer in the PEM-FC cathode [64]. Various

questions from both environmental and materials science required development of

alternative sample mounting to circumvent artefacts from sample drying that affect

the structure and composition of samples. Hydrated tomography samples

were prepared using glass micro-capillaries. With these capillaries it was possible

to immobilize environmental biofilms for 3D chemical mapping of their
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organochemical composition at the O 1s absorption edge [65]. The same approach

was used to study the 3D chemical composition of a polymer composite of

polyacrylate-filled polystyrene microspheres in aqueous suspensions, allowing for

separating between polystyrene (PS) and polyacrylate [60]. A major advantage of

using glass micro-capillaries is the possibility of rotating the sample by �90� such
that subsequent reconstructions are not affected by a missing wedge of tilt angles.

However, the major drawback of glass capillaries is the limited transparency of the

glass walls for soft X-rays. For example, this type of sample mounting does not

allow for measurements at the C 1s absorption edge. This problem was overcome

by using carbon nanopipettes [66] instead of glass, which enabled spectro-

tomographic determination of the spatial distribution of polyacrylate in polystyrene

microspheres at the C 1s absorption edge [61].

A novel wet cell for the analysis of fully hydrated samples was developed in

collaboration with Luxel (Luxel, Friday Harbor, USA). This wet cell was used for

the first time to map intracellular sulfur globules and to identify their association

with polysaccharides in a cell of the sulphur-metabolizing bacteria Allochromatium
vinosum. Individual components were mapped in 3D at the C 1s and Ca 2p

absorption edges, and complemented by a 2D analysis at the S 2p absorption

edge [67]. The same authors showed – also in 3D – the close association and

enrichment of Cu(I) species at the cell walls of Saccharomyces cerevisiae that were
treated with dissolved Cu2+, indicating the reduction of Cu(II) to Cu(I) at the cell

walls. Another study that analyzed microbial samples in their natural, hydrated state

focused on the mechanisms of Fe(II) oxidation and iron biomineral precipitation by

the nitrate-reducing anaerobic Fe(II)-oxidizing Acidovorax sp. strain BoFeN1. The

distributions of protein and of iron minerals were analyzed in 3D at the O 1s and Fe

2p absorption edges [68]. This type of sample was also used in a study that applied

a variety of different tomography approaches such as focused ion beam

(FIB)/scanning electron microscopy (SEM) tomography, TEM tomography and

confocal laser scanning microscopy (CLSM) to systematically compare the infor-

mation content that could be derived from the individual approaches and to merge

the complementary information to gain comprehensive insights into the mechanism

of iron biomineral precipitation [69].

A hydrated sample from this study is used in Sect. 2.2 to illustrate methods for

preparing wet cells for STXM spectro-tomography; the results of the study are

discussed in Sect. 3.3. In addition to the dataset for the hydrated sample, the

preparation of dry samples of another, photoautotrophic Fe(II)-oxidizing

Rhodobacter ferrooxidans strain SW2 are shown in Sect. 2.2 and major findings

are discussed in Sect. 3.1.

1.3 TXM

TXM is also a synchrotron-based X-ray microscopy that employs soft (and hard)

X-rays. There are two fundamental differences between TXM and STXM.

Firstly, STXM is a point probe, raster-scanning technique that acquires data in a
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pixel-by-pixel mode, whereas TXM is a full-field technique that acquires images

simultaneously, but usually with a rather restricted field of view in the range of

10 � 10 μm2. Secondly, TXM requires imaging optics in addition to the condenser

optics – in both cases zone plates can be used. Full-field TXM was first developed

by Schmahl and Rudolf in the 1960s [70, 71]. The basic principle of a full-field

TXM is similar to a conventional light microscope (see Fig. 2.1). A zone plate

(ZP) acting as a condenser and concomitantly as a monochromator focuses the

monochromatic (soft) X-ray beam onto the sample. A second ZP, located down-

stream of the sample, is acting as an objective and projects the transmitted X-rays

onto a CCD camera. Magnification and spatial resolution are determined by the

outermost zone width of the ZP, by the diffraction order, and by the position of the

ZP. Exposure times for an entire image typically vary between 0.1 and 10 seconds,

and the field of view is normally limited to <30 μm. TXM is a powerful approach

for efficiently acquiring images and also tomography data. However on most

beamlines lines, including the recent ones at Bessy II (Berlin, Germany) and

ALBA (Barcelona, Spain) which are equipped with a full monochromator, there

are significant drawbacks with respect to spectral resolution, illumination unifor-

mity, ability to maintain focus and the stability of the imaging position with

changes in photon energy. Perhaps the factor that most strongly limits TXM for

spectro-tomography is that it has a much higher radiation damage rate per useful

information than STXM because there is an inefficient focusing optic after the

sample, which means that the flux the sample receives is 5–10 times larger in TXM

than in STXM. All of these factors mean that speciation capabilities are much more

limited in TXM than in STXM. That being said, the rapid acquisition and devel-

opment of eucentric mounting for cryo-tomography [72] have led to a number of

single photon energy tomography studies which are summarized below. In com-

parison, both TXM and STXM have individual advantages and drawbacks, which

are discussed briefly. Relative to TXM there are two major advantages of STXM

spectro-tomography – excellent chemical speciation capabilities and a high detec-

tion efficiency [73]. TXM requires an additional imaging ZP in the beam path that,

depending on the X-ray energy, has an efficiency of typically a few % to approx-

imately 10 %. Thus, in comparison to STXM, TXM requires an order of magnitude

higher X-ray dose on the sample to extract the same type of chemical information.

For questions that require solely structural information but do not require detailed

chemical information (and thus imaging at multiple energies and multiple absorp-

tion edges) TXM benefits from the more efficient image acquisition as the entire

image is acquired simultaneously. If knowledge of the 3D distribution of elements

or chemical species is required to answer a certain scientific question, typically

images at multiple energies and multiple absorption edges are acquired; the higher

dose and the associated beam damage limit the capabilities of TXM significantly

relative to STXM spectro-tomography. Although radiation damage involving

breaking of chemical bonds and the associated changes in the chemical (speciation)

composition cannot be reduced significantly by analyzing samples in the frozen

state [74], the structural integrity can benefit significantly from performing tomog-

raphy with frozen samples. Therefore, biological samples are often plunge-frozen
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and measured on a cryo-stage in TXM tomography. Similarly, and with the same

general restrictions, samples for TXM tomography can be either loaded into glass

capillaries or mounted on TEM grids. At present there is no STXM capable of cryo-

tomography available for general user access, despite one being operational at

NSLS-I for �5 years about a decade ago [59]. A new STXM focused on cryo-

tomography is under development at the Canadian Light Source (CLS, Saskatoon,

Canada) [Adam Leontowich, private communication] and should be available to

general users some time in 2017.

Although extensive discussion of TXMwould be out of the scope of this chapter,

a few special setups are mentioned here. A soft X-ray TXM spectro-tomography

beamline with an outstanding energy resolution that allows for acquiring NEXAFS

spectra with a spatial resolution down to 25 nm is installed at BESSY II (Berlin;

Germany) [75]. The BESSY II TXM uses partially coherent light with an energy

resolving power E/ΔE of up to 104 and a capillary condenser instead of a

condenser-ZP. Another TXM working with a capillary condenser that also allows

acquisition of NEXAFS spectra is the BL09 (Mistral) beamline at ALBA (Barce-

lona, Spain) [76]. In contrast both of the soft X-ray TXMs at the ALS (Berkeley,

USA) (BL 6.3.1 (XM1) and Beamline 2.1 (XM-2, NCXT)) use a condenser-ZP that

simultaneously acts as a monochromator with an energy resolving power E/ΔE of

3 � 102. The ALS TXM provides the choice of various objective micro-zone plates

for different spatial resolution [77]. A combination of a scanning and full-field

(soft) X-ray microscope (TwinMic) is installed at the Elettra (Trieste, Italy)

[78]. TwinMic has been constructed for a relatively fast conversion from a full-

field imaging microscope to a scanning microscope, and X-rays can be switched

between partially coherent illumination (full-field mode) and coherent light (scan-

ning mode). The instrument is optimized for soft X-ray fluorescence detection in

scanning mode. Currently, a new TXM beamline (B24) is in construction on a

conventional monochromated beamline at Diamond (Didcot, UK) and started

operation in 2015.

TXM was developed with a strong focus on biological applications particularly

by using the intrinsic X-ray absorption contrast of the samples and thus does not

require any staining (e.g. using heavy metals) as is necessary for transmission

electron microscopy and tomography. Early work on TXM tomography was

performed at BESSY I (Berlin, Germany) on the green algae Chlamydomonas
reinhardtii [79]. The acquired tilt-series of images allowed for identification of

the internal structure and organelles of the algae [79, 80]. Subsequent TXM

tomography studies were done on yeast cells such as Saccharomyces cerevisiae
[81, 82] and Schizosaccharomyces pombe [83, 84] to reveal cell organelles. As an

example, different stages of the cell cycles of haploid and diploid yeast cells

Saccharomyces cerevisiae were studied with TXM tomography [82]. Other studies

focused on the internal structure of the vaccinia virus [85], the malaria parasite

P. falciparum [86, 87] and several mammalian cells [88–91]. TXM tomography is

well established in the biological community for various kinds of studies that deal

with the internal structure of biological cells. Recently, it was possible to correlate

TXM tomography with fluorescence tomography [92].
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1.4 Hard X-ray Tomography

In contrast to soft X-ray spectro-microscopy, hard X-ray tomographic microscopy

(XTM) is used to record 3D data of thicker samples, accompanied by chemical

mapping of heavier elements. XTM cannot provide analytical information on soft

matter consisting of light elements, but phase contrast imaging is used to visualize

soft matter components. Different optical setups for XTM are available, such as

reflective, refractive or diffractive optics, making XTM suitable for various appli-

cations for solid bulk samples, mostly in material science but also for addressing

biological and environmental questions [4]. Similar to soft XTM, hard XTM allows

tomography allows non-destructive measurements, with a low detection limit and

low beam damage with quite fast acquisition times per rotation angle, in the range

of minutes and seconds, down to sub-seconds for synchrotron-based XTM

[93]. Fresnel ZPs for XTM provide a spatial resolution down to 40 nm [94]. Full-

field imaging with Fresnel ZP-based XTM in combination with multiple detectors

allows for fluorescence element mapping, transmission imaging or nanodiffraction

[93]. Hard X-ray XTM is an established analysis tool for a variety of different

scientific applications such as Ca mapping within fly ash particles [93] or the

analysis of diameter variations of nanofibers [95]. An extensive and excellent

overview of the huge variety of different applications of hard X-ray computed

tomography was presented in a current review by Maire and Withers [53].

1.5 Ptychography

Ptychography is a coherent diffraction imaging (CDI) technique that uses an X-ray

point probe created by KirkPatrick-Baez optics or Fresnel ZPs [96] to generate an

array of diffraction images from a series of overlapping points on a sample. The

requirement that the solution of the amplitude, phase and illumination components

of the reconstruction for each CDI must match in the overlapping regions of the four

adjacent CDI images provides a powerful constraint which leads to rapid and

reliable convergence of the analysis compared to all other CDI methods. Spatial

resolutions down to 10 nm in the hard X-ray [97] and below 3 nm in the soft X-ray

[98] have been achieved. Ptycho-tomography is also implemented with angle

scanning of samples, to produce quantitative 3D density maps with a 3D isotropic

spatial resolution of 16 nm [99]. Hard X-ray pytcho-tomography has been used to

study cortical bone and to reconstruct structures down to the 100 nm scale [100]. At

present hard X-ray ptychography and ptycho-tomography is well established, with

instrumentation accessible to general users through peer review access at a number

of facilities, including SLS (Villingen, Switzerland) and PETRA-III (Hamburg,

Germany). In the soft X-ray region the COSMIC beamline at the ALS is expected to

be completed some time in 2016 and to be open to general users one or two cycles

after that. Exploratory and developmental soft X-ray ptychography and ptycho-

tomography is being carried on other beamlines at the ALS (5.3.2.1, 11.0.2)

[98, 101], as well as at the CLS (10ID1). Spectro-ptychography has only just
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begun [98, 101, 102]. Multi-energy ptychography promises to have additional

sensitivity beyond that of regular STXM because of the knowledge of the illumi-

nation function, the spectral sensitivity of the phase as well as the amplitude signals

and the higher spatial resolution. Given the 5- to 10-fold spatial resolution improve-

ment that ptychography provides relative to the focused spot size, as well as the

ever-increasing brightness of third-generation and diffraction-limited light sources

[96] it is likely that most of the existing STXMs and all new STXMs (such as the

softi-MAX combined STXM CDI beamline at Max IV (Lund, Sweden)) will be

equipped with appropriate high dynamic-range cameras, high-performance com-

puting and other instrumentation to enable ptychography as a relatively routine,

high-resolution extension of conventional STXM imaging.

2 Instrumental and Experimental Methodology of STXM
Spectro-tomography

2.1 Instrumentation

STXM requires a synchrotron as soft X-ray source. A schematic of the spectromi-

croscopy beamline 10ID1 at the CLS is shown in Fig. 2.2. Soft X-rays are generated

by an elliptically polarized undulator (EPU) that allows for changing the gap to tune

the maximum intensity of the X-rays of a given energy and changing the phase

(relative position of lower right, lower left, upper right and upper left magnet

arrays) to change the polarization of the light, both linear, horizontal or inclined

(over �90�) and left and right circular/elliptical. No entrance slits are used in this

infinity corrected plane grating monochromator (PGM) so the effective entrance slit

is the vertical size and position of the electron beam in the storage ring. The X-rays

are deflected and collimated by a first mirror (M1) before they enter the monochro-

mator, which consists of a mirror (M2) and grating with correlated incidence and

exit angles that selects the desired X-ray photon energy (130–2800 eV) and directs

it to the end stations on a path parallel to the floor. Downstream of the monochro-

mator, the M3-STXM mirror focuses the X-ray beam onto a set of exit slits, one in

the dispersive direction, the other perpendicular to it. With these slits the flux,

coherence and energy resolution can be controlled. The CLS 10ID1 beamline

design [103] is similar to that of beamline 11.0.2 at the ALS in Berkeley, USA

[104], beamline UE46 (MAXYMUS) at Bessy II in Berlin, Germany [105], and

beamline I08 at the Diamond Light Source in Didcot, UK. A simpler beamline

design using a bend-magnet and a spherical grating monochromator is implemented

at beamlines 5.3.2.1 [9] and 5.3.2.2 [106] at the ALS and at beamline X07DA

PolLux at the Swiss Light Source (SLS) in Villigen, Switzerland [107]. The STXM

microscopes of the previously mentioned beamlines are very similar. A Fresnel

zone plate (ZP) acts as X-ray lens, focusing the X-ray photon beam onto the sample.

Fresnel ZPs are radially symmetric diffractive optics with a central stop. The

diameter and the width of the outermost zone of the ZP control the focal length at

a given photon energy and spatial resolution (1.22 times the outermost zone width
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under diffraction limited illumination). STXM in standard operation achieves

20–30 nm spatial resolution, but advanced ZPs have achieved spatial resolutions

down to 10 nm [108]. The focal length and the depth of field depend on the details

of the zone plate and the X-ray energy. For the range of photon energies and zone

plates available at the CLS, the focal length ranges from 0.6 to 21 mm and the depth

of field ranges from 0.13 to 15 μm. An Excel-based calculator, which provides

details of the X-ray optical performance, is available as supplemental material at

http://exshare.lightsource.ca/sm/Pages/SM-Home.aspx. Since the depth of field is

very important in STXM spectro-tomography it is helpful to use the ZP calculator

to help guide choice of zone plate and other parameters for a given study. An order-

sorting aperture (OSA) is located between the Fresnel ZP and the sample to block

non-focused zeroth- and higher-order photon light, in combination with the central

stop of the ZP that is aligned with the OSA pinhole and the beam axis. In the

conventional STXM setup, a stepping-motor stage raster scans the sample in x- and

y-directions for larger-scale overview images (typically 0.1–2 mm). Fine and fast

scans of the sample are performed by a piezoelectric stage with a range from 0.1 to

60 μm, and a positioning precision of a few nm. The position of the sample relative

to the zone plate, and thus the precision of imaging, is actively controlled in both

coarse and fine scans by a 2D differential interferometer [9]. When modern,

interferometer-controlled STXM instruments are properly tuned, spatial registry

of images over a single edge (e.g. 40 eV) can be accurate to less than 100 nm, while

image displacement over larger energy ranges (e.g. C 1s (280 eV) to Si 1s (1840 eV)

at the CLS) can be less than 500 nm. Typical dwell times (acquisition times per

pixel) are in the range of fractions of, to several milliseconds. Increasing the scan

speeds in future STXM instruments would greatly enhance STXM, particularly for

radiation-sensitive samples and spectro-tomography.

EPU M1
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M2. grating
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Fig. 2.2 Schematic of the CLS spectromicroscopy beamline. The ambient STXM on the STXM

branch line has operated since 2006. A cryo-STXM is being constructed and was installed

downstream of the ambient STXM in 2015
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Tilt-series tomography requires rotating the sample perpendicular to the beam

axis for acquiring 2D projection images at various rotation angles. To achieve this,

a tomography stage is installed on a support plate, which is attached to the piezo-

driven stage of the STXM using a standardized 3-pin kinematic mount (Fig. 2.3).

The tomography stage (available to general users at the ALS and CLS STXMs,

along with appropriate drive interfacing and software) consists of a stepper motor, a

planetary gearhead and a mounting mechanism that allows for mounting glass

capillaries or sample rods to which one can attach TEM grid strips, or wet cells.

The motor is controlled by a stepper motor controller (in our case TIMS0201, Jova

Solutions, San Francisco, CA), and the angle is software controlled (in our case via

a LabView-based program).

Soft X-ray photons are converted by a phosphor scintillator to visible light pulses,

which are then detected by high-performance photomultiplier tubes (Hamamatsu

R647P), or by various types of silicon or avalanche photodiodes in the different

instruments. STXM can be operated under low (10�3 torr) or high (10�8 torr)

vacuum, under atmospheric pressure or under He atmosphere. A partial atmosphere

(1/6th to 1/3rd) of He is preferred since He is transparent for soft X-rays and is a good

Fig. 2.3 (a) Photo of the tilt-series rotation apparatus mounted on a standard sample plate. (b)
The rotation system mounted in the STXM kinematic mount. The ZP – OSA and sample-OSA

distances have been increased for clarity. (c) Photograph of the process of mounting a grid strip on

the tip of the tomo pin using the micrometer driven locking tweezer system described in the text
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thermal conductor, which allows rapid thermalization of the sample environment

and cooling for stages and motors. However, vacuum is used for STXM applications

where sample cooling or heating is required. The spectral resolving power of most

STXM beamlines is E/ΔE > 3000 with a photon flux of 107–109 s�1.

NEXAFS spectra are acquired by repeatedly scanning a sample with X-ray

photon energies that are successively increased across an X-ray absorption edge.

X-rays of certain energies are preferentially absorbed by the sample, resulting in

excitation of core electrons to a higher unoccupied energy state [109, 110]. The fine

structure of the resulting NEXAFS spectra contains information about the elemen-

tal composition and the local chemical bonding environment of the elements in the

sample. It can also provide information about molecular orientation, particularly if

multiple polarizations are used [111]. Spectral information can be extracted from

image sequences (also called stacks [112]) that contain images at tens to hundreds

of photon energies, thus providing detailed spectra at each spatial pixel. Quantita-

tive chemical maps can be generated by a variety of techniques including forward

fitting to pre-defined reference spectra, placed on absolute optical density scales [2]

(unicorn.mcmaster.ca/aXis2000.html), or by multivariate statistical analysis using

principal component analysis followed by a cluster-based co-ordinate rotation to

identify end-member NEXAFS reference spectra from the image stack without

assumptions of the chemical species present [113] (http://spectromicroscopy.com/).

Beam-induced sample heating in STXM was measured to be <1 �C [114], but

radiation damage such as breakage of chemical bonds by ionization and radical

formation can be observed after acquiring a NEXAFS stack of a sample or acquir-

ing multiple photon energies and angles for spectro-tomography [62]. Systematic,

quantitative studies of critical doses for various damage processes in polymers and

biological materials [115–117] have been reported. STXM spectro-tomography

users are strongly advised to evaluate the radiation stability of the critical spectral

features needed for 3D speciation and to plan an appropriate acquisition strategy to

enable acquisition of scientifically meaningful data.

2.2 Sample Preparation

2.2.1 Cell Cultivation
Studies of two kinds of Fe(II)-oxidizing bacteria and cyanobacteria will be shown as

examples of biological applications of STXM spectro-tomography. The first Fe(II)-

oxidizing bacterium is the photoferrotrophic, anaerobic Rhodobacter ferrooxidans
strain SW2 that was isolated from a freshwater pond [118]. Cells of SW2were grown

in the presence of 4 mM FeCI2 in anoxic freshwater medium under light conditions

(>600 lux) for 7 days [119]. The second Fe(II)-oxidizing bacterium is the nitrate-

reducing, anaerobic Acidovorax sp. strain BoFeN1, isolated from sediments of Lake

Constance [120]. BoFeN1 cells were grown for 7 days in the presence of 8–10 mM

FeCl2, 10 mM nitrate and 5 mM acetate in anoxic freshwater medium

[69]. The cyanobacteria of the strain Synechococcus leopoliensis PCC 7492 were
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grown for 25 days in nutrient-poor freshwater medium Z/10 as described

elsewhere [35].

2.2.2 Geomicrobiological Samples
Samples for STXM spectro-tomography can be prepared in various ways. For

specimens that are not much affected by drying artefacts, STXM spectro-

tomography samples can be prepared by wet deposition on a formvar-coated

300-mesh or 200-mesh copper TEM grid (Fig. 2.4). In such cases a few droplets

of the sample – in our case a cell-mineral suspension – are transferred on to the

TEM grid using a pipette. The advantage of formvar is that it has a characteristic

and simple C 1s NEXAFS spectrum which can be accounted for during data

analysis by measuring the I0 (incident flux) spectrum through an adjacent area of

formvar not covered by sample. To prevent artificial formation of precipitates,

excess water can be withdrawn from the side of the grid using a piece of filter paper.

After air-drying, the TEM grid is previewed under an optical microscope and an

area of interest selected. The area of interest should be far away from grid bars and

other sample material that could obscure the view upon rotation during STXM

spectro-tomography. Cutting the TEM grid is done under a stereomicroscope using

a fresh, curved scalpel blade in a rolling motion to prevent shear stress on the

formvar coating. The strip is carefully picked up with reverse (self-closing) twee-

zers. For easier alignment and mounting of the strip on the flattened brass rod, a

custom-made tool was used that allows for remotely opening the tweezers with a

linear stepper motor (currently available at both ALS and CLS). The reverse

tweezers with the strip are loaded into the tool. The grid strip is then precisely

aligned parallel to and centred on the rod using a XYZ micromanipulator. Nail

polish turns out to be an ideal glue to mount the strip onto the rod as it remains

flexible for some time and thus allows for correcting the alignment as necessary.

With care, a range of non-eucentric motion less than 50 microns can be achieved.

After gluing, the strip is released remotely, and upon settling of the glue, the rod

with the mounted strip or the Luxel wet cell can be clamped onto the tomography

rotation stage.

This type of sample mounting on a formvar-coated 300-mesh copper TEM grid

was used for the cell-mineral suspensions of the Fe(II)-oxidizing bacterial strain

SW2 that is presented in Sect. 3.1. SW2 cell-mineral complexes were cultivated

for 7 days as described in Sect. 2.2.1. Cell-mineral suspensions were sampled

anoxically in a glove box (N2 atmosphere) and washed twice with anoxic, sterile

deionized (DI) water upon centrifugation to remove residual salts from the fresh-

water medium. A few droplets of the cell-mineral suspension were transferred onto

a formvar-coated 300-mesh copper TEM grid, blotted and air dried under N2

atmosphere (Fig. 2.4). For the cyanobacteria dataset, shown in Sect. 3.1,

cyanobacteria were harvested by filtration and resuspended in 1.4 mM NaHCO3

solution. CaCl2 was added to a final concentration of 2.9 mM (six times saturated

with respect to calcite). After the onset of CaCO3 precipitation detected by a drop

in pH, the cell suspension was sampled, centrifuged and washed with deionized

water. Lacey carbon-coated 300-mesh copper grids were dipped into the cell
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suspension. Excess water was removed completely from beneath using a filter

paper to prevent precipitation upon drying. The samples were then prepared as

described above.

If hydrated samples are required, aqueous samples can be loaded into glass

micro-capillaries of 150–200 nm wall thickness and a diameter of 3–5 μm [60]

using a syringe. Alternatively, carbon nanopipettes with a diameter of 2–3 μm and

45 nm wall thickness can be used [61]. The capillaries must be sealed at both ends

after sample loading, e.g. with silicone grease. The capillaries are then attached to

the tomography rotation stage. Data from several of this type of sample – a wet

natural river biofilm inside a pulled glass capillary, and microspheres inside a

carbon nanopipette – are shown in Sects. 3.3 and 3.4.

This type of sample mounting is relatively simple but has two major disadvan-

tages. Firstly, the glass capillaries are not transparent throughout the entire energy

range of soft X-rays so that, e.g. the C 1s absorption edge is not accessible for such

samples. Secondly, in some cases the biofilms were not well attached to the glass

capillary walls so that the spatial resolution was limited by sample movement

during scanning.

Both of these problems can be circumvented using wet cells for tomography

produced by Luxel (Friday Harbor, USA). These consist of a 15 μm thick and

250 μm wide metal frame that is covered by 30 nm LUXFilm® polyimide mem-

branes on both sides [67, 68]. The Luxel wet cell is first mounted on a flattened

brass rod using glue or nail polish. The wet cells are filled with an aqueous sample

(e.g. bacterial cell suspension) using a glass micro-capillary. Upon sucking the

sample into the capillary, the suspension is injected into the wet cell using an

injector system such as the Eppendorf CellTram or a similar nano-injector.

Fig. 2.4 Outline of the preparation procedure used to make samples of air-dried SW2 cells for

STXM tomography
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Our portable nano-injector, for example, was built from a modified micrometer

gauge that allows for gentle handling and injection of the aqueous sample [68].

A few nL of the sample are injected carefully into the gap between LUXFilm®

polyimide membranes after punching the glass micro-capillary into a channel of the

Luxel wet cell. Upon injection of the sample, the membranes collapse around the

sample (in our case cell-mineral aggregates) and both keep them hydrated and

immobilize the particles. The injection hole can be sealed with nail polish. For an

easier injection of the aqueous sample, a second hole can be punched in the filling

channel on the opposite site of the cell for pressure compensation. An improved wet

cell tomography system has been fabricated recently by Luxel. This includes open

entry and exit ports at the top and bottom of the Luxel wet cell. These can easily be

used to fill the cell with an aqueous sample, after which the device is sealed at each

end using nail polish. A bacterial cell-mineral aggregate of Fe(II)-oxidizing

BoFeN1 cells (shown in Sect. 3.3) was prepared as described previously. In brief,

BoFeN1 cells were cultivated as described in Sect. 2.2.1, then cell-mineral suspen-

sions were sampled anoxically in a glove box (N2 atmosphere) after 7 days with a

syringe, centrifuged and resuspended in Fe(II)-, nitrate- and acetate-free anoxic

freshwater medium. After transfer into an oxic environment a few μL of cell-

mineral suspension were taken up with a glass micro-capillary and injected into

the wet cell via the portable nano-injector. More detailed information about STXM

sample preparation and 3D reconstruction is given elsewhere [121].

2.2.3 Material Samples
As an example of a materials science application of STXM spectro-tomography

we present results from a “standard” sample used to develop a variety of

quantitative 3D mapping methods for applications to optimization of automo-

tive hydrogen-based fuel cell electrode materials. The “standard” sample

consists of the overlay of two thin polymer films with Pt-coated carbon fibres

embedded in resin as one layer and TeflonTM fibres embedded in resin as

the second layer. The bilayer sample was microtomed and mounted on a

formvar-coated grid. A strip from this grid was then excised and mounted on

the tomography stage, using methods described above. This approach provides a

model system with appropriate spatial scales and relevant spatial correlations of

the chemical components present in the electrodes of a polymer electrolyte

membrane fuel cell (PEM-FC). The second materials science example is taken

from the first STXM spectro-tomography experiments [60]. In this case the

sample is an aqueous suspension of core-shell polymer latex microspheres with

a �100 nm thick polystyrene (PS) shell and a very low-density aqueous solution

of linear polyacrylic acid (PAA) as the core. An aqueous colloidal dispersion of

the microspheres was injected into a pulled glass capillary and the ends

sealed with silicone grease. An alternative sample of the PS/PAA colloidal

microspheres was prepared in a carbon nanopipette [66] which enabled studies

at the C 1s edge since the X-ray absorbance of the �45 nm thin-walled

nanotube container was much less than that of the �200 nm walls of the glass

capillary at the C 1s edge.
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2.3 Data Acquisition

The sample (either glass micro-capillary, carbon nanopipette, or Luxel wet cell / TEM

grid strip mounted onto brass rod) is clamped to the rotation stage for STXM spectro-

tomography measurements. The tomography stage is then mounted onto the piezo

stage of the STXM. The rotation is software controlled. The maximum rotation angle

above which the grid bars obscure the view is typically around�72� for grid samples

(Sect. 3.1); the Luxel wet cell samples (Sect. 3.3) allowed for�80� rotation, whereas
capillaries (Sect. 3.4) can be rotated by�90�. The sample is rotated stepwise, typically

in 4� steps, which is a compromise that allows for good-quality reconstruction and

efficient data acquisition. Thus, an entire STXM spectro-tomography dataset consists

of measurements at �37 different rotation angles. A time-efficient data collection

approach that also limits radiation damage is to acquire datasets with a small number

of selected photon energies that are specific for certain chemical species. For example,

288.2 eV, the peak of the C 1s ! π*peptide transition [122], is the photon

energy specific for proteins. In our examples this photon energy is denoted as the

characteristic protein absorption peak, but it also has some minor contributions of

other carbon-containing compounds, including polysaccharides or lipids. One or

multiple additional energies can be selected that are more or less specific for certain

compounds. For example, lipids display a characteristic C 1s ! π*COOR transition at
288.5 eV. For chemical tomography it is necessary to record an additional image in the

respective pre-edge, e.g. at 280 eV for C, and thus prior to the onset of C specific

absorption. Figure 2.5 provides reference spectra and indicates the selected energies

that were used for acquiring NEXAFS images of SW2 and cyanobacteria. Energies at

the C 1s absorption edge were 280 eV for the pre-edge and 288.2 eV for the dominant

protein peak (Fig. 2.5a). At the O 1s absorption edge, images were acquired at

5 energies for SW2 that are specific for the pre-edge, protein, goethite (an Fe(III)-

(oxyhydr)oxide) (Fig. 2.5b) and polysaccharides. Equivalent to the previously

described peak at 288.2 eV at the C 1s edge, the absorption at an energy of

532.2 eV at the O 1s edge is dominated by the O 1s ! π*C=O transition of proteins

[122] with minor contributions of other organic macromolecules that contain oxygen.

The BoFeN1 wet cell sample was mapped at the O 1s absorption edge with three

specific energies (528, 532.2 and 538 eV, Fig. 2.5b) [68]. X-ray energies at the Fe 2p

absorption edge were 704 eV for the pre-edge and 723.3 eV (Fig. 2.5c), characteristic

for iron in the Fe(III) oxidation state at the Fe L2 edge [17, 123]. Calcium images of the

cyanobacteria were acquired at 352.6 eV, a characteristic energy for the Ca 2p1/2 !
Ca 3d resonance peak, and at 350.3 eV, an energy between the Ca 2p3/2 and Ca 2p1/2
resonance peaks [62]. Pixel spacings of 20 nm for the air-dried SW2 sample and the

cyanobacteria sample and 25 nm for the BoFeN1 wet cell sample were chosen.

The optimal effective thickness of (dry) biological samples for studies at the C 1s

absorption edge should be <300 nm with an optical density (OD) <2; most bacteria,

cell-mineral aggregates and thin biofilms lie within this range. STXM tomography data

sets of the SW2 and BoFeN1 samples were acquired at CLS 10ID1, the cyanobacteria

sample was measured at ALS 5.3.2.2 and 11.0.2, the core-shell microspheres at ALS

5.3.2.2 and the PEM-FC standard sample at both ALS 5.3.2.2 and CLS 10ID1.
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2.3.1 Spatial Resolution and Quantitative Aspects of STXM
Spectro-tomography

As for other tilt-series tomography approaches, the spatial resolution in STXM

spectro-tomography is anisotropic. The resolution in the direction parallel to the tilt

axis is defined by the chosen pixel spacing [124]. The resolution orthogonal to the

tilt axis is dependent on the sample thickness D and the number of tilt steps N:

dy = πD/N [125]. For example, for the biological samples presented in Sect. 3, we

used N � 37 and a thickness of �500 nm, resulting in a theoretical resolution dy
of �43 nm. For samples that cannot be rotated �90� against the x-, y-plane

perpendicular to the beam axis, the resolution along the beam axis is decreased

compared to x- and y-direction and defined by the missing wedge. In this case the

resolution is related to the maximum tilt range angle α by [126]:

dz ¼ αþ sin α cos αð Þ= α� sin α cos αð Þð Þ12dy
Since rotation angles α of up to �72� (� �1.26 rad) were measured, the theoretical

resolution dz is � 54 nm. Furthermore, the resolution will depend on the zone plate

used, and on the X-ray energy of the measurements since the depth of field

Fig. 2.5 Specific energies used for stack maps in study of SW2 and the BoFeN1 wet cell sample

(a) SW2 organic carbon spectrum at the C 1s absorption edge, (b) SW2 cell-mineral aggregate

spectrum at the O 1s absorption edge with reference spectra of protein, Fe(III)-(oxyhydr)oxide and

water, (c) SW2 biogenic iron mineral spectrum at the Fe 2p absorption edge

62 G. Schmid et al.



increases with increasing energy. A precise evaluation of the achieved resolution

would require measurements on a three-dimensional test pattern, which have not

yet been performed. However, based on the separation of small features in actual

samples, spatial resolutions of at least 80 nm [62] and <50 nm [68] in the

z-direction have been demonstrated.

For quantitative analysis of the 3D distribution of the individual chemical

species, for example, by 3D correlation analysis [127], the intensities in the

reconstructed 3D volume dataset can be calibrated based on the quantitative

transmission measurement at one angle (usually at 0�). Quantification in a trans-

mission STXM setup is based on Beer’s law [I = I0exp(�Σχiρi ti), where χi is the
absorbance, ρi is the density and ti is the thickness of the ith component]. There is a

linear relationship between absorbance (optical density, OD) and the amount of the

absorbing component in the X-ray beam path. Calibration of the 3D dataset then

allocates the sum ODx,y for each individual pixel of a 2D transmission measurement

to the ODx,y,z of the 3D voxels in the volume according to their individual

contribution to the sum absorbance along the beam path when the sample is at

pixel (x,y). The sum of the OD values of all voxels along the beam axis z is equal to

the OD of the pixel with the same x and y coordinate in the two-dimensional

transmission image according to the following formula:

Σz OD voxelx, y, z
� �� � ¼ OD pixelx, y

� �

where OD(voxelx,y,z) is the optical density of an individual voxel in the reconstructed

3D tomography dataset andOD(pixelx,y) is the optical density of an individual pixel of

the respective 2D species map at the rotation angle of 0� (Fig. 2.6). Quantification is

limited by the specificity of the spectral analysis procedure with a limited number of

X-ray energies. For thicker samples, potential problems with absorption saturation

should be considered in the selection of the X-ray energies [128]. Furthermore, the

anisotropic spatial resolution, in particular the elongation of features perpendicular to

the beam and rotation axes as a result of the missing wedge problem, might result in a

slight underestimation of concentrations. Obst and colleagues [62] estimated this error

to be in the range of 5–10% and discussed quantification and its limitations in STXM

spectro-tomography in more detail.

2.4 Data Analysis

2.4.1 Pre-processing
The transmission images acquired at a single rotation angle are aligned and

converted to linear absorbance in optical density units OD = �ln(I/I0), where I is

the measured intensity of a pixel and I0 is the incident flux measured in an

empty area adjacent to the sample. Several software packages are available that

provide tools for image alignment and conversion into OD units, such as aXis2000
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(http://unicorn.mcmaster.ca/aXis2000.html) or Mantis [129] (http://www.

spectromicroscopy.com). In general, several different approaches of data analysis

can be used to obtain quantitative chemical maps from sets of OD images (Fig. 2.7).

1. The first approach is to subtract an image acquired in the pre-edge region from

an image acquired at a specific characteristic energy (described in Sect. 2.3).

This approach is the quickest method, but its precision is limited by the speci-

ficity of the selected energies. Typically it works well for elemental maps or for

chemical maps of compounds that have strong resonance absorption peaks such

as the C 1s ! π*C=O transition of protein.

2. If more than two images were recorded across an absorption edge, the second

approach, linear decomposition, can be used in combination with the spectra of

known reference compounds [12, 130].

Fig. 2.6 (a) Acquired 2D iron stack maps (OD723.3eV�OD704eV) of SW2 (see Fig. 2.8) at �44�,
0� and +44�, (b) rendered reconstructed 3D volumes (with VolumeJ), respectively, (c) projections
of the reconstructed 3D volumes (with VolumeViewer) at the same angles. The sum of ODx,y for

each pixel in the acquired 2D image is set equal to sum of the ODx,y,z for each voxel in the 3D

volume. The distribution in the projections of the 3D reconstruction is almost but not exactly the

same as the measured 2D projections. The main reasons for differences are (i) noise that is present

in the single angle measurement (a) but gets averaged out in the reconstructions (b), and

(ii) artifacts due to the missing wedge of rotation angles that are visible as a slight blurring of

the edges in panel (c)
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Fig. 2.7 Flow chart of the data acquisition, analysis and 3D reconstruction procedures for STXM

spectro-tomography
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3. The third approach, principle component analysis (PCA) in combination with

cluster analysis [113, 129], can be used if the sample is spectroscopically

completely unknown, which is rarely the case in STXM spectro-tomography

but often possible with environmental samples that are analyzed by STXM

in 2D.

All three approaches result in quantitative elemental/species maps that in some

cases can be normalized to an effective thickness of the respective compound in

nm. The chemical maps (on a relative or absolute thickness scale) at all rotation

angles are then merged into a rotation stack for correct angle-to-angle alignment

and subsequent 3D reconstruction (Fig. 2.7).

For the examples presented in Sect. 3.1, quantitative maps were obtained for

organic carbon at the C 1s absorption edge by using OD image difference,

OD288.2eV�OD280eV for the SW2 and cyanobacteria examples. The same procedure

was applied to obtain quantitative iron maps at the Fe 2p absorption edge for both

the SW2 and the BoFeN1 examples, OD723.3eV�OD704eV. In this case, linear

decomposition of the datasets was not possible at the C 1s and Fe 2p absorption

edges for SW2 and at the Fe 2p absorption edge for BoFeN1 due to the high sample

thickness and the associated spectral distortions due to absorption saturation

(OD > 2) [128]. Quantitative maps of calcium of the cyanobacteria were obtained

in the same manner, OD352.6eV�OD350.3eV. In contrast, OD images of SW2 and

BoFeN1 recorded at the O 1s absorption edge were not affected by absorption

saturation. In this case, linear decomposition was used to obtain quantitative maps

on effective thickness scale.

Quantitative maps of SW2 at the O 1s absorption edge were obtained by fitting

the image stacks across the O 1s edge with reference spectra of protein [122],

goethite and a calculated, non-specific background spectrum based on the atomic

scattering factors [131]. For the example of BoFeN1, O 1s reference spectra of

protein, ferrihydrite (an Fe(III)-(oxyhydr)oxide), water and a non-specific back-

ground were used (Fig. 2.5b).

In the previously mentioned examples, the data of all absorption edges were

handled individually, and thus, an alignment of the volume files resulting from the

reconstruction is necessary (see Sect. 2.4.2). This can be circumvented by merging

the images at all X-ray energies and edges per rotation angle into the same stack file

for a first alignment (Fig. 2.7). This approach was applied to the examples in

Sect. 3.2 and the river biofilm example in Sects. 3.3 and 3.4.

2.4.2 3D Reconstruction
A number of software tools for 3D tomographic reconstruction were developed by

various groups around the world in the last decade, mostly for transmission electron

tomography. Several of them turned out to be useful and compatible with the image

quality provided by STXM tilt-series spectro-tomography. Two very powerful

packages are IMOD [132, 133] (http://bio3d.colorado.edu/imod/) and TomoJ

66 G. Schmid et al.

http://bio3d.colorado.edu/imod/


[134] (http://u759.curie.fr/en/download/softwares/EFTEM-TomoJ). The latter was

implemented as a plug-in for ImageJ/Fiji [135] (http://fiji.sc/Fiji). Both programs

offer comfortable-to-use and powerful tools for aligning the rotation series to obtain

rotation stacks free of lateral shifts. This is essential for a good 3D reconstruction, in

particular when considering that the measurements are most often done without

fiducials such as gold beads that are often used for TEM tomography [56, 125]. The

alignment tools of both programmes are based on cross-correlation between indi-

vidual images but also provide the possibility of manual alignment corrections.

TomoJ offers various reconstruction algorithms such as the conventional weighted

back projection (WBP) and more modern iterative approaches that reduce the effect

of missing wedges during data acquisition such as the algebraic iterative technique

(ART) [136] and simultaneous iterative reconstruction (SIRT) [137]. The

cyanobacteria cell (Sect. 3.1) was reconstructed with TomoJ, using SIRT with

200 iterations, and a relaxation coefficient of 0.5. IMOD also provides filtered

back projection and SIRT as reconstruction algorithms. The STXM spectro-

tomography datasets of SW2 (Sect. 3.1) and BoFeN1 (Sect. 3.3) were reconstructed

with IMOD, employing the SIRT algorithm with 400 iterations (filter settings:

radial filter cut-off = 0.4; falloff = 0.05). The SIRT reconstructed volumes of

the different compounds that were acquired at different absorption edges were

afterwards aligned using the Fiji plug-in Align3TP (http://www.med.harvard.edu/

JPNM/ij/plugins/Align3TP.html). As mentioned previously, this step is not

required if a common stack through all X-ray energies and absorption edges per

rotation angle was created and aligned before OD conversion (see Sect. 2.4.1,

Fig. 2.7). In those cases, the alignment of the rotation stack is done once on the

component that provides the best contrast, and the same file of alignment shifts is

subsequently applied to all other components. This approach was used for the

reconstructions of the polymer-electrolyte membrane fuel cells (Sect. 3.2), the

river wet cell sample (Sect. 3.3) and the polymer wet samples (Sect. 3.4).

Various types of noise affect the quality of the reconstructed 3D volumes. Two

main sources are real background (non-specific) absorption signal and streaking

artefacts that are caused by the rather coarse angle step-size that we use as a

compromise for efficiency and to reduce beam damage, and by the missing

wedge effect [124]. The missing wedge effect is an artefact due to limited angle

range of rotation for some types of STXM spectro-tomography samples. A power-

ful tool to remove such background noise in reconstructed 3D volumes is the

segmentation software ilastik [138] (http://ilastik.org/) that can be used to effi-

ciently create a binary mask of the noise and of the region of interest. This binary

mask can then be multiplied with the original volume dataset to separate the region

of interest (ROI) from the noise. A binary mask was applied to the reconstructed 3D

volumes of SW2. For rendering and visualization of the reconstructed 3D volumes

for SW2, BoFeN1 and the cyanobacteria cell, the software package Chimera was

used [139] (http://www.cgl.ucsf.edu/chimera/). Various Fiji plugins (e.g. 3D
Viewer, Volume Viewer, VolumeJ) are also available for 3D rendering and visual-

ization and were used in the examples shown in this chapter.
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3 Key Research Findings

Here we present recent key research findings of biogeochemical and material

science studies that are based on 3D chemical analysis of samples using STXM

spectro-tomography.

3.1 Biological: Dry Chemical Mapping

Fe-(oxyhydr)oxides represent some of the most important scavengers for other

metal ions such as heavy metals in polluted environments. Often these minerals

are of biogenic origin and associated with organic matter. Thus, understanding the

influence of microbial Fe(II)-oxidation and subsequent precipitation of Fe(III)

minerals is essential to comprehend the fate of heavy metals or pollutants in the

environment. The photoferrotrophic, anaerobic Rhodobacter ferrooxidans strain

SW2 was used as a model organism to study bacterial Fe(II)-oxidation and subse-

quent cell-(iron)mineral aggregate formation. SW2 cells are loosely associated with

biogenic iron minerals that are not subject to cellular modification, in contrast to the

nitrate-reducing, anaerobic Acidovorax sp. strain BoFeN1 (see Sect. 3.3) that pre-

cipitates dense shells of organic-associated iron minerals around the cells. STXM

spectro-tomography studies of SW2 revealed evidence for several mechanisms of

Fe-sorption and precipitation. SW2 cells were air dried onto formvar-coated TEM

grids. Grid strips were sliced, mounted onto a tomography stage and analyzed by

chemical tomography at the C 1s, O 1s and Fe 2p absorption edges, as described

previously. Figure 2.8 shows the reconstructed 3D volumes of several chemical

species of a SW2 cell-(iron)mineral aggregate, including organic carbon

(OD288.2eV�OD280eV), iron (OD723.3eV�OD704eV), protein and goethite (both

derived from spectral fits). The 3D volumes of the chemical components revealed

an SW2 cell mainly free of any iron minerals but associated with extracellular

organic carbon and extracellularly precipitated iron minerals. This confirmed

results from previous 2D studies [22, 140] that Fe(II)-oxidation of SW2 takes

place at the cell surface and is accompanied by the production of extracellular

polymeric substances (EPS), consisting of polysaccharides, lipids and protein to

localize and control iron mineral precipitation in the vicinity of the cell, but to

prevent the cell from encrustation. The wealth of information hidden in the multi-

species 3D datasets motivated the development of new software tools such as

ScatterJ. This tool, implemented as a plug-in for ImageJ/Fiji, allows for a more

automated analysis of such complicated multi-species 3D datasets [127]. In partic-

ular the generation of 2D histograms or so-called scatterplots allows for the

identification of correlations between chemical species that are present in the

analyzed volume. Analysis using ScatterJ is very efficient. A back-mapping func-

tion allows for an efficient segmentation in real space of clusters that become

apparent in the scatterplot. Additionally, ScatterJ can create an angular distance

map that highlights regions in the 3D volumes that differ in the association of

chemical species. In this case, the scatterplot of iron and organic carbon (Fig. 2.8b)
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Fig. 2.8 (a) 3D component maps for organic carbon, protein, goethite and iron, derived from

reconstruction of a STXM spectro-tomography data set for air-dried SW2, visualized with Chimera.

3D color-coded composites to visualize spatial correlations, (b) (left) Scatterplot from ScatterJ of iron
and organic carbon 3D maps with ROI I and ROII. (right) 3D component maps obtained by back-

mapping of ROI I and ROI II (visualized withChimera), (c) Angular distancemaps of the scatterplot,

at two different rotation projections and at 0�. Color scale shows the angular distance (α) from the

organic carbon axis. Saturated values were normalized to 5� and 70�. See text for details
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indicated two correlation centres, which were manually selected and denoted as

ROI I (region of interest) and ROI II, respectively. ROI I revealed a positive

correlation, describing iron and organic carbon are associated with each other. In

contrast, ROI II shows no correlation, characterized by organic carbon that is not

associated with any iron. Figure 2.8a also reveals that some iron is attached to the

cell surface, resulting in overlapping correlation centres in the scatterplot. Back-

mapping of both ROIs into real 3D space (Fig. 2.8b) and a 3D colour representation

of an angular distance map based not on the manual selection of ROIs but on the

angular distance (α) from the organic carbon axis (Fig. 2.8c) verified these hypoth-

eses. Two different perspectives of the angular distance map in 3D and a projection

along the beam axis show high variability of iron independent of carbon (red) as

well as high variability of carbon concentrations independent of iron (dark blue)

(Fig. 2.8c). STXM spectro-tomography also allowed us to calculate quantitative

amounts of specific chemical species for individual voxels or for the whole

reconstructed volume. Quantitative amounts for the complete reconstructed 3D

volumes were calculated. About �0.53 pg goethite was deduced from the Fe 2p

absorption signal, and �0.20 pg of organic carbon was deduced from the C 1s

absorption edge (the calculations assume densities of 4.13 g/cm3 for goethite and of

1 g/cm3 for organic carbon). This type of 3D quantitation can be helpful to follow

Fe(II)-oxidation of cells over time or to determine sorption of heavy metals to cell-

(iron)mineral aggregates. In particular the quantitative correlation analysis of the

3D dataset, combined with consideration of the spatial distribution of the chemical

components, helped to unambiguously elucidate Fe(II)-oxidation mechanisms of

SW2. As proposed previously, SW2 regulates Fe(II)-oxidation and in particular the

subsequent precipitation of iron minerals by producing extracellular organic car-

bon, likely with negatively charged functional groups that adsorb positively

charged iron minerals to prevent cell encrustation [22]. Similar mechanisms to

prevent cell encrustation are assumed to exist for microaerophilic Fe(II)-oxidizing

bacteria [23–25]. Cell-(iron)mineral aggregates formed by SW2 can act as sink for

heavy metals such as Ni in the environment [119].

In another study, the quantitative analysis of chemical tomography datasets at

the C 1s and the Ca 2p absorption edges resulted in a detailed understanding of the

mechanisms of calcium carbonate precipitation by planktonic cyanobacteria

[62]. The combination of the STXM tilt-series spectro-tomography with a detailed

spectro-microscopic characterization of the sample in 2D was used to develop a

model of the entire process from Ca2+ sorption to the cell surfaces and the

associated extracellular polymeric substances, to the subsequent step of mineral

nucleation. Cyanobacteria are photoautotrophic organisms that can use either CO2

or HCO3
� as carbon source. The latter process results in a significant pH increase.

In aqueous systems where Ca2+ ions are present this can result in a significant super-

saturation with respect to the calcium carbonates calcite, aragonite and vaterite,

where calcite is the thermodynamically most stable form. Cyanobacteria are known

to cause massive precipitation events in lakes, so-called whitings. However, the

precipitation of stable mineral phases attached to the cell would not be beneficial for

planktonic cyanobacteria as the cells would lose their buoyancy and precipitate out

70 G. Schmid et al.



of the photic zone. Therefore the cells developed a protection mechanism that

prevents the formation of stable mineral phases that are attached to the cells. The

quantitative 3D analysis of the correlation between the concentrations of calcium

and organic carbon in this sample revealed the presence of two different types of

EPS with different sorption capacities for the Ca2+-cation. At the time of the study,

manual segmentation of the 3D dataset showed the spatial distribution of the two

EPS layers around a single cyanobacterium and the presence of two critical nuclei

of calcite on the cell surface (Fig. 2.9a). ScatterJ was used for analysis of the 3D

datasets [127] of calcium and organic carbon (Fig. 2.9b). In this study, tilt-series

STXM spectro-tomography was performed at two absorption edges at four different

X-ray energies in total. The 3D study [62] was combined with a very detailed

spectro-microscopic study [35] that included spectral mapping at 100 meV energy

resolution at the C 1s and 80 meV spectral resolution at the Ca 2p edges. The

combination of these two complementary approaches turned out to be extremely

powerful for the identification, mapping and quantification of the different organo-

chemical constituents and mineral phases in this sample, which facilitated the

interpretation of the tomography data so that a model of the biogenic formation

of calcium carbonates could be established. Ca2+ ions sorb to a layered structure of

EPS consisting of EPS closely bound to the cyanobacterial cell surface and loosely

bound EPS. Additionally, a metastable amorphous CaCO3 with aragonite-like

short-range order is precipitated within the EPS. This efficiently lowers the super-

saturation with respect to calcium carbonates and might allow the cyanobacteria to

overcome short periods of elevated pH and thus high carbonate concentrations in

the daily cycle without nucleating thermodynamically stable calcite minerals on

their cell surface [35, 62].

3.2 Polymer: Dry Chemical Mapping

Polymer-electrolyte membrane fuel cells (PEM-FC) operating at low temperature

(50–80 �C) with pure H2 as fuel are being developed by many car manufacturers for

near-term implementation in mass-produced automobiles, as a means of reducing

carbon emissions. While the automotive performance of present devices is similar

to that of gasoline-powered cars, there is a cost premium and some concerns about

reliability. Research is focused on reducing the amount of Pt catalyst in the

electrodes and making the systems less susceptible to known degradation processes

such as carbon corrosion, Pt migration and modifications at low temperature. Over

the past 5 years the Hitchcock group has collaborated with researchers at the

Automotive Fuel Cell Cooperation (AFCC) Corporation and Ballard Power sys-

tems to develop STXM as a means to provide unique analytical information which

can assist with materials and process optimization. Studies have been performed on

the role of N-containing ligands of Pt catalyst precursors in Pt migration [141],

effect of different carbon support types on rates of carbon corrosion [142] and

alternative catalysts [46]. A particular value-added aspect of STXM in PEM-FC

research is its ability to quantitatively map the perfluorosulfonic acid (PFSA)
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Fig. 2.9 (a) S. leopoliensis PCC 7942; 3D tomographic reconstruction of the organic carbon and

calcium distributions in/around the cyanobacterial cell (visualized with Chimera), (b) scatterplot
(from ScatterJ) of organic carbon and calcium. The distributions are rather broad but can be split

into three distinct subgroups of voxels. (I) for low ODs (i.e. concentrations), there is a linear
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ionomer component of the cathode and anode. The ionomer is critical to optimiza-

tion of Pt usage since a proton transport path to each active catalyst particle is

needed for that particle to contribute to the overall cell activity. PFSA is extremely

radiation sensitive. Prior attempts to provide quantitative analysis by electron

microscopies have been hampered by radiation damage and loss of the fluorine

signal. By using a simple, accurate four-energy approach, we have shown that

STXM can provide quantitative 2D projection mapping of ionomer in cathodes

[143, 144]. While this has provided many valuable insights into the dependence of

the ionomer spatial distributions on materials choices, fabrication and processing,

the 2D projection results contain ambiguities with respect to the 3D distributions. In

addition PFSA is extremely radiation sensitive so it is critical to develop and use

dose-efficient methods. Thus, we are developing a range of 3D chemical imaging

approaches to visualize PFSA ionomer in 3D. Initially we used angle-scan STXM

spectro-tomography to study cathode samples prepared with focused ion beam

(FIB) milling [64]. FIB was chosen to avoid penetration of the embedding medium

(needed for ultramicrotomy) into the porous cathode structure, which might cause

swelling and distortion of the porosity or ionomer distributions. While 3D pore

mapping was possible for the FIB sample, we found that almost all of the fluorine of

the PFSA ionomer was removed by the ion beam during the FIB milling step

[145]. Thus we made subsequent 3D mapping measurements using cathode samples

which were embedded, microtomed and mounted on TEM grids and then cut with a

scalpel to make a grid strip suitable for STXM spectro-tomography (see Fig. 2.3).

In order to develop confidence in 3D ionomer mapping and to have a means of

evaluating the spatial resolution and quantitative accuracy of competing 3D chem-

ical mapping techniques, we developed in parallel a standard test sample, which

could be prepared in a simple reproducible manner, with known properties, which

contained all of the chemical components of the PEM-FC cathode system but with a

much simpler spatial organization. Figure 2.10 presents 3D chemical mapping

results for such a test sample. The sample (Fig. 2.10a, b) consists of a two-layer

structure with Pt-coated carbon fibres embedded in resin in one layer and Teflon

fibres embedded in resin in the second layer. Figure 2.10c is a projection of the

carbon fibre, Pt and TeflonTM fibre extracted from a reconstruction of a tomo-

graphic data set consisting of measurements at 40 angles (�80� to +80�, every 4�)
with images at 4 photon energies (278.0, 285.1, 684.0, 693.3 eV) measured at each

angle. The transmission images at each angle were aligned and converted to

quantitative Pt (from the OD278 eV image, corrected for F-absorption [143]),

carbon (OD285.2 eV�OD278 eV) and fluorine (OD693.3 eV�OD684 eV) maps

using aXis2000. The maps at the full set of angles were then aligned and

�

Fig. 2.9 (continued) correlation between organic carbon and calcium with a rather shallow slope.

For higher concentrations, there are two subgroups (II) and (III), both with a linear relationship but

rather steep slopes of calcium⁄organic carbon, the latter interpreted as calcium adsorbed to EPS.

One is almost vertical (III), which indicates that the amount of calcium is almost independent of

the organic carbon content. This is interpreted as precipitation of CaCO3 [62]
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reconstructed using SIRT with 200 iterations using IMODJ (http://www.snv.

jussieu.fr/�wboudier/softs/imodj.html). The rendering was performed using

Amira. In the rendering shown in Fig. 2.10c all of the black regions are in fact

filled with embedding resin. Close associations of the Pt and carbon fibre are clearly

seen, while the 3D imaging reveals that the F-containing TeflonTM fibre is in a

different plane (Fig. 2.10d).

3.3 Biological: Wet Chemical Mapping

Biological or biogeochemical samples are often not compatible with sample prep-

aration methods that involve sample dehydration and solvents that alter sample

Fig. 2.10 (a) Schematic of the standard bilayer thin film sample used to explore application of 3D

chemical imaging methods to characterization of the chemical structure of electrodes in polymer

electrolyte membrane fuel cells (PEM-FC). (b) cartoon of the fibre sample. (c) Amira rendering of
the 3D chemical mapping viewed from the normal to the film. (d) Amira rendering of the 3D

chemical mapping viewed edge-on to the bilayer film

74 G. Schmid et al.

http://www.snv.jussieu.fr/&sim;wboudier/softs/imodj.html
http://www.snv.jussieu.fr/&sim;wboudier/softs/imodj.html
http://www.snv.jussieu.fr/&sim;wboudier/softs/imodj.html


composition and thus would affect the chemical analysis. At the cost of ultrastruc-

tural details, air or vacuum drying is often used for samples that are compatible and

not subject to cell lysis. However, some samples need to be analyzed in their natural

hydrated state to avoid drying artefacts and to evaluate possible artefacts from the

drying procedure. There are several mounting approaches that allow for STXM

spectro-tomography of natural, hydrated samples. STXM spectro-tomography has

been performed on wet biological samples in pulled glass capillaries and in wet

cells developed in collaboration with Luxel (Friday Harbor, USA) that are based on

a metal frame coated with polyimide membranes on both sides [67]. Here we show

exemplary results that were obtained on Fe(II)-oxidizing bacteria. In contrast to the

Fe(II)-oxidizing strain SW2 (Sect. 3.1) that is loosely associated with iron minerals,

bacterial mediated Fe(II)-oxidation by BoFeN1 results in the encrustation and

ultimately entombing of the cells within iron minerals. To study the mechanism

of bacterial Fe(II)-oxidation, BoFeN1 were analyzed spectro-tomographically in

pristine hydrated conditions to avoid artefacts such as dehydration and shrinkage

of cells and EPS. BoFeN1 cell-(iron)mineral suspensions were injected into Luxel

wet cells and imaged at selected photon energies and from various angles at the O

1s and Fe 2p absorption edges. 3D reconstruction of this data lead to 3D chemical

imaging [68]. Figure 2.11 shows the 3D volumes of the individual chemical

components, iron (OD723.3eV�OD704eV) (Fig. 2.11d), Fe(III)-(oxyhydr)oxide, pro-

tein and water (Fig. 2.11a–c). Figure 2.5b shows the O 1s reference spectra that

were used for spectral fitting at the O 1s absorption edge. The X-ray energies

selected for chemically specific mapping are also indicated (Fig. 2.5b). The

transmitted signal intensities were converted into linear absorbance scale using

I0 measured through the water layer adjacent to the bacterial cell-(iron)mineral

aggregate, so that the homogeneous water layer was normalized out during the

conversion. Thus, the thickness of the water layer was systematically

underestimated by�120 nm; this has been compensated for in the data processing.

Clearly indicated in Fig. 2.11 is that the periplasm (the space between the inner and

outer cell membrane) of one cell is homogeneously filled with iron minerals and

EPS is associated with iron minerals in the hydrated state and thus not just dried

onto the cells. However, a second cell free of any iron minerals is revealed in the

protein map only (Fig. 2.11b). A profile through the iron distribution in the

periplasm (Fig. 2.11f) shows a rim-like structure with a full-width half-maximum

(FWHM) of �35–50 nm, which is consistent with previously published

TEM-based work on this strain [19]. The thickness measured by STXM spectro-

tomography lies in the range of the spatial resolution and illustrates the capabilities

of the technique. Based on the distributions of the iron minerals, the cells and the

EPS we conclude that, similar to SW2, bacterially produced EPS influences the

precipitation of Fe(III)-minerals around the BoFeN1 cells but, in the case of

BoFeN1, without success in preventing the cell from encrustation. That is likely

due to an abiotic pathway of Fe(II) oxidation by the nitrate-reducing bacteria via

nitrite [146]. In a more extensive study, different cellular encrustation patterns of

BoFeN1 were identified for BoFeN1 by several complementary tomography

approaches including STXM spectro-tomography [69].
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Fig. 2.11 Hydrated prepared BoFeN1 “wet cell” 3D reconstruction, (a–c) 3D components maps

of Fe(III)-(oxyhydr)oxide, protein and water obtained by spectral fits at the O 1s absorption edge,

(d) iron (denoted as Fe(III)-(oxyhydr)oxide) acquired at the Fe 2p absorption edge and (e) an
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In contrast to the pure cultures of Fe(II)-oxidizing bacteria, natural river

biofilms are more complex multi-species systems in which extensive synergy

and competition among different species results in an extra-cellular matrix with

many different chemical components. STXM has been used in a number of studies

of river biofilms taken from the South Saskatchewan River in Saskatoon, where

CLS is located. These studies have addressed correlative microscopy themes

(confocal laser, TEM and STXM) [10] as well as biofilm adaptation to toxic metals

[12, 13], antimicrobials [16] and nanomaterials [14]. All of these studies used only

2D projection spectro-microscopy and thus the third dimension was masked.

STXM spectro-tomography provides a means to achieve 3D chemical mapping

in natural biofilms. Figure 2.12 presents results for an O 1s edge study of a wet river

biofilm in a pulled glass capillary. Due to the strong absorption by the glass walls

and the water it was only possible to get adequate transmission in a 4 eV region just

below the onset of the strong O 1s absorption by water and SiO2. Even so the three

common classes of bio-molecules (proteins, polysaccharides and lipids) have

chemically distinct signals in this energy range (Fig. 2.12a) leading to strong

changes in STXM images which can be analyzed with confidence to produce

five distinct chemical maps, as shown by the 2D analysis at one angle in

Fig. 2.12b. Figure 2.12c, d and e are renderings of the 3D chemical maps of the

protein, the glass wall and the water. The cell, seen clearly in the protein map of

one projection (Fig. 2.12b), is most easily seen in the 3D view from the top of the

capillary.

3.4 Polymer: Wet Chemical Mapping

Pulled glass capillaries [60] and carbon nanopipettes [61] have been used to mount

fully hydrated polymer core-shell microspheres for STXM spectro-tomography.

Figures 2.13, 2.14 and 2.15 show results from both preparations. For the pulled-

glass capillary approach, the substantial X-ray absorption by the glass and the

relatively thick water layer meant that the C 1s regions could not be used. Instead

the polyacrylate fill was differentiated from the polystyrene shell by the difference

in tomograms measured below the O 1s edge at 530.0 eV and at the O 1s ! π*
transition in the acrylate at 532.2 eV. In this case, a combination of careful

segmentation of the OD530 eV 3D signal and the chemically specific difference

signal allowed a clean separation of the glass capillary, the water and the PS shell

(Fig. 2.13). The 3D distribution of the polyacrylate was quantified using the

difference OD signal, the known OD/nm response of polyacrylate, and the

�

Fig. 2.11 (continued) overlay (visualized with Chimera). (f) shows the thickness of the iron crust
of �40 nm (full-width at half-maximum of the line profile indicated in d). I inside cell, O outside

cell. Scale bar is 500 nm (Permission to reproduce figure from [68] under Rights Link license

3591541244472)
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Fig. 2.12 Results of 3D chemical mapping of a natural river biofilm in a pulled glass capillary.

(a) O 1s spectra of the chemical components in the region below the onset of strong absorption by

water. (b) component maps derived by fitting spectra in (a) to a set of 13 energy stacks, at one

angular orientation. (c) Chimera rendering of the 3D map of the protein. (d) Chimera rendering of
the 3D map of the glass wall. (e) Chimera rendering of the 3D map of the water

78 G. Schmid et al.



3D reconstruction [60, 147]. In order to explore use of the more chemically

sensitive C 1s edge for 3D mapping of these wet core-shell microspheres, they

were also measured in carbon nanopipettes [66]. The much thinner walls (30 nm

instead of 150 nm) meant there was sufficient transmission in the C 1s region to

allow meaningful measurements despite the presence of the C 1s spectrum of the

carbon nanotube walls (Fig. 2.14a). However the total thickness of the PS shell was

such that there was significant spectral distortion from absorption saturation.

Despite that, it was possible to generate 3D maps of the polyacrylate fill and the

PS shells by using absorption saturated spectra extracted from the data set, and

matched outside of the distorted region to the correct quantitative reference spectra

(Fig. 2.14b, c). Figure 2.15a–c are component maps of the carbon tube,

polyacrylate fill and the polystyrene shell, derived from the C 1s stack which

consisted of images at 26 energies between 283 and 299 eV. Figure 2.15d is a

Fig. 2.13 3D visualization of a wet colloid consisting of hollow polystyrene microspheres

(�120 nm wall thickness) containing a low density linear polyacrylate fill, rendered by Amira
from a reconstruction of a two-energy O 1s spectro-tomography data set. (a) A cut through the

whole volume, with the gray scale indicating both the PS and glass components, and the blue/green
colorization indicating two density levels of the polyacrylate. (b) Expanded area of the upper box,
using a different view and rendering. (c) Expanded view of the lower box (Permission to reproduce

figure from [61] under Rights Link license 3570490606168)
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colour-coded composite of these 2D chemical component maps. Similar C 1s

stacks were measured at 50 angles, and 3D chemical images were derived from

the angle dependence of the component maps. Figure 2.15e is a 3D rendering of the

combined polyacrylate and polystyrene 3D maps derived from a SIRT reconstruc-

tion of the angle sets of these component maps, which were merged and rendered

with Amira. In the thinner volumes at the bottom of the tube the 3D chemical

imaging is similar to that obtained at the O 1s edge in the glass capillary, but the

result is less clear in the upper regions of the nanopipette where there is much more

material and thus greater distortions andmixing/blurring of component signals due

to the absorption saturation.

Glass tube
(300 nm)

carbon tube

carbon tube

PS (sat’d)

polystyrene

PA (sat’d)

PA (in µsphere)

polyacrylate

polyacrylate

Carbon tube
(90 nm)

5

4
5 µm

5 µm

O
pt

ic
al

 d
en

si
ty

3

2

1

0

284

1 µm–1

5 µm–1

Li
ne

ar
 a

bs
or

ba
nc

e
Li

ne
ar

 a
bs

or
ba

nc
e

288

water / 10 polystyrence

292 296

528 532 536

Energy (eV)

540 544 548

a

b

c

0.8

0.6

O
pt

ic
al

 d
en

si
ty

0.4

0.2

300 400

Energy (eV)

500 600
0.0

Fig. 2.14 (a) Optical density spectrum in the 260–640 eV range of a thin walled (�150 nm)

pulled glass capillary (upper) and a thin walled (�45 nm) carbon nanopipette (lower). The insets
are STXM images. The dashed horizontal line indicates the OD at which spectral distortions from

absorption saturation effects typically appear in STXM. (b) Comparison of the C 1s spectra of

polyacrylate (PA), polystyrene (PS) and the carbon tube on a linear absorbance scale (optical

density per nm thickness). Two sets of data for PA and PS are indicated, unsaturated, and that with

partial absorption saturation which was extracted from spectra measured from the sample in the

carbon tube. (c) Comparison of the O 1s spectra of PA, PS, carbon tube, and water (Adapted from

[61]. Permission to reproduce under Rights Link license 3570490606168)
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Fig. 2.15 Component maps for (a) the carbon tube, (b) polyacrylate and (c) polystyrene derived
from a fit to a C 1s image sequence (282–306 eV, 23 energies) at one angle, using the PA (sat’d),

PS (sat’d) and carbon tube reference spectra plotted in Fig. 2.14b. The gray scales are thickness in

nm. (d) Color-coded composite where the red maps the carbon tube, green maps the polyacrylate

fill, and blue maps the polystyrene shell. The intensity of each color at any pixel is proportional to

the amount of that component in the column traversed by the X-ray beam. Each color is rescaled

independently of the other two. (e) Amira rendering of the 3D distributions of polyacrylate (green)
and polystyrene (blue) from a merging of the SIRT reconstructions of the PA and PS component

maps at 50 angles (Adapted from [61]. Permission to reproduce under Rights Link license

3570490606168)
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4 Conclusions and Future Perspective

4.1 Strengths and Limitations of STXM Spectro-tomography

As shown in the previous sections, STXM spectro-tomography allows for quanti-

tative 3D mapping not only of elements but also of chemical species. In particular

the statistical (correlation) analysis of chemical datasets in 3D turns out to be

powerful for gaining insights into reaction mechanisms and for efficiently analyz-

ing the spatial distribution of chemical species with different affinities for each

other such as EPS that sorbs metal ions and the precipitation of a mineral phase.

This approach relies significantly on speciation capabilities and on spatial resolu-

tion in 3D. Most soft X-ray STXM-beamlines are optimized for spectro-microscopy

and, with energy resolving power E/ΔE > 3000, provide excellent chemical spe-

ciation capabilities making them ideally suited for chemical nano-tomography.

One of the major advantages of STXM spectro-tomography with soft X-rays in

comparison to hard X-ray techniques is the accessibility of absorption edges of light

elements such as C, N and O. In particular for biological, biogeochemical and for

polymer science, this allows for employing the chemically specific, intrinsic

absorption contrast of the sample to map the distribution of organic molecules in

3D, which is not accessible using higher-energy photons of hard X-rays. Simulta-

neously, the energy range of soft X-rays is a major limiting factor of STXM spectro-

tomography as the high absorption of these low-energy photons requires the sample

thickness to be restricted to the sub-μm up to few μm ranges, depending on sample

composition and density.

Another disadvantage of the approach is the limited accessibility of synchrotron

beamtime via proposal-based, peer-reviewed access and by the so far limited

efficiency due to long acquisition times and a poor duty cycle. The situation

regarding the latter problem can be expected to improve in the next years with

installation of next-generation STXM instruments that will allow for a more

automated acquisition and thus better duty cycle, as explained in the next sections.

4.2 Future Instrument and Technique Developments

STXM spectro-tomography provides the most value added when applied to systems

that are difficult or impossible to study by analytical TEM tomography, which

typically means highly radiation-sensitive materials (such as the PFSA ionomer in

PEM-FC) or when one wishes to perform 3D chemical analysis of wet samples

(e.g. to avoid drying artefacts of sensitive structures such as microbial extracellular

biopolymers). Recently there have been dramatic improvements in the ability of

modern TEMs to handle wet samples and in situ modifications of samples by,

e.g. electrochemistry [148]. However core-level electron energy loss is nearly

impossible in wet samples due to plural scattering [149], fluorescence tomography

analysis is very challenging and, to our knowledge, no one has applied either

TEM-based analytical method to 3D chemical imaging of wet samples. Thus a
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logical place to advance STXM spectro-tomography is in the area of 3D character-

ization of wet, radiation-sensitive materials, such as ionomer in PEM-FC cathodes

under actual working conditions (80 �C and 50–70 % relative humidity). At present

there is a major effort in several directions to achieve this capability in STXM, for

both 2D and 3D analysis. An environmental cell to achieve relevant conditions in a

STXM has been constructed [150]; in situ spectro-electrochemistry in STXM has

been demonstrated [151] and is being further developed [152]. While neither of

those devices are set up for tomography, an ultramicrotomed section can be loaded

into the latest-generation Luxel wet tomography device. Spectro-tomography of

humidified and wet PEM-FC MEA samples in the wet tomo cells is underway.

Another major advance in STXM spectro-tomography is the development of a

near-ultra-high vacuum (UHV) STXM at the CLS optimized for cryo-tomography.

This novel instrument will enable studies of frozen hydrated samples, thereby

reducing mass-loss radiation damage distortions and ultimately allowing 3D chem-

ical imaging studies of plunge-frozen biological samples, similar to those

performed with the first cryo-tomo-STXM [59]. By adapting a TEM system for

eucentric mounting of cryo samples it is expected that, in addition to reducing

mass-loss damage, the rate of analysis will be significantly improved through

automated data collection, resulting in higher throughput compared to our present,

manual-intensive procedures. Soft X-ray TXM systems for cryo-tomography are

very well developed and even commercially available (Zeiss – Xradia, Pleasanton,

California). While these instruments excel at 3D morphological studies and have in

a number of cases provided functional segmentation based on characteristic optical

densities at 510 eV [76–88], in general the present-generation soft X-ray TXMs on

beamlines with a conventional monochromator and thus high-quality spectroscopy,

still do not provide the same quality of chemical imaging as STXM spectro-

tomography. Improvements in the illumination and ability to preserve beam-sample

alignment and focus while changing the photon energy will produce an instrument

in many ways superior to STXM spectro-tomography, although there will continue

to be advantages to using STXM for radiation-sensitive samples.

Alternatives to tilt-series tomography scanning include stereo-imaging, which is

being developed in the hard X-ray region [153], and laminography, again already

developed using hard X-rays [154, 155]. The latter appears particularly promising

for flat samples where 3D chemical imaging can be measured over a much wider

area, as compared to tilt-series tomography. Instrumentation for STXM spectro-

laminography exists, and soft X-ray spectro-laminography is under development.

Finally, perhaps the most exciting near-future instrumentation development is

soft X-ray spectro-ptycho-tomography. The Nanosurveyor instrument at ALS

(presently on BL 5.3.2.1, and soon to move to the COSMIC beamline) is fully

equipped for 3D chemical imaging by ptycho-tomography, and the first data sets

already exist. In addition to improved instrumentation, there are continual improve-

ments in the data analysis and extraction of value-added information from post-3D

reconstruction methods. For example, a recent development particularly well suited

(but not yet applied) to STXM spectro-tomography is 3D reconstruction using

compressed sensing (CS), a method known from other fields which is now being
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applied to TEM tomography [156, 157]. CS algorithms are able to generate high-

quality 3D reconstructions from a much sparser data set than is usually assumed to

be needed for tilt-series tomography [158]. This approach can be expected to

improve the quality of reconstructions in particular for setups that are affected by

a missing wedge of rotation angles due to sample mounting, and for the analysis of

radiation-sensitive samples for which the number scans and thus tilt angles have to

be limited to reduce the total dose. Advances in simultaneous, quantitative analysis

of full spectro-tomography data sets (images over a set of energies and tilt angles) –

so-called 4D tomography [159, 160] – are also in the works, that will allow for

analyzing quantitatively and in detail spatial correlations in 3D of chemically

distinct clusters and sub-volumes in the sample. Finally another active area of

research is correlative methods whereby STXM spectro-tomography is combined

with 3D imaging and 3D chemical imaging using other methods such as TEM and

Fourier transform infrared spectroscopy (FTIR) spectro-tomography [161].

4.3 Improvements in Sample Mounting and Acquisition

With the possibility of analyzing samples in their pristine, hydrated state, STXM

spectro-tomography has significantly reduced one of the major limitations, in

particular in the field of biological and biogeochemical sciences, but also for

material sciences, namely, artefacts from sample drying. First experiment using

glass micro-capillaries as sample mounts on the one hand had the advantage of a

rotation range of �90� so that this approach was not affected by the missing wedge

problem. On the other hand, the strong absorption of the glass walls did not allow

for accessing the C 1s absorption edge and significantly limited the energy range

accessible at the O 1s absorption edge. Furthermore, the capillaries were quite

flexible and thus subject to vibrations when scanned on the piezo-driven sample

stage, which limits spatial resolution. With the development of wet cells in collab-

oration with Luxel (Friday Harbor, USA) that are based on metal frames coated

with polyimide membranes on both sides, the limited energy range was overcome.

In the meantime, the second, improved version of the wet tomo cells further

reduced vibrations by optimizing the geometric design and facilitated the filling

procedure by providing filling channels in the metal frame structure.

The most modern, next-generation STXMs will allow for scanning the ZP in the

plane perpendicular to the beam axis instead of scanning the sample. Current

instruments move the sample using a fast piezo-driven scanner. As the rotation

stage for tomography is mounted onto the piezo scanner, the rotation stage and

sample mounting needs to be optimized for a weight of a few 10s of grams. This is

the main reason why until today there have not been any successful attempts of

using a eucentric rotation stage that is mounted on the piezo scanner. The capabil-

ities of scanning the ZP instead of the sample will allow for using more bulky and

stable, eucentric rotation stages that can be adapted from TEM tomography. With a

eucentric stage the sample will not go out of focus or move laterally out of the field

of view during rotation, which will allow for more efficient and eventually
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automated data acquisition similar to scanning transmission electron microscopy

(STEM) tomography. At the same time, this will allow for using the previously

mentioned cryo-stage for sample mounting, so that frozen hydrated samples can be

analyzed in 3D by STXM spectro-tomography. The analysis of samples in the

frozen state has advantages for sample preparation and reduced beam-induced

damage due to radical formation that can become a problem in particular when

analyzing hydrated samples in wet cells.
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1 Definition of the Topic

X-ray photon correlation spectroscopy (XPCS) allows to access a wide variety of
dynamic phenomena at the nanoscale by studying the temporal correlations among
photons that are scattered by a material when it is illuminated using a coherent X-ray
beam. Here, we describe how XPCS is used to study the dynamics of soft and hard
condensed matter, review the recent literature and briefly discuss the future of the
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technique, especially in the context of the emerging diffraction-limited storage rings
and X-ray free electron laser sources.

2 Overview

When a disordered system is illuminated with coherent light, the interference
between the scattered waves gives rise to a speckle pattern. The speckle pattern
depends on the exact arrangement of the scatterers. Information about the dynamics
of the system can be obtained by analysing the temporal correlations of the speckle
intensities. This is the basis of the X-ray photon correlation spectroscopy (XPCS)
technique, which is the counterpart of photon correlation spectroscopy (PCS) using
coherent X-rays instead of laser light. XPCS is one of the main techniques to probe
the slow nanoscale fluctuations and dynamics of soft and hard condensed matter
systems. If a coherent X-ray beam from a third-generation synchrotron source is
used as the illumination probe, then, depending on the sample and the scattering
geometry, the dynamics of materials on timescales ranging from microseconds to
thousands of seconds and length scales from microns down to nanometres can be
accessed. At present, the main limitations of XPCS are the relatively low coherent
flux of existing X-ray sources and the limited speed of X-ray area detectors. The
upcoming new X-ray sources (diffraction-limited storage rings and X-ray free
electron lasers) will enable to measure dynamics at large momentum transfer values
with tenths of picoseconds time resolution.

The principles, experimental methodology and recent application of XPCS are
reviewed here, followed by a brief discussion about the possibilities that the new
X-ray sources will create for future XPCS experiments.

3 Introduction

Scattering experiments based on coherent X-ray beams have opened new possibil-
ities for the investigation of soft and hard condensed matter (reviews and relevant
bibliography can be found in [130, 134, 161, 188, 189, 240]). When a rough surface
or an inhomogeneous medium is illuminated using coherent light, the pattern in the
far field generated by the scattered light shows a grainy intensity distribution called
speckle [47]. The speckle pattern consists of distinct bright and dark zones of
irregular shapes. This characteristic pattern arises from the interference between
the light that is scattered from different parts of the illuminated area; strong inten-
sities are observed at those points in the far field where the interference is construc-
tive, while weak intensities occur when the interference is destructive. The speckle
pattern depends on the characteristics of the illuminating light and the length scale of
the inhomogeneities: for example, speckle does not occur if the illuminating probe is
incoherent or the scattering medium is homogeneous or smooth at the scale of the
wavelength of the illuminating light. The speckle pattern also depends on the exact
morphology of the illuminated area, and if the scattering medium evolves with time,
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the speckle pattern will also change and the intensity of the speckles will fluctuate
(see Fig. 3.1). Information about the underlying dynamics of the evolving medium
can be obtained from the study of the speckle intensity fluctuations. This is the basis
of the X-ray photon correlation spectroscopy (XPCS) technique, also known as
X-ray intensity fluctuation spectroscopy (XIFS) [26, 53, 78, 80, 126, 215, 220,
233, 234]. XPCS is the counterpart of dynamic light scattering (DLS) or photon
correlation spectroscopy (PCS) [17, 37, 180] in the X-ray region. Although the basic
aspects of XPCS and DLS are the same, there are several significant differences.
With X-rays, shorter distances than with visible light can be probed. Furthermore,
multiple scattering effects are not as important as with visible light and can usually
be neglected. However, X-ray sources are much weaker than lasers and XPCS is a
signal-limited technique.

We shall analyse these aspects separately. In this introduction, we describe the
origin of static speckle (Sect. 3.1), its statistical properties, the influence of the
illuminating probe on the speckle and its size and shape (Sect. 3.2). The relationship
between the dynamics of an evolving medium and the speckle intensity fluctuations,
which is the basis of the XPCS technique, is described in Sect. 3.3 and illustrated
with an example (Sect. 3.3.1). The functional shape of the autocorrelation function is
considered in Sect. 3.3.2, and the case of XPCS for non-equilibrium systems is
treated in Sect. 3.3.3.

Fig. 3.1 Schematic representation of the difference between the scattering of incoherent or
coherent radiation by a disordered medium. When using incoherent radiation, the diffracted pattern
gives rise to a continuous diffraction ring. If the arrangement of the scatterers changes but their
ensemble-averaged properties are not modified, the diffraction pattern is alike. However, with a
coherent beam, the diffraction ring is composed of speckles. The envelope of the speckles
corresponds to the diffraction ring obtained with incoherent radiation. If the arrangement of the
scatterers changes, the speckle pattern will be modified, even if the ensemble-averaged properties
do not change
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3.1 Static Speckle

Speckles are easily observed with highly coherent illumination. When a laser pointer
impinges on a surface that is rough at the scale of the wavelength—such as a piece of
paper or a wall—the illuminated spot is not uniform and has areas with very high and
very low (or zero) intensities, randomly arranged. A simulated speckle pattern is
shown in Fig. 3.2. This characteristic effect arises from the interference between the
random contributions from many scattering points. The same effect is observed if
coherent light traverses a medium with refractive index fluctuations at the scale of
the wavelength, yet speckles are not observed if the illumination is incoherent. The
origin and statistical properties of speckle patterns can be understood analytically
studying the scattering by a disordered system of particles.

We consider a system of N particles that is illuminated by a coherent monochro-
matic wave with amplitude E0 and wave vector k

!
i. The total scattered field measured

at a point R
!
far from the system is obtained by summing up all the wavelets scattered

by the individual particles and taking into account the phase shifts between them. In
a quantum mechanics formalism, this procedure is equivalent to a superposition of
the scattering probability amplitudes. In the case of individual scatterers, the instan-
taneous total scattered field at momentum transfer q

! = k
!
f � k

!
i is given by:

E q
!
, t

� �
¼ �E0

exp i k
!
i � R

! �wt
� �h i

R
!��� ���

XN
j¼1

bj q
!
, t

� �
exp �i q

! � R!j tð Þ
h i

(3:1)

Fig. 3.2 Simulated speckle
pattern. The simulation is
done by summing up many
phasors with random phases
(Image taken from Wikimedia
Commons)
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The prefactor E0
exp i k

!
i � R

!�wt
� �� �

R
!�� �� corresponds to the amplitude scattered by a free

electron (other prefactors have been omitted and polarisation is not considered). The

negative sign accounts for the π phase shift. q
!= k

!
f � k

!
i is the scattering vector, k

!
f

being the wave vector of the scattered wave (Fig. 3.3). w is the angular frequency of

the incoming wave. bj (q
!
, t) is the amplitude of the field scattered by particle j, which

in general can be time dependent. R
!

j (t) is the position of the centre of mass of
particle j at time t. For clarity, in the following we omit the prefactors in Eq. (3.1).

The instantaneous total scattered field at point q
!

in the reciprocal space can be
expressed as:

E q
!
, t

� �
¼

XN
j¼1

bj q
!
, t

� �
exp �i q

! � R!j tð Þ
h i

(3:2)

Equation (3.2) represents the resultant of the sum of N phasors of the form Aeϕ,
A and ϕ being the (time and momentum transfer dependent) amplitude and phase,

respectively.1 If bj(q, t) or the position of the scatterers, R
!

j(t), changes with time,

Fig. 3.3 Scattering geometry. A sample composed of N independent scatterers is illuminated

by electromagnetic radiation of wavelength λ and propagation vector k
!
i. The radiation is

scattered at an angle 2θ and has a propagation vector k
!
f. The scattering is assumed to be elastic

(i.e. | k
!
i| = | k

!
f | = 2π/λ). The scattering vector q

!
is defined as q

! � k
!
f � k

!
i. With this definition,

q
!��� ��� ¼ 4π

λ sin θ

1The derivation of Eqs. (3.2) and (3.3) from the scattering of a set of N particles is very adequate to
describe, for example, the scattering by a colloidal system. For other systems, such as surfaces, it
may be more adequate to consider a continuous electron density and replace the summation in
Eq. (3.2) by an integral. In that case, the instantaneous total electric field is

E q
!
, t

� �
¼

ð
ρ r

!0, t
� �

exp �i q
! � r!0 tð Þ

h i
d r
!0
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then the total scattered field at q
!
(Eq. (3.2)) fluctuates. The electric fields E (q

!
, t) and

E (q
!
, t + Δt) will still be correlated if the time difference Δt is small. However, for

long time differences, the fluctuations of the electric field become completely
uncorrelated. Information about the dynamics of the scatterers is encoded in these
fluctuations and can be extracted using correlation functions (see Sect. 3.3). The
square of the instantaneous electric field yields the instantaneous intensity:

I q
!
, t

� �
¼ E q

!
, t

� ���� ���2 ¼ XN
j¼1

exp -i q
! � R!j tð Þ

h i�����
�����
2

(3:3)

Both the instantaneous intensity and the instantaneous electric field are extremely
sensitive to any slight changes in position. That is why the speckle pattern depends
on the exact arrangement of the scatterers. However, it has to be taken into account
that in an experiment the measurement of the intensity is done over an acquisition
time T. Thus, the measured intensity does not exactly correspond to that of Eq. (3.3)
but to a time average of the instantaneous intensity (Iinst) over the acquisition time

T: Iexp (q
!
, t) = hIinst (q!, t) iT. If the system is static or it fluctuates at timescales much

larger than the acquisition time, then Iexp ~ Iinst. However, if the system fluctuations
are much faster than the acquisition time, the intensity fluctuations will be averaged
during the measurement and Iexp will be featureless (in time).

A last remark:when the intensity ismeasured, information about the phase is lost. This
is the so-called phase problem of crystallography. Phase retrieval techniques could be
applied to retrieve the positions of the scatterers from the speckle pattern. This problem is
beyond the scope of this chapter. An extensive set of references can be found in [161].

3.2 Statistical Properties of Static Speckle Patterns

The speckle pattern not only contains information about the arrangement of the
scatterers but also provides information about the light that produced it, namely, the
degree of coherence and the illuminated area. The degree of coherence can be
estimated studying the first-order statistical properties (i.e. at a single point in
space) of the intensities.2 For fully coherent illumination, if the number of phasors
that contribute to the speckle pattern is very large, their phases are uniformly
distributed over (�π, π) and their amplitudes and phases are statistically indepen-
dent, then the speckle pattern follows negative exponential statistics and the prob-
ability density function of the intensity is given by [74]:

p Ið Þ ¼ 1=I
� �

e �I=Ið Þ (3:4)

2This is also referred to as ‘second-order statistical properties of the fields’ in the literature.
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The overline denotes a statistical average. Ī is the mean of the intensity and the

standard deviation is3 σ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2 � I2

� �r
¼ I . Equation (3.4) indicates that in a

speckle pattern obtained using fully coherent illumination, the most probable value
for the intensity at any point in the speckle pattern is zero. To quantify how strong the
speckles are compared with the average intensity, the contrast β is defined:

β ¼ σI
I

(3:5)

For partially coherent illumination, either because the illumination volume is larger
than the coherence volume or because the illumination is not fully coherent, the
speckle pattern can be thought as arising from the sum of N independent speckle
patterns. The probability distribution for a speckle pattern resulting from the inten-
sity sum of N independent speckle patterns, all with identical average intensity I0, is
described by a gamma density function of order N [47, 74, 151]:

pN Ið Þ ¼ NNIN�1

Γ Nð ÞI e
�NI

I

� �
(3:6)

N is the number of coherence volumes. Ī = N I0 is the total mean intensity. The

standard deviation is σ ¼ Ih iffiffiffi
N

p , and the contrast is β ¼ 1
N

� �
. Equation (3.4) is the

limiting case of (3.6) when N ! 1. Equations (3.4) and (3.6) show that for fully
coherent illumination, the contrast is equal to unity, and for incoherent illumination,
N ! 1 and the contrast is zero. The contrast gives an estimation of the sharpness of
the speckles.

The probability density functions (3.4) and (3.6) correspond to two ideal cases. In
general, the illumination will not be fully coherent, and the speckle pattern will not
be the sum of many patterns with the same average intensity either. For example, in
some cases, the speckle pattern can be superimposed to a constant intensity back-
ground. Abernathy et al. showed experimentally that by subtracting the contribution
of this background, it is possible to obtain a good quantitative estimation of the
contrast value [1]. Comprehensive calculations about the statistics of speckle pat-
terns in different situations can be found in [74]. For most of the practical cases in
XPCS, the contrast can be estimated employing Eq. (3.6) and combining it, if
necessary, with the methods introduced in [1].

3.2.1 Size and Shape of Speckles
The angular width of the speckles produced by an object illuminated with a fully
coherent beam of size L is [240]:

3The qth moments of the distribution (3.4) are given by Iq ¼ I
q
q!. Thus, the second moment is I2

¼ 2I2. For more details, see [74].
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θs � λ

L
(3:7)

where L is the size of the aperture delimiting the beam (Fig. 3.1). In general, the
structure (size and shape) of the speckle pattern depends on the scattering medium and
the bandwidth of the light [47]. To obtain information about the size and shape of the
speckles, the higher-order statistical properties of speckles (i.e. at two or more points in
space) must be studied. One method is by using correlation functions in terms of two
points (x, y) or radial and azimuthal scattering angles [47]. An example of this procedure
for X-ray-generated speckle patterns can be found in [1]. Abernathy and coworkers
used a normalised two-point correlation function of the intensities at two different

points r
!
1 and r

!
2 in the small-angle scattering approximation | q

!
| = k|r|z (k = 2π/λ

being the magnitude of the wave vector and z the sample-to-detector distance) [1]:

C r
!
1, r

!
2

� �
¼

I r
!
1

� �
I r

!
2

� �
I r

!
1

� �
I r

!
2

� � � 1 (3:8)

where the ensemble averages were done over a set of samples. The contrast of

the speckle pattern is obtained from the value of the equal point correlation β ( r
!
) =

C( r
!
, r
!
). C( r

!
1, r

!
2) is a function that has a maximum when r

!
1 = r

!
2 and decays with

increasing | r
!
1� r

!
2| distance. The sizes of the speckles were obtained from the width

of C( r
!
1, r

!
2) and were found to be q-dependent. If the bandwidth of the illumination

is non-zero, the magnitude of the wave vector has a certain width Δk = 2π/(Δλ) and
the speckles are elongated in the radial direction.

Sinha, Tolan and Gibaud [221] have developed a general formalism to describe
the scattering of partially coherent X-rays by matter in the kinematical approxima-
tion. They calculate how the mutual coherence function is propagated via the
scattering from an aperture before the sample to an exit aperture. This formalism
has been used to calculate speckle patterns from rough surfaces and analyse the
effects of the beam coherence [237].

3.3 X-Ray Photon Correlation Spectroscopy

If the sample structure varies with time, the corresponding speckle pattern will also
reflect this time dependent variation. The speckle intensity fluctuations provide
information about the dynamics of the system. Such information can be accessed

by measuring the temporal intensity autocorrelation function g(2) (q
!
, Δt) defined by:

g 2ð Þ q
!
,Δt

� �
� ItItþΔth i

Ith i2
¼ E�

t E
�
tþΔtEtEtþΔt


 �
Etj j2

D E2
(3:9)

The superscript (2) indicates that g(2) is a temporal correlation function of order two
on the electric fields, i.e. four field variables are correlated at two different times. It is
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the intensity at time t and at momentum transfer q
!
, I(q

!
, t) (Eq. (3.3)). For clarity, the

quantities between brackets have been removed.Δt is the time delay. The brackets hi
denote a time average. The bar hi indicates the ensemble average over wave vectors

with equivalent | q
!
| momentum transfer value and for which it is expected that the

correlations are statistically equivalent.
For short time delays, the value of Eq. (3.9) is high because the structure will still

be similar to its initial configuration. As the structure evolves, the correlation will
decrease, and at long delay times (compared with the period of the fluctuations), the
correlation with respect to the initial state will be lost. For a non-periodic function,
the time correlation function will decay from its initial value hI2i to hIi2 [17]. How
the correlation decays is determined by the dynamics of the system. To fit this decay
and obtain information about the dynamics and the equations of motion, models
based on assumptions about the system under study are used.

A very important case occurs when the total scattered field can be considered to
arise from the sum of a large number of statistically independent subregions. In that
case, the central limit theorem of statistics (see, e.g. Ref. [73]) implies that the total
scattered field, which is the sum of many independent scatterers, is a random variable
with a Gaussian probability distribution, and the time correlation function of the

intensity g(2) (q
!
, Δt) can be expressed in terms of the normalised time correlation of

the electric field g(1) ( q
!
, Δt) [17, 180]:

g 2ð Þ q
!
,Δt

� �
¼ 1þ β q

!� �
g 1ð Þ q

!
,Δt

� ���� ���2 (3:10)

with

g 1ð Þ q
!
,Δt

� �
� EtEtþΔth i

Eth i2
(3:11)

The optical contrastβ q
!� �

¼ σ2

Ih i in Eq. (3.10) is a factor that is used to account for the

degree of coherence of the incident radiation, depends also on the experimental
set-up4 and is given by the variance of the intensity (σ2) divided by its mean value
[73]. It varies between 0 (completely incoherent radiation) and 1 (completely coher-
ent radiation), and it corresponds, roughly, to one over the number of coherence
volumes in the scattering volume [234] (see also Sect. 3.2). Equation (3.10) is often
called the ‘Siegert relation’ in the literature. Using Eqs. (3.2), (3.10) and (3.11), the

4This separation of the sample properties and the coherence properties of the beam is only valid
under certain conditions: the coherence length of the light must be larger than the correlation length
of the sample, and the scattering volume has to be larger than the correlation length of the sample
fluctuations too. Especially in grazing incidence geometry, these conditions may not be fulfilled and
a more elaborate treatment is needed. Gutt et al. have developed a rigorous treatment of the effects
of partial coherence and detector resolution on the intensity autocorrelation function measured by
XPCS [86].
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Siegert relation can be rewritten in terms of the intermediate scattering function of

the sample, S( q
!
, Δt):

g 2ð Þ q
!
,Δt

� �
¼ ItItþΔth i

Ith i2 ¼ 1þ β q
!� � S q

!
,Δt

� �
S q

!� �
������

������
2

(3:12)

where

S q
!
,Δt

� �
¼

XN
J

XN
k

bj q
!
, 0

� �
b�k q

!
,Δt

� �
exp �i q

! � R
!
j 0ð Þ � R

!
j Δtð Þ

h in oD E
(3:13)

or alternatively,

S q
!
,Δt

� �
¼ 1

N
ρ q

!
, 0

� �
ρ �q

!
,Δt

� �D E
(3:14)

if a continuous electron density is considered. N is the number of scatterers and S (q
!
,

Δt) |Δt=0 = S ( q
!
) is the static structure factor. S ( q

!
, Δt), the intermediate scattering

function, is the spatial Fourier transform of the Van Hove correlation function [239],

and its power spectrum (i.e. the temporal Fourier transform of S ( q
!
, Δt)) yields the

dynamic structure factor S (q
!
, w). The dynamic structure factor contains information

about the interparticle correlations and their time evolution [180]. F (q
!
, Δt) = S (q

!
,

Δt)/S ( q
!
) is called the normalised intermediate scattering function. The Siegert

relation (3.10) yields only the modulus of F (q
!
,Δt) so its phase is undetermined. The

real and complex part of F ( q
!
, Δt) can, in principle, be obtained in a heterodyne

XPCS experiment, in which the scattered beam is mixed with a static reference
signal. For details, see [135, 136].

We remark that the Siegert relation is not always valid: it is obtained under the
assumption that the electron density follows Gaussian statistics and that using the
central limit theorem is justified. For example, for very diluted systems, the number
of scatterers may be too small to apply the central limit theorem. However, the
conditions to use Eq. (3.10) are met in most of the practical cases [17].

3.3.1 Example: System of Noninteracting Monodisperse Particles
Undergoing Brownian Motion

Let’s illustrate the use of XPCS with an example and determine which kind of
information can be derived from it. Let’s consider a dynamic system of identical
particles undergoing Brownian motion in a dilute suspension. Using Eqs. (3.2) and

(3.11), g(1) ( q
!
, Δt) can be expressed as:
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g 1ð Þ q
!
,Δt

� �
¼

XN

j

XN

k
bj q

!
, 0

� �
b�k q

!
,Δt

� �
exp �i q

! � R
!

j 0ð Þ � R
!
j Δtð Þ

h in oD E
XN

j

XN

k
bj q

!
, 0

� �
b�k q

!
, 0

� �
exp �i q

! � R
!
j 0ð Þ � R

!
k 0ð Þ

h in oD E
(3:15)

Considering identical, particles that do not change shape Eq. (3.15) simplifies to:

g 1ð Þ q
!
,Δt

� �
¼

XN

j

XN

k
exp �i q

! � R
!
j 0ð Þ � R

!
j Δtð Þ

h in oD E
XN

j

XN

k
exp �i q

! � R
!
j 0ð Þ � R

!
k 0ð Þ

h in oD E (3:16)

For noninteracting particles, the cross terms j 6¼ k in Eq. (3.16) average to zero
because their positions are uncorrelated. Using Eqs. (3.10) and (3.12), the interme-
diate scattering function is:

S q
!
,Δt

� �
¼ eiq

!�ΔR! Δtð Þ
D E

(3:17)

with ΔR
!
(Δt) � R

!
(Δt) � R

!
(0). Thus, for this particular case, an XPCS experiment

in which S (q
!
,Δt) is obtained would yield information about the average motion of a

single particle. For particles in Brownian motion, the probability that a particle is

found between R
!

and R
!

+ dR
!

after a certain time t is a Gaussian probability
distribution [17, 180]:

P ΔR
!

Δtð Þ
h i

¼ 3

2π ΔR2 Δtð Þ
 �
" #3=2

exp � 3ΔR2 Δtð Þ
2 ΔR2 Δtð Þ
 �

" #
(3:18)

Then, using Eq. (3.18) to evaluate Eq. (3.16), one obtains:

g 1ð Þ q
!
,Δt

� �
¼ exp � q2

6
ΔR2 Δtð Þ
 �� 

¼ exp �q2D0Δt
� �

(3:19)

D0, the diffusion constant for a sphere of radius amoving in a medium of viscosity η,
is given by the Stokes-Einstein equation:

D0 ¼ kBT

6πηa
(3:20)

kB and T are Boltzmann’s constant and the temperature, respectively. Thus, by
measuring the intensity-intensity autocorrelation (3.9) (see also Fig. 3.4) and using
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the Siegert relation (3.10) and (3.19), one can determine any of the parameters in
Eq. (3.20), if all the other parameters are known. These relations are often used to
determine either the radii of unknown colloidal particles or the viscosity of the fluid.

When the interparticle interaction cannot be neglected or when the system is
polydisperse, the two approximations that were made to simplify Eq. (3.15) and
obtain Eq. (3.19) are no longer valid. For a polydisperse system of spherical
particles, the particles of different sizes will behave differently; the intermediate
scattering function becomes a sum of exponentials corresponding to the different
particles and weighted by the intensities scattered by each of them [180]. This sum
may in general deviate from a perfect single exponential decay.

In concentrated systems, the interactions between the particles cannot be
neglected and the motions of the different particles can be strongly correlated. In

such systems, the diffusion coefficient can have a very marked dependence on q
!
, and

the behaviour of the intermediate scattering function may differ from a single
exponential decay. To describe such systems, the diffusion coefficient D0 is often

replaced by a coefficient D ( q
!
, t) that depends on the scattering vector and the

time [78].

3.3.2 Functional Shape of the Correlation Function
In the example of Sect. 3.3.1 where we have studied the Brownian motion of free
particles, the autocorrelation function decays exponentially, Eq. (3.19). However,
this is not a general behaviour. The functional shape of the autocorrelation function
can deviate from a pure decaying exponential. Stretched or compressed exponential
behaviours of the autocorrelation function are observed in complex dynamics of
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condensed matter like capillary waves or glass-forming liquids [148]. Often, the
decay is described by an empirical equation, the Kohlrausch-Williams-Watts
function:

c tð Þ / e� t=Δtcorð Þγ (3:21)

Δtcor is the correlation time. γ is the Kohlrausch-Williams-Watts exponent in the
decaying function. γ > 1 (γ < 1) implies that the decay is faster (slower) than purely
exponential [148]. Other forms of time correlation functions also occur. For exam-
ple, Gaussian-type correlation functions of the form:

c tð Þ / e �t2=τ2ð Þ (3:22)

arise in the study for perfect gas dynamics [171] or sums of exponentials:

c tð Þ ¼
X
i

aie
�t=τið Þ (3:23)

are observed in processes where many different timescales are involved [183]. A
discussion about correlation functions and scattering experiments, which is espe-
cially relevant for measurements of dynamic properties, can be found in [171].

3.3.3 XPCS of Non-equilibrium Systems
For non-equilibrium systems (i.e. for systems with average properties changing
with time), the time average in Eq. (3.9) cannot be performed because the
dynamics are evolving and may strongly depend on the sample age. For those
systems the evolution of the correlation function can still be captured by using a
more general expression than Eq. (3.9), namely, a two-time correlation function
(TTCF) [28]:

Γ Q
!
, t1, t2

� �
¼ It1It2 � It1 It2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

I2t1 � I
2

t1

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2t2 � I

2

t2

q (3:24)

Γ is the autocovariance of the intensity normalised by its standard deviation.
Different correlation functions are also used [235]:

G Q
!
, t1, t2

� �
¼ It1It2

It1 It2
(3:25)

or

C Q
!
, t1, t2

� �
¼ D Q

!
, tt

� �
D Q

!
, t2

� �
(3:26)

where
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D Q
!
, t

� �
¼ It � It

It
(3:27)

For random Gaussian fluctuations the standard deviation equals the average intensity

[28, 139]. Therefore, C ( q
!
, t1, t2) = Γ ( q

!
, t1, t2) � 1 and the different correlation

functions (Eqs. (3.24), (3.25) and (3.26)) are equivalent.
The TTCF of non-equilibrium systems are usually analysed using an alternative

coordinate system that was introduced in [28]. The sample age is taken along the
t1 = t2 diagonal and defined as tage :¼ t2þt1

2
. The delay time Δt is taken along lines

perpendicular to the t1 = t2 diagonal and is given by Δt: = |t2 � t1| (see Fig. 3.5). A
cut of the TTCF along these perpendicular lines corresponds to values with constant
sample age and is symmetric by construction around the Δt = 0 value. One-time
correlation functions (OTCF) are extracted from the TTCFs for a given sample age
or for limited age intervals where the dynamics are quasi-stationary by averaging the
terms along the age diagonal [65]. For a series of intensities I0, I1 . . . measured at
times t0, t1, . . ., tN, the terms in the OTCF at age ta have the form Ita�ΔtItaþΔt. Except
for the delay Δt = 0, the terms in the OTCF have no direction relationship with the
intensity measured at age ta.
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Fig. 3.5 Example of a two-time correlation function (TTCF) of a non-equilibrium system. The
inset shows the axes of the coordinate system that is generally used to analyse the TTCFs: tage� t1þt2
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The TTCFs can also be analysed using another coordinate system which is more
in line with the definition of the autocorrelation function [20]. One-time correlations
are obtained cutting the TTCF along lines where t1 (or equivalently t2) is constant. In
this coordinate system, one-time correlation functions for systems in equilibrium are
symmetric upon time inversion, while for non-equilibrium systems they are asym-
metric. The terms in the OTCF at age ta have the form Ita ItaþΔt. Thus, all the terms
have a direct relationship with the intensity measured at time ta. It has to be taken
into account that the decay times obtained with one coordinate system or the other
will be, in general, different. With both coordinate systems, the autocorrelation
function (3.9) is obtained by averaging the terms at different lag times.

4 Experimental and Instrumental Methodology

XPCS experiments require a coherent source, an extremely stable set-up and a detector
with very high angular resolution and sufficient speed. These requirements pose some
limitations or boundaries to the technique. The absence of lasers in the X-ray regime
has limited the use of XPCS to synchrotrons, although with the development of the
new free electron lasers, the panorama is already changing (see Sect. 6). The principal
factor that limits the timescales that can be probed with XPCS is the flux of coherent
photons that impinge on the sample. An approximate criterion is that at least one
scattered photon per speckle over the timescale probed is needed [78]. Figure 3.6
shows the time and length scales accessible with XPCS. Highly efficient detectors with
adequate resolution to observe speckles and measure their intensity fluctuations are
mandatory, but they have also limitations in terms of speed and pixel size. A 2D
detector can be used to increase the measured signal, but the readout speed of current
area detectors may then become the limiting factor. Another issue to consider is that
designing and operating stable set-ups that preserve the coherence properties can also
be problematic. We discuss these points in the following sections.

4.1 Coherent X-Ray Source

In XPCS experiments the samplesmust be illuminatedwith a coherent X-ray beam. For a
chaotic X-ray source such as third-generation synchrotron radiation storage rings [130,
152], the coherence volume is determined by three parameters: ξl, the longitudinal
(or temporal) and ξt

h,v, the two transverse (or spatial) coherence lengths [73]. For coher-
ence experiments, the maximum path length difference on the sample must lie within the
coherence volume Vc � ξl � ξht � ξvt .

5 For a scattering geometry with incident wave

5In general, the specific prerequisites for the degree of coherence and wavefront curvature depend
on the application. For example, other techniques such as phase contrast imaging typically require a
planar wavefront [161], whereas curved wavefronts can even be advantageous in some cases for
coherent diffraction imaging [249], and focused beams have been used to study nanoparticles [52,
204].
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vector k
!
i = k(0, 1, 0) and scatteredwave vector k

!
f = k(sin 2θ cosϕ, cos 2θ, sin 2θ sinϕ),

the path length difference (δ) for two points r
!
1 = (x1, y1, z1) and r

!
2 = (x2, y2, z2) is [199]

δ ¼ 2 x2 � x1ð Þ sin θ cos θ cosϕþ 2 y2 � y1ð Þ sin θ2
þ 2 z2 � z1ð Þ sin θ cos θ sinϕ (3:28)

Equation (3.28) can be specified for Bragg geometry (reflection) and transmission
geometries [80]:

δ �
2

μ
sin2θ Bragg

2W sin2θ þ d sin θ transmission

8<
: (3:29)

μ is the linear absorption coefficient, d the beam diameter, θ the scattering angle and
W the sample thickness. The combination of Eq. (3.29) and the lengths that define
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Fig. 3.6 Map showing the time and length regions that are covered by various techniques that can
access the dynamic structure factor: inelastic neutron scattering (INS), Raman and Brillouin
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the coherence volume Vc � ξl � ξht � ξvt determine the maximum momentum
transfer measurable in an experiment. ξl is directly related to the monochromaticity
of the radiation by:

ξl ’ λ2=Δλ (3:30)

where λ is the X-ray wavelength and Δλ is the spectral width. For synchrotron

sources, with a Gaussian intensity distribution of the form I x, yð Þ / e� x2=2σhþy2=2σvð Þ,
the transverse coherence length in the vertical (horizontal) direction is given by
[199]:

ξv, ht ¼ λL= 2πσv, h
� �

(3:31)

σv,h being the vertical (horizontal) source size (rms) and L the distance between the
source and the observation point. ξt

v,h can also be considered as a measure of the
degree of collimation of the radiation in the vertical (horizontal) plane. These lengths
are generally much smaller than the cross-section of the full beam.6 For an X-ray
beam, a practical requirement to obtain good coherence properties is that the beam
size ϕ at the sample position fulfils [134]:

ϕϵ � λ (3:32)

where ϵ is the divergence (full width at half maximum) of the beam. The beam size is
generally determined by slit apertures or pinholes, while the divergence can be
intrinsic from the source or further modified by optical elements. By tuning the
beam size and divergence, the spatial coherence properties can be adjusted. How-
ever, satisfying condition (3.32) always results in an important reduction of intensity
with respect to the full beam. The coherent flux in XPCS experiments at the ESRF is
typically of the order of 1010–1111 ph/s. An intensity increase can be achieved by
using focusing elements. Yet, focusing elements modify the coherence length and
alter the shape of the wavefront [227]. In the case of XPCS, the conditions are not too
stringent: the exact shape of the wavefront is not relevant and a rather low degree of
coherence is enough to observe speckles [73, 134]. Therefore, using focusing
elements can be highly beneficial for XPCS, in particular when beam damage is
not an issue. However, because the transverse coherence length is reduced as the
beam divergence is increased, it is important to be able to characterise the coherence
properties, performing, for example, a statistical analysis of a static speckle pattern,
as shown in Sect. 3.2. Knowing the degree of coherence, that is, β in Eq. (3.10), may
be needed to determine if there are two decays on the correlation function (see
Fig. 3.7). If the first decay is too fast and cannot be detected, then the contrast value

6The number of photons that passes through an aperture with dimensions ξt
v,h per unit time is related

to the brightness B of the source as Icoh / λ2B/4. The units of B are ph/photons/s/mrad2/mm2/0.1 %
bandwidth [78].
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of the second correlation function will be smaller than expected from the degree of
coherence. Sometimes, one can trade off between intensity and coherence. For
example, in small-angle scattering experiments, the monochromaticity condition—
that is, the longitudinal coherence length, Eq. (3.30)—can be relaxed and optics such
as multilayer mirrors that allow for a wider bandpass than crystal monochromators
can be used [78].

The time structure and the lifetime of the synchrotron beam need also special
consideration. Synchrotron beams are composed of bunches that circulate along the
storage ring. The time structure of the synchrotron beam will come up in the
correlation function measured by XPCS. The actual time structure depends on the
filling mode. As an example, the ESRF storage ring has a circumference of 844 m,
and it takes ~2.8 μs for an electron to make a complete turn; in the uniform filling
mode, there are 992 bunches of electrons equally distributed around the storage ring,
which gives a characteristic time of 2.8 ns that would be detected by XPCS. In the
4 � 10 mA filling mode (four equidistant bunches with 10 mA/bunch), a character-
istic time of 0.7 μs would be detected. Thus, the frequencies due to the synchrotron
beam time structure may be an issue when studying very fast dynamics if the
dynamics under study have very similar frequencies. In addition, the beam decay
has also to be taken into account, especially when analysing slow dynamics. In a
synchrotron, the beam intensity decays exponentially as ISR / e�t=t0 , where t0 is the
lifetime (of the order of ~60 h for the uniform filling mode at the European
Synchrotron Radiation Facility – ESRF). The autocorrelation of this decaying
intensity is:

g
2ð Þ
SR ¼ ISR tð ÞISR tþ τð Þh iT

ISRh i2 ¼ T

2t0

1� e�2T=t0

1þ e�2T=t0�2e�T=t0

� �
e�τ=t0 (3:33)
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Fig. 3.7 Autocorrelation
function, g2(q, t), of a 200 nm
thick deuterated polystyrene
and poly(vinyl methyl ether)
film at three different q-values
and at T = 90 	C. Solid lines
are the fittings to the KWW
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relaxations with time decays
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permission from
[66]. Copyright (2013)
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The autocorrelation of a dynamic system illuminated with a decaying beam
will have contributions from the dynamics due to the sample and to the beam

decay: g 2ð Þ ¼ g
2ð Þ
SR � g

2ð Þ
sample . Normalising the data to the incoming intensity may

therefore be necessary to circumvent the contribution from the beam decay. When
using a 2D detector, if the static structure factor does not change with time, the
integrated intensity of the images can also be used for normalisation.

4.2 Set-Up: Stability and Coherence Preserving Elements

Any movement of the set-up, vibration, drift or instability may cause spurious
dynamics that would be reflected on the autocorrelation function; hence, the com-
plete set-up (i.e. optical elements, sample environment and detection system) must
be extremely stable. Small changes in the optical path or the illuminated area on the
optical elements due to beam movements can alter the coherence properties at the
sample position. This is especially relevant when using elements operated at glanc-
ing incidence, such as mirrors, because in this geometry the aberrations become
particularly important [21, 121]. Moreover, mirrors are not perfect and may present
surface waviness, slope errors and roughness that yield non-uniform wavefronts with
intensity stripes along the sagittal plane. A discussion about the physical reasons
behind the loss of coherence due to imperfect optics can be found in [161]. For
coherence experiments very high-quality X-ray optics elements are required, not
only with good surface quality but also with a uniform shape. The quality of the slits
and pinholes is also of concern, as is discussed by LeBolloc’h et al.: good-quality
polished blades are needed to reduce stray scattering [125].

Fraunhofer diffraction patterns from slits can be used to assess qualitatively the
suitability of optical elements or beamline components for coherence experiments. We
placed a 4 mm thick unpolished 360	 beryllium window of a vacuum chamber for
in-situ X-ray scattering experiments [33] in the beam at the sample position, and we
measured the slit diffraction pattern after propagation through the beryllium window
(Fig. 3.8). This test was particularly relevant, as this chamber is a fundamental element
of set-up for XPCS experiments on ion beam-induced self-organised surfaces
[23]. Superimposed on the Fraunhofer fringes, spurious speckles appear due to grain
boundaries, surface roughness and other imperfections of the beryllium window. On
the other hand, a 125 μm thick kapton (polyimide) window does not give rise to
speckles, and it is thus better adapted for coherence experiments. As a consequence,
for coherent beam experiments with samples placed in a vacuum environment, the
chamber was modified to replace the beryllium window by kapton viewports [33].

4.3 Detectors

In the same way as it is done in DLS, XPCS experiments can be realised using a
point detector coupled with a correlator electronics that works out the intensity
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autocorrelation function. Besides the limit set by the correlator electronics, X-ray
detectors also set a limit to the fastest accessible timescales. The fastest point
detectors at present are the avalanche photodiodes, which have a dead time of ~1 ns
or lower. Scintillation detectors can only be used up to few hundred kHz [78].

2D detectors (area detectors) have smaller counting rate (frame rate) than point
detectors but are very well suited to study slow dynamics. With 2D detectors, a range
of q-values is recorded simultaneously, and the signal-to-noise ratio is increased by
the square root of the number of pixels [61]. Thus, using 2D detectors, the limitations
due to low flux can be partially overcome. Charge-coupled devices (CCDs), due to
their low readout noise and dark current, large area and small pixel size (~20 μm),
have been extensively used in XPCS in direct illumination mode, with no additional
optics. In CCDs, each detected photon generates a distribution of charge in several
neighbouring pixels. The electronic noise can be suppressed, and the charge distri-
butions can be converted into number of detected photons using special algorithms
[137]. CCDs with integrated magnification optics can also be used, but only if the
signal is strong enough that the attenuation due to the magnification optics is sill
tolerable. The low-flux photon-counting CCD camera PI-LCX:1300 from Princeton
Instruments (pixel size 20 μm) is well suited for XPCS experiments [202]. Hybrid
photon-counting (HPC) 2D pixel detectors are used more and more. The MAXIPIX
[176], due to its small pixel size (~55 μm) and speed (maximum framing rate
1.4 kHz), is an excellent option, although it has a rather small area [202]. When
using 2D detectors (CCDs and HPCs alike), the images are stored, and the analysis is
done subsequently calculating the autocorrelation function pixel by pixel and aver-
aging those pixels corresponding to an equivalent momentum transfer value. In some

Fig. 3.8 Fraunhofer
diffraction pattern from a pair
of slits after transmission
through 125 μm kapton
(black) and 4 mm beryllium
(red)
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cases, it is necessary to perform the usual corrections to the detector images, namely,
the subtraction of the zero level (dark image correction), the normalisation of the
quantum efficiency of each pixel (flat-field correction) and the spatial distortion
correction [24].

In the case of point detectors, slits are placed in front of the detector to define the
resolution. If the slits are too large, several speckles will be integrated on the
detector, and the signal-to-noise ratio may be improved at the expense of optical
contrast. This aspect is very important in XPCS, because in many cases XPCS is a
signal-limited technique. For 2D detectors, the resolution is determined by the pixel
size. By choosing the right detector distance, which depends on the angular pixel
size and the angular source size, the signal-to-noise ratio can be optimised. The best
signal-to noise ratio is achieved when the detector is at a position where the angular
pixel size matches the angular source size [61].

5 Key Research Findings

The number and type of XPCS studies is continuously increasing. The recent
literature since 2009 is reviewed here although some older works have also been
included. An important amount of work is related to technical developments, be it
beamlines, sources or detectors (Sect. 5.1). Soft matter studies are presented in
Sect. 5.2. Hard condensed matter studies are summarised in Sect. 5.3.

There are other recent XPCS reviews in the literature. X-ray coherent scattering
and XPCS are described in [138, 161]. The principles, applications and novel
approaches are treated in [215, 234]. A more detailed and extended review is in
[78]. Surfaces and thin film studies have been surveyed with great detail in
[220]. Studies of the structure and dynamics in interfacial systems with synchrotron
radiation techniques are discussed in [42], and more specifically, surface and inter-
face studies on polymer brushes are surveyed in [99]. Nanoscale motion and
rheology are the focus of [126]. XPCS for non-equilibrium dynamics and
non-exponential correlation functions is well illustrated in [148].

5.1 Technical Developments

5.1.1 Detectors
XPCS experiments are an excellent benchmark test for detectors. The ideal detector
for XPCS should have a large area to probe large regions of reciprocal space
simultaneously; a very small pixel size and, hence, an excellent resolution to be
able to resolve the speckles; a uniform and linear response to radiation to prevent
artefacts on the time correlations; and a very high framing rate with minimal dead
time to access fast dynamics. A criterion that is not usually crucial when using
synchrotron sources is the dynamic range because often the measured signals are
weak. However, high detection efficiency is required. For X-ray free electron lasers,
high dynamic range and radiation hardness are also imperative.
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At present, the fastest detectors are point detectors (0D) such as avalanche
photodiodes, which can have a time resolution better than 1 ns [9]. There is a very
significant activity to develop 1D and 2D pixel array detectors. The Mythen 1D,
developed by the Paul Scherrer Institute (PSI), can be operated at a frame rate of
2000 Hz, when it is used at its lowest dynamic range mode (4 bits). The Mythen 1D
detector has been tested in an XPCS experiment on a model colloidal systems of
spherical particles in solution [248]. Similar tests have been done with the 2D
MAXIPIX detector by the same group [202]. The MAXIPIX, designed at the
ESRF, is based on the MEDIPIX-2 chip and can operate up to a 1.4 kHz frame
rate [176]. XPCS results obtained using an APD, the Mythen 1D and the MAXIPIX
detectors are comparable [202, 248]. The new MEDIPIX-3 chip, which is still under
development, will have improved capabilities [71, 72]. Good results have also been
achieved with a 2D multiwire gas detector with ~ μs time resolution in test studies
with disordered aerogels and polymer blends [208]. The PILATUS detector has a
rather large pixel size (172 μm) but used with long sample-to-detector distances can
yield satisfactory intensity autocorrelation functions of model colloidal systems
[246]. Grid masks have been employed to enhance the angular resolution of the
PILATUS. In this way, XPCS experiments can be performed with grid hole sizes
customised for the experimental conditions [95]. The next generation of the PILA-
TUS, the EIGER detector, has a smaller pixel size (75 μm). This detector already
allows to measure autocorrelation functions with relaxation times below a
millisecond [112].

The readout time is often what restricts the time resolution of 2D detectors and what
limits their use for studying fast dynamics. A variation of XPCS, X-ray speckle
visibility spectroscopy (XSVS), can overcome this limitation [49, 104]. In XSVS,
instead of measuring many frames with the same acquisition time and then correlate
the frame-to-frame intensity fluctuations as is done in XPCS, frames with different
exposure times are acquired to obtain information about the dynamics. For a dynamic
system, the visibility of the speckles will depend on the exposure time: for longer
exposure times, the speckle patterns will be more blurred. The dependence of the
speckle visibility with the exposure time is related to the sample dynamics. The time
resolution of XSVS is limited by the minimum exposure time and not by the frame rate
of the detector. Evidently, the minimum exposure time is also limited by the intensity
of the incoming X-ray beam and the strength of the scattered signal. Experiments on
model colloidal systems have been employed to demonstrate the capabilities of the
XSVS technique [49, 104] and show that submillisecond measurements are possible
with the intensity levels of current undulator sources [49]. XSVS measures a time
integral (the integration range is given by the exposure time) over the intermediate
scattering function. If the form of the intermediate scattering function (Eq. 3.14) is not
known, then the XSVS data interpretation can be difficult [49]. For non-equilibrium
systems, since the intermediate scattering function evolves in time, the problem is even
more complicated. The XSVS analysis can be eased if the expected photon statistics
on the speckle pattern obtained with partial coherent illumination is taken into account:
this approach has successfully been proven in the study of the Brownian motion of
spherical particles on a colloidal suspension [131].
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New detector developments are under way, especially foreseeing the future
operation of the European XFEL and other free electron laser sources. The Adaptive
Gain Integrating Pixel Detector (AGIPD), which will be able to operate at 4.5 MHz,
is one example of the projects that are being carried out [177]. The HORUS software
toolkit [13] has been employed to simulate the performance in XPCS experiments of
different configurations of the AGIPD [10–12]. Another project, the XNAP, seeks to
build a 2D detector with nanosecond time resolution. The work done with prototypes
of the XNAP is indeed very promising [60]. A Geiger-mode avalanche photodiode
array has already been applied on a test colloidal sample, and time correlations of
few milliseconds could be acquired [113]. The Vertically Integrated Photon Imaging
Chip (VIPIC) has been especially designed for XPCS [51] and the trials have been
positive [50]. The charge pump detector has also been conceived for XPCS
[206]. Indirectly illuminated area detectors have been proven useful for slow
dynamics with correlation times of the order of several seconds [209].

A pixel array detector prototype based on field-programmable gate arrays
(FPGAs) has been proposed in [100, 101]. With this type of detector, it will be
possible to acquire an autocorrelation function with 100 ns time resolution, in real
time, that is, on the fly, without having to analyse the recorded images. A scheme for
processing multi-speckle XPCS data using the multi-tau algorithm is presented in
[236]. A user-friendly graphical user interface for real-time XPCS data analysis that
uses high-performance cluster units is introduced in [218]. Event correlation tech-
niques can provide time correlation functions equivalent to those obtained with
standard methods but with reduced computing time [39]. Continuous processing
and compression of XPCS data with FPGAs has been demonstrated in [145–147]. In
this compression scheme only the pixel signals that are above a low threshold are
stored and the rest is thrown away; the compression can be very efficient [146]. How
to store data in a convenient and easy-to-share way is a long-standing issue. A data
exchange model based on the Hierarchical Data Format 5 (HDF5) is described in
[48]. A solution based on GridFTP (an extension of the standard file transfer protocol
(FTP)) is proposed in [159]. In addition to data compression applications in XPCS,
FPGAs have also been developed to give additional functionalities to the VIPIC
detector [150]. Another design based on FPGAs is reported in [251]. A pixelated
detector that uses an event-driven address time-stamp method to determine where
and when the X-rays impinge on the detector, capable of counting at 100 MHz rate,
has been recently built and tested. This detector does not have dead time and can be
used to investigate dynamics from 10�6 s to 104 s [250]. The achievable efficiency of
a low-noise high-speed camera with non-linear gain has been discussed in [90].

The interest of having detectors with small pixel size was already highlighted in
[61]. Small pixel size can also be advantageous to investigate systems without long-
range order in a configuration that is intermediate between the far-field (Fraunhofer)
and near-field (Fresnel) regimes. Working in this intermediate regime allows using
larger beam sizes, and the ensemble averaged correlation functions are equivalent to
those measured in the far field [143]. Working in the near field demands very small
pixel sizes to achieve the required resolution, but longer length scales than with
traditional (far-field) XPCS can be studied. The capabilities and limitations of X-ray
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near-field speckle are analysed in [142]. A further advantage of using 2D detectors is
that it can reduce the collection time as many speckles are measured simultaneously.
This aspect is crucial in systems prone to degradation by X-ray irradiation. For
example, it has been observed that X-ray irradiation induces the rearrangement of
silica particles in rubber [214].

5.1.2 Beamlines and Set-Ups
Sources with low emittance (i.e. the product of the source size and the divergence)
are essential for coherent X-ray techniques. XPCS does not require a high degree of
coherence, and often a trade-off between coherence and intensity is sought (see
Sect. 4.1). The design of the coherent hard X-ray (CHX) scattering beamline of
NSLS-II has been optimised for XPCS experiments. CHX is designed to obtain a
partially coherent beam at the sample with a degree of coherence within 0.1–0.5 and
a maximised intensity on the sample, which will allow to study timescales two orders
of magnitude faster than currently existing beamlines [62]. The focusing elements at
CHX are cylindrical compound refractive lenses [223] for the vertical focusing and
parabolic lenses with kinoform profiles [200] for the horizontal. The use of kinoform
lenses in XPCS experiments is examined in [200]. The coherent X-ray scattering
beamline at the upgraded Pohang Light Source (PLS-II), devised for coherent X-ray
diffraction imaging and XPCS, is presented in [253] and it is already open to users.
The 8-ID-E beamline at the Advanced Photon Source for high resolution and
coherent grazing incidence X-ray scattering experiments is introduced in [110].

Soft X-ray pulsed lasers, combined with a time-delayed beam splitting system,
have been used to study ferroelectric materials with XPCS (see also Sect. 5.3.1). The
time delay is achieved with a Michelson-type system composed of a beam splitter
and two multilayer mirrors [115]. With this system, dynamics of materials on the
picosecond timescale can be studied [158]. The principle of a time-delay system was
discussed in [79] and its practical viability demonstrated in [88], where 2D speckle
patterns are analysed in terms of photon statistics and speckle contrast (see also
Sect. 6). The XSVS technique discussed above and the beam splitting approach give
complementary information [104]. Another time-delayed beam splitting method,
based on energy separation, is described in [229]. For sources with short temporal
coherence, inclined beams with respect to the propagation direction can be used to
produce speckles and do heterodyne measurements, as explained in [27].

Many XPCS soft matter experiments are done in SAXS geometry (see Sect. 5.2).
A compact chamber for low temperature (110–330 K) and low magnetic field (up to
0.12 T) SAXS studies has been developed recently and can be applied to study, for
example, supercooled liquids and ferrofluids [228]. By performing XPCS measure-
ments at ultra-small angles, it is possible to study systems at momentum transfers
that cannot be accessed otherwise and decrease the gap in accessible values between
DLS and XPCS [255, 257]. The combination of USAXS and XPCS has been applied
to the study of colloidal polystyrene microspheres in glycerol and dental composites.
For the dental nanocomposites, USAXS-XPCS has allowed to identify
non-equilibrium dynamics that cannot be analysed with other techniques [257]. In
another study, USAXS and XPCS have been complemented with three-dimensional
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finite element analysis and wave propagation theory to show that stress relaxation
mechanisms are at the origin of the non-equilibrium dynamics observed in a glass
filler particle-based composite [144]. The USAXS-XPCS instrument at APS is
presented in [103]. XPCS has been combined with diffracted X-ray tracking mea-
surements to study the translational and rotational motion of black carbon
nanoparticles embedded in a rubber matrix. Information about the translational
motion is obtained from XPCS, and information on the rotational motion is retrieved
from the changes in the positions of the diffracted spots. In these measurements, a
‘pink’ beam is used to increase the probability of capturing a Bragg reflection on the
detector [213].

5.2 Soft Condensed Matter

5.2.1 Colloids
Understanding the dynamical behaviour and stability of colloidal suspensions is of
interest in many areas ranging from industrial products (food, cosmetics, paints, etc.)
to fundamental science and biology. The volume fraction, the strength and nature of
the colloidal interactions, temperature, etc. are parameters that influence the physi-
cochemical, transport and rheological properties of colloids. Fluid, gel and glassy
states often appear in the phase diagrams of colloidal suspensions, and they can also
exhibit remarkable rheological properties like shear thickening or thinning. The
study of colloids in solution with XPCS is the natural extension of visible light
PCS studies into the X-ray regime, where much shorter lengths can be investigated
and multiple scattering is, in general, negligible. Indeed, one of the first XPCS works
inquired into the Brownian motion of gold colloids in glycerol and the findings were
consistent with results extrapolated from visible light PCS [54]. XPCS experiments
on colloids are usually carried out in transmission geometry to probe bulk proper-
ties7 such as the diffusion of solutes in a solvent or particles in solution.8 Using
XPCS, the short-time self-diffusion constant of charge-stabilised colloidal particles
in suspension was measured. The experimental self-diffusion constant is smaller
than the predicted values using theoretical models that include many-body hydro-
dynamic interactions. These results indicate that the charge-stabilised character of
the particles needs to be included in the theoretical description [186]. The thermal
gradients should also be considered, as they may affect the dynamical behaviour of
suspensions [97].

The dependence of concentration and ionic strength on the collective diffusion of
charge-stabilised fluorinated latex spheres in aqueous suspensions was investigated
in [69]. The hydrodynamic function H(q), which yields the configuration-averaged

7Recent experiments on colloids in films or at surfaces are reviewed in Sect. 5.2.1.
8As shown in the example of Sect. 3.3.1 for noninteracting spherical particles, the relaxation time
obtained from the autocorrelation function is 1/D0q

2 (see Eq. (3.19)), and from it, one can obtain the
hydrodynamic radius of the particles using the Stokes-Einstein equation (Eq. (3.20)).
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effect of the hydrodynamic interactions on the short-time dynamics of the colloidal
suspension [156], is given by H(q) = D(q) S(q)/D0, where D(q), S(q) and D0 are the
short-time collective diffusion coefficient, the static structure factor and the particle
diffusion coefficient at infinite dilution, respectively. D(q) was obtained from XPCS
measurements and S(q) from SAXS. The behaviour of the hydrodynamic function
can be explained by the effect of many-body hydrodynamic interactions. The results
presented in [187] on dense suspensions of charge-stabilised colloidal particles agree
qualitatively with [69]. However, lower mobilities than the ones predicted by the
hard-sphere model and which are probably influenced by strong direct particle
interactions are reported in [187]. Works done on charged sphere suspension yield
results in agreement with theoretical models [68, 170].

The dynamical behaviour of sterically stabilised poly(methyl methacrylate)
(PMMA) colloidal suspensions was studied for different volume fractions (Φ) up
to Φ 
 0.49 [166]. The system behaves like hard spheres. It was found that the
short-time mobility, which is related to the random motion of individual particles
hindered by neighbouring particles, is smaller than that of free particles, even for low
concentrations. This reduced mobility is a consequence of indirect hydrodynamic
interactions mediated by the solvent and depends on the structural properties of the
system. The results for Φ < 0.4 agree with the analytical many-body theory derived
by Beenakker and Mazur [14, 15], but above that concentration the agreement
worsens because the hydrodynamic effects are overestimated by the theory. A
good agreement is found between experimental results and numerical algorithm
developed by Banchio and Brady [8] for the whole concentration range studied
[166]. An excellent agreement with the theory of Beenakker and Mazur was found in
a study of low polydisperse charged poly-acrylate (PA) spheres for concentrations up
to a volume fraction of Φ 
 0.32 and different salinities to control the interparticle
interaction strength. Deviations from the theory were only observed for low salinity
systems at the highest concentrations studied [247]. In another study of sterically
stabilised PMMA particle suspensions with volume fractions Φ > 0.3, the analysis
of the two-time correlation function shows that two quasi-diffusive regimes exist in
the short-time and long-time limits. These regimes are associated with the cage
escape scenario. Mode-coupling theory does not describe the data adequately. At
high concentrations, the systems show ageing and intermittent collective
rearrangements emerge (Fig. 3.9). These rearrangements lead to the restoration of
ergodicity [122]. Dynamic light scattering and XPCS were used to study a hard-
sphere system as function of the volume fraction and scattering vector. A scaling
behaviour is observed for several decades in time. However, in the long-time regime,
no scaling is detected, and moreover, suspensions with high volume fractions show a
strong dependence in q. These findings put into question the existence of a collective
long-time diffusive regime [153].

The equilibrium dynamics of concentrated suspensions of polystyrene micro-
spherical particles dispersed in glycerol for volume fractions in the 10–20 % range
have been studied combining USAXS and XPCS. It has been found that the effective
diffusion coefficient shows a peak when represented against the momentum transfer
q, the relaxation time is inversely proportional to q and the autocorrelation functions
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are better described by stretched exponential shapes. These three findings suggest
that the microspheres move collectively [256].

The dynamics as a function of the volume fraction of dilute suspensions of stiff,
platelet-shaped phosphatoantimonate particles was investigated in [41]. These plate-
lets arrange into a lamellar phase. The collective diffusion coefficient along the
director of the phase—that is, the direction parallel to the average alignment of the
platelets—was measured. At low concentrations (i.e. Φ 
 0.8 %) there is no hydro-
dynamic coupling between nearest neighbours. Already at Φ 
 1.1 % the coupling
has to be taken into account to explain the data. The high q-value of the diffusion
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and 9 h, respectively (Reproduced from [122] with permission from The Royal Society of
Chemistry)
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coefficient in the lamellar phase decreases with concentration and remains constant
across the liquid to gel transition. This implies that longer length and timescales than
those probed in the experiment are involved in the transition [41]. In the case of the
fluid nematic phase of goethite (α-FeOOH) nanorods, the collective diffusion coef-
ficient in the plane perpendicular to the director varies strongly with the momentum
transfer. For momentum transfers smaller than a value qmax for which the structure
factor is maximum, the dynamics of the system slow down. This behaviour differs
from that of isotropic suspensions of thin rods and is related to the particle anisotropy
and the nematic order [178]. Indeed, the asymmetry shape of particles may generate
additional modes that contribute to the dynamics. This is demonstrated by compar-
ing the relaxation spectra obtained with platelet-shaped gibbsite particles to the one
expected from spherical particles [94]. Rod-shaped hematite particles in suspension
can be aligned with an external magnetic field. The principal components of the
translational diffusion tensor, that is, the diffusion constants along the parallel (D||)
and perpendicular (D⊥) directions to an external magnetic field, have been obtained.
The D||/D⊥ ratio increases with increasing aspect ratio of the rods [241].

A transition from Brownian to hyperdiffusive motion was observed in the
dynamics of sterically stabilised silica colloidal particles used as tracers in a
supercooled solvent (1,2-propanediol). At temperatures far from the glass transition
temperature, the particles follow Brownian motion (free diffusive behaviour) and the
relaxation time scales as τ / 1/D0q

2. As the transition temperature is approached, the
dynamics change gradually to ballistic type, with τ / q�1. Moreover, the correlation
function decay changes from a pure exponential to a compressed exponential form
(Fig. 3.10). The change is induced by the modifications of the solvent properties as
the glass transition temperature is approached and may be related to relaxations of
elastic-like stress in the supercooled liquid [35]. In a very detailed study of the
collective dynamics of silica particles in a binary mixture near its consolute point, it
has been shown that the binary mixture goes through a glass transition upon heating
and cooling [140, 141]. Dynamics that evolve from diffusive to hyperdiffusive have
been observed for cadmium sulphide nanoparticles suspended in low molecular
weight polystyrene homopolymers in the 120–180 	C temperature range, when
decreasing the temperature. However, for higher molecular weight polystyrene, the
dynamics are always hyperdiffusive [105]. A crossover from hyperdiffusion to
subdiffusion was observed on the dynamics of polystyrene-grafted silica
nanoparticles dispersed in a polystyrene matrix, upon temperature increase, at 1.25
Tg of the glass transition temperature (Tg) of polystyrene [96, 98].

The porosity of a material can also influence its dynamics. In porous materials
(aerogels and nanocomposite aerogels with iron oxide particles), hyperdiffusive
dynamics have been detected at room temperature. On the other hand, in
non-porous polymer xerogels, no significant dynamics have been observed. Thus,
the dynamics seem to arise from the porous structure and not from the presence of
nanoparticles [91]. The temporal evolution of the entangled high molecular weight
polystyrene polymer mesh is at the origin of the subdiffusive motion observed in
embedded gold nanoparticles [82]. This subdiffusive motion is in agreement with the
predictions made using scaling theory [31]. According to theory, particles that are
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smaller than the mesh should undergo diffusive motion [31], and such behaviour is
observed for the motion of gold nanoparticles in diluted solutions of low molecular
weight polystyrene melts at high temperature and follows the empirical Vogel-
Fulcher temperature dependence, but close to the glass transition temperature, the
dynamics become hyperdiffusive [81] (Fig. 3.10).

5.2.2 Ageing Phenomena
Ageing, that is, changes in dynamics that occur as time goes by, is a very interesting
phenomenon that arises in a wide variety of systems. Ageing behaviour is
characterised by a slowing down of the relaxation times with sample age, although
ageing does not necessarily imply a change in the type of dynamics.

As shown in [85], the slow dynamics of silicone oil droplets in water
nanoemulsions are determined by a nondiffusive motion; an intermediate scattering
function with a compressed exponential form and an inverse relationship between
the relaxation time and the momentum transfer vector is found. The line shape of the
compressed exponential function does not depend systematically on the waiting time

Fig. 3.10 (a) Relaxation rate Γ(q) and (b) Kohlrausch-Williams-Watts factor γ(q) obtained from
fits of the g2(τ) / exp[�2(Γτ)γ] + 1 to the data. Solid lines are fits with a simple power law Γ / qn;
dashed lines are guides for the eye (Reprinted with permission from [35]. Copyright (2008) by the
American Physical Society)
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(sample age) or the effective droplet volume fraction. Its shape is indicative of an
extremely slow ballistic motion with a broad distribution of velocities, and these
dynamics are related to heterogeneous local stress [85]. Ballistic-like dynamics have
also been reported to occur on young samples of colloid-stabilised emulsions as they
become a thick cream (Fig. 3.11). These ballistic-like dynamics are related to local
rearrangements of the droplets and are characterised by a compressed exponential
with a KWWexponent equal to 1.5. The KWWexponent decreases to less than 1 as
the emulsions age and large regions of the sample start to become strongly
correlated [92].

In a glassy colloidal suspension of laponite, in spontaneously aged samples, the
correlation functions are stretched with a decay slower than a pure exponential
(i.e. β < 1). However, if the system is sheared, the correlation function is com-
pressed and the decay is faster than exponential (i.e. β > 1). In both cases, the
relaxation time scales as τ / q�1 (Fig. 3.12). The rejuvenation process by applying
shear may have induced internal stresses that may generate ballistic-type motions.
Rejuvenation by shear would play a similar role to temperature quenching in
structural glasses [7]. The range of the localised colloidal motion, which has been
determined by analysing the Debye-Waller factors of the intermediate scattering
functions obtained with XPCS, does not change for the rejuvenated suspensions, but
it decreases steadily with age in the spontaneously aged ones [5]. These results show
laponite suspensions depend on sample preparation and history, and that comparison
between samples prepared using different protocols may be delicate [5]. A sponta-
neous glass-glass transition can occur in laponite suspensions. Generally, glass-glass
transitions are brought about by modifications of the effective interparticle interac-
tions induced by changing an external parameter. Notwithstanding, by combining
dilution experiments, XPCS, SAXS, rheological measurements and Monte Carlo
simulations, it has been proven that without modifying the external parameters, and
at fixed ionic strength and concentration (Cw = 3 %), a spontaneous glass-glass
transition arises: after a waiting time of several hours, the laponite suspension

Fig. 3.11 Intensity autocorrelation functions at q = 0.033 nm�1 for two different ages: early (light
squares) and late (dark triangles). Colloid volume fractions: (a) Φ = 5 %; (b) Φ = 7.5 %
(Reprinted figure with permission from [92]. Copyright (2009) by the American Physical Society)
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evolves into a Wigner glass in which a long-range screened coulombic repulsion
dominates; after much longer waiting times, of the order of days, a second glass
state, stabilised by orientational attractions between clay platelets, appears (discon-
nected house of cards). This glass-glass transition that takes place as a result of the
competition between electrostatic repulsion and orientation-dependent attraction is
probably a generic feature of heterogeneously charged systems when driven out of
equilibrium [6].

The dynamics of filler particles in stretched-filled elastomers were studied by
homodyne and heterodyne XPCS combined with tensile stress. The dynamics show
ageing. The measurements yield compressed correlation functions and indicate that
motion of filler particles is ballistic and also show that stretching induces a shear
effect [57, 58]. Ageing is also observed in the dynamics of silica particles in
unvulcanised rubber. The size of the aggregates does not change with time, and
the ageing depends on the type of silane coupling agent and the volume fraction of
silica particles. The silane coupling material is used to modify the adhesion of the
nanoparticles to the rubber polymers, and thus, changes in dynamics are to be
expected. Increasing the volume fraction alters the dynamics in a complex way
[210–212]. Silica particles were used as tracers to investigate the gelation dynamics
of a biopolymer physical gel, methylcellulose, using XPCS, electrophoresis and
rheological measurements. Electrophoresis was used to check for possible interac-
tions between the silica nanoparticles and the methylcellulose network. For the
values used for dynamical experiments, no interaction was found and it was deter-
mined that the silica particles do not aggregate. Rheological measurements were
used to determine the gelation temperature (Tgel ~ 60 	C), and XPCS measurements
were performed as a function of temperature around Tgel. The structural relaxation
process slows down rapidly with increasing temperature. Moreover, ageing is
observed. These findings support the idea that a common mechanism is responsible
for the relaxation dynamics of complex systems out of equilibrium and that undergo
physical ageing [197]. Flocculation and oscillatory shear experiments were
conducted on two filled polymer systems, a polycarbonate melt filled with
multiwalled carbon nanotubes and a silica-filled ethylene propylene diene monomer
elastomer, and the flocculation data of both systems could be modelled using a
‘power saturation’ equation. XPCS was used to determine that the relaxation time
scales as τ ~ q�1 and that the functional shape of the correlation functions is
described by the KWW function with a KWW exponent equal to 1.5, as has been
found in other jammed systems [184, 185].

Nanocomposites formed by a liquid crystal—40-pentyl-4-biphenylcarbonitrile
(5CB)—and dispersed silica nanoparticles show intriguing ageing dynamics with
an anisotropic relaxation rate (Fig. 3.13). Slowing down and speeding up are
observed on the two-time correlation functions, and the ageing is due to the slow
relaxation of the composite. The anisotropy in the dynamics depends on the sample
preparation and is assigned to the local arrangement of nematic domains, although it
is not clear how an anisotropic arrangement of domains is maintained across lengths
that exceed greatly the nematic correlation length, which is of the order of 10 μm
[254]. A study about the dependence on temperature and volume fraction of a
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nanocomposite of polymethyl methacrylate (PMMA)-capped gold particles on a
PMMA matrix shows the possible existence of an intrinsic length scale that is
associated with the dynamical heterogeneities. Stretched and compressed relaxations
are observed, dependent of the temperature [225].

A transition from stretched to compressed exponential decay with increasing
scattering vector is observed on the dynamics of spherical silica colloids in ice.
The samples are prepared by diluting the silica particles in water and subsequent
freezing. Ice has a dentritic morphology, and during freezing, regions with high
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density of silica particles are created. In these regions, the silica particles move
ballistically and their velocity increases with temperature. The transition of the
KWW exponent from <1 to >1 may be related to ice grain boundary migration
induce by the coarsening of the ice crystal [224]. Depletion-induced demixing of
bimodal hard-sphere colloidal suspensions causes heterogeneities that result on a
dynamics characterised by two distinct timescales. Mixtures of latex spheres of radii
Rlarge = 54 nm and Rsmall = 11 nm dispersed in glycerol, with a constant combined
volume fraction kept atΦ = 0.4 and for different relative contents of large and small
spheres, were studied with SAXS and XPCS. The motion of the small particles is
independent of the composition, but the motion of the large spheres depends on the
size of the domains rich in large particles. This results in two timescales that are
associated with the dynamics within the domains rich in large or small particles
(Fig. 3.14) [219].

Temporally heterogeneous dynamics were observed on colloidal gels made with
moderately attractive carbon particles. The dynamical fluctuations are quantified
using a q-dependent dynamical susceptibility that is obtained from the variance of
the instantaneous intensity correlation function. The q-dependence of the suscepti-
bility is very different to previous findings on strongly attractive gels, and the
behaviour of the average dynamics and its fluctuations can be explained using
scaling arguments [238]. In strongly repulsive dispersions of γ � Fe2O3

(maghemite) nanoparticles, if the volume fraction of magnetic material is above a
threshold value Φ*, a freezing of the translational and rotational degrees of freedom
can be achieved. XPCS has been used to study the translational dynamics of such

Fig. 3.14 Schematic model of the large-sphere-rich aggregates for: (a) low and (b) high concen-
tration of large spheres. The circle in (a) represents the hydrodynamic radius of an aggregate. The
arrow in (b) indicates a possible rearrangement within the domain (Reprinted figure with permission
from [219]. Copyright (2011) by the American Physical Society)
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systems at volume fraction Φ/Φ* 
 1.2. SAXS results show a correlation peak due
to a mean interparticle distance of ~14 nm. From a series of speckle patterns
recorded over a period of 10 to 12 h, the two-time correlation function is calculated.
The dynamics show a compressed exponential relaxation, characteristic of ballistic-
like dynamical behaviour, with a relaxation time that scales as τ ~ q�1 and is age
dependent. The dynamical susceptibility, calculated from the degree of correlation
between patterns distant by a lag time Δt, shows that these dynamics have an
intermittent nature and are associated with a series of rearrangement events
[243]. The dynamics of similar systems under an applied magnetic field have also
been studied by the same group [242]. In the study of a composite-type material
consisting of polyurethane gel and carbonyl iron micrometric spheres under three
magnetic fields (0, 300 and 600 mT), it was found that the polyurethane matrix is the
main source for the observed dynamics. For fields below 300 mT, there is a clear
dependence of the dynamics and the direction of the magnetic field. At 600 mT, this
dependence disappears but the relaxation rates decrease, suggesting that the mag-
netic field may reinforce the material and increase its stiffness [75, 76]. Magnetic
repulsion can induce the arrest of diffusive motion, as has been shown for an inverse
ferrofluid consisting of diamagnetic silica particles suspended in a paramagnetic
ionic liquid (bis(1-ethyl-3-methylimidazolium)-tetrakis(isothiocyanato)cobalt
(II)) [168].

The dynamics of a laponite colloidal suspension across the glass transition has
been studied over a wide range of momentum transfer and timescales in [154], using
XPCS, neutron spin echo, dynamic light scattering and molecular dynamics simu-
lations. The dynamics of such system is characterised by a two-step decay as a result
of two main relaxation processes: a fast relaxation due to the motion of a particle
within the cage formed by its neighbour particles (β-relaxation), followed by a
slower process that is associated with the escape of the particle from the cage and
the structural rearrangements of the particles (α-relaxation) [18, 40]. In particular, the
dependence on q and age of the fast and slow relaxation times of the glass has been
explored. The two relaxations have a different behaviour across the glass transition.
The fast relaxation time scales as q�2, which is indicative of diffusive single particle
dynamics, and this behaviour does not change across the glass transition. The slow
relaxation evolves from a q�2 to q�1 dependence, and the correlation functions have
a stretched exponential shape, indicating that the dynamics change from diffusive to
discontinuous hopping of caged particles [154]. These results are in full agreement
with recent theoretical predictions [19]. The disaggregation and reformation of fibres
determine the dynamics of fibrous gels made of solutions of
fluorenylmethoxycarbonyl (Fmoc-FF) in dimethyl sulfoxide mixed with water.
Gradually the network becomes more uniform and the elastic modulus increases
and saturates at long times [55].

5.2.3 Rheology
One advantage of studying samples under flow is that beam-induced damage is
limited. But more importantly, effects in the diffusion due to confinement, the
influence of strain on the flowing properties, etc. can be studied. As a model
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example, the dynamics of a hard-sphere (PMMA) suspension was investigated in
transverse and longitudinal laminar flow. Although the static properties are found to
be isotropic in the range of parameter values studied—average flow velocities
between 0 and 200 mm s�1 and q-values between 3 and 10 in q � a units, a being
the particle radius—the dynamic properties are not isotropic: while in transverse

flow (i.e. q
!

⊥ v
!
), the correlation functions are unaffected by the flow (Fig. 3.15,

left), for longitudinal flow ( q
!
|| v

!
), they are strongly affected (Fig. 3.15, right). The

method and its capabilities are described in detail in [30, 63, 64].
Similar findings have been reported in a study of the dynamics due to advection

and diffusion under homogeneous shear flow of charge-stabilised 100 nm radius
polystyrene particles suspended in glycerol [29]. The applied shear deformation
dominates the decay of the autocorrelation function: the autocorrelation functions

show a dependence on the flow rate when they are measured at a scattering vector q
!

that has a component parallel to the flow direction. Information unique to
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perpendicular to the flow direction. However, above a certain shear rate, the data

measured at q
!
( v
!

|| = 0) may have also contributions due to shear effects or to
decorrelation induced as particles enter and leave the scattering volume (transit
effects). Shear effects will usually dominate over particle transit effects [29].

Long-range properties like the connectivity of the gel structure or the bond
percolation seem to play a minor role in the local dynamics and rheological prop-
erties of a gel formed on cooling moderately concentrated suspensions of silica
colloids [83]. The results of this study are well explained by a simplified mode-
coupling theory [205]. This theory considers only local properties, and thus, the
good agreement between theory and the combination of rheological and XPCS
results implies that it is principally the local structure that determines the mechanical
and dynamical properties of such gels [83].

Deviations from the simplified mode-coupling theory predictions are observed in
the temporal evolution of gel formation and ageing in suspensions of silica
nanocolloids for a volume fraction of Φ = 0.43 and close to the gel transition. By
reducing the temperature below the theta point, a short-range attractive interaction is
suddenly introduced. The suspensions maintain their fluid nature for a very long
latency period longer than usual before acquiring a measurable elastic shear modu-
lus. The length of the latency period depends on the strength of the interparticle
attraction [84].

When oscillatory shear strain is applied to a concentrated nanocolloidal gel of
silica spheres, periodic peaks appear on the intensity autocorrelation function. If the
applied strain is above a threshold, the amplitude of the peaks decays exponentially
with the number of shear cycles, which indicates that the particles undergo irrevers-
ible rearrangements. The decay rate of the amplitude of the peaks depends on the
momentum transfer value, and a power law distribution in the sizes of the regions
that rearrange due to shear is determined. Below a threshold, the microscopic
rearrangements are reversible [190].

5.2.4 Polymers
Polymers are a large class of soft matter systems that display a very rich variety of
structural and dynamical properties. As a result of the long, string-like, flexible
configurations of polymers, many of their properties have universal attributes such
as scaling laws and characteristic exponents [70]. XPCS is an excellent tool to
investigate the slow dynamics and related phenomena like reptation, entanglement,
etc. that occur in polymers and composite materials (see Fig. 3.6 and Ref. [99]).

The gelation of a cross-linked polymer composed of resorcinol and formaldehyde
was studied by XPCS and SAXS. Two relaxations are observed: a fast, non-ergodic
relaxation related to the stiffening of the polymer network and a slow relaxation due
to the stress relaxation dynamics of the network that restores ergodicity to the
system. No dynamical heterogeneity is observed [45]. Adding molybdenum to the
system induces a change in the gelation process and larger clusters are formed
[46]. The relaxation behaviour of poly (N-isopropylacrylamide) hydrogels is
hyperdiffusive due to a uniform shrinkage of the polymer matrix [123, 124].
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Diblock copolymer melts have been investigated in several works. Stretched
exponential relaxations have been measured for a styrene-isoprene diblock copoly-
mer above the microphase separation transition, and it has been found that the
corresponding relaxation times change exponentially with temperature [106]. In a
highly asymmetric styrene-isoprene, the structural dynamics due to micelle diffusion
have been characterised. The order formation leads to an increase of the microscopic
relaxation time [169]. The development of concentration fluctuations in styrene and
ethyl methacrylate block copolymer in its disordered phase below the disorder to
order transition temperature and in the ordered lamellar system has been investi-
gated. In the disordered phase, nondiffusive dynamics associated with compositional
fluctuations are observed. In the lamellar phase, the dynamics become diffusive and
the relaxation times depend on q�2 [201]. The binary glass former system methylte-
trahydrofuran and oligomeric methyl methacrylate, close to the glass transition
temperature, yields compressed relaxation functions and shows non-equilibrium
dynamics [203].

Mechanical reinforcement in polymer nanocomposites seems to be controlled by
interparticle interactions, as has been suggested from XPCS, electron microscopy
and rheology experiments on polystyrene homopolymers mixed with polystyrene-
grafted silica nanoparticles [2].

5.2.5 Surfaces, Films and Systems Under Confinement
Research on the dynamic fluctuations on surfaces, thin films or systems in confine-
ment is one of the principal areas where XPCS is applied [220]. The intrinsic
dynamics of polymers or colloidal solutions is modified at, or close to, surfaces
and interfaces. The movement of polymeric chains or colloidal particles is also
hindered in confinement or in thin films when the film thickness is comparable to
the radius of gyration or the size of the colloidal particles [108, 109]. Many appli-
cations and uses of polymers or colloidal solutions, ranging from drug delivery to
lubrication, imply a confined environment in which surface or interfacial properties
play a crucial role and may affect the stability, properties and dynamical behaviour of
the different structural phases. One example is the glass transition temperature: large
deviations are observed between the bulk Tg and that of confined systems or films
[59]. Surface or thin film XPCS studies are generally conducted in reflectivity or
grazing incidence SAXS (GISAXS) geometry. In GISAXS geometry, due to the
shallow incidence angle used, the penetration depth of the X-rays into the material is
restricted to only few nanometres, and thus, a high surface sensitivity is achieved.9

The penetration depth can be tuned by changing the incidence angle.
Monitoring the surface height fluctuations due to thermally induced capillary

waves in polystyrene top layers (thickness in the 27–127 nm range) in bilayer films,
for underlaying films with very different elastic moduli, it has been determined that
the capillary wave relaxation, close to the glass transition temperature, depends on

9Hexemer and M€uller-Buschbaum [93] reviews in detail the application of neutron and X-ray
grazing incidence techniques to the study of soft matter systems.
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two factors: the substrate modulus and the film thickness. Faster relaxations are
observed on the polystyrene film if the substrate modulus is lower, and capillary
waves relax faster for thinner films. Far from the glass transition temperature,
confinement and substrate-induced effects disappear [59]. The influence of the
substrate on the surface dynamics of thin films is clearly evinced on thin molten
polystyrene films on nanoscale periodic silicon line-space gratings. The patterning of
the substrate introduces a lateral anisotropy in the films and the capillary wave
dynamics reflect this anisotropy: along the grooves, the behaviour is similar to
thick polystyrene films while perpendicular to the grating channels, there is a
cut-off length scale that marks a transition from non-suppressed to suppressed
surface fluctuations (Fig. 3.16). The transition arises from an interplay between
surface tension and van der Waals’ interactions between film and substrate [4]. Tem-
perature is also a determinant factor of the surface dynamics. A transition from a
single to a stretched exponential, followed by another transition to another single
exponential regime, was found on the surface capillary wave dynamics on silicon-
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temperatures, in the parallel and perpendicular configuration, respectively. Solid lines are the t
curves from the parallel data. The vertical dashed line indicates the cut-off wave vector
(Figure adapted with permission from [4]. Copyright (2012) by the American Physical Society)
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supported liquid polystyrene films of different molecular weights. Moreover, a
universal scaling of the dynamics was recognised over a wide range of film thickness
and temperatures in the single exponential regimes. The results agree with hydro-
dynamic theory predictions [111]. The influence of the branching architecture on the
surface dynamics of branched comb polystyrene films has been studied in [133,
245]. For some architectures, the discrepancy between the viscosity as determined
from (surface) XPCS data and by bulk rheometry is larger than for others. The
differences may be due to the degree of interpenetration of the side chains, which
depends on the architecture [133, 245]. For cyclic polystyrene films, similar effects
related to the architecture have been reported [244]. The formation of an ordered
monolayer on the surface of a side chain comb poly(n-alkyl acrylate) (PA) polymer
induces a sharp slowdown of the liquid meniscus below the surface ordering
transition temperature [179]. The dynamics of covalently tethered polystyrene
chains do not show relaxations in the 0.1–1000 s time window, showing that
tethering can be used to adapt the properties of polymer surfaces [3]. Recent surface
and interface studies on polymer brushes using synchrotron radiation techniques,
XPCS included, are comprehensively reviewed in [99].

In polymer blends, a thin layer with a composition that differs from the bulk may
form at the free surface due to preferential segregation of one of the components to
the surface. The surface chain dynamics can also be different from those of the bulk,
as has been shown for poly(vinyl methyl ether) (PVME) chains at the free surface of
a polystyrene and PVME blend. Two relaxations are observed. From the analysis of
the dependence of the relaxation times with respect to momentum transfer and film
thickness, the two relaxations are ascribed to two separate populations of chains in
two environments. One of the populations undergoes translational motion and the
other, ballistic and caged behaviour [66]. These results demonstrate that the rheology
depends strongly on the local composition of the blends. With the addition of
polystyrene-coated gold nanoparticles, the surface dynamics of chain segments are
faster than the pure mixture (i.e. without gold nanoparticles), and the surface
viscosity is reduced by one order of magnitude [67]. The dynamics of gold
nanoparticles moving on the surface of a polystyrene film show KWW-type relax-
ations, with KWW exponents in the 0.7–1.5 range, depending on sample age and
temperature. As the relaxation rates scale linearly with q, simple diffusive Brownian
motion can be discarded. The observed behaviour is explained by ballistic-type
dynamics with a power law distribution of nanoparticle velocities [231]. The slow
particle dynamics in gold and polystyrene nanocomposite thin films was analysed in
[160] and indicates that the dynamics are non-Brownian. Thiol-functionalised gold
nanoparticles embedded in polystyrene films on substrates were used as markers to
determine how the local viscosity changes with the distance from the polymer-
substrate interface. The surface viscosity above the glass transition temperature is
lower than that at the centre of the film [116–118]. The ‘marker’ grazing incidence
XPCS technique has been recently reviewed in [107].

The influence that a low concentration (below 0.1 % in weight) of gold
nanoparticles has on the dynamics of photosensitive azopolymer Langmuir-Schaefer
films deposited on silicon was studied in [164, 165]. The nanoparticles show
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non-Brownian hyperdiffusive behaviour. Illuminating the system with ultraviolet
light, the dynamics become faster due to a reduced viscosity of the film, but the
functional shape of the correlation function is not modified [164]. In a Langmuir film
formed by stabilised gold nanoparticles at the water-air interface, anisotropic and
heterogeneous dynamics have been identified. Information about the lifetime of the
dynamical heterogeneities upon approaching dynamical arrest is obtained from the
fourth-order correlation function of the intensity [163]. The relation of the fluctua-
tions on the Langmuir film to its structure and mechanical response is analysed in
[167]. It has been reported that the evanescent wave light scattering method can
provide information on the air-water interface comparable to that obtained with
XPCS. The method takes advantage of the enhancement of scattering that occurs
when the system is illuminated at the critical angle. The method is discussed
in [230].

The surface dynamics of the [bmim][BF4] ionic liquid has been investigated at the
transition from propagating to overdamped thermal capillary waves. [bmim][BF4]
has a dense layer, 0.6 nm thick, at the free surface which may affect the dynamics.
However, the XPCS results can be explained using linear response theory, and the
influence of the dense surface layer in the dynamics can be ruled out [222]. In a
supercooled liquid of polypropylene glycol, to explain the observed surface dynam-
ics in the supercooled liquid state, low-frequency elasticity showing a non-Arrhenius
temperature behaviour and a frequency-dependent viscosity must be considered
[38]. In another supercooled organic glass-forming system, dibutyl phthalate, evi-
dence of surface-induced elasticity and a liquid-liquid surface layer of high mobility
were found [217]. The dynamics parallel and perpendicular to the surface of a
colloidal suspension of stabilised silica particles are very different. Parallel to the
surface, the particle dynamics are ballistic and heterogeneous, whereas they are
non-ballistic and much slower in the perpendicular direction [56].

5.3 Hard Condensed Matter

5.3.1 Magnetism and Related Phenomena
Antiferromagnetic domain fluctuations in bulk chromium were examined with
XPCS for temperatures below and above the Néel temperature, by measuring the
time variation of the speckle pattern at the region of the (200) Bragg reflection. In
this way, the short wavelength structure associated with the spin and charge density
waves can be accessed. The domain walls move back and forth by distances of the
order of 1 μm and the dynamics are temperature dependent. Upon cooling, the
fluctuations become slower. The intensity autocorrelation functions are compressed
exponentials, which suggests that the dynamics are elastically coupled between
blocks of spins. Even at temperatures well below the Néel temperature, the antifer-
romagnetic domains can be unstable on timescales of fractions of an hour [216]. On
the USb antiferromagnet, the intensity autocorrelation function at the pure magnetic
(003) reflection, measured at the uranium M4 edge, is essentially static over 1000 s,
although a small change (~0.4 %) is noticed. Thus, the magnetic domains on USb
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seem to be static [132]. Jammed domains have been observed in epitaxially grown
yttrium/dysprosium/yttrium, which forms a spiral antiferromagnet (TNéel = 180 K).
The active layer is 500 nm thick dysprosium (Fig. 3.17). The autocorrelations decay
as stretched exponentials with a KWWexponent equal to 1.5, as it has been found in
many jammed systems (see above). This behaviour is explained in terms of stress
release. Domain wall fluctuations get frozen at a temperature T ~ 177 K and the time
constant of the fluctuations becomes extremely large. The dependence of the relax-
ation times with temperature is described by a Vogel-Fulcher law, as it has also been
found in other jammed systems [36]. In helical antiferromagnetic domains on ultra-
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thin holmium films (11 monolayers thick, nominal TNéel = 76 K) grown pseudomor-
phically on yttrium, the fluctuations increase with the temperature. The system is
non-ergodic and parts of the sample fluctuate while the other are static, which could
be due to variations of the holmium thickness, because the Néel temperature depends
critically on the thickness [120].

The charge density wave dynamics of nominally pure and Ti-doped TaS2 have
been investigated in [232]. Collective pinning stabilises the charge density wave
phase structures against spontaneous fluctuations. By quenching the samples, meta-
stable states can be prepared for the pure and doped samples. The fluctuations in
these metastable states are similar to those found in jammed soft matter [232]. It has
been proposed that combining resonant X-ray scattering and XPCS, new insights
into the charge density wave dynamics of systems like La1.72Sr0.28NiO4 could be
gained [182].

Near a thermally driven spin-reorientation phase transition, the Au/Co/Au
heterostructure presents slow magnetic fluctuations that yield stretched exponential
autocorrelations. Sensitivity to magnetism is achieved tuning the X-ray energy to the
L3 edge of cobalt (778 eV). In that study, it is assumed that the charge scattering does
not change in time. The stretched shape of the autocorrelation suggests that there is
cooperative motion through the phase transition. The local magnetisation of the
system changes continuously from a perpendicular to an in-plane orientation [207].

Extremely fast relaxation times could be accessed using a pulsed soft X-ray laser.
The nanoscale dipole moments in polarisation clusters in BaTiO3 fluctuate at
timescales in the picosecond range. These timescales are not accessible using
synchrotron radiation, but using a Michelson-type delay pulse generator and acquir-
ing data for single laser shots at different delay times, the intensity autocorrelation
function can be obtained. The relaxation times are of the order of tens of picosec-
onds. The longest relaxation time (~90 ps) is found at 4.5 K degrees above the Curie
temperature and coincides with the temperature at which the polarisation is
maximum [158].

The dynamics near the charge ordering temperature in the valence fluctuation
compound Eu3S4 were studied in [157], and a slow fluctuation with a relaxation time
of the order of 10 s was found. In the relaxor ferroelectric material PZN-9 %PT, near
the transition temperature at which the system changes from ferroelectric to relaxor
(Tc = 455 K), the relaxation times are also of the order of 10 s [162].

5.3.2 Surface Dynamics
A quasihexagonal reconstruction of the Au(001) surface can be obtained by high-
temperature annealing (T ~ 1200 K) in vacuum. This quasihexagonal reconstruction
has been studied by XPCS analysing the intensity fluctuations near the (1.2 1.2 0.3)
reflection of the quasihexagonal phase and the (001) anti-Bragg reflection of the
substrate. The data could be fitted with pure exponentials and relaxation times in the
range of 10–106 were obtained. The speckle fluctuations at the bulk (002) Bragg
reflection are much slower than at the (001) [173]. When in contact with an
electrolyte solution (0.1 M HClO4), the step edges and islands on the Au(001)
surface are highly mobile, and their evolution and speed are also dependent on the
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applied potential [175]. Flow of steps in Pt(001) causes persistent oscillations of
speckle intensities that last for tens of minutes [174]. The Pt(001) surface has
decorrelation times faster than the Au(001) one [172]. Island growth by iron
deposition on MgO and Au(001) has been investigated with XPCS in [181]. The
surface dynamics of electrodes and of Au(001) in different experimental conditions
are discussed in [252].

5.3.3 Atomic Diffusion
Atomic diffusion can be studied with XPCS by measuring along several reciprocal
space directions the intensity fluctuations in the diffuse scattering, away from Bragg
peaks. The diffusion of single atoms in the intermetallic alloy Cu90Au10 has been
studied in this way, and the experimental correlation times can be explained using a
model with nearest-neighbour exchanges, while a model that considers jumps
between the second-nearest neighbours is inconsistent with the data [128]. For
more details on the model, see also [129]. The atomic motion of platinum and
their interaction with vacancies have been investigated in Ni97Pt3 by XPCS and
Monte Carlo simulations. High sensitivity to short-range order is achieved, and
from the data, an activation energy (i.e. the sum of a vacancy formation
and migration energy) of Eact = 2.93 eV and diffusion coefficients of the order of
DT = 830K ~ 10�23 m2/s are obtained [226].

The diffusive dynamics of a martensitic shape memory alloy (Au50.5Cd49.5) are
unusual. Slow non-equilibrium dynamics occur only in a narrow temperature inter-
val close to the athermal martensitic phase transition. The speckle diffraction pattern
on the (001) Bragg reflection changes abruptly at Tc = 305.35 K within a temper-
ature interval of less than 0.05 K. Above Tc, the (one-time) autocorrelation functions
have a compressed exponential shape with KWWexponent values up to 2. This has
been explained as originating from strain dominated dynamics, as the martensitic
transition induces strain fields due to the change in lattice symmetry. Below the
transition temperature they are almost exponential. At a temperature close to Tc, the
behaviour is better characterised by a two-time correlation function, and it shows
that the dynamics slow down gradually and present avalanche-like features, which
are ascribed to sudden progressions of the phase transition [155]. Microstructural
avalanches have also been detected using coherent X-ray scattering in the martens-
itic phase transition of cobalt [198].

5.3.4 Metallic Glasses
The dynamics of the metallic glass former Mg65Cu25Y10 below and above the glass
transition temperature (Tg ~ 405 K) have been studied to determine what is the
physical mechanism underlying structural relaxations and how these depend on the
thermal history and waiting time. A dynamical crossover takes place between the
supercooled liquid phase and the metastable glass state: the shape of the correlation
function changes abruptly across the transition. In the supercooled state, the dynam-
ics are diffusive and the correlation functions are stretched exponentials. The
dynamics in the glass state are driven by internal stress relaxation and the correlation
functions are compressed exponentials. The relaxation of stress depends on the
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thermal history of the samples and different ageing regimes are found
[195–197]. Compressed correlation functions and different ageing regimes have
also been found in the Zr67Ni33 metallic glass well below the glass transition
temperature [194]. Thus, the dynamics of metallic glasses resemble those of soft
matter gels and other soft materials out of equilibrium, which suggests that there may
be some universal microscopic dynamics for all these systems.

The crystallisation of the metallic glass Zr65Ni10Cu17.5Al7.5 and the influence of
temperature on the dynamics have been investigated with XPCS. The pristine
samples were prepared in the glassy state by melt spinning followed by cold rolling
of ribbons and were studied in transmission geometry. The correlations have a
compressed exponential decay and the dynamics slow down progressively. The
data are explained with a phenomenological model. According to the results,
crystallisation and atomic mobility are manifestations of the same process [127].

5.3.5 Self-Organised Systems
Diverse non-equilibrium systems can form similar self-organised patterns, and often,
their evolution is described by using equivalent models [43]. Ion beam sputtered
surfaces and patterns formed by erosion of sand are a compelling example: ripples
and dunes are observed at the macroscale on sandy soils due to the action of wind on
the sand bed, and analogous structures can also be formed at the nanoscale by
eroding surfaces with ion beams.10 Normal incidence sputtering of semiconductor
surfaces can lead to the formation of very well-ordered nanodot patterns. At
off-normal incidence, typically ripples are obtained. Ion beam eroded surfaces
have dynamics governed by the complex interplay between the mechanisms that
tend to roughen and smoothen the surface. Long-term evolution of pattern formation
on sputtered surfaces is well characterised by continuum models developed in close
analogy to the hydrodynamic models used to describe the dynamics of granular
matter. One interesting phenomenon that has been observed on several surfaces upon
normal ion beam sputtering is pattern coarsening and stabilisation. Various contin-
uum models (phenomenological and based on first principles) can account for
coarsening and stabilisation and predict similar asymptotic behaviours for variables
such as the surface roughness. Even if their predictions about ensemble-averaged
quantities can be comparable, the dynamical behaviour that they forecast is very
different. Using XPCS and two-time correlation functions, the correctness of the
different models can be verified [22].

The dynamics of GaSb(001) during sputtering at normal incidence with 500 eV
argon ions have been studied experimentally with XPCS [23], using a special
chamber designed for in situ surface X-ray scattering experiments [33]. The
sputtering process induces a progressive change to the surface morphology: the
formation of ordered surface nanostructures (Fig. 3.18a) with pattern wavelength
(or lateral periodicity) λ is manifested in the GISAXS pattern by the development of

10A recent review on erosion can be found in [119]. Ion beam sputtering is the focus of a special
review issue [44].
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order-induced peaks at a specific Fourier component qk ¼ 2π
λ (Fig. 3.18, left). At

tsputt ~ 5 min, the pattern wavelength reaches a saturation value of λ ~ 36 nm which
is maintained during the whole sputtering time. The ordering of the pattern,
characterised by the lateral correlation length ξ � 2π

Δq, Δq being the FWHM of the

GISAXS peak [32], also stabilises at a value of ξ ~ 100 nm. The two-time correla-
tion function shows that the dynamics are nonstationary and that they slow down
with sputtering time. By extracting one-time correlations at different sputtering
times, three regimes are identified (Fig. 3.18c). In the early period (tsputt = 5–12
min), the correlation time is approximately constant, with τcorr ~ 119 s. The decay of
the correlation function is poorly described by a pure exponential or the KWW
function (Eq. (3.21)). In the intermediate stage, between 12 and 37 min, ageing
occurs, τcorr increases gradually with sputtering time, and the correlation function
decays as a pure exponential. At the late stage (t > 37 min), the correlation time

Fig. 3.18 (Left) GISAXS sputtering time map for a GaSb surface eroded at 500 eV. The onset of a
self-organised pattern is evidenced by the appearance of the correlation peak at tsputt ~ 1 min. Inset
images: (a) atomic force microscopy image (1 � 1 μ2 area) of a GaSb sample sputtered at normal
incidence, (b) the speckled correlation peak at t = 47 min, (Right) (c) evolution of the correlation
time as a function of the sputtering time, and (d) R-square goodness of fit using a single decaying
exponential (red full line) and Kohlrausch-Williams-Watts function (blue full line) to fit the
correlation data. Inset: evolution of the KWW exponent for the late time regime. The vertical
(green) dotted lines mark the separation between the early, intermediate and late regimes of the
dynamics (Figure adapted from [23])
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stabilises at τcorr ~ 295 s for 6 min and starts to increase again. In this late regime,
the functional shape of the correlation function is better described by the KWW
function than by a pure exponential, as shown by the goodness of fit (Fig. 3.18d).
The KWWexponent evolves from 1 to 1.5. At the early stage, the transition between
the pattern wavelength coarsening and saturation regimes is not fully complete yet.
The ageing in the intermediate stage is ascribed to the gradual increase of the
nanodot height, which hampers mass redistribution. The ageing and the evolution
from a purely exponential correlation function to a compressed exponential may be
related to stress build-up at the surface due to sputtering [23], in analogy with soft
matter systems and also with the dynamics observed in granular systems [114].

6 Conclusions and Future Perspective

The use of XPCS to study the dynamics of slow processes (t > 1 μs) of soft and hard
condensed matter systems is continuously increasing. New detectors and dedicated
synchrotron beamlines will undoubtedly contribute to further develop such studies.
But the developments from which XPCS will benefit most are the ‘ultimate’ or
diffraction-limited storage rings (DLSRs) [16, 25] and X-ray free electron lasers
(XFELs) that will start their operation in the near future.

At DLSRs, the brightness and coherent flux will be increased considerably. As an
example, the upgrade plans of the ESRF and APS envisage a 100-fold increase in
coherent flux, and this will allow to access timescales 104 times faster [215]. The
exact timescales accessible will depend on the particular system and the experimen-
tal conditions (energy, q-range, detectors, etc.). For many systems, which currently
can be probed up to ~10 ms timescale fluctuations, fluctuations of ~1 μs will be
accessible. These timescales can be comparable with the time structure of the storage
rings (see Sect. 4.1), and therefore, this aspect has to be taken into account when
normalising the XPCS data. The temporal resolution can also be increased using
time-delayed beam splitting methods (see, e.g. [115]) or with the X-ray speckle
visibility spectroscopy approach [49, 104]. A detailed discussion about the benefits
of DLSR sources for XPCS can be found in [215].

XFELs will be a completely new playground. A survey of the requirements and
challenges of XPCS experiments at XFEL sources is presented in [77, 79, 87, 149,
220]. The flux of a single lasing pulse, which can last from few to hundreds of
femtoseconds, is comparable to the flux obtained in a third-generation synchrotron
storage ring integrated over 1 s. XFELs will enable to study fast processes at large q
momentum transfer values and to cover the frequency gap between the ranges
accessible by inelastic neutron scattering and XPCS (see Fig. 3.19). Speckle patterns
with almost 100 % contrast can be obtained with a single pulse, as has been
demonstrated at the Linac Coherent Light Source at SLAC [89, 102]. Moving
samples, if their dynamics are within the timescales of the pulse length, should
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reduce the contrast, and this reduction could be used to probe the dynamics, in a
similar way as is done in the aforementioned X-ray speckle visibility spectroscopy
technique (Sect. 5.1.1). The pulse length at the European XFEL will be ~100 fs and
the pulse separation ~200 ns. The feasibility of dynamic experiments on
nanoparticles embedded in polymer melts at XFELs has been addressed in
[34]. Slow dynamics will be investigated using the sequential technique (i.e. the
most usual XPCS is performed, that is, a sequence of speckle patterns are acquired
and the correlation function is calculated). To cover the gap in between these
timescales and measure time relaxations of those orders, delay lines are mandatory
[79, 191–193]. Pump-probe experiments, in which speckle patterns before and after
the pumping probe has excited the system are compared, will also be possible. These
three techniques are schematically shown in Fig. 3.20. Other aspects such as beam
damage on such intense source or jittering of the beam will also need to be
considered, but if these issues can be solved, XPCS experiments at XFELs will
yield direct access to the dynamic structure factor at extremely short timescales.
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19 2 Overview

20 In the following the principles of XAFS spectroscopy will be discussed. A brief
21 introduction of the theoretical basis of the spectroscopy will be presented, the
22 emphasis being on the phenomena that affect the spectrum at energies below, near,
23 and far above the absorption edge. In addition to that, the main experimental setups
24 used for the acquisition of the XAFS spectra in the soft and hard X-ray regimes will
25 also be presented. Furthermore, the analysis procedure of the extended part of the
26 XAFS (called extended XAFS, acronym EXAFS) spectrum and the related param-
27 eters, as well as methodologies followed in the analyses of the near-edge part of the
28 spectrum (called X-ray absorption near-edge structure or near-edge X-ray absorption
29 fine structure, the corresponding acronyms being XANES and NEXAFS, respec-
30 tively), will be described. Finally, recently published representative applications of
31 XAFS spectroscopy for the study of various types of nanomaterials, for example,
32 nanocatalysts, carbon-based nanomaterials, semiconductor quantum dots, etc., will
33 be reviewed.

34 3 Introduction

35 XAFS is the acronym of X-ray absorption fine structure and refers to the fine
36 structure of the X-ray absorption coefficient as a function of the energy of the
37 impinging X-ray beam. The necessity of energy scanning during the acquisition of
38 the absorption spectrum makes the use of conventional X-ray sources impractical
39 and thus renders synchrotron radiation (SR) sources as unique candidates for the
40 acquisition of XAFS spectra. The most common experimental configuration is based
41 on the measurement of the intensity, I, of the transmitted beam, which, according to
42 the law of Beer–Lambert, is given by the equation:

I ¼ I0e
�μx (4:1)

43 where I0 is the intensity of the incident beam, μ is the X-ray absorption coefficient,
44 and x is the sample thickness (Fig. 4.1). In general, I0 exhibits an energy dependence
45 determined by the experimental configuration, whereas the energy dependence of I,
46 and consequently of μ, is additionally affected by the absorption properties of the
47 studied material. The incident beam of X-rays, either in the soft or hard X-ray
48 spectral region (the wavelength of 1 Å is considered as a non-strict boundary
49 between the two), causes excitation of atoms which eject electrons from core shells,
50 mainly the K and L shells. The kinetic energy of the emitted photoelectron is given
51 by the equation:

EK ¼ hν� EB (4:2)

52 where EB is the binding energy of the photoelectron and hν is the energy of the
53 impinging photon. The binding energy depends on the atomic number, Z. Detailed
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54 tables with the binding energies of K and L shells are listed in the X-ray Data
55 Booklet [1] and proper databases or software like HEPHAESTUS [2]. The variation
56 of the electron binding energies in the K and L shells as a function of Z is shown in
57 Fig. 4.2.
58 The X-ray absorption coefficient μ is proportional to the photoabsorption cross
59 section. As shown in Fig. 4.2, Rayleigh (coherent) and Compton (incoherent)
60 scattering also contributes to the reduction of the transmitted beam intensity.

Fig. 4.1 Detection modes of
the X-ray absorption signal

Fig. 4.2 (Left) Dependence of the square root of the energies of the K- and L3-absorption-edges on
the atomic number. The data were derived from the HEPHAESTUS software [2]. Polynomial fitting
revealed the following dependence of E1/2 on Z:

ffiffiffiffiffiffi
EK

p ¼ �2:5� 0:1þ 3:184� 0:008ð ÞZþ
5:71� 0:08ð Þ � 10�3Z2 and

ffiffiffiffiffiffiffi
EL3

p ¼ �9:1� 0:3þ 1:32� 0:01ð ÞZ þ 2:3� 0:1ð Þ � 10�3Z2 for
K-and L3-edges, respectively. (Right) Attenuation cross sections of Pt [3]
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61 However, the Rayleigh and Compton cross sections are small and their energy
62 dependence is rather smooth. Therefore, they contribute only in the background of
63 the XAFS spectra, which however can be easily removed. The XAFS spectra are
64 usually recorded at the K- and L-absorption-edges which are prominent in the
65 photoabsorption cross section as shown in Fig. 4.2.
66 A characteristic XAFS spectrum recorded at the Fe–K-edge is displayed in
67 Fig. 4.3. The portion of the spectrum close to the absorption edge (and approxi-
68 mately up to 50 eV above the edge) is called XANES (X-ray absorption near-edge
69 structure) or NEXAFS (near-edge X-ray absorption fine structure). The latter term is
70 traditionally used in the soft X-ray spectral regime. The part of the XAFS spectrum
71 that extends from 50 up to approximately 1000 eV above the absorption edge is
72 called EXAFS (extended XAFS). Although the mechanism that modifies the X-ray
73 absorption coefficient is the same in the whole XAFS region, the XANES
74 (NEXAFS) and EXAFS parts of the spectrum are usually treated separately. This
75 can be explained by the fact that the kinetic energy of the photoelectron, according to
76 Eq. (4.2), is very low close to the absorption edge. In this case the photoelectron can
77 be shortly trapped in empty states (e.g., antibonding molecular orbital states or states
78 in the conduction band of semiconductors). At higher energies, i.e., above 50 eV, the
79 electron is considered “free” and the atom becomes ionized. However, the outgoing
80 photoelectron can be described as a quantum wave that spreads out in the solid with
81 wavelength λ = h/p, where h is the Planck constant and p the momentum of the
82 photoelectron. The latter is quantum mechanically defined as p ¼ ħk, where k is the
83 photoelectron wave number, and ħ ¼ h=2π. The treatment of the photoelectron as a
84 wave results in interference effects between the outgoing wave and the backscattered
85 to the neighboring atoms, as schematically illustrated in Fig. 4.3. However, this wave

Fig. 4.3 XANES and EXAFS part of a XAFS spectrum recorded at the Fe–K-edge of a FeOOH
sample. Pre-edge features which appear in the K-edge spectra of transition elements are shown in
the inset. Schematic representations of single and double scattering events are shown in the right
panel
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86 is attenuated during its propagation in the matter due to inelastic losses in the course
87 of its interaction with and/or excitation of other electrons. Based on such a short-
88 range-order treatment of the absorption coefficient, the XAFS signal does not
89 depend on the translational symmetry, as in the case of diffraction-based character-
90 ization techniques. Furthermore, it is element specific and provides information on
91 the bonding configuration of the absorbing atom.
92 In order to obtain structural information from the XAFS spectra, the structure of
93 the studied material is often treated as a number of atomic shells that surround the
94 absorbing atom in an onion-like scheme. A shell is defined as a set of atoms of the
95 same element which are (almost) equidistant to the absorbing atom. An example is
96 shown in Fig. 4.4 for CaTiO3 [3]. When the EXAFS spectrum is recorded at the
97 Ti–K-edge, the first shell consists of 6 oxygen atoms in octahedral coordination, and
98 the second of 8 Ca atoms that form a cube. Often, multiple scattering to more than
99 one neighboring atom becomes important, and the interference characteristics
100 depend strongly on the bonding geometry of the absorbing atom. Such multiple
101 (double and triple) scattering paths, which can be important when the spectrum is
102 recorded at the Ca–K-edge, are also indicated in Fig. 4.4. In the EXAFS spectra,
103 multiple scattering is usually considered important when the atoms are positioned in
104 a nearly linear arrangement that results in strong forward scattering. However,
105 multiple scattering cannot be neglected and is actually determinative of the
106 XANES structure. Therefore the analysis of XANES spectra by fitting the absorption
107 contribution of separate neighboring shells is rather impossible.
108 After proper treatment of the EXAFS spectrum, which includes the subtraction of
109 a rather smooth atomic absorption (as it will be discussed in Sect. 5), the
110 χ(k) spectrum results. It actually provides the modification of the X-ray absorption

Fig. 4.4 Structure of
CaTiO3. The first and the
second nearest neighbor shells
of Ti are the octahedron
formed by the six oxygen
atoms and eight Ca atoms in a
cubic arrangement,
respectively. Single (SS),
double (DS), and triple
(TS) scattering paths with
two, three, and four legs,
respectively, which apply
when Ca is the absorbing
atom, are also shown
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111 coefficient, due to the presence of neighboring atoms, as a function of the photo-
112 electron wave number. The χ(k) spectrum is a sum of sinusoidal functions of the
113 distance Rj of each neighboring shell, j, with modulated amplitude:

χ kð Þ ¼ S20

X
j

1

kR2
j

Nj Fj kð Þ�� ��e�2σ2
j
k2e

�2Rj

λe kð Þ sin 2kRj þ 2δi kð Þ þΦj kð Þ� �� �
(4:3)

114 where Nj is the coordination number, σj2 the Debye–Waller factor, λe the mean free
115 path of the photoelectron, Fj(k) the backscattering function of amplitude |Fj(k)|, and
116 argument Φj(k) and δi(k) is the phase shift induced by the absorbing atom during the
117 emission of the photoelectron. The relatively small value of the photoelectron mean
118 free path (few tens of Ǻ) is responsible for the fast damping of the EXAFS
119 oscillations and thus its local character. S0

2 is an amplitude reduction factor that
120 usually takes values in the range 0.7–1 and accounts for inelastic losses. These
121 processes lead to the excitation of the remaining (passive) electrons of the absorbing
122 atom to a bound state (shake-up) and/or to a state in the continuum (shake-off). The
123 Debye–Waller factor, σj2, sums contributions for the thermal (due to vibrational
124 motion of the atoms) and the static disorder. The former is strongly temperature
125 dependent and thus measurements at low temperatures reduce the fast damping of
126 the EXAFS oscillations. The Debye–Waller factor is defined as the mean square
127 relative displacement projected along the bond direction, i.e.,

σj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r̂j � u
!

j � u
!

i

� 	h i2
 �s
(4:4)

128 where u
!

j and u
!
i are the displacements of the neighboring and absorbing atoms,

129 respectively, and r̂j is the unit vector along the direction of the bond. In general, the
130 Debye–Waller factor increases for further shells since the motion of distant neigh-
131 boring atoms becomes weakly correlated to that of the absorbing atom. The
132 Debye–Waller factors are usually fitting parameters. However, in systems with
133 small structural disorder, its temperature-dependent component due to thermal
134 disorder can be related to the local vibrational structure [5]. The use of the
135 Debye–Waller factor in the exponential term of Eq. (4.3) is particularly applicable
136 in systems with small disorder which can be approximated by a Gaussian function.
137 However, the Gaussian approximation is not appropriate for highly disordered
138 systems or when the measurements are performed at high temperatures where
139 anharmonicity effects should be considered [6]. To take into account such effects,
140 Eq. (4.3) can be rewritten as

χ kð Þ ¼ S20 Fj kð Þ�� ��ð ρ Rj

� � 1

kR2
j

e
�2Rj

λe kð Þ sin 2kRj þ 2δi kð Þ þΦj kð Þ� �
dRj (4:5)

141 where ρ(Rj)dRj is the probability of finding an atom of the jth shell at a distance
142 between Rj and Rj + dRj. The distribution function, ρ(Rj), may be expanded in
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143 a moment series. To achieve better convergence, the logarithm of the Fourier

144
transform of the effective distribution P Rj, λe

� � ¼ ρ Rjð Þ
R2
j

e
�2Rj

λe kð Þ is expanded, i.e.,

ln ~P k, Rj

� �� � ¼ X1
n¼0

2ikð Þn
n!

Cn Rj

� �
(4:6)

145
where ~P k, Rj

� � ¼ ð
P Rj, λe
� �

ei2kΔrd Δrð Þ, Δr is defined as r = Rj + Δr, and Cn are

146 the cumulants [7–9]. The odd and even cumulants are decoupled and contribute
147 separately to the phase and amplitude logarithm. Higher-order cumulants (Cn for
148 n > 2) correspond to deviation of the distribution from the symmetric Gaussian. Such
149 a parameterization is useful in the amplitude ratio method, where the Debye–Waller
150 factor, the coordination number, and the nearest neighbor distance, as well as higher-
151 order cumulants of an unknown sample, can be determined by direct comparison with a
152 known reference sample without a shell-by-shell fitting [7]. Another important param-
153 eter that affects the amplitude of the EXAFS oscillations is the amplitude of the
154 backscattering function which depends on the atomic number of the neighboring atom.
155 A useful parameterization of χ(k), which allows for the extraction of structural
156 parameters from the analysis of the EXAFS spectrum, is provided by Eq. (4.3).
157 Some of the parameters that appear in the equation, e.g., the backscattering ampli-
158 tude, the phase shifts, and the mean free path of the photoelectron, are calculated
159 using proper software. Other parameters such as the nearest neighbor distances,
160 the coordination numbers, and the Debye–Waller factors are obtained after proper
161 fitting of the EXAFS spectra. The EXAFS formula (Eq. 4.3) can include both single
162 and multiple scattering paths after proper calculation of the scattering function. For a
163 detailed presentation of the theoretical background of XAFS, readers are referred to
164 the books of Teo [10], Bunker [8], and Koningsberger and Prins [11] as well as to the
165 paper of Rehr and Albers [12].
166 As mentioned above, in the near-edge part of the XAFS spectrum, the emitted
167 photoelectron has low kinetic energy and can thus be trapped shortly in unoccupied
168 electron states. The initial state |ψii is a core state of well-defined energy, whereas the
169 final state |ψfi can be an antibonding molecular orbital state of a molecule or a state
170 in the conduction band or even an empty defect state in a crystalline material. Even
171 though the initial and the final states are actually multi-electron states, it is usually
172 assumed that only one electron participates in the transition, whereas many body
173 effects are taken into account at a later stage [9]. According to the theory of
174 absorption, the absorption coefficient, μ, is proportional to the absorption cross
175 section, σX, which can be calculated from the Fermi “golden rule” that provides
176 the transition probability per unit time, Pif, between the initial and final state [12–15]:

Pif / ψfh jH0 ψij ij j2ρf Eð Þ (4:7)

177 whereH0 /A
! � p! is the operator that accounts for the interaction of the electromag-

178 netic field of the X-ray photon with the absorbing atom. A
!¼ êA0e

i k
!� r! is the spatial

179 variation of the vector potential of the incident beam with ê being the unit vector that
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180 determines its polarization, p
!

is the electron momentum operator, and ρf(E) is the
181 energy-dependent density of empty final states. Assuming the validity of the dipole
182 approximation, the spatial dependence of the electric field can be approximated as

183 ei k
!� r! ’ 1 because the wavelength of the X-ray beam is larger compared to the size

184 of the atom and thus kr << 1. Taking also into account that the momentum of the

185 electron can be described by the operator p
!¼ �iħ ∇

!
, after proper rearrangement of

186 the quantum operators, the absorption coefficient can be written as [12]

μ / ψfh jê � r! ψij i
��� ���2ρf Eð Þ (4:8)

187 where r
!

is the position operator. Taking into account that synchrotron radiation
188 is linearly polarized (unless special experimental arrangements are used, e.g., for
189 the study of magnetic materials with circularly polarized beams), the absorption
190 cross section depends, according to Eq. (4.8), on the orientation of the sample.
191 Such a dependence is not observed in materials of cubic symmetry or in powder
192 samples. Equation (4.8) imposes useful selection rules under the dipole approximation:
193 Δ‘ ¼ �1 andΔm‘ ¼ 0 for linearly orΔm‘ ¼ �1 for circularly polarized light, where
194 ‘ and m‘ are the quantum numbers of angular momentum and its projection along the
195 axis of external magnetic field, respectively. Thus, when the spectra are recorded at the
196 K-edge, the initial state is an s-state with ‘ ¼ 0 and the final state should have (partial) p
197 character (‘ ¼ 1).
198 In crystalline materials, band structure methods apply for the calculation of the
199 density of empty states taking into account proper projection to specific state
200 symmetry according to the selection rules, as well as the presence of a core hole in
201 the calculation of the energy of the final state [11, 12, 16]. An extended review on the
202 available methods for the calculation of the density of unoccupied states can be
203 found in Ref. [17]. However, these methods cannot be applied in nonperiodic
204 materials where full multiple scattering theory can be successfully used [8,
205 12]. The XANES spectrum is very sensitive to the geometrical arrangement of the
206 atoms in the cluster, and in general the contribution of many-leg multiple scattering
207 paths is determinative. Effective treatment of the multiple scattering paths can be
208 achieved in real space using the Green’s function formulation [8, 12, 15, 17]. The
209 absorption coefficient given in Eq. (4.8) can be modified as

μ Eð Þ /
X
f

ψih jê � r
!0 ψfj iδ Eþ Ei � Efð Þ ψfh jê � r! ψij i (4:9)

210 where the sum runs over all final states and the delta function assures the conserva-
211 tion of energy. The sum over the final states and the delta function can be

212 represented by a Green’s function propagator G ¼ H� Eþ iηð Þ�1 that connects
213 various scattering centers. H is the ground state Hamiltonian, and η is a lifetime that
214 includes elastic and inelastic loses which provide a finite lifetime of the photoelec-
215 tron and [8–10, 12]
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� 1

π
ImG ¼

X
f

ψfj iδ Eþ Ei � Efð Þ ψ fh j (4:10)

216 Thus, the projected photoelectron density of final states can be written as the
217 imaginary part of the one particle Green’s function. Equation (4.9) can then be

218 written asμ Eð Þ / Im ψih jê � r!0Gê � r! ψij iξ E� EFð Þwhereξ E� EFð Þ is a broad step
219 function around the Fermi level, EF [12]. G can be expressed in terms of wave

220

functions in position space as G r
!
, r
!0; E

� 	
¼

X
f

ψf r
!0

� 	
ψ�
f r

!0
� 	

E� Ef þ iη
[12, 17]. The

221 wave functions ψf are final states with energy Ef which are solutions of the Dyson

222
equation p2

2m þ Vcoul þ Σ Eð Þ
h i

ψf ¼ Efψf where Σ(E) accounts for many-body effects

223 and the presence of the core hole is included in the Vcoul term. In multiple scattering
224 theory, the potential Vcoul þ Σ Eð Þ is represented by a sum of localized potential

225

contributions, υ
R
!, of each atom at position R

!
designated as

X
R
!
υ
R
! r

!� R
!� 	

, which

226 is usually approximated with “muffin-tin” potentials. The usefulness of the real-
227 space Green function propagator is that it can be expressed as a sum of two
228 contributions, Gc and Gsca, which stem from the absorbing atom and multiple
229 scattering from the neighboring centers, respectively [18]. Then the absorption
230 coefficient can be expressed as μ ¼ μ0 1þ χð Þ where μ0 is the atomic absorption,

231
χ ¼ Im eiδ 1� G0T

� ��1
G0e�iδ

n o
, where G0 is the free particle propagator, T is the

232 scattering matrix, and δ and δ΄ are the partial wave shifts. The term 1� G0T
� ��1

G0

233 can be written as a sum of terms G0TG0 þ G0TG0TG0 þ . . . that contains contribu-
234 tions of single and multiple scattering. This formulation can be used for the simu-
235 lation of both the EXAFS and XANES parts of the spectrum. However, in the
236 XANES region, convergence is usually achieved for full multiple scattering [12, 19].
237 In Sects. 4 and 5, the experimental methodology and analysis procedure will be
238 discussed and key research findings from the literature will be reviewed in Sect. 6.

239 4 Experimental and Instrumental Methodology

240 XAFS spectra are almost exclusively recorded in synchrotron radiation
241 (SR) facilities that offer X-ray beams with unique characteristics. The SR beam is
242 emitted by light, charged particles, usually electrons, forced to move in closed orbits
243 with a speed that approaches that of light. A list of the available SR facilities all over
244 the world can be found in http://www.lightsources.org/. The main advantages of
245 synchrotron radiation include the following: (1) It is emitted in a broad, continuous
246 spectrum that can be monochromatized using suitable monochromators. (2) It has
247 high flux that is defined as the emitted power per 0.1 % bandwidth. (3) The high flux
248 in combination with the small divergence and beam size results in a beam with high
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249 brilliance that allows the study of diluted materials (i.e., with low concentration of
250 the element of interest) or of small sample volumes. The beam size, depending on the
251 facility and the beamline, takes values in the range 0.3–3 mm, but can be further
252 decreased by using proper focusing (e.g., Kirkpatrick–Baez combination of two
253 concave mirrors that focus the beam in two orthogonal directions) or beam size
254 reduction (e.g., capillaries that reduce the beam size by total reflection) elements.
255 The use of such experimental setups provides X-ray beams with diameter in the
256 range 1–5 μm. In beamlines dedicated to X-ray spectromicroscopy, the use of zone
257 plates provides spatial resolution better than 50 nm [20] and allows the acquisition of
258 XANES spectra on sample spots carefully selected from scanning X-ray transmis-
259 sion microscopy images (SXTM). Furthermore, SXTM images can be recorded with
260 different incident beam energies that span the energy range of a NEXAFS spectrum,
261 and proper image processing can provide spectra that correspond to each point of the
262 sample image.
263 Most of the SR facilities all over the world offer beamlines for XAFS character-
264 ization. The use of a beam size at the mm or μm scale provides average information
265 on the bonding configuration of the absorbing atom. Taking into account that
266 nanomaterials comprise a broad family of nanosized materials (semiconductors,
267 metal oxides, clusters of transition or noble metals, nanocomposites, carbon
268 nanotubes, and others) which are built of elements with atomic numbers that range
269 from 6 (C) to 78 (Pt), various experimental setups are used in suitable beamlines.
270 The beamlines deliver the SR beam produced by an appropriate source in the storage
271 ring, properly focused and monochromatized, to the position where the sample is
272 located and the measurements take place. Three types of sources commonly exist in
273 SR facilities: bending magnets, wigglers, and undulators. A bending magnet is a
274 dipole magnet with uniform field between its poles that exerts a Lorentz force on the
275 electron beam obliging it to move in curved trajectories, thus emitting SR tangen-
276 tially in the horizontal plane. The opening angle of the beam is �1/γ in radians
277 (γ = E/mc2, where E, m, and c are the total energy, mass of the electrons, and the
278 speed of light, respectively). Thus, the beam opening produced by a bending magnet
279 in a storage ring with energy of 5 GeV is approximately 10�4 rad. Wigglers and
280 undulators are magnetic arrays that produce a magnetic field of alternating direction
281 which forces the electron beam to move in sinusoidal trajectories. In the former case,
282 the beam deflection is larger than the SR beam opening angle, whereas in the latter it
283 is smaller. Bending magnets and wigglers generate a continuous spectrum (wigglers
284 provide higher flux and “harder” radiation). On the other hand, undulators offer a
285 quasi-monochromatic beam (fundamental energy and higher harmonics) of very
286 high brilliance. Energy scanning with undulators is possible by changing the open-
287 ing (gap) between the magnetic poles, thus changing the intensity of the magnetic
288 field [21, 22]. Therefore in order to acquire XAFS spectra using an undulator as a
289 source, simultaneous scanning of the undulator gap and the monochromator is
290 necessary.
291 The SR beam before impinging on the sample is modified by the beamline optics
292 that mainly consist of focusing elements (curved mirrors that also act as filters of the
293 unwanted part of the emitted spectrum from the source), the monochromator, and
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294 slits that decrease the beam size. In beamlines dedicated to spectromicroscopy or
295 micro-XAFS, additional focusing elements are used, for example, Fresnel zone
296 plates, Kirkpatrick–Baez mirrors, or capillary optics [23]. A schematic representa-
297 tion of a typical beamline dedicated for XAFS measurements is shown in Fig. 4.5.
298 To avoid contamination of the X-ray optical elements, the beamline is kept under
299 vacuum. However, there are some differences in the beamlines dedicated to XAFS
300 measurements in the soft and hard X-ray region. In the hard X-ray regime, crystal
301 monochromators [usually Si(111) or Si(311)] are used and the measurements can be
302 performed in air. The crystal monochromators operate on the basis of Bragg’s law
303 nλ ¼ 2dsinθ, where n is an integer (diffraction order), λ is the wavelength of the
304 impinging beam, and θ is the angle of incidence. When a polychromatic beam
305 impinges on the crystal, the diffraction condition for a specific wavelength is
306 satisfied at a certain angle of incidence which is equal to the angle between the
307 diffracted beam and the sample surface. To achieve the fixed-exit condition (i.e.,
308 stability of the position of the monochromatized beam irrespective of the energy),
309 two crystals in parallel geometry are used. By slightly detuning the second crystal,
310 the double crystal monochromators permit the suppression of higher-order har-
311 monics (n > 1 in the Bragg law equation) [11]. The energy resolution is affected
312 by the quality of the crystal monochromator, the divergence of the beam that enters
313 the monochromator, and the opening of the slits located after the monochromator.
314 Resolving power values, E/ΔE, in the range of 5000–15,000 are offered in various
315 beamlines dedicated to XAFS spectroscopy. The energy resolution, which is neces-
316 sary to resolve the NEXAFS fine structure, can be improved using a narrow
317 monochromator exit slit, of course at the expense of the flux.
318 In the hard X-ray spectral range, the penetration depth of the beam is large, thus
319 permitting measurements in the transmission mode (see Fig. 4.1), which is usually
320 applied for the determination of the bonding environment of metals (e.g., K-edge of
321 Fe-, Cu-, Ni-, Mn-, or L3-edge of heavier metals like Pt, Au, or rare earths, e.g., Sm).
322 In this geometry the sample is positioned in-between two ionization chambers that
323 record the impinging, I0, and transmitted intensity, I, thus providing the ln(I0/I)
324 which is proportional to the absorption coefficient, μ, according to Beer–Lambert’s
325 law (Εq. 4.1). In powder samples the grain size should be small in order to avoid
326 effects related to inhomogeneous thickness. The observed attenuation in the EXAFS
327 signal depends on the energy and the sample composition [24]. A reference sample,
328 usually a metal foil, is positioned between the second and a third ionization chamber
329 to obtain a reference spectrum that can be used for the correction of the

Fig. 4.5 Schematic representation of a typical beamline for the acquisition of XAFS spectra
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330 monochromator-induced energy shifts. The gas mixture and partial pressure in the
331 ionization chambers should be properly selected according to the energy range of
332 interest. When the measurements in the transmission mode are not possible, for
333 example, in diluted samples or thin films deposited or grown on substrates, the
334 fluorescence yield (FLY) mode is preferred. The fluorescence detector counts the
335 number of the fluorescence photons emitted from the sample. Since the number of
336 emitted fluorescence photons is proportional to the number of holes in an inner shell,
337 created proportionally to the absorbed photons, the fluorescence yield is directly
338 analogous to the absorption coefficient. The main disadvantage of the fluorescence
339 yield mode is the self-absorption of the emitted fluorescence photons by the sample
340 itself, which is significant when the samples are concentrated or thick. However self-
341 absorption corrections are possible in many occasions [25]. A strong advantage of
342 the FLY mode is the possibility to electronically discriminate fluorescence photons
343 emitted by a specific atom and/or to suppress the background due to preceding
344 edges, by proper selection of regions of interest (ROIs). The definition of ROI is
345 possible when energy dispersive fluorescence detectors are used, for example, high-
346 purity Ge or Si-drift detectors. Si photodiode or scintillation detectors, which are
347 also used for the acquisition of the FLY signal, do not permit energy discrimination.
348 Due to the linear polarization of the SR beam in the horizontal plane, reduction of
349 the background due to scattering is achieved when the fluorescence detector is
350 positioned on the horizontal plane at right angle to the beam [26].
351 When the XAFS spectra are recorded with soft X-rays (200–2000 eV), for
352 example, at the K-edge of light elements (e.g., C, B, N, O) or L2,3-edges of transition
353 metals, instead of crystal monochromators, plane or curved diffraction gratings are
354 usually used [16]. To achieve the fixed-exit condition, the grating and a mirror are
355 combined in a parallel geometry. Given that the soft X-rays are strongly absorbed by
356 the air, the sample should be positioned in an (ultra)high-vacuum chamber which is
357 mounted windowless on the beamline. The detectors are also mounted without the
358 use of a window on the chamber. Measurements in the transmission mode are not
359 possible in this configuration, and thus the spectra can be recorded in either the FLY
360 or in the electron yield mode (see Fig. 4.1). In certain cases, the photocurrent induced
361 in the sample can be directly measured using a cable connection to the sample (drain
362 current). The total electron yield (TEY) refers to the total number of electrons
363 emitted after the creation of a core hole (photoelectrons, Auger electrons, secondary
364 electrons), and it is in general proportional to the number of the created holes. TEY is
365 usually recorded using a channeltron. Compared to FLY that is bulk sensitive, TEY
366 is surface sensitive due to the small electron mean free path (less than 100 Å). The
367 surface sensitivity of TEY can be further increased by using a retarding potential on a
368 grid positioned in front of the electron detector. In this case the partial electron yield
369 (PEY) is recorded. It is also possible to select the energy of the detected electrons to a
370 specific Auger decay channel, thus decreasing the information depth compared to
371 TEY. The main difference between the Auger electron (AEY) and TEY yields is that
372 the energy of the Auger electrons is well defined and independent of the energy of
373 the impinging photon. However, such an energy selection requires proper electron
374 energy analyzers. The surface sensitivity of each electron yield detection scheme is
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375 affected by the kinetic energy of the electron that determines its mean free path
376 according to a “universal curve” [13, 14, 27]. Irrespective of the acquisition mode
377 (FLY or EY), the spectra should be normalized with I0 to account for the transmis-
378 sion function of the beamline optics. In the soft X-ray region, ionization chambers
379 cannot be conventionally used due to the strong window absorption. Instead, a Au
380 grid positioned in the beam, ahead of the sample, can be used and the induced
381 photocurrent is proportional to I0. It should be mentioned that emission of fluores-
382 cence photons is a mechanism competitive to the emission of Auger electrons during
383 the atom de-excitation. The fluorescence yield increases with the atomic number and
384 it is particularly low for low-Z elements [28]. Thus in order to improve the signal-to-
385 noise ratio of FLY spectra recorded using soft X-rays, it is usually necessary to
386 acquire and average several spectra (the noise level decreases with 1=

ffiffi
r

p
, where r is

387 the number of averaged spectra). Furthermore, the signal-to-noise ratio of the FLY
388 signal can be significantly improved when multielement detectors are used.
389 Different kinds of experiments require specific setups. For example, time-
390 resolved XAFS measurements require very fast data acquisition that allows, for
391 example, the in situ real-time study of chemical reactions. For that reason, bent
392 crystal polychromators, which diffract each wavelength at a specific angle, are used.
393 The beam passes though the sample and the transmitted beam is detected with a
394 position sensitive detector, thus allowing the detection of a XAFS spectrum in time
395 significantly shorter that 1 s [29, 30]. In situ and often real-time measurements are
396 usually required for the study of catalytic processes using especially constructed
397 cells which allow the flow of the reacting gas or fluid in a controlled atmosphere.
398 Liquid nitrogen cooling and resistance heating are also feasible in most of the cells
399 [11, 31].

400 5 Spectrum Treatment and Analysis Procedure

401 Prior to analysis, the XAFS spectra need special handling. Initially the spectra are
402 corrected for energy shifts induced by the monochromator. In the hard X-ray regime,
403 this is usually done using the energy position of the absorption edge of a reference
404 metal foil. The exact energy of the absorption edge is determined by the maximum of
405 the first derivative of the spectrum. In the soft X-ray regime, the position of the
406 1s ! π* sharp resonance of the highly oriented pyrolytic graphite (HOPG) located
407 at 285.35 eV is often used. Another option is the use of the energy position of
408 specific features due to O and C contamination in the spectrum of the Au grid (I0),
409 provided that it is recorded. The procedure used to extract the oscillatory part of the
410 EXAFS spectrum and the NEXAFS/XANES part is shown graphically in Fig. 4.6.
411 First a straight line that fits the pre-edge region and simulates the background due
412 to absorption of preceding edges or due to scattering is subtracted. Then the smooth
413 atomic background, μ0, which corresponds to the absorption of the absorbing atom
414 in the absence of neighboring atoms, is removed, and the resulting difference is
415 normalized with the post-edge line which in most cases is the same with μ0.
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416 The resulting χ Eð Þ ¼ μ Eð Þ�μ0 Eð Þ
μ0 Eð Þ spectrum is converted from the energy space to the

417
k-space using the equation k ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m
h2

E� E0ð Þ
q

where m is the electron mass and E0

418 the binding energy of the electron or equivalently the position of the absorption edge.

419 The k(E) relation, k ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:2625 E� E0ð Þp

, is a consequence of the energy conser-
420 vation principle in the photoelectric effect. The resulting χ(k) spectrum, multiplied
421 with k2 to enhance the high-k contributions, is shown in Fig. 4.6b. The Fourier
422 transform (FT) of the k-weighted χ(k), using a proper window function, corresponds
423 to a pseudo-radial distribution function (Fig. 4.6c), and the resulting peaks corre-
424 spond to the nearest neighboring shell positions. The apparent distances of the peaks
425 from the absorbing atom are slightly smaller than the real distances (by 0.2–0.5 Å)
426 because of the phase shift induced due to the emission and backscattering of the
427 photoelectron.
428 The portion of the spectrum close to the absorption edge (Fig. 4.6d), i.e., the
429 NEXAFS spectrum, can be also used after the subtraction of the pre-edge
430 line and normalization with the edge jump (i.e., the intensity difference between

Fig. 4.6 Analysis procedure of the XAFS spectra: (a) subtraction of the atomic background,
μ0(E) and the pre-edge line from the XAFS spectrum, μ(E). The vertical purple line indicates the
edge jump; (b) transformation from the energy space to the photoelectron wave number, k, space,
and multiplication by kn where n = 1, 2, or 3; (c) transformation from the k-space to the R-space by
Fourier transforming using a proper window function; and (d) NEXAFS/XANES spectrum prop-
erly normalized at the edge jump. The inset shows the derivative of the spectrum that can be used for
the determination of the position of the absorption edge
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431 the post-edge and pre-edge lines), as indicated by a purple vertical line in Fig. 4.6a.
432 In order to compare NEXAFS spectra of different samples, it is necessary to have
433 them normalized. The procedure shown in Fig. 4.6 was done using the ATHENA
434 software [2]. The NEXAFS spectra can be also normalized to the intensity of the
435 spectrum at the atomic limit which is defined as the energy where the
436 EXAFS oscillations start and the NEXAFS transitions cease. At the atomic limit,
437 the photoelectron wavelength is roughly equal to the interatomic distance, R, i.e.,
438 k ~ 2π/R [11]. Furthermore, the intensity of the spectrum at this energy is expected
439 to be independent of the angle of incidence of the beam. Normalization at the atomic
440 limit is particularly useful when it is not possible to record spectra extended to the
441 EXAFS regime, for example, due to the interference with other absorption edges,
442 due to considerable noise of the spectra, or due to the low concentration of the
443 absorbing atom.
444 To obtain structural information from the EXAFS spectra, the χ(k) spectrum (see
445 Fig. 4.6b) is fitted using a theoretical curve based on a proper model that consists of a
446 cluster of atoms up to a certain distance from the absorbing atom. In crystalline materials
447 such a cluster can be easily constructed when the space group, the lattice constants, and
448 the fractional positions of the atoms in the unit cell are known [32–36]. This cluster is
449 used for the construction of scattering paths which contain the backscattering amplitude,
450 phase shifts, and the photoelectron mean free path, λe. A least square fitting procedure is
451 then followed using the theoretical curve described by Eq. (4.3) where the coordination
452 numbers, nearest neighbor distances, and Debye–Waller factors are iterated for each
453 neighboring shell. The fitting is usually done simultaneously in both the R-space and
454 k-space. The main codes available for the calculation of the EXAFS parameters and/or
455 XANES spectra are EXCURV [37, 38], FEFF [19, 39], and GNXAS [40, 41]. For the
456 calculation of the L-edge XANES spectra of transition metals, the TT-Multiplets
457 software is available [42]. MXAN is a software for the analysis of the XANES spectra
458 that was initially used for the study of the bonding environment of metals in bio-
459 molecules [43]. It performs full multiple scattering simulations by changing geometrical
460 parameters of the structure around the absorbing atom.
461 Contrary to bulk crystalline materials, where the bonding configuration of the
462 element of interest is approximately the same throughout the sample, in nanosized
463 materials variation of the bonding environment is expected. This is due to the
464 considerable number of surface atoms compared to the number of atoms in the
465 “bulk,” both contributing in the average XAFS signal. However the surface atoms
466 are expected to have a reduced coordination number especially in the second or
467 further shells. In addition to that, variations in the nearest neighbor distances are
468 expected to occur due to local strains or relaxation at the surface of the nanocrystal.
469 This effect may be reflected as an increase in the static disorder and consequent
470 increase in the Debye–Waller factors. This problem has been identified since the
471 1980s when EXAFS was applied for the study of small metal clusters. Since then
472 various models have been proposed which depend mainly on the shape and the
473 symmetry of the nanocrystal. The application of these models in the analysis of the
474 EXAFS spectra of nanosized materials allows for the determination of the size of the
475 nanoparticles by correlating the observed reduction in the coordination numbers in
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476 comparison to the corresponding bulk values. Greegor and Lylte [44] proposed
477 models for face-centered-cubic ( fcc) metal clusters in the form of spheres, cubes,
478 and disks. The dependence of the ratio of the observed (which is called effective)
479 coordination number in a specific shell j, Nj , and the corresponding number in the
480 unperturbed crystal, Nj, on the total number of the atoms in the metal cluster is
481 shown in Fig. 4.7 for spherical and discoid shapes. The values were adopted from
482 Ref. [44] and are plotted in black. In the case of a spherical cluster, the radius R is

483 given by R ¼ α
1:82

ffiffiffiffiffiffi
NT

3
p

, where α is the smallest interatomic distance and NT is the
484 total number of atoms in the cluster. Correspondingly, for a disk with packing along

485 the (111) direction, the height C is given by C ¼ α
2:12

ffiffiffiffiffiffi
NT

p � S. De Panfilis et al. [45]
486 discussed the effect of cluster size on the coordination number of nanophase Pd
487 considering that the fcc structure can be built by adding successive layers of atoms
488 forming a cuboctahedron. The average coordination number N(n) as a function of
489 the number of layers, n, and the size of the cluster, D, is given by the following
490 equations:

N nð Þ ¼ 40n3 � 96n2 þ 80n� 24

1

3
10n3 � 15n2 þ 11n� 3
� � and D ¼ 2R1 n� 1ð Þ (4:11)

491 where R1 is the distance from the central atom to the first nearest neighbor. The
492 dependence of the average coordination number, normalized to the value 12 that
493 corresponds to a bulk crystal, on the size of the cluster is also plotted in Fig. 4.7 (red

Fig. 4.7 (Black lines) Dependence of the effective coordination number over the coordination
number of an unperturbed crystal, on the total number of the atoms in the cluster, for fcc metal
clusters that crystallize in the form of spheres or disks. j is the order of the neighboring shell. The
data were obtained from the paper of Greegor and Lylte [44]. (Red lines) Dependence of the average
coordination number in the first nearest neighboring shell (a distance of 2.8 Å was considered)
relative to the coordination number for an unperturbed crystal as a function of the fcc crystal size
according to the model of de Panfilis et al. [45]
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494 line). Borowski [46] proposed a simple equation for the determination of the size of
495 spherical Cu clusters using the average number of neighboring atoms normalized to

496 the corresponding number in the bulk, Nred. More specifically, Nred ρð Þh i ¼ 1� 3
4
ρ

497 þ 1
16
ρ3, where ρ = 2Ri/D, D is the diameter of the cluster and Ri is the distance of the

498 ith shell from the absorbing atom. Further discussion of size effects on the EXAFS
499 coordination numbers in metallic clusters can be found in Refs. [47–49].
500 Contrary to the analysis of the EXAFS spectra, which is done by properly fitting
501 the experimental spectrum in a path-by-path fashion, the analysis of NEXAFS spectra
502 is not trivial. Four approaches are generally applied: (i) direct comparison of the
503 spectra with those from reference compounds, (ii) linear combination of spectra of
504 known compounds, (iii) fitting using a number of peak functions to determine the
505 position and intensity of NEXAFS resonances, and (iv) simulation using full multiple
506 scattering procedures. In all the above cases, prior to analysis, the NEXAFS spectra
507 should be subjected to subtraction of a linear background and normalization to the
508 edge jump or the atomic limit as described in Fig. 4.6. In case (i) the spectra of the
509 studied compounds are directly compared with spectra of reference compounds, e.g.,
510 oxides, metal foils, etc. The first derivative of the spectra can be also compared, while
511 in some cases the difference spectrum is also provided. For example, the difference
512 spectrum is used in X-ray magnetic circular dichroism (XMCD) where the XANES
513 spectra of magnetic materials, usually recorded in the L2,3 edges of a transition metal,
514 using left and right circularly polarized SR beam are subtracted from each other
515 [50]. In another application the difference spectra are obtained from the NEXAFS
516 spectra recorded at different angles of incidence [51]. An important piece of infor-
517 mation that can be derived from the NEXAFS spectra is the oxidation state of the
518 absorbing atom which is deduced from the chemical shift of the absorption edge.
519 Higher oxidation states result in a blue shift of the absorption edge, which usually
520 indicates a smaller bond length. An example of the chemical shift of the absorption
521 edge in Fe-containing compounds is shown in Fig. 4.8. The position of the absorption
522 edge can be determined from the maximum of the first derivative.

Fig. 4.8 Fe–K-edge XANES
spectra of reference
compounds (Fe foil, FeS,
Fe3O4, and FePO4)
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523 In approach (ii) the spectra of multiphase materials are simulated as a weighted
524 average of spectra from reference compounds. This method is applicable due to the
525 localized character of XANES which is mainly dominated from the small photo-
526 electron mean free path. An example of the linear combination fitting (sometimes it
527 is referred to as principal component analysis) of Pd–K-edge XANES spectra from a
528 Pd-doped polymer adopted from [52] is shown in Fig. 4.9.
529 Approach (iii) is applied when the XANES spectrum is considered proportional
530 to the density of empty states in the conduction band, or to antibonding molecular
531 orbital states, or even when information should be extracted from pre-edge peaks
532 that appear in the spectra recorded at the K-edge of transition metals. An example of
533 fitting of a C–K-edge XANES spectrum of the polymer poly(2,5-bis
534 (3-tetradecylthiophen-2-yl)thieno-[3,2-b] thiophene) [PBTTT] adopted from Ref.
535 [53] is shown in Fig. 4.10. The NEXAFS spectrum is fitted with a step function
536 and a number of Gaussians. The step function accounts for the transitions from the
537 initial 1s state to final states in the continuum. In this case the C atom is ionized and
538 the photoelectron may have any kinetic energy. Peak functions are used to account
539 for transitions from the initial 1s state to a final bound empty state of an antibonding
540 molecular orbital. Such states, which result from the formation of covalent bonds,
541 are strongly directional and result in strong localization of the electron charge in the
542 interatomic space. Gaussian functions are used when the experimental broadening,
543 related to the energy resolution of the monochromator, is larger than the natural
544 width of the transition, denoted with Γ. It is determined as Γ ’ ħ=τ, where τ is the
545 transition lifetime defined by 1=τ ¼ 1=τe þ 1=τh, τh and τe are the lifetimes of the
546 initial state (core-hole lifetime) and the final state of the electron. Although the latter
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Fig. 4.9 Fitting (thick solid
line) of the Pd–K-edge
XANES spectrum of
Pd-doped poly-o-
methoxyaniline (POM) as a
linear combination of XANES
spectra of component
Pd-containing samples (thin
solid lines) (Reprinted from
the Journal of Alloys and
Compounds, Vol. 362, J. W.
Sobczak, E. Sobczak,
A. Drelinkiewicz, M. Hasik,
and E. Wenda, Local structure
of a Pd-doped polymer
investigated using a linear
combination of XANES
spectra, Pages 162–166,
Copyright 2004, with
permission from Elsevier)
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547 is very high, the core-hole lifetime is generally much smaller and decreases with the
548 atomic number of the absorbing atom, thus resulting in sharp NEXAFS features in
549 the K-edge spectra of low-Z elements, e.g., B, C, N, O etc. [13, 54]. Gaussian
550 functions are also used when the samples are highly disordered. When the natural
551 broadening dominates the experimental one, Lorentzian functions are used, whereas
552 when the natural and experimental broadening is comparable, Voigt functions
553 (convolution of a Gaussian and a Lorentzian) can be used.
554 Additional valuable information on the geometry of the polyhedron formed
555 around transition metal atoms (Fe, Mn, Co, V, Cr, etc.) as well as on their oxidation
556 state can be obtained from the fitting of the pre-edge peaks that appear in their K-edge
557 spectra. The pre-edge peak corresponds to transitions from the 1s initial state to a final
558 (empty) d-state. Although such a transition is forbidden due to theΔ‘ ¼ �1 selection
559 rule in the dipole approximation, it gains intensity due to the p-d hybridization that is
560 induced by the modification of the metal crystal field by its ligands. An example of a
561 pre-edge peak fitting is shown in Fig. 4.11 [55]. The pre-edge peaks were recorded in
562 the micro-XANES mode (with capillary optics and a beam diameter of 5 μm) at the
563 Fe–K-edge from different spots of a sample with inhomogeneous distribution of
564 Fe. In regions with low Fe concentration, the pre-edge peak was sharp and intense and
565 could be fitted with one Lorentzian function. Contrary to that, the pre-edge peak
566 recorded from Fe-rich regions is broader and with lower intensity and can be fitted
567 with two or more Voigt functions. Furthermore, redshifts of the pre-edge peak
568 centroid indicate reduction of the oxidation state of the absorbing atom. Extended

Fig. 4.10 Fitting of a C–K-edge NEXAFS spectrum of the polymer PBTT using a number of
Gaussians and a step function. The orientation of the π* and σ* antibonding orbitals in the structure
of PBTT is also shown (Reproduced from Ref. [53] with permission of The Royal Society of
Chemistry)
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569 discussions on the fitting process and the information that can be extracted from the
570 pre-edge peak of Fe and Mn can be found in Refs. [56–58].
571 The approach (iv) in the analysis of the XANES spectra, i.e., the simulation using
572 proper software, is generally more difficult and time-consuming. The simulations
573 necessitate the use of a structural model, i.e., Cartesian coordinates of the atoms that
574 comprise a cluster around the absorbing atom, which is either provided by other
575 characterization techniques, e.g., diffraction techniques in crystalline materials or by
576 theoretical calculations, e.g., molecular dynamics [49]. Despite the complexity of
577 this method, the significance of multiple scattering contributions in the XANES
578 spectra provides a sensitive tool in the local bonding geometry since the XANES
579 spectra of structural polymorphs, which are hardly distinguishable by EXAFS, are
580 considerably different [13, 51]. Full multiple scattering calculations prevail in the
581 simulation of the XANES spectra due to their applicability in materials that lack
582 long-range periodicity and take into account effects such as core hole and inelastic
583 losses. Examples of simulations of XANES spectra using the FEFF code are shown
584 in Fig. 4.12 (Zn–K-edge) and Fig. 4.13 (N–K-edge).
585 Among the abovementioned procedures, fitting of the spectrumwith step function(s)
586 and a number of peak functions permits (i) the quantification of defects from defect-
587 related states [61], (ii) the quantification of charge transfer from the intensity of
588 “white lines” assigned to transitions to final states strongly localized on the absorb-
589 ing atom [62], (iii) the determination of the different contributions in the magnetic
590 moments from the XMCD spectra (Sect. 6.1), and (iv) polarization studies. The latter
591 refers to the angular dependence of the XANES or NEXAFS spectra and originates

Fig. 4.11 Fitting of pre-edge peaks of Fe–K-edge micro-XANES spectra recorded in different
spots from a vitroceramic sample with inhomogeneous distribution of Fe [55]. The blue regions
(A) in the X-ray fluorescence image that maps the Fe Kα emission intensity correspond to low Fe
concentration and the red (B) to high Fe concentration. Fe in A and B is tetrahedrally and
octahedrally coordinated, respectively
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592 from the linear polarization of the SR beam and the directionality of the covalent
593 bonds. A characteristic case is that of carbon-related materials (more examples can
594 be found in Sect. 6.5), the simplest example being that of highly oriented pyrolytic
595 graphite (HOPG).

Fig. 4.12 Simulation of the
Zn–K-edge spectra of
coprecipitated (cpt) and
sorbed (ads) Zn on ferrihydrite
(Reprinted from Geochimica
et Cosmochimica Acta, Vol.
67, G. A. Waychunas, C. C.
Fuller, J. A. Davis, J. J. Rehr,
Surface complexation and
precipitate geometry for
aqueous Zn(II) sorption on
ferrihydrite: II. XANES
analysis and simulation, Pages
1031–1043. Copyright
(2003), with permission from
Elsevier [60])

Fig. 4.13 Simulation of the
N–K-edge NEXAFS
spectrum of hexagonal GaN
using the FEFF code and full
multiple scattering in a cluster
of 195 atoms [61]
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596 The hexagonal rings formed by the C atoms lie parallel to the sample surface and
597 normal to the hexagonal axis. sp2 hybridization of the C atomic orbitals results in the
598 formation of π* antibonding molecular orbitals (the direction of maximum electron
599 charge density is along a vector normal to the carbon ring) and σ* orbitals that can be
600 represented as planes of maximum electron charge density normal to the c-axis. The
601 C–K-edge NEXAFS spectra of HOPG recorded in the TEY mode for various angles
602 of incidence of the SR beam, θ, are shown in Fig. 4.14. The area under the
603 characteristic π* resonance that appears at 285 eV depends linearly on cos2θ, as
604 shown in the inset.

605 6 Key Research Findings

606 In the following, representative, recently published applications of the XAFS spec-
607 troscopy in various types of nanomaterials will be discussed.

608 6.1 Metallic and Intermetallic Nanomaterials

609 Metal or intermetallic nanoclusters, supported, embedded, or self-standing, comprise
610 an important class of materials since they have the potential for several applications
611 including catalysis and magnetic recording media as well as due to their superior
612 tribological and optical properties.

613 6.1.1 Metal Nanocatalysts
614 Since the late 1970s, it was established that the catalytic activity increases signifi-
615 cantly with increasing the surface area of the catalyst, thus driving their preparation
616 in the form of tiny particles. A review on XAFS characterization of metallic and
617 nonmetallic catalysts till late 1980s can be found in ▶Chap. 8 of Ref. [11]. A more
618 recent review can be found in Ref. [63]. The catalytic activity of nanocatalysts (e.g.,
619 Pt, Rh, Ni) can be improved further when they are deposited on supports (e.g.,
620 alumina, silica, TiO2) with high surface area. In this case, the metal–oxide interface
621 plays an important role in charge transfer. In homogeneous catalysis, where cata-
622 lysts, reactants, and products are dissolved in the same phase, the catalyst is a
623 coordination complex or an organometallic compound. Homogeneous catalysts
624 comprised by a metal-ion core surrounded by ancillary ligands allow tuning of
625 their structure toward optimization of their reactivity and selectivity. Heterogeneous
626 catalysts lack such tunability, but they can be recyclable [64]. XAFS finds applica-
627 tions in the study of metallic nanocatalysts for the determination of the size of the
628 nanocrystals (see Fig. 4.7), which is an important parameter affecting their activity.
629 In addition to that, XAFS provides information on the oxidation state of the
630 nanocatalyst which is related to chemical effects and charge transfer. The latter can
631 be assessed from the position of the absorption edge and the position and intensity of
632 the white line as well as from the EXAFS spectrum that allows for the detection of
633 different kinds of neighboring atoms. Finally, time-resolved XAFS (Quick-XAFS) is
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634 applied for the in situ real-time study of the formation of catalyst nanoparticles,
635 during their synthesis or reduction processes or even during the catalytic reaction.
636 Polymer electrolyte membrane (PEM) fuel cells offer solutions in energy pro-
637 duction with applications from electric vehicles to power plants. However, aging of
638 the catalyst is an important issue. Witkowska et al. studied the effect of aging of Pt
639 nanocatalysts supported on Vulcan (E-TEK) with XAFS measurements at the Pt–L3-
640 edge [65]. Aging for working times 0 to 150 h resulted in the variation of the size
641 distribution of the Pt nanoparticles with the average size, as determined with XRD
642 and TEM, increasing although remaining smaller than 3 nm. The Pt–L3-EXAFS
643 spectra were fitted using the model of metallic Pt and the GNXAS ab initio code
644 where the absorption cross section was expanded in terms of multiple scattering
645 contributions up to the fifth neighbor [66]. Fourier transform of EXAFS and XANES
646 spectra of the catalysts, as a function of the working time, is shown in Fig. 4.15. The
647 peak intensity of the Fourier transform, and consequently the coordination numbers,
648 increased, signifying an increase of the particle size. Furthermore, phase changes, for
649 example, formation of PtO, did not take place due to the aging-induced degradation
650 of the catalyst. The intensity of the white line (attributed to 2p ! d transitions) in the
651 Pt–L3-XANES spectra (Fig. 4.15) decreased with aging. Although changes in the
652 white-line intensity could be attributed to the variation of the particle size that affects
653 the surface-to-volume atom ratio, the observed increase was much higher and was
654 attributed to the occupancy of the 5d electronic states of the Pt atoms with aging.
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Fig. 4.15 Effect of aging on the Fourier transform of the EXAFS spectra (left) and XANES spectra
(right) of Pt-nanoparticle supported catalysts recorded at the Pt–L3-edge (Reprinted from Journal of
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655 The usual method for the preparation of supported catalysts is impregnation. A
656 solution of a metal precursor is added to the catalyst support followed by a drying or
657 calcination process that promotes the formation of the metal particles on the
658 supporting material. A reduction process (heating in a H2 atmosphere) follows
659 afterward. The formation of Pt nanoparticles on SiO2 by impregnation in an aqueous
660 solution of Pt(NH3)4(NO3)2 was investigated using in situ time-resolved (Quick)-
661 XAFS by Shishido et al. [67]. The Pt–L3-edge XAFS measurements were performed
662 in H2 or He flow. The in situ time-resolved Fourier transforms of the XAFS spectra
663 and the corresponding XANES spectra, recorded in He flow with increasing tem-
664 perature, are shown in Fig. 4.16. The XANES spectra revealed variations in the
665 white line. More specifically, the intensity increased slightly when the temperature
666 was increased from 460 to 500 K and then at 700 K decreased to the value that
667 corresponds to metallic Pt. This variation in the intensity of the white line, which is
668 consistent with the change in the oxidation state of Pt from +2 in the Pt(NH3)4(NO3)2
669 precursor to 0 in the metallic Pt, is also verified by the shift in the absorption edge
670 and the EXAFS spectra. At temperatures above 542 K, the Pt–Pt contribution of
671 metallic Pt is detected in the Fourier transform (2.5–3 Å). On the other hand, the
672 peak due to Pt–N and/or Pt–O bonding in Pt(NH3)4(NO3)2 (~1.8 Å) loses intensity
673 indicating the formation of metallic Pt at the expense of the precursor as a function of
674 temperature. The gradual formation of Pt nanoparticles and the invariability of their
675 size were verified by the linear combination fit of the XANES spectra using the
676 spectra of Pt and the precursor.

Fig. 4.16 (Left) Fourier transform of the time-resolved EXAFS spectra and (right) corresponding
XANES spectra of the SiO2-supported Pt-nanoparticle catalysts recorded at the Pt–L3-edge
(Reproduced with permission of IOP Publishing from T. Shishido, H. Nasu, L. Deng,
K. Teramrua, and T. Tanaka, Study of formation process of metal nanoparticles on metal oxides
by in-situ XAFS technique. Journal of Physics: Conference Series, 2013. 430: 012060.1–012060.4)
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677 In situ time-resolved XAFS was applied in order to study the formation of Rh
678 nanoparticles from the reaction of RhCl3�H2O and polyvinylpyrrolidone (PVP) in
679 ethylene glycol solution at elevated temperatures [68]. Direct comparison of the
680 Rh–K-edge XANES spectra of the reaction mixture with the spectra of RhCl3�H2O
681 and Rh metal revealed the progressive formation of metallic Rh at the expense of
682 RhCl3�H2O within 1 h at the temperature of 408 K. Simulation of the XANES
683 spectra of the mixture as a linear combination of the spectra of RhCl3�H2O and Rh
684 foil was applied for the quantification of the Rh3+ consumption rate. The analysis of
685 the EXAFS spectra disclosed similar results. The Rh–Rh distance was found slightly
686 shorter compared to the corresponding distance in bulk Rh. In addition to that, the
687 average approximate particle size was determined from the coordination numbers.
688 Comparison of the time evolution of the intensity of specific peaks in the Fourier
689 transform provided information on the kinetics of Rh nanoparticle formation. Similar
690 time-resolved XAFS studies on the formation kinetics of Cu, Rh, and Pd
691 nanoparticles have been also reported [69, 70].
692 Except from time-resolved studies applied for the investigation of the synthesis or
693 aging processes, XAFS is also applied for the study of the structure of nanocatalysts.
694 γ-Alumina-supported Pt nanoclusters with average particle size 0.8 nm were studied
695 by means of Pt–L3-edge XAFS [71]. When the particles are so small, the cluster
696 contains less than 300 atoms resulting in a drastic increase of the ratio of corners and
697 edges relative to terrace atoms and thus affecting strongly the catalytic properties.
698 The studied catalysts were prepared by impregnation of the Pt2+ precursor on
699 γ-Al2O3 and reduction by heating for 10 min at 200 �C under H2 flow. Direct
700 comparison of the catalyst XANES spectra with the spectra from reference Pt foil
701 and PtO2 samples revealed the metallic state of Pt. This result was also verified by
702 the EXAFS spectra where a shell with coordination number 6.1 at a distance of
703 2.67 Å was identified. This distance is smaller compared to the corresponding
704 distance in the bulk material (2.76 Å) due to the unsaturated environment of the
705 metal atoms. This effect became less significant as the size of the cluster increased. In
706 addition to the metallic state of Pt, a weak contribution of Pt–O was also detected.
707 γ-Al2O3-supported Ag nanoparticles are effective catalysts for oxidant-free cat-
708 alytic dehydrogenation of alcohols to carbonyl compounds. The efficiency of the H2

709 reduction process was studied through Ag–K-XAFS [72]. The XANES spectra
710 revealed that Ag was successfully reduced to metallic Ag, for Ag loadings
711 1–10 %, after heat treatment with H2. The formation of small metallic Ag
712 nanoparticles was also verified by EXAFS. More specifically the number of Ag
713 neighbors increased at the expense of O neighbors, while the smaller Ag–Ag
714 distances, compared to the corresponding values in the bulk counterpart, identified
715 the formation of nanoparticles. The determined Ag–Ag coordination numbers were
716 used for the estimation of the nanoparticle size as a function of the Ag loading of the
717 heterogeneous catalyst. Zeolites comprise a family of porous aluminosilicate min-
718 erals that can be used as catalysts. The catalytic activity of a Ag-loaded zeolite
719 (ZSM-5) for the oxidation of CH4 was studied by Kuroda et al. [73]. The changes in
720 the Ag bonding environment with the evacuation temperature of the Ag-loaded
721 zeolite were investigated using Ag–K-XAFS. It was found that above a certain
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722 temperature, Ag metal clusters were formed. The coexistence of Ag+ ions and small
723 Ag metal clusters leads to prominent catalytic behavior in the partial oxidation of
724 CH4, for the Ag-loaded zeolite evacuated at temperatures higher than of 573 K.
725 Miller et al. [74] studied Au nanoparticles on different oxide supports (alumina,
726 ceria, zirconia, and others) by means of Au–L3-edge XAFS measurements. Au
727 exhibits catalytic activity for hydrogen–deuterium exchange, olefin hydrogenation,
728 NOx reduction with H2, paraffin skeletal isomerization, and partial oxidation. Au
729 nanoparticles are highly active for CO oxidation, with the activity increasing as the
730 size of the Au particles decreases, especially when the particle size is less than 50 Å.
731 The EXAFS characterization revealed that irrespective of the support oxide, both the
732 coordination number in the first nearest neighboring shell and the interatomic
733 distance decreased, due to the decrease in the nanoparticle size. The reactivity of
734 Au nanoparticles with O2 was also studied by the use of XAFS. Upon reaction with
735 atmospheric air, the intensity of the white line in the XANES spectra increased
736 revealing that about 10 % of the Au atoms were oxidized. Oxidation was further
737 promoted at increased temperature. The degree of oxidation was also assessed from
738 the Au–O peak that appeared in the Fourier transform of the EXAFS spectra at
739 approximately 0.9 Å below the Au–Au peak.
740 Kroner et al. [75] considered doping of Rh nanoparticles with ceria and/or
741 zirconia, which is expected to increase the catalytic performance and improve the
742 catalyst lifetime. The Rh nanoparticles were supported on γ-alumina, and the
743 structure of the catalyst was studied with Rh–K-edge XAFS. Regarding potential
744 applications, Rh is the main component in the three-way automotive exhaust catalyst
745 due to its superior selectivity for NOx removal. In order to determine the oxidation
746 state of the catalyst, its XANES spectra were compared with the spectra of Rh foil
747 and Rh2O3. Both the position of the absorption edge and the intensity of the
748 spectrum at a specific energy were taken into account. It was found that the
749 Rh/Al2O3 catalyst (prepared by impregnation with RhCl3�H2O, drying in air and
750 reduction) contained mostly oxidized Rh particles. Furthermore, the method used for
751 the ceriation of the Rh catalyst, i.e., Rh catalyst deposition on CeO2/γ-Al2O3 or
752 decomposition of metal–organic Ce(acac)3 on Rh/γ-Al2O3, affected the degree of Rh
753 oxidation, with the latter providing less oxidized Rh. Similar trends were observed in
754 the zirconia-promoted Rh catalysts that were even less oxidized. Quantification of
755 the amount of Rh that was oxidized was achieved by fitting the Rh–K-edge EXAFS
756 spectra where the Rh–Rh and Rh–O distances yielded well-separated peaks in the
757 Fourier transform (at 2.68 and 2.02 Å, respectively). The results supported that ceria
758 and zirconia can protect the Rh particles from extensive oxidation. The size of the Rh
759 particles, as it was deduced from the coordination numbers obtained from the
760 EXAFS analysis, was discussed as a function of the synthesis method.
761 A method alternative to impregnation for the preparation of supported
762 nanocatalysts is based on colloidal deposition. For the deposition of Pt on TiO2,
763 the following procedure was followed: a Pt precursor was reduced to Pt
764 nanoparticles in the presence of protecting polymers, then the nanoparticles were
765 deposited on TiO2, and finally the polymers were decomposed and the Pt
766 nanoparticles were reduced. Einaga et al. [76] prepared Pt/TiO2 nanoparticles
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767 using DNA as a protecting polymer which stabilized the Pt colloid. The deposition of
768 the colloid on TiO2 was followed by annealing in O2 atmosphere. Pt–L3-edge XAFS
769 spectra were recorded for the study of both the Pt colloidal and the Pt/TiO2 particles.
770 As expected, the intensity of the peak in the Fourier transforms of the Pt colloids and
771 the Pt/TiO2 nanoparticles were characterized by very low intensity. Furthermore,
772 only Pt–O (and not Pt–Pt) contributions were detected verifying the formation of
773 small-sized Pt oxide colloid particles. Further oxidation occurred after the deposition
774 process. The EXAFS results were verified by the XANES spectra, where the
775 intensity of the white line was the characteristic of the formation of Pt oxide in the
776 colloid.
777 Dendrimer-encapsulated Au nanoparticles, with size ranging from 1 to 2 nm,
778 were investigated using EXAFS in order to evaluate an analysis model that would
779 take into account the asymmetry in the bond-length distribution. Encapsulation
780 within a dendrimer template results in negligible interactions with the support. On
781 the other hand, controlled disorder of the Au nanoparticle was achieved by different
782 concentrations of thiols which are small molecules that penetrate easily the
783 dendrimer and are strongly adsorbed on the particle surface [77]. The Au–L3-edge
784 EXAFS spectra of the nanoparticles were simulated taking into account the average
785 signal of each Au atom, which was calculated using the atom sites determined by
786 molecular dynamics. The accuracy of molecular dynamic simulations of such
787 disordered systems was tested by its ability to reproduce accurately the experimental
788 (EXAFS) spectra. The theoretically calculated pair distribution function for the
789 Au–Au atom pair was compared with the experimentally determined Gaussian
790 function used for the fitting of the Au nearest neighboring shell in the EXAFS
791 spectra. As the coverage of the Au particle increased, the disorder increased and the
792 pair distribution function deviated more from the symmetric distribution described
793 by EXAFS. A similar approach was presented by Roscioni et al., where the EXAFS
794 spectra of 2–6 nm nanoparticles were simulated using structural snapshots of the
795 cluster obtained with molecular dynamic calculations. Averaging took place for
796 different structural configurations and for all the photoabsorbing atoms in the cluster
797 [78]. A similar approach was applied for modeling the EXAFS spectra of supported
798 Pt nanoparticles [79]. A review on the methods used to model the EXAFS spectra of
799 nanoparticles with various shapes, where issues like homogeneity, the width of the
800 size and compositional distribution functions, were taken into account, can be found
801 in Ref. [48]. In the same paper, multiple scattering contributions are also discussed.
802 Mixed noble metal nanoparticles have a higher conversion rate and thus are
803 expected to exhibit superior catalytic properties compared to the single component
804 counterparts resulting in lower required loadings. Therefore, optimal performance in
805 direct methanol fuel cells has been achieved using a bimetallic catalyst. Christensen
806 et al. [80] applied Ru–K-edge XAFS spectroscopy for the study of bimetallic Ru–Pt
807 nanoparticles with average size of 1.2 � 0.3 nm deposited on spherical alumina
808 nanoparticles. The Ru–Ru distance was found smaller by 0.08 Å compared to the
809 corresponding distance in the Ru foil. A Ru–Pt shell was also used to fit the EXAFS
810 spectra. The results indicated that the nanoparticles were bimetallic and excluded
811 formation of separate Pt and Ru particles. The formation of bimetallic particles was
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812 also supported by the redshift in the absorption edge of the Ru–K-edge XANES
813 spectra of the studied particles compared to a pure Ru catalyst deposited on SiO2.
814 Except from the application of noble metals in catalysis, other metals are attrac-
815 tive for catalytic reactions as well. For example, Ni can be used in the CO2 reforming
816 of CH4, a reaction that finds applications in fuel cell technology as well as in the
817 conversion of the greenhouse gases to a mixture containing H and CO. It also shows
818 catalytic activity in reactions like hydrogenation of aromatic compounds and steam
819 reforming reactions. Compared to noble metals, Ni has the advantage of higher
820 abundance in nature. Higher catalytic activity is expected when the particle size is
821 reduced to the nanoscale because the concentration of atoms with deficient coordi-
822 nation increases with decreasing volume-to-surface ratio. Wang et al. [81] studied,
823 by means of Ni- and Co–K-edge XAFS spectroscopy, Ni, Co, and NixCoy
824 nanoparticles prepared by coprecipitation or impregnation on MgAlOx supports.
825 The spectra were recorded both from the reduced catalysts (heated at 750 �C in H2/
826 He flow for 4 h) and in situ during the reduction process. Representative XANES
827 spectra of reduced catalysts recorded at the Ni–K- and Co–K-edge are shown in
828 Fig. 4.17. Direct comparison of the spectra from the nanoparticles with those of the
829 reference oxides and metal foils revealed that the catalysts were not fully reduced. To
830 quantify the degree of oxidation, the XANES spectra were fitted as linear combina-
831 tions of the spectra of the reference samples using proper weighting factors. The
832 results were discussed as a function of the catalyst preparation process (impregnation
833 and coprecipitation). Furthermore, the extent of reduction of the Ni and Co particles
834 was also determined as a function of the duration of the reduction process by in situ
835 XAFS measurements. The EXAFS spectra were also analyzed taking into account
836 the degree of reduction as estimated by the XANES analysis. The size of the Ni and
837 Co particles was inferred using the coordination numbers determined by EXAFS, as
838 in the case of Pt catalysts [82]. The authors also discussed the effect of the interaction

Fig. 4.17 (Left) Ni–K-edge and (right) Co–K-edge XANES spectra of a Ni–Co coprecipitated
catalyst reduced at 750 �C for 4 h (black, 1), X metal foil (red, 2) and XO (blue, 3) where X═Ni
(left) and Co (right) (Reprinted from Catalysis Today, Vol. 207, H. Wang, J. T. Miller, M. Shakouri,
C. Xi, T. Wu, H. Zhao and M. Cem Akatay, XANES and EXAFS studies on metal nanoparticle
growth and bimetallic interaction of Ni-based catalysts for CO2 reforming of CH4, Pages 3–12.
Copyright (2013), with permission from Elsevier)
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839 between Ni and Co as well as with the support structures on the catalyst reduction
840 rate and stability in addition to the particle size distribution and dispersion
841 uniformity.
842 Kitagawa et al. [83] applied Ni–K-edge XAFS for the study of a Ni nanocluster
843 catalyst on alumina. Small particle size and good homogeneity were achieved using
844 colloidal methods with Ni loading approximately equal to 3 %. Direct comparison of
845 the XANES spectra of the catalysts with that of NiO and Ni metal foil revealed that
846 in all the samples the dominant species was Ni0. Linear combination fit determined
847 that more than 80 % of Ni was reduced to Ni0 excluding thus the formation of
848 NiAl2O4 which is a common phase formed during the preparation of the catalyst by
849 impregnation methods. Regarding the EXAFS analysis, fitting was performed for the
850 first nearest neighboring shell using the model of Ni metal. The coordination
851 numbers were found to range from 6.7 to 10.3 (12 is the coordination number in
852 the Ni foil) depending on the synthesis conditions.

853 6.1.2 Magnetic Metal Nanomaterials
854 XAFS spectroscopy is extensively applied for the study of magnetic materials, both
855 for the investigation of their nanostructure and for the determination of spin and
856 orbital magnetic moments using X-ray magnetic circular dichroism (XMCD). For
857 the acquisition of the XMCD signal, left- and right-handed circularly polarized SR
858 light is utilized and the corresponding spectra, recorded in the presence of a magnetic
859 field, are subtracted. The theoretical background of the XMCD and the so-called sum
860 rules that can be used to extract information on the magnetic moments from the
861 spectra can be found in Refs. [84–86]. It should be reminded that the atom-selectivity
862 of XAFS spectroscopy allows the quantification of the contribution of each specific
863 element in the average magnetic behavior.
864 Metallic nanoparticles exhibit a variety of magnetic phenomena, for example,
865 super-paramagnetism, magnetoresistance, and magnetic anisotropy. Their properties
866 depend strongly on several parameters such as their size, structure, and morphology,
867 as well as on their chemical composition and interactions with substrates, matrices,
868 and/or capping layers. Colloidal systems consisting of Co nanoparticles, with size of
869 approximately 3 nm, embedded in surfactant matrices were studied by means of
870 Co–K-edge XANES. The Co nanoparticles were prepared by Co2+ reduction of
871 cobalt bis(2-ethylhexyl) sulfosuccinate Co(AOT)2 and cobalt bis(2-ethylhexyl)
872 phosphate Co(DEHP)2 reverse micelle solutions [87]. In addition to XAFS, the
873 authors used complementary characterization techniques including electron micros-
874 copy, to correlate the magnetic with the structural properties of the nanoparticles.
875 The electron microscopy results indicated that the Co nanoparticles were oxidized.
876 Therefore, the authors fitted the Co–K-edge XANES spectra as a linear combination
877 of the spectra of hcp-Co (foil), CoO, Co3O4, Co

2+ in the unreacted micellar solution,
878 and fcc-Co. The fcc-Co, Co2+, and Co3+ contributions were necessary and their
879 relative content in the nanoparticles was discussed as a function of the synthesis
880 conditions and the type of the used micelle.
881 Binary nanoalloys attracted a lot of interest because they allow tuning of the
882 magnetic moments and magnetic anisotropy energy. CoPt clusters in the form of
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883 truncated octahedrons, with a diameter of approximately 3 nm, crystallized in the fcc
884 structure, were studied through Co–K and Pt–L3-edge XAFS. Chemical ordering in
885 the tetragonal L10 phase was achieved after proper annealing [88]. Prior to
886 annealing, the intensity of the Fourier transform peak that corresponded to the first
887 neighbor of Co decreased along with the diameter of the nanoparticles. Furthermore,
888 contraction of the lattice was observed. After annealing, the Co–K- and Pt–L3-edge
889 spectra were fitted using the model of the L10 ordered phase using only Co–Pt atom
890 pairs in the first nearest neighboring shell. Again the intensity of the first peak in the
891 Fourier transform decreased with the diameter of the nanoparticles in accordance
892 with finite size effects. Furthermore, the Co–Co distance was found smaller than the
893 Co–Pt which in turn was shorter than the Pt–Pt due to local atomic relaxations. As a
894 result, strong distortion in the pure Co planes occurs resulting in a “mismatch” with
895 the underlying Pt atomic plane in chemically ordered L10-like clusters. This distor-
896 tion could explain the low magnetic anisotropy energy measured on chemically
897 ordered CoPt nanomagnet assemblies. The EXAFS analysis was discussed in com-
898 bination with the Vienna ab initio simulation package (VASP).
899 The formation of CoPt alloys after thermal treatment of Co nanoparticles on Pt
900 (111) and Pt(100) films was investigated using XAFS spectroscopy. The use of
901 textured substrates provides a method for ordered deposition of the Co nanoparticles
902 which is important for a number of applications, for example, for chemical and
903 biological sensors, data storage, and synthesis of nanowires and nanotubes [89]. The
904 Co–L2,3-edge XMCD signal of the Co nanoparticles, in the as-prepared state as well
905 as after in situ annealing in a H2 atmosphere, was measured at the temperature of
906 approximately 12 K. The element-specific hysteresis loops were also presented, and
907 the differences in the coercive field for the orbital to spin moment ratios were
908 discussed as a function of the properties of the substrate, either MgO(100) or
909 SrTiO3(100), where the textured Pt films were grown.
910 Fe-containing nanosized metallic systems are promising materials for magnetic
911 recording, development of mini magnets, and biological applications. In binary
912 metallic alloys, with low concentration of the magnetic element, scattering of
913 conduction electrons due to magnetic impurities results in a characteristic tempera-
914 ture dependence of the electrical resistivity (Kondo effect). At higher concentrations
915 of the magnetic element, coupling of the nuclear magnetic moments or the localized
916 inner shell (d or f) electron spins through the conduction electrons occurs. At even
917 higher concentrations, ferromagnetic-like coupling takes place resulting in superfer-
918 romagnetic behavior. Nanogranular thin films of Fe7Au93, Fe7Ag93, and Fe9Cu91
919 sputtered on Si, with granule size smaller than 10 nm, were studied by means of
920 XMCD at the Au–L2,3-edge (at 5 K and room temperature) and with Fe–K-edge
921 XANES (at 77 K) [90]. Simulation of the Fe–K-edge spectra revealed that Fe
922 partially formed nanoparticles (with bcc structure) and partially was diluted in the
923 fccmatrix of the other metals. The XMCD signal at the Au–L2,3-edges demonstrated
924 a net magnetic moment of the Au atoms, indicating that the Au atoms get polarized
925 by the Fe nanoparticles. The magnetic moment of Au was increased further by
926 approximately 15 % after annealing at 200 �C. Furthermore, measurements at low
927 temperatures produced an XMCD signal larger by one order of magnitude.
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928 Schmitz-Antoniak [91] studied FexPt1�x nanoparticles by means of XAFS and
929 XMCD at the Fe–K- and Pt–L-edge. The results were compared with the bulk
930 counterparts. FexPt1�x alloys crystallize in the fcc(bcc) structure for x < 0.8
931 (>0.8). The “chemical disorder” that is related to the formation of a random alloy
932 can be estimated by taking into account the percentage of the Fe or Pt neighboring
933 atoms as a function of x. Analysis of the EXAFS spectra revealed that the environ-
934 ment of Fe (Pt) was Fe- (Pt-) rich indicating that the FePt alloys were not random.
935 However, EXAFS could not distinguish between random segregation and formation
936 of a core/shell structure. Chemically ordered nanoparticles can be grown after
937 annealing. The XMCD signal was measured at 15 K with the magnetic field pointing
938 normal and almost parallel to the sample surface. Annealing resulted in an increase
939 of the orbital magnetic moments, whereas the spin magnetic moment remained
940 almost unaffected. At the Pt sites the magnetic moments were small and did not
941 change upon annealing. XMCD was also applied for the study of NixFe1�x

942 nanowires. At certain compositions the magnetism of NixFe1�x is not equal to the
943 sum of the local moments of Ni and Fe but rather depends on the interactions
944 between the two. These interactions rely strongly on the structure of the alloy
945 because Ni and Fe adopt the fcc and bcc symmetries, respectively [92]. The
946 XMCD spectra were recorded with the photon wave parallel to the wire’s long
947 axis. As the Ni concentration, x, increased, the structure changed from bcc (x = 0.3)
948 to bcc and fcc (x = 0.5) and fcc (x = 1.0). Although the Fe–L2,3- and Ni–L2,3-edge
949 XANES spectra did not depend strongly on the Ni concentration, strong variations were
950 observed in the XMCD spectra. As shown in Fig. 4.18, when the Ni concentration
951 increased, the Ni-edge XMCD signal decreased, whereas that of Fe increased.
952 Furthermore, less Fe oxidation was observed as the Ni concentration increased.
953 Annealing resulted in enhancement (suppression) of the Fe (Ni) XAS white-line inten-
954 sities that reflected the available 3d states. The results indicated charge transfer from
955 Ni to Fe.
956 Decreasing of the metal nanoparticle size results in variation of their magnetic
957 properties. Thus, although bulk Rh, that is, a 4d metal, is paramagnetic, Rh nano-
958 particles tend to be ferromagnetic. Furthermore, the magnetic moment is strongly
959 affected by the number of the atoms that comprise the nanoparticle. Barthem
960 et al. [93] studied Rh nanoparticles comprised of about 150 atoms by Rd–L2-edge
961 XMCD. They applied strong magnetic fields (2–17 T) in order to investigate their
962 magnetic properties close to the onset of stable magnetism. The fact that the spin
963 moment was found about 20 times higher than in the bulk counterpart and the
964 non-expected temperature dependence of the XMCD signal were attributed to the
965 correlation between electrons. Au exhibits also changes in the magnetic behavior
966 when synthesized in the form of nanoparticles. Thus, although Au is a diamagnetic
967 metal, when prepared in the form of nanoparticles with diameter of few nm, it
968 becomes strongly paramagnetic, as it was verified by Au–L2,3-edge XMCD [94].
969 Magnetic proximity effects are phenomena that take place in heterostructures
970 where the magnetic properties of the one layer control the properties of the other.
971 Suturin et al. [95] studied ferromagnetic Co nanostructured films grown on antifer-
972 romagnetic MnF2 with (111) surface orientation that has uncompensated spin
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973 structure with magnetic moments ideally out of plane by 35�. XAS spectra were
974 recorded at the Co–L- and Mn–L-edges. XMCD spectra were also recoded with the
975 magnetic field applied in the two opposite directions. The effectiveness of a 3 nm
976 thick CaF2 protective layer was proved from the XAS spectra of Co where no traces
977 of oxidation were detected. The spectrum of the MnF2 was as expected revealing that
978 the Co/MnF2 system was chemically stable and intermixing between the two layers
979 did not take place. The XMCD signals of Co and Mn were opposite indicating the
980 antiparallel coupling between the Co film and the Mn ion spins at the antiferromag-
981 netic interface. Spectra recorded at normal incidence did not reveal an XMCD signal
982 indicating that the magnetic moments were parallel to the surface, taking into

Fig. 4.18 XMCD signal of NixFe1�x nanowires recorded at the L2,3 edges of (a) Ni and (b) Fe
(Reprinted from Journal of Magnetism and Magnetic Materials, Vol. 332, S.-J. Chang, C.-Y. Yang,
H.-C. Ma, Y.-C. Tseng, Complex magnetic interactions and charge transfer effects in highly ordered
NixFe1�x nano-wires, Pages 21–27. Copyright (2013), with permission from Elsevier)
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983 account that the XMCD signal is proportional to k
! � M!where k

!
is the wavevector of

984 the SR beam andM
!
is the sample magnetization. Element selective hysteresis loops

985 were obtained from the XMCD signals of Mn and Co at 14 and 300 K. The Mn loops
986 were antisymmetric to those of Co, but they had the same shape and width indicating
987 that the majority of the Mn ions were controlled by the Co magnetization. Finally,
988 the effect of the measurement temperature on the hysteresis loops was also
989 discussed.
990 Gridneva et al. [96] studied Au/Co/Au dots organized on a Si0.5Ge0.5 thin film
991 capped with Si. These substrates have a characteristic faceted surface suitable for the
992 evaporation of ordered structures. Taking into account that only the magnetization
993 projected to the beam direction is probed, the sample was properly rotated in order to
994 measure the magnetization normal and parallel to the surface. The external magnetic
995 field was applied either parallel or perpendicular to the surface in two opposite
996 directions. The remanence could be measured after the application of pulses of the
997 magnetic field before the acquisition of the XAS spectrum. The authors discussed the
998 values of the spin moments for out-of-plane and in-plane magnetization at 100 and
999 300 K for Au-capped Co and Au/Co films with various thicknesses of the Au and Co
1000 layers. Stable remanence of the Co/Au and Au/Co/Au magnetic nanodots grown on
1001 the nanostructured substrate was verified. The in-plane magnetic order was stable
1002 even at room temperature contrary to the out-of-plane magnetization that was stable
1003 only at low temperatures. The behavior of these nanodots is contrary to that of thin
1004 multilayers, most probably due to the interaction between the dots. EXAFS mea-
1005 surements at the Co–K-edge were also presented to account for relaxation
1006 phenomena.

1007 6.1.3 Metal Nanoparticles for Optical Applications
1008 Metal nanoparticles embedded in transparent matrices, e.g., silica glass, have attrac-
1009 tive linear and nonlinear optical properties based mainly on surface plasmon reso-
1010 nance. The formation of Ag nanoparticles in aqueous ethanol solution of PVP by
1011 photoreduction of AgClO4 using benzoin as photoactivator was studied means of in
1012 situ time-resolved Ag–K-edge EXAFS [97]. Prior to photoreduction, only the
1013 contribution of Ag–O could be detected in the spectra of the ionic solution of
1014 AgClO4. The formation of Ag–Ag bonds could be detected after photoreduction,
1015 with their contribution increasing with the exposure time. In the absence of benzoin,
1016 reduction of Ag from the AgClO4 precursor was not complete. To investigate the
1017 kinetics of the Ag nanoparticle formation, time-resolved (dispersive) EXAFS spectra
1018 were recorded. It was found that after an induction period, the Ag–O bonds started to
1019 exponentially dissociate (i.e., Ag+ was reduced to Ag0) and Ag–Ag bonds (i.e., Ag
1020 nanoparticles) were formed. Values of the absorption coefficient at selected energies
1021 were used to quantify the rate of Ag–Ag formation, and coordination numbers
1022 obtained from the EXAFS analysis were used as a measure of the particle size.
1023 The latter was found to increase with time. The time scale for the observation of
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1024 these changes was strongly affected by the presence of benzoin. The formation of Au
1025 nanoparticles by irradiation of the ionic liquid [BMIM] [AuCl4] with synchrotron
1026 radiation was studied by means of in situ XAFS at the Au–L3-edge [98]. The
1027 XANES spectrum of the liquid prior to irradiation was measured by Quick-XAFS
1028 and had a characteristic white line. As the irradiation time increased, the intensity of
1029 the white line decreased, and after about 10 h of irradiation, the XANES spectrum
1030 became similar to the spectrum of Au foil signifying the formation of Au
1031 nanoparticles. In the corresponding EXAFS spectra, two peaks were detected
1032 corresponding to Cl and Au neighboring atoms with the number of Au neighbors
1033 increasing with irradiation time at the expense of Cl atoms.
1034 Intermixing of Au and Ag for the formation of bimetallic Au–Ag nanoparticles
1035 was verified by EXAFS measurements at the Au–L3-edge since the backscattering
1036 amplitude of the Au is considerably different from this of Ag. Haug et al. [99]
1037 studied Ag–Au nanoparticles fabricated by ion implantation in glass by means of
1038 Ag–K- and Au–L3-edge XAFS measurements. They found that above a certain
1039 implantation dose, bimetallic Au–Ag nanoparticles were formed. Chen et al. [100]
1040 applied XAFS to compare Ag–Au alloys and Ag–Au core/shell structures
1041 (AgcoreAushell) with the same Ag–Au atomic ratio. In the core/shell structure, more
1042 Au atoms were found to be bonded with Au.
1043 The peculiar optical properties of metal nanoparticles lead to their use for
1044 decoration purposes in cultural heritage artifacts. Ag and Cu nanoparticles dispersed
1045 in a glassy matrix were used for coloring Medieval and Renaissance pottery.
1046 Padovani et al. [101] applied XAFS for the study of the metallic nanoparticles in
1047 lustered glazes of shards belonging to tenth- and thirteenth-century pottery. The
1048 luster used for the decoration – which is actually a composite material consisting of
1049 glass and metal nanoparticles – had characteristic brilliant, metallic reflections, with
1050 mainly red and gold color. The extent of oxidation of the Ag and Cu nanoparticles
1051 was studied with EXAFS and XANES. In the latter case, linear combination fit with
1052 spectra of reference compounds (Cu2O, CuO, Cu, Ag, Ag2O) was performed for the
1053 determination of the percentage of the metallic phase in the nanoparticles. This
1054 information was important for the EXAFS analysis, because smaller coordination
1055 numbers, compared to the bulk values in the fcc structure, may be attributed to small
1056 size of the metal aggregates and/or their partial oxidation. In red luster partially
1057 oxidized Ag and Cu nanoparticles were detected. In gold luster Ag was partially
1058 oxidized, whereas Cu was present only in the oxidized form (with oxidation state +1
1059 and +2) participating in different phases with S, Cl, and/or O. Similar studies on
1060 luster decoration of the thirteenth-century pottery were applied for the determination
1061 of the percentage of oxidized Cu aggregates which were related to color variations
1062 [102]. In order to detect changes in the microscale, micro-EXAFS spectra were
1063 recorded from sample spots with different colors as well as from other spots in the
1064 same decoration. The Cu–K-edge micro-EXAFS spectra were modeled as a
1065 weighted average of the spectra of Cu2O and metallic Cu. Red and green color
1066 was related to a higher content of Cu and Ag nanoparticles, respectively. However, in
1067 the green areas, higher content of Cu+ compared to metallic Cu was also identified.
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1068 6.2 Semiconductor Nanostructures

1069 Semiconducting nanostructures, for example, quantum dots (QD), nanoparticles
1070 (NP), quantum wells (QW), nanowires, nanorods, and nanoribbons, attracted a lot
1071 of interest for microelectronic, spintronic, and photonic applications. QDs are
1072 nanoparticles with dimensions of a few nanometers which are smaller than the
1073 exciton Bohr radius. This results in strong quantum confinement of the electronic
1074 states which affects the value and type (direct/indirect) of the energy gap. XAFS is
1075 extensively applied for the study of strain, size, and alloying effects in the nano-
1076 structure and the electronic structure of the nanoparticles, the extent of intermixing
1077 the QDs with the substrate or capping layers, their interaction with agents used in
1078 their synthesis, for monitoring the synthesis processes by time-resolved measure-
1079 ments, and for the study of the magnetic properties in transition element diluted
1080 semiconductors. Examples on the application of XAFS for the study of semicon-
1081 ductor nanomaterials can be found in Ref. [9].
1082 A large number of applications of nanosemiconductors rely on their optical
1083 emission properties which in turn depend on their electronic structure. As discussed
1084 in Sect. 3, the XANES spectrum is analogous to the partial density of empty states.
1085 Thus, in the case of semiconductors, XANES is a tool for the investigation of the
1086 density of states in the conduction band with orbital character determined by the
1087 selection rules [Eq. (4.8)]. A modification of XANES spectroscopy that is often
1088 employed in semiconductors is X-ray excited optical luminescence (XEOL) spec-
1089 troscopy, which is the X-ray analogue of photoluminescence. It studies the energy
1090 spectrum of the visible light emitted by the recombination of thermal electrons and
1091 holes (promoted to bottom of the conduction and top of the valence band, respec-
1092 tively) following the excitation with X-rays [9]. The luminescence yield in a specific
1093 energy range can be used for the acquisition of the XAFS spectra and for the
1094 discrimination of the various phases or sites in the sample that contribute to light
1095 emission.
1096 To elucidate the origin of photoluminescence of Ge nanocrystals, Karatutlu
1097 et al. [103] used EXAFS, optically detected X-ray absorption spectroscopy
1098 (ODXAS), and XEOL spectroscopies. Depending on the synthesis routes of the
1099 nanoparticles, similarities or strong differences were found between the EXAFS and
1100 ODXAS, with the latter probing only sites in the sample that contribute to light
1101 emission. The differences between EXAFS and ODXAS were attributed to the
1102 presence of the GeO2 phase. Ge and GaN quantum dots formed due to elastic strain
1103 on Si and AlN, respectively, were studied the use of XAFS [104]. The stacking
1104 sequence of the Ge/Si nanostructures with different number of Ge layers and
1105 different thickness of the Si barrier layer was studied at the Ge–K-edge. The total
1106 number of Si and Ge atoms in the first nearest neighboring shell was found equal to
1107 4. The number of Ge atoms in the first shell was modified by the thickness of the Si
1108 barrier due to better nucleation of the Ge nanocrystals. The Ge–Ge distances were
1109 slightly smaller compared to those in bulk Ge. In the GaN/AlN heterostructures, the
1110 coordination number in the second nearest neighboring shell (consisting of Ga–Ga
1111 and Ga–Al bonds) was found to be affected by the thickness of the GaN layer and the
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1112 formation of QD structures. EXAFS was also used to detect mixing between the
1113 nanoparticles and the matrix. For example, Cd–Zn intermixing between the CdSe
1114 QDs and ZnSe matrix was identified by Cd–K-edge EXAFS [105].
1115 PdS QDs have potential applications in solar cells. The band gap of PbS is very
1116 sensitive to finite size effects (it takes values in the range 0.4–2.8 eV depending on
1117 the QD size) since the exciton Bohr radius is approximately 20 nm, a value
1118 considerably larger than in other nanoparticles. Demchenko et al. [106] studied
1119 colloidal PbS nanoparticles (~50 nm) and QDs (~5 nm) with S–K-edge XANES.
1120 They found that the absorption edge of the QDs was blueshifted by about 1.67 eV
1121 compared to the bulk counterpart. This observation was attributed to the increase of
1122 the band gap and more specifically to the shift of the conduction band minimum.
1123 Simulations of the XANES spectra of bulk and QD PbS, taking into account the
1124 cluster size in the latter case, were performed in order to explain the variations
1125 observed in the experimental spectra. The conduction band minimum of the semi-
1126 conductor QDs is also affected by the doping. Cd–M3-edge XANES spectra of
1127 Cu-doped CdSe QDs, with a diameter of 5 nm, were used to study the effect of Cu
1128 concentration on the energy of the conduction band minimum [107]. The onset of the
1129 absorption edge can be assigned to the lowest unoccupied states after taking into
1130 account the selection rules that determine the type of the final state [108]. The
1131 differences in the energy gap of the QDs and their bulk counterparts were attributed
1132 to various effects including confinement, electron–hole binding, doping, and hybrid-
1133 ization of the wave functions of Cu and Cd. Hybridization appeared to be important
1134 for the explanation of the experimental data at the Cd–M3-edge. On the contrary the
1135 hybridization term was not important in the Se–L3-edge spectra. A theoretical model
1136 that accounts for the hybridization of the dopant and host atom states, which also
1137 takes into account the size-dependent bond-length variation, was presented in
1138 Ref. [109]. This model explains very well the experimental results on the conduction
1139 band minimum as determined from the Cd–M3-edge XANES spectra of Cu-doped
1140 CdSe QDs.
1141 The use of ternary instead of binary semiconductors offers more flexibility for
1142 band gap engineering, since the gap can be controlled by either altering the size or
1143 the stoichiometry. On the other hand, the photoluminescence quantum yield of QDs
1144 is expected to increase when a thin layer with a higher band gap blankets the core,
1145 resulting in strong confinement. CdSexS1�x QDs with size of 5 nm and 0 < x < 1
1146 were studied through XAFS spectroscopy at the Cd–K- and Se–K-edge [110]. The
1147 EXAFS results indicated phase separation in the form of a core/shell structure that
1148 was held responsible for the enhancement of the photoluminescence quantum
1149 efficiency for increasing values of x. The results were substantiated by the fact that
1150 the Se–K-edge XANES spectra were not affected by the change of the Se content.
1151 Contrary to the formation of core/shell structures, in homogeneous, random alloys,
1152 variations were observed in both the Cd–K- and Se–K-edge spectra with the
1153 variation of x [111].
1154 Another ternary alloy that was studied in the form of nanocrystals is
1155 MgxZn1�xO. Band gap engineering via control of the value of x results in materials
1156 with optoelectronic applications in the UV spectral region. However, in this case the
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1157 end binary compounds, ZnO and MgO, crystallize in different structures, wurtzite
1158 and rocksalt, respectively. The bonding environment of Mg and Zn in MgxZn1�xO
1159 (0 < x < 1) nanocrystals was studied through XANES by Limpijumnong
1160 et al. [112]. The XANES spectra recorded at the Zn–K- and Mg–K-edges were
1161 simulated using the models of MgO, where Zn substitutes for Mg in sixfold
1162 coordinated sites, and of ZnO, where Mg substitutes for Zn in fourfold coordinated
1163 sites. Using this formulation, the authors determined the fraction of the fourfold or
1164 sixfold coordinated Zn and Mg atoms as a function of x.
1165 The emission properties of ZnO–ZnS nanoribbons were studied with XANES at
1166 the Zn–K- and S–L2,3-edges employing the luminescence yield (emission in the
1167 visible spectrum) for the acquisition of the spectra [113]. Comparison of the S–K-
1168 edge XANES spectra recorded in the total electron yield and luminescence yield
1169 revealed similar signals in ZnS powder and nanowires, whereas luminescence yield
1170 was diminished in the spectrum of the ZnS–ZnO nanoribbons. This was an indica-
1171 tion that S (and consequently ZnS) did not contribute in the optical decay channel.
1172 Similar results were obtained for the S–L2,3-edge. The Zn–K-edge spectra of the
1173 nanoribbons, recorded in the luminescence yield, were similar to the spectra of ZnO
1174 nanoneedles and exhibited strong differences with the spectrum of ZnS nanowires,
1175 verifying that ZnS does not contribute to the luminescence of the nanoribbons.
1176 SnO2 is an n-type semiconductor that is widely used in flammable gas sensors.
1177 Rammutla et al. [114] studied doping of SnO2 with Y

3+ and Zr4+ which are expected
1178 to improve its sensing properties. The as-prepared samples had crystallite sizes of
1179 ~3 nm, whereas heating up to 1000 �C resulted in an increase of the size to ~40 nm.
1180 EXAFS analysis at the K-edge of the dopant revealed that Y was incorporated in the
1181 SnO2 lattice when the sample was annealed at temperatures higher than 900 �C. On
1182 the contrary, Zr substituted for Sn at temperatures as low as 200 �C.
1183 Semiconductor nanowires are promising structures for various applications
1184 including memory, sensing, logic, light emission, and waveguiding. Segura-Ruiz
1185 et al. [115] studied InxGa1�xN nanowires by nano-XANES, nano-XRD, and nano-
1186 X-ray fluorescence (XRF) with a spatial resolution of 55 nm. XRF and XRD
1187 revealed the existence of strong phase separation both from the edge to the center
1188 and from the bottom to the top of the nanowire. The Ga–K-edge XANES spectra
1189 recorded with the electric field vector of the SR beam parallel and perpendicular to
1190 the c-axis, exhibited angular dependence characteristic of the wurtzite structure
1191 excluding the formation of metallic phases at both the bottom and the top of an
1192 individual wire. Cross-shaped semiconducting nanowires gained considerable atten-
1193 tion for interconnection applications in nanodevices. Martínez-Criado et al. used
1194 X-ray nano-beam to study junctions created in Ga2O3/SnO2 multiwire structures,
1195 focusing on the intersection [116]. The Ga–K-edge XANES spectra recorded in the
1196 junction and on the Ga2O3 nanowire (i.e., out of the junction) were the same
1197 indicating that intermixing with SnO2 does not take place at the junction. The spectra
1198 were interpreted as having contributions of both tetrahedrally and octahedrally
1199 coordinated Ga with oxygen atoms.
1200 Incorporation of magnetic ions in semiconductor QDs has also attracted a lot of
1201 interest, since the magnetic properties due to orbital exchange can be further tuned
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1202 by the size of the nanoparticle. Such diluted magnetic semiconductor QDs are
1203 attractive for spintronics, quantum computing, and magneto-optical applications.
1204 Ga1�xMnxAs is a ferromagnetic semiconductor with a Curie temperature of 191 K.
1205 Self-assembled Ga0.92Mn0.08As QDs with mean diameter of 16.5 nm, grown epi-
1206 taxially on Si, were investigated using Mn–K-edge XANES spectroscopy [117]. The
1207 spectrum of the QDs resembled the spectrum of the single-crystalline film, revealing
1208 that Mn was divalent, substituted for Ga, and was tetrahedrally coordinated with
1209 As. As in the case of the Ga1�xMnxAs film, ferromagnetic order in the QDs was
1210 probably mediated by the presence of holes since Mn acts as an acceptor substituting
1211 for Ga. Similar results were obtained in the case of Ga1�xMnxAs (x � 0.05)
1212 nanowires [118]. The sample with x = 0.03 exhibited the highest magnetic moment
1213 among the studied samples. The temperature dependence of the Mn–L2,3-edge
1214 XMCD signal was also discussed.
1215 Mn-doped GaN nanowires were studied by means of Mn–K-edge XAFS and
1216 Mn–L2,3-XMCD [119]. It was found the Mn atoms substitute for Ga sites partici-
1217 pating in the formation of the wurtzite network of host GaN. The XMCD spectra
1218 revealed that Mn had local magnetic moment and the electronic configuration of the
1219 doped Mn was mainly 3d5. In another study, Mn-doped GaN nanowires with ~10 at.
1220 % Mn concentration were studied by means of Mn–L2,3-edge XANES combined
1221 with scanning transmission X-ray microscopy (STXM) [120]. The latter allowed the
1222 generation of images using a beam with diameter of 30 nm that raster-scanned the
1223 sample. The XANES spectrum at a given element edge was reconstructed from a
1224 stack of images recorded in an energy range close to the absorption edge of the
1225 element of interest. The spectra obtained at preselected positions on an individual
1226 nanowire were studied. It was found that Mn substitutes for Ga uniformly along the
1227 wire. Linear combination fit of the spectra revealed that 70 % was Mn2+ and 30 %
1228 Mn3+, both in tetrahedral coordination. Mn–L2,3-edge XMCD measurements dem-
1229 onstrated that the magnetic moment was at least one order of magnitude higher
1230 compared to Mn-doped bulk GaN crystals. This finding was attributed to the long-
1231 range order of the Mn dopants. Finally, the authors discussed the variations of the
1232 XMCD signal with the orientation of the nanowire.
1233 The incorporation of Cr3+ ions in the lattice of ZnSe QDs was studied by means of
1234 Cr–L2,3-edge XANES [121]. The energy and spectral shape of the L2,3 edge revealed
1235 that Cr was trivalent. To achieve satisfactory simulation of the XANES spectra, a
1236 tetragonal distortion was assumed for the octahedron around Cr, where the Cr–Se
1237 bond was compressed along the z-axis. Such a distortion was explained by the
1238 removal of Zn atoms for charge balance reasons.
1239 Fe-doped ZnO is another example of a diluted magnetic semiconductor.
1240 Zn0.99Fe0.01O nanorods synthesized by coprecipitation were studied by means of
1241 O–K- and Fe–L2,3-edge XANES [122]. The spectra of the nanorods recorded at the
1242 Fe–L2,3-edge are compared with the spectra of reference Fe oxides. The strong
1243 similarity of the nanorod spectrum with that of Fe2O3 revealed that Fe was trivalent
1244 in Zn0.99Fe0.01O. Thus substitution of Zn by Fe atoms would result in excess of holes
1245 that could be responsible for the weak room temperature ferromagnetism. Increase of
1246 x up to 0.05 in Zn1�xFexO nanorods resulted in a variation of the Fe3+/Fe2+ ratio
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1247 although Fe still substituted for Zn [123]. ZnO nanowires doped with Co by means
1248 of ion implantation were studied by means of XRF and XANES spectroscopy with a
1249 100 nm spatial resolution [124]. Such resolution allows for the study of a single
1250 nanowire. XRF imaging revealed the homogeneous distribution of Co throughout
1251 the wire. The Zn–K-edge spectra were recorded for two different sample orienta-
1252 tions, i.e., with the electric field of the beam parallel and perpendicular to wire’s axis,
1253 which is parallel to the c-axis of the crystal. In the former case 1s ! pz transitions
1254 were favored, whereas in the latter case 1s ! px,y transitions dominated. The
1255 angular dependence of the spectra revealed that implantation and subsequent
1256 annealing did not induce structural disorder. Figure 4.19 shows the Co–K- and
1257 Zn–K-edge XANES spectra recorded at two spots on the nanowire.
1258 For better comparison, the energy scale was shifted by an amount equal to the
1259 energy of the absorption edge of each atom. The strong similarities between
1260 the spectra revealed that Co substitutes for Zn. Furthermore, the position of the
1261 absorption edge (which is the same with that of the thin film alloy) indicates that Co
1262 is divalent. The Zn–K-edge EXAFS spectra recorded at different spots in the wire
1263 did not exhibit differences and did not show evidence of significant structural
1264 disorder.
1265 Size reduction in semiconductor structures triggered peculiar phenomena like the
1266 observation of ferromagnetic behavior of nonmagnetic materials. This behavior has
1267 been attributed to symmetry breaking at the surfaces and the consequent modifica-
1268 tion of the electronic structure. ZnO nanoparticles with dimensions of 20 nm capped
1269 with different organic molecules (trioctylphosphine, dodecylamine, and
1270 dodecanethiol) were studied by means of XMCD [125]. The Zn–K-edge XMCD
1271 signal of ZnO nanoparticles capped with dodecanethiol, measured with magnetic
1272 fields of 2–10 T, exhibited differences compared to the other two capping molecules.
1273 The differences were attributed to the formation of a ZnS-like phase with the S atoms
1274 of dodecanethiol. To explain the dependence of the XMCD intensity on the applied
1275 magnetic field, the coexistence of two different magnetic contributions was assumed.
1276 The core of the nanoparticles contributed with a paramagnetic term, whereas a
1277 ferromagnetic-like contribution stemmed from the interface between the capping
1278 organic molecule and the ZnO nanoparticle. The ferromagnetic-like behavior
1279 was reinforced when neat interfaces were formed, as in the case of dodecanethiol
1280 capping layer.
1281 ZnO nanorods can be grown with a hydrothermal method using Zn acetate as a
1282 precursor and surfactant which is necessary for the modulation of the crystal
1283 morphology and size of the nanoparticles [126]. A seed layer of Zn/sodium dodecyl
1284 sulfate (SDS) was used in order to grow well-oriented nanorods. Zn–L2,3-edge
1285 spectra of the Zn/SDS seed layer and the ZnO nanorod films were recorded for
1286 different growth reaction times (5 min–4 h). The spectra of Zn/SDS and ZnO were
1287 considerably different allowing monitoring of the evolution of the ZnO nanorods.
1288 Gradual variations of the spectra were observed up to reaction times of 30 min at
1289 which time ZnO was formed. The XANES spectra did not change for longer reaction
1290 times. Zn–K-edge time-resolved XAFS was applied for the investigation of the
1291 formation mechanism of ZnO nanoparticles via sol–gel synthesis using zinc acetate
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1292 salt dissolved in alcohol media [127]. The EXAFS oscillations, i.e., the χ(k) spectra,
1293 were fitted as a linear combination of the corresponding spectra of nano-ZnO and the
1294 unreacted precursors in the solution, as a function of the aging time. The amount of
1295 ZnO formed (about 17 % of the Zn in the precursor was converted to ZnO) in the
1296 hydrolyzed solutions at 60 �C reached a plateau after 45 min. Similar results
1297 were obtained in Ref. [128]. Another in situ time-resolved XAFS study of the
1298 synthesis process of ZnSe QDs capped with glutathione was performed at the
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1299 Se–K-edge [129]. Only one peak, which corresponds to the Zn neighboring shell of
1300 Se in the zincblende structure of ZnSe, was visible in the Fourier transform of the
1301 spectra. The formation of ZnSe crystals started when the solution was heated just to
1302 80 �C, without any time elapse, indicating that the formation of ZnSe QDs from
1303 aqueous formation undergoes a fast nucleation process. As the reaction time elapsed,
1304 the coordination number in the first nearest neighboring shell progressively
1305 increased approaching the corresponding value in the ZnSe crystal.
1306 A promising method for the synthesis of QDs is based on microorganisms due to
1307 the low-cost and environment-friendly character of the process. Fellowes et al. [130]
1308 studied the ex situ formation of CdSe QDs using bacterially generated Se2� as an
1309 alternative precursor. CdSe nanoparticles, synthesized using abiotic and biogenic
1310 Se2� and Cd(ClO4)2-glutathione solution, were characterized by S–K-edge XANES
1311 in order to investigate the interaction between the glutathione capping agent and the
1312 QDs. The S–K-edge XANES spectra of the synthesized CdSe QDs were compared
1313 with the spectra of reference compounds. The CdSe QD spectrum exhibited strong
1314 similarities with the spectrum of CdS, indicating that S originating from glutathione
1315 was incorporated in the QD structure. Se–K-edge XANES was used to investigate
1316 the stability of abiotic and biogenic Se2� under SR irradiation. Compared to abiotic
1317 Se2� solution, which exhibited oxidation to Se6+ upon SR irradiation for 15 min, the
1318 biogenic Se2� was not susceptible to oxidation. The behavior of the latter was
1319 explained by the presence of proteins in the biogenic Se2� solution that acted as
1320 stabilizing agents. Time-resolved XANES was applied to the Se–K-edge in order to
1321 investigate the differences between the uses of abiotic and biogenic Se2� precursors
1322 in the formation of ZnSe QDs. Addition of ZnCl2-β-mercaptoethanol (βME) in
1323 biogenic and abiotic Se2� solution resulted in rapid formation of βME-ZnSe. The
1324 Se–K-edge XANES spectra for both the biogenic and abiotic Se2� solutions differed
1325 significantly from the spectra of the βME-ZnSe. Intensity differences at characteris-
1326 tic energies in the time-resolved XANES spectra of Se2� solutions and βME-ZnSe
1327 were used to monitor the rate of formation of the ZnSe QDs.
1328 Semiconductor QDs are used for biological imaging as well. The stability of
1329 water soluble ZnO QDs with diameters 3 nm and 4 nm was investigated in vivo in
1330 oral epidermoid carcinoma cells by Zn–K-edge XANES [131]. The absorption of the
1331 QDs with a copolymer shell in the cells was verified by proton-induced X-ray
1332 emission (PIXE) imaging. It was found that the bonding configuration of Zn was
1333 stable and did not change upon absorption in the cell.

1334 6.3 Metal Oxide Nanomaterials

1335 Metal oxides find numerous applications in catalysis, as electrodes for Li-ion
1336 batteries, for magnetic and biomedical applications, etc. XAFS spectroscopies are
1337 extensively applied for the determination of the oxidation state of the metal, of the
1338 coexistence of various phases in the sample, and for the site preference, e.g.,
1339 tetrahedral or octahedral coordination.
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1340 6.3.1 Metal Oxides Used for Electrodes
1341 Sn-based nanomaterials are used as anode materials for rechargeable Li-ion batteries.
1342 Monodisperse and size tunable Sn/SnOx nanoparticles (with Sn core diameter in the
1343 range 10–20 nm and oxide shell thickness of 3 nm) were studied by means of Sn–K-
1344 edge XAFS [132]. The Sn–K-edge XANES spectra of the nanoparticles were fitted
1345 as a linear combination of the spectra of reference compounds (Sn, SnO, SnO2). It
1346 was reported that in the smaller nanoparticles, the concentration ratio
1347 [Sn/(Sn-oxide)] was smaller compared to the value corresponding to the larger
1348 ones. This finding explained the high charge storage capacities and the improved
1349 cycling stability of nanoparticles with size smaller than 10 nm. Another anode
1350 material is CoO. Co–K-edge EXAFS spectroscopy was applied for the study of
1351 CoO nanoparticles obtained by calcination (i.e., heating in N2 atmosphere) of
1352 Co(OH)2 at 200 and 900 �C [133]. The variations in the coordination numbers in
1353 the first and second nearest neighboring shells for the two different calcination
1354 temperatures were interpreted as variations in the oxygen-to-cobalt ratio. MnO is
1355 another attractive anode material for rechargeable Li-ion batteries. Porous MnO
1356 microspheres were characterized by ex situ Mn–K-edge XAFS [134]. The XANES
1357 spectra of the pristine sample were identical to the spectra of MnO. After discharge to
1358 0 V, the XANES spectrum changed and became similar to that of metallic Mn. After
1359 recharging, the pre-edge peak reappeared with a higher intensity (indicating larger
1360 distortion of the bonding environment of Mn), and the absorption edge returned to the
1361 position that corresponded to the pristine sample. However, the spectral features above
1362 the absorption edge were broader indicating that the crystalline quality was not fully
1363 restored. The linear dependence of the position of the absorption edge on the oxidation
1364 state was also applied [135] for the determination of the Mn oxidation state in MnOx

1365 samples. The oxidation state of Mn changed during charge–discharge cycles of
1366 composite MnO2-carbon nanotubes (MnO2/CNT) which are candidates for electro-
1367 chemical capacitors in energy storage devices, with applications in electric vehicles,
1368 uninterruptible power supplies (UPS), etc. [136]. The spectra of the MnO2/CNT, in the
1369 as-prepared state, as well as after heat treatment, were recorded during
1370 charge–discharge cycles and were compared to the spectra of reference oxides
1371 (MnO, Mn2O3, MnO2). Charging of the electrode resulted in a blueshift of the
1372 absorption edge, consistent with an increase of the oxidation state of Mn (between 3
1373 + and 4+), while discharge had the opposite effect due to the reduction of the oxidation
1374 state of Mn (between 2+ and 3+). This observation indicated that the electrochemical
1375 reaction of the MnO2/CNT nanocomposite electrode during charge–discharge was due
1376 to Faradaic redox reaction between MnO2 and Li + accompanied by changes in the
1377 oxidation state of Mn. Electrochemical measurements of Sn1�xCoxO2�x nanocrystals
1378 revealed that the substitution of Sn with Co significantly enhanced the negative
1379 electrode performance [137]. Co–K- and Sn–L3-XANES spectroscopy for various
1380 ratios of the Co and Sn precursors identified that the oxidation state of Co and Sn was
1381 +2 and +4, respectively.
1382 Lithium manganese oxides (LMO) comprise another family of oxides used for
1383 Li-ion batteries. Although nanostructured materials have a number of advantages,
1384 for example, shorter diffusion length and faster pathway for Li-ion transport, they
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1385 also present certain disadvantages such as particle agglomeration and reduced
1386 packing density. To overcome such problems, hybrid materials with metal
1387 nanoparticles of 20–50 nm size were homogeneously dispersed in a CNT network.
1388 The samples were prepared by heating MnO2-coated CNT composite with appro-
1389 priate amounts and concentrations of an aqueous LiOH solution [138]. The position
1390 of the absorption edge and the EXAFS spectra were used for the determination of the
1391 oxidation state of Mn for different LiOH concentrations. Low LiOH concentration
1392 resulted in the spinel-type LiMn2O4 where the oxidation state of Mn, which occupies
1393 a site with Jahn-Teller distortion, is 3.5+. At higher LiOH concentrations, the
1394 layered-type Li2MnO3 phase was formed where Mn is tetravalent and free of Jahn-
1395 Teller distortion.
1396 Another metal oxide that has been proposed for applications in electrodes is
1397 GeO2. The Coulombic efficiency (defined as the amount of charge that exits the
1398 battery during the discharge cycle to the amount of charge that enters the battery
1399 during the charge cycle) of this oxide can be improved by adding metallic compo-
1400 nents. Kim et al. [139] studied MGeO3 (M = Cu, Fe, and Co) where the additional
1401 metal components (M) are expected to form nanosize particles. The XAFS spectra
1402 that were recorded at the Ge–K- and Cu–K-edge at various stages of the
1403 discharge–charge process of the CuGeO3/Li cell are shown in Fig. 4.20.
1404 The Cu–K- and Ge–K-edge spectra of the CuGeO3 electrode at the beginning of
1405 the process (point 1) revealed that the oxidation states of Cu and Ge were +2 and +4,
1406 respectively. As the lithiation process proceeded, Cu was reduced to its metallic
1407 state. Reduction of Ge occurred at a later stage. The XANES observations were
1408 supported by the EXAFS spectra. In the corresponding Fourier transforms, the
1409 evolution of the formation of Cu and Ge metals, at the expense of the corresponding
1410 oxides, was tracked from the intensity of the Cu–Cu (Ge–Ge) and Cu–O (Ge–O)
1411 peaks, respectively. Similar XAFS analysis revealed that during delithiation (points
1412 6–10) Cu remained mainly in the metallic state, whereas Ge started to oxidize after
1413 point 8. It was proposed that the formation of the Cu metal nanoparticles promotes
1414 the oxidation of Ge, thus improving the Coulombic efficiency of the electrode.
1415 Layered double hydroxides (LDH) are described with the general formula

1416
A2þ

1�xB
3þ
x OHð Þ2

� �xþ
Cn�
x=n

h ix�
� zH2O where A, B, and C denote divalent metal

1417 cations (e.g., Zn2+), trivalent metal cations (e.g., Fe3+), and the interlayer anions,
1418 respectively. LDH materials exhibit anion-exchange capability. The anions are
1419 introduced in the interlayer space of the LDH to compensate the positive charge of
1420 the host layers which is generated by the partial replacement of the divalent by
1421 trivalent metal ions. Woo et al. [140] studied the formation of ZnO–ZnFe2O4

1422 nanocomposites and porously assembled ZnFe2O4 nanocrystals by proper heat
1423 treatment of Zn,Fe-LDH precursors. ZnFe2O4 is used as a negative electrode in
1424 Li-ion batteries. The nanocrystals were prepared after selective etching of the
1425 nanocomposite. The Fe–K-edge XANES spectra of the precursor, its calcined
1426 derivatives, and etched materials were compared with the ZnFe2O4, Fe2O3, and
1427 FeO reference compounds. From the characteristics of the pre-edge peak in the
1428 Fe–K-edge XANES spectra (see Fig. 4.8 in Sect. 5), it was deduced that Fe was
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1429 trivalent and octahedrally coordinated in the spinel structure. Calcination resulted in
1430 the transformation of LDH to ZnFe2O4 which was not affected by etching.
1431 The formation mechanism of MoO2 nanorods, which are also used as electrodes,
1432 was studied with in situ Mo–K-edge XANES spectroscopy. A linear combination fit
1433 of the spectra obtained during the synthesis reaction with the spectra of the MoO2Cl2
1434 precursor and the final product yielded the ratio of the two phases. After 90 min,
1435 about 90 % of the precursor was converted to MoO2 [141].
1436 Metal oxides can be combined with conducting polymers for the formation of
1437 composite electrodes. NiO-polypyrrole (PPy) nanocomposites were studied at the
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Fig. 4.20 XAFS spectra recorded at various stages of the lithiation of the CuGeO3 electrode in the
first charge–discharge cycle: (a) Cu–K-edge XANES, (b) Ge–K-edge XANES, (c) Fourier trans-
form of the Cu–K-edge EXAFS signal, and (d) Fourier transform of the Ge–K-edge EXAFS signal.
The numbers 1–10 denote the values in the voltage profile, shown in the bottom, where the spectra
were recorded. Spectra of reference compounds are shown in the insets (Reprinted from
Electrochimica Acta, Vol. 54, C. H. Kim, Y. S. Jung, K. T. Lee, J. H. Ku, and S. M. Oh, The role
of in-situ generated nano-sized metal particles on the Coulombic efficiency of MGeO3 (M═Cu, Fe,
and Co) electrodes, Pages 4371–4377. Copyright (2009), with permission from Elsevier)
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1438 Ni–K-edge at various stages of the discharge/recharge cycle [142]. The EXAFS
1439 spectrum of the as-prepared NiO-PPy composite is the same with the spectrum of
1440 NiO indicating that NiO was unaffected by the PPy coating. However, strong
1441 interaction between Ni and PPy occurred in the discharged electrode, where Ni
1442 was bonded with N (the Ni–N distance was found equal to 2.18 Å). Linear combi-
1443 nation fitting of the EXAFS spectra revealed the variation of the percentage of
1444 PPy–Ni–O, metallic Ni, and NiO during the discharge/recharge process. The struc-
1445 ture of the PPy–Ni–O complex was modeled with density functional theory
1446 calculations.
1447 TiO2 is another oxide with applications in Li-ion batteries. Zhou et al. [143]
1448 studied TiO2 nanotube arrays prepared by anodic oxidation of Ti foil before and after
1449 intercalation of Li. The XANES spectra were recorded at the Ti–L2,3, O–K, and
1450 Li–K edges. In the Ti–L2,3-edge spectra, the splitting due to spin–orbit coupling,
1451 which determines the L2–L3-edge separation, is much smaller compared to heavier
1452 transition metals. For an ideal octahedral environment of Ti, the combination of
1453 spin–orbit coupling and modification of the states by the crystal field resulted in two
1454 double peaks in the L3 (at approximately 458 and 460 eV) and the L2

1455 (at approximately 463 and 465 eV) edges. In the case of the anatase and rutile
1456 polytypes of TiO2, tetragonal distortion caused further splitting of the peak that
1457 appears at 460 eV with the relative intensity of the two components depending on the
1458 polytype. The spectra of the annealed TiO2 nanotube arrays revealed that they
1459 adopted the anatase structure. For the as-prepared samples, splitting due to tetragonal
1460 distortion was not observed and the peaks were significantly broader indicating
1461 higher disorder. The effect of annealing on the crystalline quality of the sample
1462 was also deduced from the O–K-edge spectra. The Li–K-edge spectra of the
1463 Li-intercalated nanotubes indicated that Li was in the ionic state. The Ti–L2,3-edge
1464 spectra recorded after Li intercalation indicated that TiO2 was distorted after the
1465 intercalation with rutile being the dominant phase, most probably due to charge
1466 redistribution. Finally, crystallization of 9 nm TiO2 nanoparticles synthesized by the
1467 chemical vapor synthesis in the anatase structure was also verified by Ti–K-edge
1468 XANES [144].

1469 6.3.2 Oxide Catalysts
1470 Pure TiO2 or doped with metallic ions finds applications in photocatalysis which has
1471 many applications, for example, in water splitting, organic pollutant scavenging, and
1472 antifouling. The size of the nanoparticles, their composition, and the presence of
1473 oxygen vacancies are important parameters for their photocatalytic function. TiO2 is
1474 stabilized in three phases: rutile is stable for macroscopic crystals, while brookite and
1475 anatase can be stable in nanoparticles. The photocatalytic activity of TiO2 was found
1476 to be dependent on the adopted phase and/or the formation of a mixture of two
1477 phases. C.-Yu Liao et al. [145] applied XAFS for the study of mesoporous TiO2

1478 hollow spheres which have potential applications in the photoanodes of
1479 dye-sensitized solar cells where they play an important role on the loading of the
1480 sunlight sensitive dyes. The XANES spectra recorded at the Ti–K-edge are charac-
1481 terized by a pre-edge peak, similar to the one in the Fe–K-edge spectra discussed
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1482 previously. The pre-edge peak of the studied mesoporous TiO2 had four contribu-
1483 tions that were attributed to tetrahedrally coordinated (TiO4), fivefold square pyra-
1484 mid [(Ti = O)O4] and octahedrally coordinated Ti. The authors deconvoluted each
1485 contribution using proper fitting with Gaussian–Lorentzian peaks and determined
1486 the percentage of the square-pyramid Ti polyhedra which have high activity for
1487 photocatalytic degradation of organic pollutants. The deconvolution of the pre-edge
1488 peak by peak fitting is shown in Fig. 4.21. Analysis of the EXAFS spectra revealed
1489 that mesoporous TiO2 is characterized by smaller coordination numbers compared to
1490 nano-TiO2. The photo-conversion efficiency of the mesoporous material was much
1491 better compared to the nanosized one.
1492 Kityakarn et al. [146] studied Ce-doped TiO2 nanoparticles by means of XANES.
1493 Doping of TiO2 with Ce improves its photocatalytic activity. The Ti–K-edge spectra
1494 of Ti1�xCexO2 (x = 0–0.1) were fitted using linear combinations of the anatase,
1495 rutile, and brookite spectra. It was found that upon Ce doping, the anatase/rutile
1496 mixture was replaced by anatase/brookite. The Ce–L3-edge XANES spectra
1497 revealed that the dominant oxidation state of Ce was 4+ with a small contribution
1498 of Ce3+ for low doping levels.
1499 Enhancement of the photocatalytic efficiency of titanate nanotubes in dissolution
1500 of organic pollutants is improved with the addition of Cu dopants. R.-a. Doong
1501 et al. [147] studied Ti–K- and Cu–L2,3-edge XANES titanate nanotubes that were
1502 calcined to form TiO2-titanate nanotube nanocomposites doped with Cu2+. From the
1503 relative intensity of the components of the pre-edge peak in the Ti–K-edge spectra, it
1504 was deduced that the as-prepared titanate nanotubes adopted a layered structure,
1505 whereas calcination and Cu photo-deposition led to the formation of the anatase
1506 structure. Another promising strategy to reduce the electron–hole recombination is
1507 the formation of a heterostructure. Mourão et al. [148] reported on the synthesis of
1508 TiO2 nanostructures and TiO2:SnO2 heterostructures. The materials were synthe-
1509 sized from TiO2 and SnCl2 � 2H2O precursors which were subjected to hydrother-
1510 mal treatment using KOH solutions with various concentrations. The Ti–K-edge
1511 spectra of the TiO2 and the TiO2/SnO2 nanostructures with a small value of the Ti/Sn
1512 ratio, prepared at lower KOH concentrations, revealed that the samples adopted the
1513 anatase structure. On the contrary, in the spectra from the sample with a higher value
1514 of the Ti/Sn ratio, a characteristic contribution in the pre-edge peak (A2 in Fig. 4.21)
1515 was detected. This contribution, which was considerably higher, was attributed to
1516 five-coordinated Ti due to the elongated morphology of the nanostructures prepared
1517 under these conditions. The photocatalytic activity of TiO2 is enhanced with depo-
1518 sition of noble metals on its surface. Ag–L3-edge XANES spectra of Ag-modified
1519 TiO2 with average size of approximately 7 nm showed that Ag was in the Ag+ ionic
1520 state [149].
1521 ZnO has a direct and wide band gap and thus finds applications in UV shielding.
1522 However, it also exhibits photocatalytic activity that hinders its applications in UV
1523 shielding. For example, it causes skin damage, deterioration of paints and plastics,
1524 and color fading in plastics and fabrics. It has been proposed that the photocatalytic
1525 activity of ZnO can be reduced by doping with Co. The bonding configuration of Co
1526 dopants in ZnO nanoparticles (with particle size 10–50 nm) and doping levels
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1527 0.25–5 at.% was studied by means of XAFS [150]. The authors reported that the
1528 photocatalytic activity of the ZnO nanopowders, as determined via the decomposition
1529 of dye molecules under simulated sunlight, is indeed reduced with Co doping. The
1530 Co–K-edge XANES spectra of the Co-doped ZnO nanoparticles were compared with
1531 spectra of the reference compounds CoO, Co2O3, and Co-methylimidazole. In CoO,
1532 Co2+ is octahedrally coordinated resulting in a low-intensity broad pre-edge peak,
1533 whereas in Co-methylimidazole the tetrahedral coordination of Co gives rise to a sharp
1534 pre-edge peak. Judging from the intensity of the pre-edge peak, Co was found
1535 tetrahedrally coordinated in the Co-doped ZnO. In addition to that, from the position
1536 of the absorption edge, it was deduced that its oxidation state was +2. The EXAFS
1537 analysis revealed that Co substitutes for Zn retaining the tetrahedral coordination of Zn
1538 in ZnO. The incorporation of Co in host lattice sites, instead of interstitial positions, is
1539 held responsible for the reduction in the photocatalytic activity, most probably due to
1540 the creation of deep levels in the gap that act as electron–hole traps.
1541 MnO2 catalysts have potential applications for electrochemical water splitting
1542 that is a key step in the use of H2 in energy storage. MnO2 exists in a number of
1543 polymorphs that adopt layered or tunneled structures where the octahedra around
1544 Mn share corners and/or edges. Bergmann et al. [151] studied Mn–K-edge XAFS of
1545 MnO2 synthesized with two different methods, symproportionation deposition–pre-
1546 cipitation (s) and incipient wetness impregnation (i). The XANES spectra revealed
1547 that the oxidation state of Mn was around 3.5+ and 3+ and became 3.5+ in both cases
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Fig. 4.21 Ti–K-edge XANES spectra of mesoporous TiO2 hollow spheres. Fitting of the pre-edge
peak using various components is shown in the inset (Reprinted from Journal of Physics and
Chemistry of Solids, Vol, 75, C.-Yu Liao, S.-T. Wang, F.-C. Chang, H. P. Wang, and H.-P. Lin,
Preparation of TiO2 hollow spheres for DSSC photoanodes. Pages 38–41. Copyright (2014), with
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1548 after deposition on the electrode. After the electrocatalytic process, the oxidation
1549 state of Mn in both cases increased to 4+. Analysis of the EXAFS spectra revealed
1550 that Mn was octahedrally coordinated. The nanoparticles synthesized by the
1551 s-method adopted a layered structure with edge-sharing octahedra, whereas in
1552 those synthesized by the i-method, significant contribution of corner sharing was
1553 detected.
1554 ZrO2–CeO2 substitutional solid solutions attracted interest due to their applica-
1555 tions in three-way catalysts. ZrO2 is added to inhibit the CeO2 deactivation. On the
1556 other hand, the catalytic activity of the ceria–zirconia catalysts is improved with the
1557 interaction of noble metal phases. Acuña et al. [152] studied pure Zr0.1Ce0.9O2 and
1558 Zr0.1Ce0.9O2/Pd nanotubes. The latter were studied also after reduction. Comparison
1559 of the Ce–L3-edge XANES spectra of the samples with spectra of reference com-
1560 pounds, which contained Ce3+ and Ce4+, revealed that Ce was mainly in the
1561 tetravalent state in all the samples. A small amount of Ce was found in the trivalent
1562 state with its proportion increasing as the particle size decreased. Doping of the
1563 Zr0.1Ce0.9O2 nanotubes with Pd resulted in a considerably higher amount of Ce3+

1564 that was not affected significantly by the reduction process. The spectra recorded at
1565 the Pd–L3-edge demonstrated that Pd was in a higher oxidation state compared to
1566 metallic Pd (as deduced from the position of the absorption edge and the intensity of
1567 the white line). The results indicated that Pd was incorporated in the nanotube
1568 structure. Ce–L3- and Pd–L3-edge XANES recorded in situ during heating under
1569 reducing conditions revealed that as the temperature increased, the percentage of Ce3+

1570 increased but at much higher amount in the presence of Pd.
1571 The formation of PdO nanoparticles in the pores of various medium- or large-pore
1572 zeolites by Pd ion exchange and heating was reported by Park et al. [153]. These
1573 materials are effective catalysts for methane combustion. Pd–K-edge EXAFS
1574 revealed the formation of PdO and Pd particles. The size of the zeolite pores
1575 was found to control the size of the PdO particles, thus affecting their catalytic
1576 activity.
1577 Johnston-Peck et al. [154] studied CeOx particles (with size 5–45 nm) on TiO2

1578 support by Ce–L2,3-edge XANES. The position of the L-edges was used for the
1579 determination of the oxidation state of Ce. It was found that a large fraction of Ce
1580 was trivalent. This was an indication that the incorporation of ceria on the titania
1581 surface results in charge transfer between O and Ce. Furthermore, comparison of the
1582 spectra recorded in the TEY and FLY modes, which are characterized by different
1583 information depths, revealed a different value of the Ce3+/Ce4 concentration ratio.
1584 The results indicate that Ce exists in a reduced state not at the surface but probably
1585 near the ceria�titania interface. Variations in the oxidation state of Ce in Pt–CeOx

1586 catalysts were also observed in the Ce–L3-edge XANES [155]. More specifically,
1587 synthesis of mixed CeO2/Pt catalysts resulted in the formation of Ce3+ species
1588 although Ce in pure CeO2 is tetravalent. After immersing the Pt–CeOx in H2SO4

1589 solution for oxygen reduction catalysis, the edge jump decreased to approximately
1590 6 % implying the dissolution of CeOx. The XANES spectra revealed that only Ce3+

1591 remained in the sample.
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1592 Cu–Al–Ox catalysts of the water–gas shift reaction in proton-exchange membrane
1593 fuel cells were studied for daily start-up/shut-down operation [156]. The Cu–Al–Ox

1594 catalysts were investigated with in situ Cu–K-edge XAFS spectroscopy. The acqui-
1595 sition time was 60 s and the spectra were recorded at 33 s intervals. Cu foil, Cu2O,
1596 and CuO were used as reference compounds for the 0, +1, and +2 oxidation state of
1597 Cu, respectively. Cu–K-edge XANES and EXAFS spectra revealed that during the
1598 start-up/shut-down-like operation, oxidation of Cu metal to Cu2O and then reduction
1599 to Cu take place. However, variations in the amount of Cu+ during the first and the
1600 second cycle were observed between the coprecipitated and impregnated catalysts.
1601 The results were discussed in combination with the particle size, as deduced from the
1602 coordination numbers. In a perspective article, Rodriguez et al. [157] present
1603 applications of time-resolved in situ XAFS for the study of catalysts which combine
1604 Cu, Au, or Pt with oxides such as ZnO, CeO2, TiO2, CeOx/TiO2, and Fe2O3. Under
1605 reaction conditions most water–gas shift catalysts undergo chemical transformations
1606 that can be easily detected by XAFS spectroscopy.

1607 6.3.3 Fe Oxides and Other Magnetic Nanoparticles
1608 Nanosized Fe oxides find various applications due to their magnetic, electronic,
1609 photonic, and optical properties. Magnetic nanoparticles have been a subject of
1610 intensive research because of their applications in nano-diagnosis and nanotherapy.
1611 Magnetite (Fe3O4) and maghemite (γ-Fe2O3) have attracted particular interest
1612 because they are ferromagnetic and biocompatible while they can be easily removed
1613 from the body via natural routes. The chemical formula of Fe3O4 is often written as
1614 (Fe2O3) � (FeO) in order to indicate the coexistence of Fe3+ (which occupies tetra-
1615 hedral and octahedral sites) and Fe2+ (in octahedral coordination). In maghemite
1616 (γ-Fe2O3), which also adopts the spinel structure, Fe2+ is oxidized to Fe3+ and the
1617 charge neutrality is maintained by the presence of vacancies in octahedral sites.
1618 α-Fe2O3 (hematite) is a nonmagnetic allotropic form of trivalent Fe with rhombo-
1619 hedral crystal structure. One phenomenon that is observed in nanosized Fe oxides is
1620 the apparent oxidation of the magnetite nanoparticles. Corrias et al. [158] used
1621 XAFS to study the effect of the nanoparticle size and oxidation degree
1622 (by sequential injection of an oxidizer during synthesis), on the structure of mono-
1623 disperse iron oxide nanoparticles. The characteristic pre-edge peak was quite pro-
1624 nounced in the XANES spectra of Fe3O4 and γ-Fe2O3, where Fe was both
1625 tetrahedrally and octahedrally coordinated. Its intensity was lower in structures
1626 where Fe was only octahedrally coordinated, for example, FeO and α-Fe2O3. XRD
1627 and TEM revealed that polycrystalline nanoparticles, consisting of FeO and a spinel
1628 phase, were formed at low oxidant amounts, whereas single-crystalline spinel
1629 nanoparticles were obtained by increasing the oxidation degree. EXAFS analysis
1630 disclosed that in nanoparticles of 10 and 14.5 nm size, the relative amount of the
1631 spinel phase was 76 % and 58 %. Single-crystalline spinel nanoparticles were
1632 obtained by increasing the degree of oxidation. In the polycrystalline colloids,
1633 spontaneous slow oxidation takes place, whereas the larger nanocrystals oxidize
1634 more readily. Finally, in the 8 nm particles, the spinel structure was a mixture of
1635 mainly Fe3O4 and γ-Fe2O3, whereas in the 13 nm crystals, the γ-Fe2O3 phase was
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1636 dominant. In another investigation of Fe3O4 as an electrode material for Li-ion
1637 batteries, Menard et al. [159] applied Fe–K-edge XAFS spectroscopy in order to
1638 study size-related effects in magnetite nanoparticles. In the Fe–K-edge XANES
1639 spectra shown in Fig. 4.22, both the position of the absorption edge and the
1640 pre-edge peak shift toward higher energies with decreasing particle size. Using the
1641 spectra of reference Fe oxides, the position of the absorption edge and the pre-edge
1642 peak were used for the determination of the oxidation state of Fe in the magnetic
1643 nanoparticles. The results revealed that upon exposure to air, a number of Fe3+

1644 surface atoms oxidized to Fe2+. This oxidation was held responsible for the increase
1645 in the discharge capacity of Fe3O4 electrodes. Similar shifts in the position of the
1646 absorption edge of γ-Fe2O3 compared to Fe3O4 were observed by Mendoza Zélis
1647 et al. [160].
1648 Piquer et al. [161] applied Fe–K- and L2,3-edge XANES and XMCD in order to
1649 study iron oxide nanoparticles synthesized by various methods. The problem
1650 addressed was whether oxidation of Fe is better explained by the formation of
1651 separate Fe3O4 and γ-Fe2O3 phases that coexist in the nanoparticles, or if a single,
1652 non-stoichiometric phase is formed throughout the nanoparticles. L2,3-edge XANES
1653 and XMCD analysis could not easily discriminate between the γ-Fe2O3 and Fe3O4

1654 phases and could not provide accurate determination of the coexistence of the two

Fig. 4.22 Fe–K-edge XANES spectra of Fe3O4 nanoparticles as a function of the particle size
(Reprinted from Electrochimica Acta, Vol. 94, M. C. Menard, A. C. Marschilok, K. J. Takeuchia,
and E. S. Takeuchi, Variation in the iron oxidation states of magnetite nanocrystals as a function of
crystallite size: The impact on electrochemical capacity, Pages 320–326. Copyright (2013), with
permission from Elsevier)

4 XAFS for Characterization of Nanomaterials 207



1655 phases in a sample. The Fe–K-edge XANES spectra of the nanoparticles had a
1656 profile intermediate to that of bulk magnetite and maghemite. The nanoparticle size
1657 rather than the synthesis method appeared to affect the profile of the XANES spectra.
1658 However, the linear combination method for the fitting of the spectra from the
1659 nanoparticles, as a weighted average of the spectra of bulk magnetite and
1660 maghemite, did not work properly. MXAN simulations indicated that a single
1661 phase non-stoichiometric oxide was grown with crystal structure possessing a cell
1662 parameter lying in-between those of the pure stoichiometric magnetite and
1663 maghemite oxides.
1664 Surfactant effects on the morphological, structural, and magnetic properties of
1665 iron oxide nanoparticles produced by coprecipitation were investigated by Filippousi
1666 et al. [162]. The use of the different surfactants resulted in nanoparticles with
1667 different sizes (7–12 nm), different unit cell parameters (as determined by XRD),
1668 and different Fe oxidation states that took values in-between those of γ-Fe2O3 and
1669 Fe3O4. The oxidation state was determined from the position of the absorption edge
1670 in the Fe–K-edge spectra. EXAFS analysis revealed that the nanoparticles adopt the
1671 spinel structure, while the Fe–O distance was slightly smaller compared to the
1672 corresponding value in magnetite, in consistence with the increased Fe oxidation
1673 state detected by XANES. Bora et al. [163] used Fe–K-edge XANES in order to
1674 study the effect of different heat treatment temperatures (250–900 �C) during the
1675 synthesis of Fe2O3 nanoparticles. From the variations in the pre-edge peak charac-
1676 teristics, i.e., intensity under the pre-edge peak and relative contribution of the
1677 various components, they deduced that at low temperatures maghemite (γ-Fe2O3)
1678 was the dominant phase, whereas as the temperature increased, the oxidation state of
1679 Fe increased and hematite (α-Fe2O3) dominated.
1680 γ-Fe2O3 nanoparticles coated with Cu were studied by means of Fe– and Cu–L2,3-
1681 edge XANES [164]. The XANES spectra revealed that the particles consisted of
1682 γ-Fe2O3 coated with a mixture of Cu and Cu2+ consistent with the formation of CuO
1683 layer at the interface of Cu and γ-Fe2O3. Taking into account the XRD and TEM
1684 results, it was concluded that the thickness of this layer was very small and was
1685 consistent with the formation of bonds between O atoms of γ-Fe2O3 with the Cu
1686 coating. Temperature-dependent XMCD at the Fe–L2,3- and Cu–L2,3-edges indi-
1687 cated that the Cu coating altered the surface anisotropy of γ-Fe2O3 nanoparticles and
1688 apparently modified the Fe(octahedral)–O–Fe(tetrahedral) super-exchange. Varia-
1689 tions observed in the nanomagnetism as a function of the Cu shell thickness
1690 were also discussed. The effect of a polypyrrole shell, which covers Fe3O4

1691 nanoparticles [165], and oleic acid coating of iron oxide nanoparticles, in the
1692 oxidation state of Fe [166] was also investigated using XAFS. Porous iron oxide
1693 fabricated on a wood template were also investigated using Fe–K-edge EXAFS that
1694 verified the formation of α-Fe2O3 [167].
1695 Bulk NiO is an antiferromagnetic material. However, magnetic behavior is
1696 observed when the NiO particle size is reduced down to the nanoscale. NiO
1697 nanoparticles with size 2–10 nm were studied by means of Ni–K-edge XAFS
1698 [168]. The EXAFS spectra revealed that the coordination number in the first nearest
1699 neighboring shell (Ni–O) was not affected by the particle size. Reduction of the
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1700 coordination number in the second nearest neighboring shell (Ni–Ni) from 11 to 9.6
1701 was observed as the particle size was reduced from 9 to 2.5 nm. Size-dependent
1702 variations were not observed in the XANES spectra indicating that the oxidation
1703 state was Ni2+, i.e., as in the bulk. Another approach for the analysis of the EXAFS
1704 spectra of NiO nanoparticles was presented in Refs. [169, 170]. The relaxed atomic
1705 positions in the NiO nanoparticles that were used to simulate the EXAFS spectra
1706 were calculated with molecular dynamics. Several thousands of atomic configura-
1707 tions were adopted in order to take into account configurational averaging in the
1708 EXAFS signal.
1709 Another family of magnetic materials is the magnetic spinel ferrites which are
1710 described with the general chemical formula MxFe3�xO4, where M=Fe, Co, Mn, Ni,
1711 or Zn. They have biological applications such as thermal activation therapy, hyper-
1712 thermia, biosensing, drug delivery, and magnetic resonance imaging. Addition of
1713 other metals in the structure of Fe3O4 allows for the modification of the magnetic
1714 properties of the nanoparticles. The distribution of the metal ions in the tetrahedral
1715 and octahedral sites of the spinel structure depends on the radii, the oxidation state,
1716 and the electronic configuration of the ions. Another important parameter that affects
1717 the properties of the nanoparticles is the inversion parameter, i, which is defined as
1718 the number of divalent cations in octahedral sites. Co–K- and Fe–K-edge EXAFS
1719 was applied for the study of silica-coated CoFe2O4 nanoparticles [171]. The Fe–K-
1720 edge XANES spectra revealed that the CoFe2O4 nanoparticles adopt the structure of
1721 the reference CoFe2O4 material, i.e., an inverse spinel structure with the Fe3+ ions
1722 occupies all the tetrahedral sites and half of the octahedral sites, while Fe2+ occupies
1723 a fraction of the remaining octahedral sites. The Co–K-edge XANES spectra of the
1724 unleached nanoparticles disclosed that a portion of the Co ions occupied tetrahedral
1725 sites. Leaching, which took place spontaneously after dilution in water, resulted in a
1726 spectrum similar to that of the reference CoFe2O4 sample. EXAFS verified the
1727 XANES observations, i.e., variations in the Co bonding environment that occurred
1728 upon leaching. In the unleached nanoparticles, Co occupied tetrahedral sites,
1729 whereas after leaching it occupied octahedral sites. These leaching-induced varia-
1730 tions in the inversion degree were held responsible for the changes in the magnetic
1731 behavior of the nanoparticles.
1732 Co-substituted ferrite nanoparticles with size 5–6 nm and Co content varying
1733 from 0 to 0.94 were studied by means of XAFS [172]. XANES revealed that
1734 the oxidation state of Fe and Co was 3+ and 2+, respectively. From the character-
1735 istics of the pre-edge peak, it was deduced that a larger number of Fe than Co
1736 atoms occupy tetrahedral sites. EXAFS analysis demonstrated that although the Co
1737 content was varied considerably, the ratio of the Co ions occupying tetrahedral and
1738 octahedral sites did not vary and the inversion degree was found 0.7 for all the
1739 samples.
1740 The size effect on the structural properties of Mn ferrites has been also investi-
1741 gated using XAFS [173]. The size of the nanoparticles took values in the range
1742 3–6 nm and the Mn/Fe ratio varied from 1.65 to 1.76. The position of the absorption
1743 edge and the pre-edge peak characteristics in the XANES spectra were used for the
1744 determination of the oxidation state. It was found that Fe adopts the spinel structure
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1745 with higher occupation of tetrahedral sites by Fe atoms which were predominantly in
1746 the oxidation state 3+. A significant fraction of the Mn ions was also found in the 3+
1747 oxidation state as it was deduced from the Mn–K-edge XANES spectra. For the
1748 EXAFS analysis, the structural formula of stoichiometric Mn ferrite can be written as
1749 [Mn1�iFei]

A[MniFe2�i]
BO4 where A and B denote tetrahedral and octahedral sites,

1750 respectively. For normal and inverse spinel, i takes the values 0 and 1, respectively.
1751 For the EXAFS analysis, nearest neighbor configurations of both the tetrahedral and
1752 octahedral sites, with proper weighting factors, should be taken into account. The
1753 inversion degree in the nanoparticles was found to range between 0.57 and 0.60 and
1754 it was lower compared to the value 0.7 that was determined for the bulk sample.
1755 Stoichiometric Mn ferrites with size of approximately 8 nm were also studied by
1756 means of XAFS [174]. Fe was found trivalent, whereas the oxidation state of Mn
1757 varied between 2+ and 3+. Partial oxidation of the Mn2+, which was controlled by
1758 the used Mn precursor, was detected and resulted in the reduction of the inversion
1759 degree from 0.42 to 0.22. The size effect on the inversion degree of nanosized Ni,
1760 Co, and Zn ferrites was investigated by Nordhei et al. [175] for nanoparticle size
1761 ranging from 4 to 25 nm and by Hellner Nilsen et al. [176] for nanoparticle size
1762 ranging from 39 to 105 nm.

1763 6.3.4 Nanoceramics
1764 ZrO2-based ceramics exhibit excellent electrical and mechanical properties which
1765 are attributed to the small, usually in the nanoscale, grain size. Fábregas and Lamas
1766 [177] studied ZrO2–Y2O3 and ZrO2–CeO2 powders, synthesized by gel combustion,
1767 at the Zr–K- and Y–K-edges. During the synthesis, various fuels (amino acids or
1768 citric acid) were added in the Zr and Y precursor solution to form gels. The ceramic
1769 powders were produced after combustion. Direct comparison of the Zr–K-edge
1770 spectra of the powders with reference compounds revealed that when amino acids
1771 were used as fuels, the bonding configuration was similar to the ZrOCl2 precursor,
1772 whereas when citric acid was used, the XANES spectra did not have any similarities
1773 with the reference compounds. The spectra of the precursor gels, when amino acids
1774 were used as fuels, were fitted using three O paths for the first nearest neighboring
1775 shell (the total coordination number ranged from 6.9 to 7.5) and one Zr–Zr path (the
1776 coordination number ranged from 2 to 3). This model was similar to the one used for
1777 the ZrOCl2 precursor. For the precursor gels that contained citric acid as fuel, the
1778 more symmetric model of cubic ZrO2 was used. Contrary to the Zr atoms which were
1779 found chelated, Yatoms had one neighboring shell consisting of eight oxygen atoms
1780 at a distance of 2.35–2.39 Å

1781 6.4 Nanocomposites

1782 Nanocomposites are multiphase materials where one of the phases has one, two, or
1783 three dimensions smaller that 100 nm. The mechanical, electrical, optical, and
1784 thermal properties of the nanocomposites differ significantly from those of the
1785 constituent phases. In the following, representative applications of XAFS
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1786 spectroscopies for the study of nanocomposites with improved mechanical, wear,
1787 and irradiation resistance and tribological properties will be discussed.
1788 Oxide dispersion-strengthened (ODS) ferritic steels, which contain high concen-
1789 tration of nanosized oxide particles, are characterized by enhanced resistance to
1790 irradiation and thus are promising materials for applications in nuclear technology,
1791 for example, in reactors and in the waste incineration process. They are also
1792 candidates for CO2-free production of hydrogen and other applications such as in
1793 corrosive environments under high temperatures. ODS ferrite steel samples with
1794 0.25–0.5 wt% Y2O3 were studied by He et al. [178]. The samples were prepared by
1795 mechanical alloying of Fe-13.5% Cr-2%W pre-alloyed powders with 0.3 wt% Y2O3

1796 and 0–0.5 wt% TiH2 powders. The samples were studied after mechanical alloying
1797 and consolidation with hot isostatic pressing. The synthesis conditions were
1798 expected to affect strongly the mechanical properties due to the varying degree of
1799 Y2O3 dissolution and incorporation of Y and O in the steel matrix. The oxidation
1800 state of Y was determined from the Y–K-edge XANES spectra using as reference
1801 samples Y foil and Y2O3. The XANES spectra of Y (oxidation state = 0), Y2O3

1802 (oxidation state 3+), and the powders with 0.3 wt% Y2O3, with varying amount of
1803 Ti, are shown in Fig. 4.23. The absorption edge of the powders lies in-between the
1804 absorption edges of the Y foil and pure Y2O3, thus indicating that a portion of Y is in
1805 the metallic state (since Y cannot be found in oxidation states other than 0 and +3).

Fig. 4.23 Y–K-edge XANES spectra of the powder steel samples containing Y2O3, after mechan-
ical alloying of pre-alloyed Fe-13.5Cr-2 W powders with 0.3 wt% Y2O3 and 0–0.4 wt% TiH2

powders (sample names 0Ti – 0.4Ti). Metal Y and Y2O3 are used as reference samples. The
absorption edge, the main peak, and the shoulder at the post edge are marked by A, B, and C,
respectively (Reprinted fromMaterials Chemistry and Physics, Vol. 136, P. He, T. Liu, A. Möslang,
R. Lindau, R. Ziegler, J. Hoffmann, P. Kurinskiy, L. Commin, P. Vladimirov, S. Nikitenko, and
M. Silveir, XAFS and TEM studies of the structural evolution of yttrium-enriched oxides in
nanostructured ferritic alloys fabricated by a powder metallurgy process, Pages 990–998. Copyright
(2012), with permission from Elsevier)
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1806 The structure of the spectrum above the absorption edge is smeared out denoting that
1807 the Y2O3 particles lack long-range order. From the linear combination fit of the
1808 XANES spectra, it was deduced that less than 15 % of Y was in the metallic form.
1809 The XANES spectra of the compacted samples revealed that the oxidation state of Y
1810 was 3+ and indicated the formation of new Y-oxide phases. The EXAFS analysis of
1811 the powder samples disclosed that Y was in the form of Y2O3. The fact that the
1812 calculated coordination numbers are smaller is attributed to the plastic deformation
1813 introduced by the mechanical alloying. In the compacted Ti-free samples, YCrO3

1814 and Y2O3 phases were found to coexist. In the compacted samples that contained Ti,
1815 mixed Y–Ti oxide phases were taken into account to fit the EXAFS spectra.
1816 Precipitation-hardened Al alloys find applications in the aircraft industry. Staab
1817 et al. [179] applied XAFS for the study of nanoprecipitate phases in Al alloys. Such
1818 precipitates are held responsible for the hardening of Al alloys similar to the case of
1819 steel. However, in Al alloys synthesized by solution heating followed by quenching,
1820 such precipitates appeared to be formed after storage. The formation of precipitates in
1821 the alloys plays an important role in the increase of their strength even if the size of the
1822 precipitate is smaller than 1 nm. However, precipitates of such small sizes cannot be
1823 detected with HRTEM and/or XRD. Cu–K-edge XAFS was applied for the study of
1824 AlCu and AlCuMg alloys containing 1.7 and 1.87 at.%Cu, respectively. The latter also
1825 contained 1.78 at.% Mg. The Cu–K-edge measurements were conducted at �40 � C
1826 after an increasing–decreasing temperature cycle, a process that simulates natural
1827 aging. In regard to the analysis of the XAFS spectra, FEFF simulations were performed
1828 using a cluster that contained more than 87 atoms and assuming the Debye model for
1829 the estimation of the Debye–Waller factors. The simulations of the AlCu alloy spectra
1830 revealed that in the as-quenched state, isolated Cu atoms as well as Cu atoms partic-
1831 ipating in the formation of Guinier–Preston zones (Cu precipitates in the form of
1832 monoatomic platelets) existed, whereas after heat treatment the Al2Cu phase
1833 (Θ-phase) was formed. The Cu–K-edgeXAFS spectra of the AlCuMg alloy were fitted
1834 to identify variationswith aging (storage time).As the aging time increased (from 8min
1835 to 8 h), the distance between Cu and its neighboring atoms decreased, exhibiting
1836 relaxation. FEFF simulations revealed that the S-phasewas formed after heat treatment.
1837 Transition metal carbides find applications in wear- and oxidation-resistant protec-
1838 tive coatings and in low-friction solid lubricants. The applications are based on the
1839 nanocrystalline/amorphous-C nanocomposite structure. Furlan et al. [180] investigated
1840 Ni1�xCx (x < 0.62) films prepared by magnetron sputtering, in order to determine the
1841 crystalline to amorphous ratio. The XANES spectra were recorded at the Ni–L2,3- and
1842 C–K-edges. The Ni–L2,3-edge spectra for different C content are shown in Fig. 4.24.
1843 The two peaks, characteristic of the L3 and L2 edges, correspond to transitions from2p3/
1844 2 and 2p1/2 to three-dimensional states, respectively, and are representative of the
1845 formed NiCy phases ( fcc and hcp). Compared to the pure Ni metal, the peaks in the
1846 spectra of the NiCx samples are broader and shifted toward higher energies, indicating
1847 higher structural disorder and charge transfer fromNi to C. Furthermore, as x increases,
1848 the intensity of the L3 peak decreases indicating changes in the Ni ionicity. The splitting
1849 of the L3 peak observed for x = 0.16 is characteristic of the hcp phase (contrary to the
1850 fcc phase where only a single peak is expected).
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1851 The C–K-edge NEXAFS spectra are shown in the right panel of Fig. 4.24. The
1852 spectra have contributions from both the Ni1�xCx ( fcc or hcp phases) and the C
1853 matrix. Variations in the value of x affect the intensity of the π* resonances (features
1854 designated 1 and 2) relative to the intensity of the σ* region (features designated
1855 3–6), indicating variations in the sp2 and sp1 bonding. In another study,
1856 nanocomposite Fe1�xCx (with 0.2 < x < 0.7) films consisting of metal carbide
1857 and amorphous C phases were investigated [181]. The Fe–L2,3-edge XANES spectra

Fig. 4.24 (Top) Ni–L2,3-edge and (Bottom) C–K-edge XANES spectra of the sputtered Ni1�xCx

films, as a function of x (Reprinted from Journal of Physics: Condensed Matter, Vol. 26, A. Furlan,
J. Lu, L. Hultman, U. Jansson, and M. Magnuson, Crystallization characteristics and chemical
bonding properties of nickel carbide thin film nanocomposites, Pages 415501:1–11. Copyright
(2014), with permission from Elsevier)
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1858 had similar characteristics with the Ni–L2,3-edge spectra shown in Fig. 4.24. How-
1859 ever, crystal field-induced splitting of the L2 and L3 peaks was observed in all
1860 studied samples and was attributed to the formation of an amorphous FeCy carbide
1861 phase. Variations in the relative intensity of the L3 and L2 peaks revealed variations
1862 in the Fe ionicity in the FeCy phase. The C–K-edge spectra was also found to depend
1863 on x with the relative intensity of the π* to the total π* and σ* intensity decreasing
1864 with x. This variation has been attributed to the reduction of sp2 (C=C) and sp1

1865 hybridization in the amorphous C-phase and the C 2p–Fe 3d hybridized states in the
1866 iron carbide phase.
1867 TiBC/amorphous-C nanocomposite films grown by sputtering from TiC:TiB2 and
1868 graphite targets, with varying B/C ratios, were studied by means of Ti–K-edge
1869 XAFS [182]. The XANES spectra had intermediate characteristics between those
1870 of hexagonal-TiB2 and fcc-TiC. Incorporation of C in the TiB2 phase was detected.
1871 As the C content increased, further peaks in the Fourier transform gained intensity,
1872 indicating that TiC and/or TiBxCy phases were formed.
1873 TiN/Ni nanocomposite films were studied by Pinakidou et al. [183] with XAFS at
1874 the N–K- and Ni–K-edge. The samples consisted of TiN nanocrystals covered by an
1875 intergranular Ni phase and attracted interest due to superhardness and high chemical
1876 stability. They were prepared by sputtering and the Ni content was below 21.5 at.%.
1877 The N–K-edge NEXAFS did not reveal any differences among the samples with
1878 different Ni content indicating that the TiN structure was not affected by the Ni
1879 concentration. The EXAFS analysis at the Ni–K-edge disclosed that differences in
1880 the chemical composition affected strongly the coordination environment of
1881 Ni. More specifically, the number of Ni and Ti atoms bonded to Ni increased as
1882 the Ni content increased, and the total coordination number of Ni (with Ni and Ti
1883 atoms) increased with the [Ni]/[N] concentration ratio. The results indicated that the
1884 Ni atoms belong to a Ni matrix and also form bonds with Ti atoms in the TiN
1885 nanocrystals. TiN/Cu nanocomposites prepared by sputtering were also studied by
1886 means of Cu–K-edge EXAFS [184]. The authors reported that when the Cu content
1887 increased from 24 to 53 %, the total coordination number of Cu in the first nearest
1888 neighboring shell (comprised of Cu and Ti neighbors) increased from 6 to 11. The
1889 number of Ti neighboring atoms did not change significantly. The results demon-
1890 strated that as the Cu content increased, the Cu–Cu bonding became predominant
1891 indicating the formation of metallic Cu in-between the TiN nanocrystals.

1892 6.5 Carbon-Based Nanomaterials

1893 Carbon nanomaterials, for example, carbon nanotubes (CNTs), fullerene, and
1894 nanodiamond films, have tunable optical, electronic, and mechanical properties
1895 and are attractive for the fabrication of micro- and optoelectronic devices, chemical
1896 sensors, composite materials, and medical implants, as well as in renewable energy
1897 and environmental technologies. Recently, graphene, a single layer of sp2 bonded C,
1898 attracted a lot of interests as a promising material for the fabrication of the next-
1899 generation electronic devices. C–K-edge NEXAFS spectroscopy is widely applied
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1900 for the study of carbon-based nanomaterials. Examples of such applications are
1901 discussed in the following.

1902 6.5.1 Carbon Nanotubes
1903 Carbon nanotubes are hexagonal arrays of carbon atoms rolled in such a way to form
1904 long, thin, hollow cylinders. They can be single-walled (SWNT) or multi-walled
1905 (MWNT) with their length and diameter varying from few hundred nanometers to
1906 several microns and from 1 to few hundred nanometers, respectively [185]. Informa-
1907 tion on their amorphous character and/or sp3 content, the degree of alignment, the
1908 effectiveness of functionalization processes, and the presence of defects can be
1909 provided by NEXAFS, which is applied extensively. Functionalization refers to
1910 the attachment of atoms, molecules, or aggregates on the surface of the CNTs in
1911 order to reduce their chemical inertness. XAFS spectroscopy is also applied in
1912 intercalated CNTs in order to study the orientation, symmetry, and/or strain state
1913 of the intercalated compound. Due to the small binding energy of the K electrons in
1914 the carbon atom, acquisition of C–K-edge NEXAFS spectra necessitates ultrahigh
1915 vacuum conditions. Electron yield detectors (channeltrons) are mainly used for the
1916 detection of the total or partial electron yield (see also Sect. 4). For the energy
1917 calibration, due to monochromator shifts, the π* resonance of HOPG at 285.35 eV is
1918 commonly used (see Sect. 5).
1919 The electronic structure of the nanotubes is similar to that of graphite, and thus
1920 their C–K-edge NEXAFS spectra exhibit strong similarities (see Fig. 4.14). More
1921 specifically, the sharp resonance at 285.4 eV (i.e., before the absorption edge), which
1922 is detected in the spectra of C-nanotubes, is attributed to 1s ! π* transitions. In
1923 addition to that, the broad band, with a prominent resonance at approximately
1924 291.5 eV (i.e., above the absorption edge) is attributed to 1s ! σ* transitions
1925 [13]. In the energy range between the π* and σ* resonances, absorption attributed
1926 to defects, i.e., bonding of C with O and/or H, is observed. Broadening of the π*
1927 resonance in the spectra of MWNTs is attributed to the bending of the graphene
1928 layers that induces splitting of the π 2pz conduction sub-band [186]. Furthermore,
1929 variations in the width of the π* and σ* resonances, related to the synthesis process
1930 and the presence of defects, were observed. Fleming et al. [187] applied C–K-edge
1931 NEXAFS on SWNTs self-assembled on Si(100) in order to study the intensity
1932 variations of the π* resonance for various sample orientations and angles of inci-
1933 dence. In general, the linear polarization of the SR beam is employed in C–K-edge
1934 NEXAFS in order to study the orientation of the CNTs. Aligned CNTs have potential
1935 applications as field emitters and in high strength materials. Li et al. applied angle-
1936 resolved C–K-edge NEXAFS to study the orientation of single-walled nanotubes
1937 (SWNTs), with diameter equal to 2 nm, that were vertically aligned on a Si wafer
1938 [188]. The spectra were collected at incidence angles ranging from grazing to normal
1939 to the sample surface. As discussed in Sect. 5, the intensity of the π* resonance is
1940 proportional to cos2δ, where δ is the angle between the electric field vector of the
1941 polarized incident beam and the direction of the maximum electron density that
1942 corresponds to the molecular orbitals. The π* orbital is considered normal to the
1943 hexagonal honeycomb structure, i.e., to the CNT wall. For the σ* orbital, a planar
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1944 distribution of electron density on the hexagonal lattice plane is taken into account.
1945 In CNTs, the σ* orbital can be modeled as having two contributions, one parallel to
1946 the tube axis, σ||, and one tangential to the tube perimeter, σ⊥ (see inset of Fig. 4.25).
1947 The authors verified the well-oriented character of the nanotubes by the angular
1948 dependence of the π* and σ* resonances, which was in agreement with the theoret-
1949 ical predictions. The application of C–K-edge spectroscopy for the determination of
1950 the CNT orientation is also discussed in Ref. [189]. In order to assess the degree of
1951 order in the orientation of the CNTs, an order parameter (OP), which is also defined
1952 as dichroic ratio, is often adopted. The OP is defined as OP = (I⊥ � I||)/(I⊥ + I||)
1953 where I⊥ and I|| are the π* resonance intensities at normal and grazing incidence
1954 [190]. Absolute values close to unity indicate high order.
1955 Another important property of the CNTs that renders them suitable for applica-
1956 tions is functionalization, i.e., the attachment of atoms, molecules, or aggregates on
1957 the surface of the tube which is otherwise chemically inert. Functionalization of the
1958 CNTs results in improvement of their dispersion in various matrices to form com-
1959 posite materials and expands their applications in nanoelectronics, hydrogen storage,
1960 bioengineering, etc. Depending on the required CNT properties for specific appli-
1961 cations, different functionalization, obtained via different processing steps, is nec-
1962 essary [191]. Functionalization of SWNT via oxidation (e.g., wet air oxidation of

Fig. 4.25 Angle-resolved C–K-edge NEXAFS spectra of SWNT vertically aligned on a Si wafer.
The orientation of the π* and σ* (decomposed to σ⊥* and σ||*) orbitals relative to the nanotube and
the incidence geometry that shows the direction of the electric field vector E relative to the nanotube
are shown in the inset (Reprinted with permission from Z. Li, L. Zhang, D. E. Resasco, B. S. Mun,
and F. G. Requejo, Angle-resolved x-ray absorption near edge structure study of vertically aligned
single-walled carbon nanotubes. Applied Physics Letters, 2007. 90(10): 103115.1–103115.3.
Copyright [2007], AIP Publishing LLC)
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1963 ozone/H2O2-treated tubes) revealed that the intensity of the π* resonance decreased
1964 and additional peaks due to C=O (σ*) and C–O (π*) appeared in the energy range
1965 287–290 eV [190]. Functionalization is also important for the application of CNTs as
1966 heterogeneous catalyst supports, for example, in hydrogen storage in fuel cells – e.g.,
1967 proton-exchange membrane fuel cells (see Sect. 6.3.2). Carbon-based materials have
1968 several unique properties as catalyst supports compared to oxides, for example,
1969 dissolution resistance in high-temperature aqueous solutions, chemical resistance,
1970 engineering of the chemical properties by different ways of functionalization, and
1971 electrical conductivity. The employment of CNTs as catalyst supports for Pt
1972 nanoparticles and improvement of their uniform dispersion necessitates oxidation
1973 of the CNTs which creates oxygen-containing surface groups that act as absorption
1974 sites for the Pt nanoparticles. Wang et al. [192] studied the effect of different oxygen-
1975 containing groups on MWNT-supported Pt catalysts. The C–K-edge NEXAFS
1976 spectra of the MWNTs after treatment with HNO3 revealed the formation of C–O
1977 bonds. More specifically, the π* and σ* transitions of C–O appear at 287.6 and
1978 288.2 eV, respectively (i.e., in-between the π* and σ* transitions of C–C). Annealing
1979 in He atmosphere at 1273 K resulted in partial removal of the C–O bonds. The same
1980 trend was observed in the O–K-edge spectra where the O content can be determined
1981 from the edge jump height. Comparison of the C–K-edge NEXAFS spectra recorded
1982 under different PEY retarding voltages and in the FLY mode revealed that the
1983 oxygen-containing groups were mainly located on the surface of the MWNT. The
1984 authors studied also the spectra recorded at the L3 edge of Pt. The spectra of the
1985 Pt-loaded MWNTs (non-treated, functionalized with HNO3, and subsequently
1986 annealed) were compared with the spectra of a Pt foil. In the spectra of the
1987 MWNTs, the white line (see Sect. 6.1.1) had lower intensity compared to that of
1988 the Pt foil and the absorption edge was shifted to lower energies indicating charge
1989 transfer between the Pt cluster and the MWNT. The Pt–L3-edge EXAFS spectra
1990 verify that Pt was in the form of metallic nanoparticles. The authors estimated the
1991 size of the nanoclusters from the average coordination number.
1992 Contrary to applications where functionalization is necessary, there exist a num-
1993 ber of other applications where an increased inertness is important. For example,
1994 Brzhezinskaya et al. [193] applied N–K- and F–K-edge NEXAFS for the study of
1995 fluorination of MWNTs. The authors compared the fluorinated MWNTs with HOPG
1996 and white graphite fluoride (WGF). The C–K-edge spectra of the MWNTs that were
1997 in powder form exhibited strong similarities with the spectrum of HOPG. More
1998 specifically, upon fluorination, the π* resonance progressively lost intensity (see
1999 Fig. 4.26) and the spectrum became gradually similar to that of the WGF. The
2000 intensity of the π* resonance decreased as the F content increased, implying that
2001 the F atoms were attached perpendicular to the graphene layer and they did not
2002 replace C atoms in the honeycomb structure. Contrary to the C–K-edge NEXAFS
2003 spectra, the F–K-edge spectra did not exhibit variations with the degree of fluorina-
2004 tion. Thus, the interaction of the F atoms with the MWNTs proceeded through
2005 covalent attachment of F atoms to the tube skeleton, without its destruction, although
2006 hybridization changed from sp2 to sp3. The effect of thermal annealing on
2007 defluorination was also reported in the same paper.
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2008 The hydrogenation efficiency of SWNTs and their potential for applications in H
2009 storage was accessed with C–K-edge NEXAFS [194]. It was found that upon
2010 hydrogenation, the intensity of the π* resonance decreased and spectral features
2011 due to C–H bonding appeared. The ability of the liquid solvent SOCl2 to remove the
2012 oxidized groups from SWNTs has been also studied [195]. Direct comparison of the
2013 C–K-edge NEXAFS spectra of pristine and SOCl2-treated nanotubes revealed that
2014 the bands attributed to the π* states of C=O (288.5 eV) and σ* states of C–O
2015 (289.5 eV), which appear in-between the π* and σ* resonances, disappear after the
2016 treatment.
2017 Another important issue in CNTs concerns their doping, i.e., the incorporation of
2018 atoms in the hexagonal lattice. It has been reported that nitrogen doping increases the
2019 CNT reactivity toward deposition of Pt nanoparticles for catalytic applications.
2020 N-doped CNTs were studied by means of C–K-edge NEXAFS [196]. A comparison

Fig. 4.26 C–K-edge NEXAFS spectra of (1) the HOPG, (2) pristine MWNTs, (3) fluorinated
MWNTs, and (4) WGF (Reprinted figure with permission from M. M. Brzhezinskaya, V. E.
Muradyan, N. A. Vinogradov, A. B. Preobrajenski, W. Gudat, and A. S. Vinogradov, Physical
Review B, 79, 155439, 2009)
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2021 of the spectra of doped (CNx) and undoped CNTs is shown in Fig. 4.27. In N-doped
2022 nanotubes, the π* resonance is significantly broadened and shifted to higher binding
2023 energies due to incorporation of N in the nanotube structure. The strong resonance at
2024 289.1 eV is attributed to defects due to disruption of the sp2 graphitic bonding
2025 induced by the N doping.
2026 Low-pressure radio-frequency glow discharge was applied for the ex situ (post-
2027 deposition) N-doping of vertically aligned MWNTs [197]. Nitrogen can be incor-
2028 porated in the graphitic network in various ways, e.g., substitutional, pyridinic,
2029 intercalated N2 between the graphite layers, located in nonplanar sp3 sites, or
2030 chemisorbed. From the angular dependence of the C–K-edge NEXAFS spectra, it
2031 was deduced that the vertical orientation of the nanotubes was preserved. In the
2032 N–K-edge spectra, three π* resonances existed that evidenced the presence of
2033 various C–N bonds (pyridine-like, cyanic structure and substitutional, the graphite
2034 lattice). Their angular dependence revealed that N replaced C in the graphite rings,
2035 whereas a fraction of the N atoms formed cyanic structures. Annealing at 800 �C
2036 promoted incorporation of N in the graphitic planes and led in the formation of C–O/
2037 C=O bonds.
2038 Intercalation of various compounds is also possible in CNTs. Encapsulation of
2039 Co-phthalocyanine (CoPc) in CNTs was studied by Schulte
2040 et al. [198]. Phthalocyanines comprise a group of blue-green pigments which can
2041 incorporate a number of different metals in their structure. They exhibit strong

Fig. 4.27 C–K-edge NEXAFS spectra of undoped (CNT) and N-doped (CNx) carbon nanotubes
(Reprinted with permission from Y. Chen, J. Wang, H. Liu, M. Norouzi Banis, R. Li, X. Sun, T.-K.
Sham, S. Ye, and S. Knights, Nitrogen doping effects on carbon nanotubes and the origin of the
enhanced electrocatalytic activity of supported Pt for proton-exchange membrane fuel cells. Journal
of Physical Chemistry C, 2011. 115(9): 3769–3776. Copyright 2011, American Chemical Society)
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2042 optical absorption and they are used in organic photovoltaic devices. Encapsulation
2043 of CoPc in CNTs permits the formation of one-dimensional molecular arrays that
2044 allow control of their optical and magnetic properties. Although transmission elec-
2045 tron microscopy (TEM) can provide an image of the CNTs and verify the encapsu-
2046 lation of CoPc, the ordering of these planar molecules cannot be verified. In order to
2047 explore the N bonding geometry in the molecule, the orientation of the CoPc
2048 molecules was studied by means of N–K-edge NEXAFS spectroscopy (see
2049 Fig. 4.28). The lower unoccupied molecular orbital π* is oriented perpendicular to
2050 the plane of the CoPc molecule, and since the initial state of the transition is a 1s

2051 (with spherical symmetry), it can be represented by a vector Ο
!

normal to the
2052 molecule plane. The angular dependence of the resonance’s intensity was studied

2053 as a function of two angles that determine the orientation of Ο
!
relative to the sample

2054 surface, two angles that determine the orientation (inclination and rolling) of the
2055 molecule in the nanotube and the angle of incidence of the beam. These equations
2056 were simplified on the basis of microscopy observations for the orientation of the
2057 nanotubes on the substrate. In this way, the remaining dependence was on the angle
2058 of incidence θ and the angle ν formed by the planar molecule and the axis of the
2059 nanotube (see inset in Fig. 4.28). The theoretical curves that demonstrate the
2060 normalized θ-dependence of the resonance intensity using as parameter the ν angle
2061 are shown in Fig. 4.28. From the location of the experimentally determined inten-
2062 sities of the π* resonance on these curves, the authors determined a ν angle equal to
2063 54 � 5�.

Fig. 4.28 (Left) Molecular structure of CoPc and (right) parametric curves of the dependence of
the normalized, theoretically predicted intensities of the π* resonance on the angle of incidence with
angle ν as parameter. The symbols indicate the experimentally determined values. The geometry of
the CoPc molecule encapsulated in the nanotube that lies on the substrate is also shown (The right
panel of the figure is reprinted from Assembly of Cobalt Phthalocyanine Stacks inside Carbon
Nanotubes, K. Schulte, J. C. Swarbrick, N. A. Smith, F. Bondino, E. Magnano, and A. N.
Khlobystov. Advanced Materials, 19(20): 3312–3316. # 2007 WILEY-VCH Verlag GmbH and
Co. KGaA, Weinheim)
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2064 RuO2-coated CNTs are functional nanocomposites that have potential applica-
2065 tions as supercapacitors, in fuel cells, catalysts, and biosensors. The interaction of the
2066 RuO2 with MWNT was studied with C–K-, O–K- and Ru–L3-edge NEXAFS by
2067 Zhou et al. [199]. The results implied that the structure of the nanotube was not
2068 disturbed, Ru–O–C bonds were formed between the RuO2 coating and the nanotube,
2069 and charge transfer from the RuO2 to the nanotube took place.
2070 Spectromicroscopic techniques were also applied for the study of CNTs. Felten
2071 et al. [200, 201] combined scanning transmission X-ray microscopy (STXM) and
2072 NEXAFS with a spatial resolution better than 40 nm (which was achieved using a
2073 Fresnel zone plate), for the study of individual MWNTs. The transmitted signal was
2074 measured with a single-photon counter using a phosphor converter and a high-
2075 performance photomultiplier tube. The STXM image can be recorded with beam
2076 energy that corresponds to a specific feature of the C 1s spectrum, for example, the
2077 1s ! π* or 1s ! σ* transitions for sp2-hybridized C atoms. Comparison of trans-
2078 mission electron microscopy (TEM) images with STXM reveals the type of the
2079 CNTs existing in the sample and can be used for easier selection of the sample spot
2080 for the acquisition of the NEXAFS spectra, for example, MWNT, carbon
2081 nanoparticles, or carbon support grid. In the spectra of the MWNTs, the width of
2082 the π* resonance is smaller compared to the nanoparticles. The different chemical
2083 components identified by NEXAFS spectroscopy can be appropriately used to
2084 construct chemical maps that reveal the location and amount of each phase in the
2085 map. The authors discuss also the differences in the NEXAFS spectra of nanotubes
2086 prepared under different synthesis conditions. MWNTs selectively damaged by ion
2087 bombardment were also studied through spectromicroscopy by employing linear
2088 dichroism, i.e., the angular dependence of the NEXAFS signal. More specifically,
2089 the intensity of the π* resonance is maximized (minimized) when the nanotubes are
2090 oriented with their axis perpendicular, I⊥ (parallel, I||), to the polarization vector of
2091 the electric field of the beam. The ratio IR = I||/I⊥ varies with the defect content of
2092 the nanotubes. For a perfect nanotube and for 100 % linearly polarized SR beam, IR
2093 approaches 0, whereas when the tube loses its sp2 character through bonding with
2094 other tubes or loosing C atoms and buckling, IR increases [202]. Irradiation of
2095 nanotubes with Ga+ ions resulted in a higher value of IR which increased further
2096 with the ion fluence. Furthermore, thicker tubes appeared more resistant to
2097 irradiation-induced amorphization.

2098 6.5.2 Graphene and Graphene Oxide
2099 Angle-resolved C–K-edge NEXAFS is extensively used for the characterization of
2100 graphene. Zhang et al. [203] applied angle-resolved C–K-edge NEXAFS spectros-
2101 copy for the study of a single layer of graphene on SiO2. Although the intensity of
2102 the π* resonance (285.5 eV) exhibited a linear dependence on cos2θ, where θ is the
2103 angle of incidence relative to the sample surface, it did not vanish completely at
2104 normal incidence indicating significant rippling or corrugation of the layer. Similar
2105 observations were reported by Lee et al. [204] for the orientation of a single graphene
2106 layer that was grown on Cu and transferred to a SiO2/Si substrate. Although the
2107 dichroic ratio of the as-grown layer on Cu was �0.97 (i.e., very close to �1 for a
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2108 perfectly oriented and corrugation-free graphene layer), after transfer to the SiO2/Si
2109 substrate, it reduced to �0.72. Residuals of the PMMA used for the transfer can be
2110 easily detected in the C–K-edge NEXAFS spectra as a strong peak at 288.6 eV.
2111 Graphene epitaxially grown on a Ni (111) substrate was also found to be corrugation
2112 or ripple-free. In the same paper, angular-dependent measurements were also
2113 performed to study the orientation of terephthalic acid molecules on graphene
2114 [205]. It should be pointed out that special care for the subtraction of the C–K-
2115 edge signal of graphene form that of the terephthalic acid was taken. In addition to
2116 the fact that metal substrates, such as Ni, are suitable for the growth of good quality
2117 graphene, certain metal/grapheme systems have the potential for other applications
2118 as well. For example, Ni(111)/graphene structures are promising for potential appli-
2119 cations in spintronics: C–K-edge NEXAFS spectra of graphene on Ni(111) are
2120 shown in Fig. 4.29 for various angles of incidence along with the spectrum of a
2121 reference graphite sample [206]. The NEXAFS spectra also provide information on
2122 the interaction of graphene with the metal atoms. Thus, considerable broadening of
2123 the σ* and π* resonances was observed in the case of the graphene/Ni (111) and was
2124 attributed to the strong orbital hybridization and electron sharing at the graphene/Ni
2125 interface. A small shoulder observed in the spectra at 283.7 eV (i.e., below the π*
2126 resonance) was associated with lowering of the Fermi level due to charge transfer.
2127 An additional characteristic is the splitting of the π* resonance (two peaks at 285.5
2128 and 287.1 eV). The splitting was attributed to hybridization of the C pz with Ni three-
2129 dimensional orbital at the interface. In the same paper magnetization of Ni (111) was
2130 studied with XMCD measurements. Intercalation of one Fe monolayer between
2131 graphene and Ni (111) [207] does not result in the elimination of the second peak
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Fig. 4.29 (a) Angular-dependent C–K-edge NEXAFS spectra of graphene/Ni(111) layers com-
pared with the reference spectrum of graphite measured at α = 30� (α is the angle between the
incident beam and the sample surface). (b) Top and (c) side view of the top-fcc arrangement of
carbon atoms in the graphene layer on Ni(111) (Reprinted with permission from M. Weser,
Y. Rehder, K. Horn, M. Sicot, M. Fonin, A. B. Preobrajenski, E. N. Voloshina, E. Goering, and
Yu. S. Dedkov, Induced magnetism of carbon atoms at the graphene/Ni(111) interface. Appl. Phys.
Lett., 2010. 96(1): 012505.1–012505.3. Copyright 2010, AIP Publishing LLC)
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2132 in the π* region. On the contrary, intercalation of Al causes elimination of the second
2133 peak indicating that this thin Al layer effectively decouples the graphene layer from
2134 the Ni (111) substrate, thus leading to the nearly free-standing behavior of graphene
2135 with small electron doping [208]. Similar splitting, which has been observed in
2136 graphene grown on Cu, is less pronounced in double graphene layers compared to
2137 single ones [204]. Voloshina et al. [209] applied simulation of the NEXAFS spectra,
2138 with various theoretical models, in order to understand the interaction mechanisms
2139 between the graphene and the metal.
2140 Formation of interfaces between graphene and ultrathin dielectrics is important in
2141 a variety of microelectronic devices. However such interfacing may affect the
2142 transport properties of graphene. Schultz et al. [210] employed angle-resolved
2143 C–K-edge NEXAFS for the study of graphene on SiO2 with TiO2, ZrO2, HfO2, or
2144 TiN overlayers. The angular dependence of the spectra of the graphene layer on SiO2

2145 revealed its good orientation. However, deposition of a dielectric on top of
2146 graphene reduced the anisotropy of the spectra due to introduction of defects and
2147 corrugations. The authors compared the intensity of the π* resonance for the various
2148 dielectrics and proposed that strong covalent bonding took place when a TiN
2149 overlayer was used, while only charge redistribution occurred in the case of a
2150 HfO2 overlayer.
2151 Graphene is a zero-gap semiconductor and therefore doping is applied to achieve
2152 gap opening. n- and p-doped graphene is a promising material for applications in
2153 biosensing, Li-batteries, and fuel cells [211]. Nitrogen is an n-type dopant, but it
2154 forms various types of defects when incorporated in graphene. N–K-edge NEXAFS
2155 spectra of N-doped graphene (pristine N-doped graphene on Ni(111), decoupled
2156 with gold intercalation and quasi-free standing after post-synthesis annealing) are
2157 shown in Fig. 4.30. Doping of graphene with N was achieved by introducing NH3 in
2158 the gas flow during the chemical vapor deposition growth of graphene on Cu
2159 substrates. As shown in Fig. 4.30, three characteristic peaks appear in the spectra.
2160 Peak C, at ~401 eV, that is detected in the spectra of the annealed, Au-intercalated
2161 N-doped graphene was attributed to N 1 s ! π* of N in the graphitic environment.
2162 This particular peak gains intensity at grazing incidence. The angular dependence of
2163 peak B1 (~405 eV) was the opposite and thus a σ* character was assigned to
2164 it. Finally, peak A1 (at ~399 eV) was ascribed to N 1 s ! π* transition of pyridinic
2165 moiety. The incorporation of nitrogen in the graphene layer is verified by the N–K-
2166 edge NEXAFS spectra where the peaks at 400.7 and 408 eV exhibit similar angular
2167 dependence with the π* and σ* peaks of the C–K-edge graphene spectra,
2168 respectively [212].
2169 Cl doping was also investigated using C–K-edge NEXAFS. Cl, which is a p-type
2170 dopant, introduces a shoulder or a peak at approximately 0.8 eV below the π*
2171 resonance [213].
2172 Haberer et al. studied hydrogenated graphene (H-graphene) [214]. H-graphene
2173 exhibited the expected angular dependence of the π* and σ* resonances, although
2174 the intensity of the π* resonance was slightly lower due to the formation of C–H
2175 bonds which reduced the sp2 hybridization. The π* resonance also appeared to have
2176 a weak shoulder in its low energy part which was assigned to an electronic state

4 XAFS for Characterization of Nanomaterials 223



2177 in-between the π and π* states. The results were verified by tight-binding calcula-
2178 tions. Density functional theory calculations were also performed to simulate the
2179 C–K-edge NEXAFS spectra of graphene and the effect of various defects [215].
2180 Functionalization of graphene layers caused by 1 MeV electron irradiation was
2181 studied by K.-j. Kim et al. [216]. Irradiation resulted in a decrease of the intensity
2182 of the π* resonance and evolution of resonances at 287.2 and 288.0 eV which were
2183 attributed to C=O, i.e., irradiation resulted in oxidation of the graphene layer.
2184 The effect of growth temperature on the structure of a few-layer graphene, grown
2185 by molecular beam epitaxy, was also investigated using C–K-edge NEXAFS [217].
2186 More specifically, when the growth temperature was 500 �C, only amorphous C
2187 was observed. For temperatures higher than 700 �C, the characteristic π* and σ*
2188 resonances evolved and they became sharper upon temperature increase up to
2189 1300 �C. In addition to that, strong contribution from C–O bonds was observed.
2190 Good quality graphene layers were grown on Si, instead of Al2O3, substrates, at
2191 800 �C [218]. Graphite flakes consisting of a few graphene layers were investigated
2192 using X-ray transmission imaging at the C–K-edge. The sample was illuminated by
2193 the focused (using a capillary) quasi-monochromatic SR beam. The sample was
2194 imaged by a zone plate objective with a CCD camera and the spatial resolution was
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Fig. 4.30 N–K-edge NEXAFS spectra recorded at an angle of 30� between the polarization vector
of the photons and the surface normal of N-doped graphene on Ni(111), intercalated with Au and
annealed (Reprinted with permission from D. Usachov, O. Vilkov, A Gr€uneis, D. Haberer,
A. Fedorov, V. K. Adamchuk, A. B. Preobrajenski, P. Dudin, A. Barinov, M. Oehzelt,
C. Laubschat, and D. V. Vyalikh, Nitrogen-Doped Graphene: Efficient Growth, Structure, and
Electronic Properties. Nano Letters 2011, 11(12): 5401–5407. Copyright (2011), American Chem-
ical Society)
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2195 approximately 10 nm. Image stacks recorded at different energies in the C–K-edge
2196 NEXAFS region revealed variations in the chemical state of C [219]. Since the
2197 sample was positioned normal to the beam, flat and folded regions of the flake
2198 resulted in C–K-edge NEXAFS spectra with different intensities of the characteristic
2199 π* resonance. The spectrum of the lacey carbon support was considerably different.
2200 The spectra recorded from different regions are shown in Fig. 4.31b. A component
2201 image that shows in red the absorption of the lacey carbon support, in green the “in-

Fig. 4.31 (a) Average of aligned STXM images (283–311 eV). (b) Spectra extracted from the three
regions indicated by the colored shapes in (a): the spectrum shown in red is from the lacey carbon
support, and green is from the flat area of the sample, while blue is from the folded region. The
signal intensity used to convert the measurements to optical density (OD) was taken from the yellow
circular area. (c) Color-coded composite of the maps for lacey carbon (red), in plane, σ, (green) and
out of plane, π, (blue), derived from a three-component fit of the carbon K-edge image sequence
(Adopted from C. Bittencourt, A. P. Hitchock, X. Ke, G. Van Tendeloo, C. P. Ewels, and
P. Guttmann, X-ray absorption spectroscopy by full-field X-ray microscopy of a thin graphite
flake: imaging and electronic structure via the carbon K-edge. Beilstein J. Nanotechnol., 2012,
3:345–350)
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2202 plane” absorption that corresponds to the σ* region, and in blue the “out-of-plane”
2203 absorption, which corresponds to the π* absorption, is shown in Fig. 4.31c. The “in-
2204 plane” signal is much stronger for the flat part of the graphite flake, whereas the “out-
2205 of-plane” signal is stronger for the folded part of the flake. SXTM images of single
2206 layer graphene grown by chemical vapor deposition revealed local variations in the
2207 intensity of the transmitted light. C–K-edge NEXAFS spectra from different sample
2208 spots identified variations in the intensity of the π* resonance. Nonzero intensity of
2209 the π* resonance indicates the presence of folds or ripples in the graphene layer
2210 [220]. Acquisition of C–K-edge NEXAFS spectra from different spots of a graphene
2211 sample, which were preselected from photoemission electron microscopy (PEEM)
2212 images, revealed the progressive variation of the spectra with the number of
2213 graphene layers [221].
2214 Two-dimensional graphene oxide (GO), exfoliated from oxidized graphite,
2215 exhibits a behavior similar to that of a wide-band gap semiconductor. GO–metal
2216 oxide nanocomposites are suitable materials for supercapacitor applications. Similar
2217 to the case of graphene, the NEXAFS spectra of GO exhibit angular dependence that
2218 allow for the determination of the orientation of the O-related defects which give rise
2219 to additional peaks. Resonances that appeared at 286.5, 288.7, and 289.6 eV were
2220 assigned to π* excitations of C–O, C=O, and –O–C–OH, respectively [222]. The
2221 GO spectra were not significantly affected when nanocomposite structures with
2222 MnO2 were formed. Reduction of GO resulted in the disappearance of the peak at
2223 289.6 eV indicating the removal of the hydroxylated species with heat treatment.
2224 Reduction resulted also in enhancement of the π* resonance intensity, stronger
2225 angular dependence, and sharpening of the peaks in the σ* region indicating that
2226 an extended and less defective network was formed. Hybrid catalysts consisting of
2227 MnCo2O4 nanoparticles deposited on N-doped graphene were studied by means of
2228 XAFS at the C- and metal-absorption edges [223]. Initially, the metal precursors
2229 reacted with mildly oxidized graphene (mGO) and NH4OH was added to provide the
2230 necessary N dopant. Next a hydrothermal treatment step was used to reduce the
2231 N-doped mGO and to promote crystallization of the metal nanoparticles. The π* and
2232 σ* resonances of graphitic C could be clearly resolved in C–K-edge spectra of the
2233 reduced N-doped GO. However, in the corresponding spectra of hybrid catalysts,
2234 features with considerable intensity due to C=N (~287.5 eV), O–C=O (~288.5 eV),
2235 and C–OH and C–O–C (~289.5 eV) appeared, indicating bonding of O and N to
2236 metal atoms in the oxide nanoparticles. Variations were also observed in the N–K-
2237 edge NEXAFS spectra where in the hybrid catalysts, enhanced intensity of π*
2238 resonance in the range of 398–402 eV (pyridinic, pyrrolic or amino, graphitic N)
2239 was observed compared to the spectra of N-doped reduced mGO. These variations
2240 were attributed to bonding of N to metal. The authors discussed also the L2,3-edge
2241 spectra of Mn and Co.
2242 Sulfur-graphene oxide (S–GO) nanocomposites are promising cathode materials
2243 for rechargeable Li/S cells. They were studied by means of S–K-, O–K-, and C–K-
2244 edge NEXAFS spectra recorded after different numbers of discharge–charge cycles
2245 in order to identify variations in the S and C bonding. In the S–K-edge spectra, peaks
2246 that correspond to transitions from 1 s to final π* states could be detected. The peaks
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2247 due to S–S (2472.2 eV) in elemental sulfur or C–S–S–C bonding in S–GO and due to
2248 C–S (2473.7 eV) of S–GO were identified. Acquisition of the spectra after
2249 discharge–charge cycles revealed changes that were attributed to loss of elemental
2250 S and/or S species bonded to GO, i.e., active S species, as a result of cycling as well
2251 as the presence of S2�, SO3

2�, and/or SO4
2�. These products were formed at the

2252 expense of the active S species. Changes were also observed in the C–K-edge
2253 NEXAFS spectra upon cycling, with the characteristic π* and σ* peaks of graphene
2254 loosing intensity and giving place to peaks due to CO3

2�, RO�, and –CH2–. The
2255 results supported the formation of lithium carbonate due to the Li/S–GO cell
2256 operation. Quantification of the variation of the different species, which could be
2257 identified from the NEXAFS spectra as a function of the discharge–charge cycle,
2258 was also provided after proper fitting of the spectra [224].
2259 Graphene often results from the reduction of GO that can be exfoliated from
2260 oxidized graphite. Hydrothermal reduction of GO to graphene in the temperature
2261 range 120–180 �C resulted in partial restoration of the sp2 bonding and removal of
2262 oxygen-containing functional groups [225]. Thermal treatment of GO with urea was
2263 also successfully used for the doping of graphene, as it was deduced from NEXAFS
2264 measurements at the C–N- and O–K-edges [226]. A C–K-edge NEXAFS study of
2265 the reduction of GO with hydrazine hydrate and a GO-paper intercalated with
2266 dodecylamine can be found in Ref. [227]. Hydrazine reduction of GO was also
2267 studied by Dennis et al. [228]. The observed increase of the π* resonance intensity
2268 upon reduction signified improvement of the short-range order. Significant incorpo-
2269 ration of N was observed in the form of pyridine-like and pyrrole-like moieties.
2270 Reduction of the oxygen-related species, e.g., epoxide, which can unzip the C–C
2271 bonds, took place. Epoxide and carboxyl are functional groups present on the surface
2272 of graphene that was obtained from oxidized graphite exfoliation. These groups
2273 cause electronic isolation of GO although in a number of applications, they are
2274 required since they act as anchoring sites, for example, for catalysts. SXTM images,
2275 with spatial resolution 30 nm, of GO reduced by annealing at 1050 �C under Ar flow
2276 [229] were recorded with circularly polarized SR light to avoid intensity variations
2277 related to local variations in the orientation. The observed intensity variations were
2278 assigned to the number of GO layers.

2279 6.6 Nanomaterials and the Environment

2280 The widespread applications of nanoparticles have raised considerable concern
2281 about potentially hazardous implications related to their release in the environment.
2282 On the other hand, a number of nanomaterials find important environment-friendly
2283 applications, e.g., for the removal of toxic elements from the environment, from the
2284 drinking water, or for the dissociation of toxic compounds.

2285 6.6.1 Environmental Implications of Nanomaterials
2286 Zn–K-edge XAFS was applied in order to investigate the structural changes in ZnO
2287 nanoparticles after their release in the environment and interaction with phosphates
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2288 [230]. The XAFS measurements revealed that with increasing P/Zn ratio and
2289 reaction time, the reaction of ZnO nanoparticles with K2HPO4 solutions resulted
2290 in gradual transformation of ZnO to Zn3(PO4)2 � 4H2O. The quantification of the
2291 two phases was achieved by linear combination fitting of the χ(k) spectra using the
2292 spectra of pure compounds, i.e., ZnO and Zn3(PO4)2 � 4H2O.
2293 CeO2 nanoparticles, which are extensively used in biomedical applications, in
2294 cosmetics, as polishing materials, as well as in diesel–fuel additives, are considered
2295 toxic after their release in the environment. The biotransformation, i.e., biochemical
2296 modification by living organisms, of CeO2 nanoparticles was studied by Zhang
2297 et al. [231]. The authors investigated the speciation of Ce in cucumber. Most of Ce
2298 in the plants accumulated in the roots, with the concentration of Ce in the leaves and
2299 stems being similar. The Ce–L3-edge XANES spectra recorded from the root, stem,
2300 and leaf of the cucumber plant are shown in Fig. 4.32 along with spectra of reference
2301 compounds. The double peak with components denoted by B and C is a fingerprint
2302 of Ce4+, whereas peak A is the characteristic of Ce3+. The partial reduction of Ce4+ in
2303 the CeO2 nanoparticles to Ce3+ in the plant can be easily deduced from the spectra,
2304 with the Ce3+/Ce4+ ratio appearing to be higher in the roots. Linear combination
2305 fitting was applied for the determination of the corresponding ratios in various parts
2306 of the plant.
2307 Ce was found to retain the form of CeO2 nanoparticles in soybean plants grown in
2308 CeO2-nanoparticle contaminated soil, while only a small amount was reduced to Ce3+

2309 [232]. In the same study, ZnO nanoparticles were used to contaminate the soil. It was

Fig. 4.32 Ce–L3-edge XANES spectra of the root, stem, and leaf of cucumber plants treated with
CeO2 nanoparticle solutions for 21 days. Vertical dashed and dotted lines denote the energy
positions of the characteristic peaks of Ce3+ (A) and Ce4+ (B,C), respectively (Reprinted with
permission from P. Zhang, Y. Ma, Z. Zhang, X. He, J. Zhang, Z. Guo, R. Tai, Y. Zhao, and Z. Chai,
Biotransformation of Ceria Nanoparticles in Cucumber Plants. ACS Nano, 2012. 6(11):
9943–9950. Copyright (2012) American Chemical Society)
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2310 found that Zn was bonded to O. The Zn–K-edge XANES spectra were well
2311 reproduced by a mixture of Zn nitrate and Zn citrate. In both cases, the XAFS spectra
2312 were recorded frommetal-rich spots which were identified frommicro-XRF maps. In
2313 a similar study on the uptake of coated CeO2 nanoparticles by corn plants, significant
2314 reduction of Ce4+ to Ce3+ was not detected in the plant roots [233].
2315 Ti–K-edge XAFS was used to study the accumulation and dissolution of TiO2

2316 nanoparticles, with diameters ranging from 14 to 655 nm, in wheat plants [234]. The
2317 spectra were recoded from Ti-rich plant parts which were identified from micro-XRF
2318 images. The spectrum profile and the relative intensity of the components of the
2319 pre-edge peak revealed that TiO2 nanoparticles with anatase and rutile structures do
2320 not dissolve and retain their structure in the leaves and the roots of the plant.
2321 Regarding the interaction of nanoparticles with tissues, Vaeronesi et al. [235]
2322 investigated the interaction of TiO2 nanoparticles with cell cultures. More specifi-
2323 cally, TiO2 nanoparticles, with the structure of rutile and size of 21 nm, were
2324 incubated in gastric and intestinal fluids, to simulate the effect of gastrointestinal
2325 fluids on the structure of the nanoparticles. Micro-XRF was used for the selection of
2326 Ti-rich spots from where the XAFS spectra were recorded. Both the EXAFS and
2327 XANES spectra of the pristine nanoparticles and those internalized in the cells were
2328 similar, indicating that dissolution of the TiO2 nanoparticles did not occur. The
2329 in vitro interaction of 7 nm CeO2 nanoparticles with human dermal fibroblasts was
2330 also investigated and the reactions at the interface of nano-CeO2 with the fibroblasts
2331 were studied with XAFS [236]. Partial reduction from Ce4+ to Ce3+ was deduced
2332 from the Ce–L3-edge spectra.

2333 6.6.2 Nanosized Adsorbents of Toxic Elements
2334 Nanosized metal oxides are used for the adsorption of toxic elements, for example,
2335 As from drinking water. As in natural waters exists in the form of As3+ and As5+.
2336 Trivalent As is considered as more toxic. The maximum allowed concentration of As
2337 in drinking water is 10 μg/l. Nanosized absorbents appear to be more effective
2338 compared to their macro-sized counterparts due to their large surface area. The
2339 ability of the adsorbents to oxidize As3+ to the less toxic As5+ and the trapping
2340 mechanism of As on the surface of the nanoparticles depend on the oxidation state of
2341 As, the chemical composition of the sorbent, and the solute pH. The As–K-edge
2342 XANES spectra (Fig. 4.33a) are characterized by a very intense white line whose
2343 energy position is a fingerprint of the oxidation state of As. The As–K-edge EXAFS
2344 spectra can provide additional information on the oxidation state of As. More
2345 specifically, As exists in water in the form of oxyanions. The As–O distance in the
2346 case of As3+ is longer compared to the corresponding distance in As5+. The presence
2347 of further peaks in the Fourier transform (red and blue lines in Fig. 4.33b) is the
2348 characteristic of the adsorption of the oxyanion on the surface of the absorbent
2349 forming an inner sphere complex. Various modifications have been detected as either
2350 bidentate or monodentate, binuclear or mononuclear [237]. Another study was
2351 focused on the adsorption of As3+ on Mg(OH)2. In this case layered structures by
2352 AsO3 polymer chains (Fig. 4.33b) may be formed [238].
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2353 The efficiency of amorphous TiO2 and TiO2 nanoparticles, obtained by calcina-
2354 tions, in the adsorption of As was studied by Jegadeesan et al. [239]. It was found
2355 that As3+ oxidized to As5+ only when TiO2 was amorphous. EXAFS analysis
2356 revealed that both As3+ and As5+ formed bidentate binuclear complexes. As–K-
2357 edge EXAFS study of the adsorption of As5+ by γ-alumina nanoparticles disclosed
2358 the formation of bidentate binuclear complexes bonded to the octahedra of the Al2O3

2359 structure [240].
2360 The As5+ trapping in magnetite nanoparticles was studied by means of absorption
2361 and precipitation methods [241]. In the adsorption samples, the arsenate (AsO4)
2362 oxyanion was found to form bidentate binuclear complexes. In the precipitation
2363 samples and for high As5+ loading, the results demonstrated that part of the AsO4

2364 tetrahedra were incorporated in the magnetite structure. The study of the trapping

2365 mechanism of As3+ and As5+ from green rust Fe2þ1�xFe
3þ
x OHð Þ2

� �
CO3, Cl, SO4ð Þ

2366 [242] revealed that oxidation of As3+ did not take place. Bidentate binuclear and
2367 monodentate mononuclear complexes were detected in the case of As5+ with the
2368 relative concentration depending on the As loading. Regarding As3+, it was found
2369 that As forms dimmers of arsenite pyramids (As2O5) which are bonded to the layers
2370 of the green rust. Starch-stabilized magnetite nanoparticles were used for As5+

2371 adsorption [243]. Starch plays the role of stabilizer of the magnetite nanoparticles,

Fig. 4.33 (a) As–K-edge XANES spectra of As5+ (red line) and As3+ (blue line) adsorbed on
nanoporous FeOOH (red line) and As3+ (black line) adsorbed on granular ferric oxide that caused
partial oxidation of As. (b) Fourier transform of As–K-edge EXAFS signal of As3+ and As5+

adsorbed on FeOOH or MgO. The latter case is consistent with the formation of layered structures
such as As2O3 shown in the inset. Black and color lines in (b) correspond to experimental and fitting
curves, respectively
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2372 affecting their size and surface properties. As was found to form bidentate binuclear
2373 and monodentate mononuclear complexes.
2374 Since As3+ is more toxic than As5+, processes that enhance the transformation of
2375 As3+ to As5+ and/or As retention are of interest for the remediation of
2376 As-contaminated groundwater. As–K-edge XANES verified the oxidation of As3+

2377 to As5+ from magnetite nanoparticles in the presence of O2. As
3+ oxidation under

2378 similar oxic conditions was also achieved with ferrihydrite nanoparticles but only
2379 after addition of an aqueous solution of Fe2+ [244]. Oxidation of As5+ to As3+ and
2380 efficient trapping may be achieved by adding Mn (preferably tetravalent) in Fe
2381 oxides/hydroxides. Tresintsi et al. [245] studied the adsorption mechanism of As3+

2382 and As5+ from mixed Fe/Mn oxy-hydroxide adsorbents. The Mn–K- and As–K-
2383 edge XANES spectra revealed that the oxidation state of Mn was 4+ and As3+ was
2384 successfully oxidized to As5+ by the Mn ions. The EXAFS analysis demonstrated
2385 that the As oxyanions were adsorbed in the bidentate mononuclear geometry, where
2386 the AsO4 tetrahedron shares common edge with the FeO6 octahedra. Similar
2387 observations were reported by Zhang et al. [246] who studied Fe/Mn binary oxides
2388 (of the type MnOx–FeOOH) before and after the adsorption of As. The oxidation
2389 state of Mn was found between 3+ and 4+ and it was deduced that it efficiently
2390 oxidized As3+ to As5+. The arsenate species were trapped in the form of bidentate
2391 binuclear complexes. Composite absorbents consisting of magnetite (Fe3O4)
2392 and Mn3O4 were also used for the adsorption of As3+ [247]. The As–K-edge
2393 XANES spectra disclosed that the adsorbed As was oxidized to As5+, a process
2394 attributed to the presence of Mn. The Fe3O4 component offered the possibility for
2395 magnetic solid/liquid separation. Another application related to the oxidation
2396 of contaminant elements by Mn-containing nanoparticles is the oxidation of Sb3+

2397 to Sb5+ by manganite (γ-MnOOH) nanoparticles, as it was verified by Sb–L3-edge
2398 XANES [248].
2399 Iron oxide nanoparticles have been also considered for the adsorption of other
2400 elements which are considered toxic above certain concentrations. The trapping
2401 mechanism of Se6+ on maghemite nanoparticles was studied with XAFS measure-
2402 ments at the Se–K-edge [249]. Similar to the case of As–K-edge spectra, a white line
2403 is present in the XANES spectra recorded at the Se–K-edge. From the position of the
2404 white line, it was deduced that the oxidation state of Se did not change after its
2405 sorption on the maghemite nanoparticles. EXAFS analysis demonstrated that the
2406 selenate tetrahedra formed bidentate binuclear complexes with the two corners of the
2407 Fe polyhedra. Nanoparticles produced by ball milling of red mud, a residue gener-
2408 ated during the production of Al from bauxite, were used for the study of the trapping
2409 mechanism of Cd that is another toxic element [250]. Linear combination fitting of
2410 the XANES spectra recorded at the Cd–L3-edge disclosed the formation of inner
2411 sphere complexes of the form XCd(OH) where X represents surface groups of the
2412 red mud.
2413 Contamination of water resources by heavy metals, for example, Ni, Pb, and Hg,
2414 which are by-products of industrial activities, is also of great concern. Tinanate
2415 nanotubes (TNTs) were used for the removal of Ni2+ [251]. For low interaction
2416 times, only one neighboring shell of Ni, consisting of six O atoms, was detected
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2417 indicating that outer sphere complexes were formed via ion exchange with the TNTs.
2418 For higher interaction times, contribution of further shells (comprise of both Ti and
2419 Ni) was detected, indicating the formation of inner-sphere complexes and precipi-
2420 tates. Increase of the sorption pH promoted the formation of inner sphere complexes
2421 at lower interaction times.

2422 7 Conclusions and Future Perspectives

2423 XAFS spectroscopy, carried out using synchrotron radiation beams with beam size
2424 that ranges from hundreds of micrometers to few tens of nanometers, is a unique
2425 tool for the study of a plethora of materials developed for nanotechnology applica-
2426 tions. Although in most of cases the XAFS signal provides average information
2427 from a certain sample volume, it is a versatile and attractive technique because it is
2428 element specific and nondestructive; it does not rely on the long-range order, as
2429 diffraction techniques do; and it is able to obtain signal from small quantities of a
2430 variety of materials, e.g., liquids, solids, quantum structures, composites, com-
2431 plexes, diluted samples, and elements that span almost the whole periodic table.
2432 The multitude of information that can be obtained is related to symmetry, electronic
2433 properties, charge transfer and oxidation state, element-specific magnetic proper-
2434 ties, bonding configuration of elements, finite size effects and disorder, chemical
2435 effects, etc.
2436 The development of quick-XAFS, with the improvement of acquisition electron-
2437 ics and detectors, offered the possibility to perform dynamical studies in the
2438 sub-second scale. The use of dispersive monochromator optics and CCD detectors
2439 permits measurements at even shorter time scales. When combined with proper
2440 sample environments for in situ characterization, unique information can be obtained
2441 on the dynamics of the material synthesis processes and the evolution of chemical
2442 reactions. Time-resolved measurements also permit the study of material response
2443 upon perturbation, for example, the application of external magnetic fields, laser
2444 light, mechanical stress, or mixing with a reactant. Time slicing is a relatively new
2445 method that offers sub-picosecond pulses of X-rays for the study of ultrafast
2446 phenomena.
2447 Although microspectroscopy techniques enable XAFS measurements and XRF
2448 imaging of inhomogeneous samples with beam size of about 1 μm, still the size of
2449 the beam is 2–3 orders of magnitude larger than the size of nanomaterials. Toward the
2450 improvement of the spatial resolution, spectromicroscopy techniques are developed,
2451 where the XANES spectra are reconstructed from X-ray microscopy images with
2452 spatial resolution of approximately 50 nm. These images are recorded at different
2453 energies that span the XANES spectral region of the element and edge of interest.
2454 Finally, the development of free electron lasers will improve dramatically the
2455 spatial and time resolution, thus enhancing the possibilities for advanced and
2456 intriguing XAFS-based methods for the study of nanomaterials of various kinds.
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1 Definition of the Topic

Overview of the methods and results of the application of X-ray absorption spec-
troscopy characterizing atomically precise nanoclusters.

2 Introduction

Interest in catalysts such as the atomically precise nanoclusters (APNCs) is growing.
Much is still to be learned about the properties of these materials, however. At what
point in cluster growth does a material change from the quantum behavior of a single
atom or molecule to the ensemble behavior of a bulk metal [1]? Is the transition
smooth with increasing cluster size, or is there an intermediate region where the
clusters have properties that are neither metallic nor due to quantum size effects [2]?
Is there a relationship between the size of the clusters and their electronic, optical,
and catalytic properties [3]? Is there a correlation between structure and electronic
properties [4]? How are structure and electronic properties affected by a complex
environment (including different temperatures, pressures, or solvation effects) [5]?
Since APNCs are the focus of this book, some answers to these questions are
presented in other chapters.

However, a very brief introduction shall help the reader to understand the
separation of the group of APNCs from the wider group of nanoparticles (NPs).
The definition of NPs as mesoscopic systems between atoms or molecules and
macroscopic bulk material can apply to a good number of structures with particle
sizes of � 100 nm. The term APNC means that these NPs have a precise number of
atoms and generally implies that they are small (below 10 nm diameter). It is
reported that the atomic precision of APNCs affects catalytic and optical properties
and gives exceptional stability to the APNC (e.g., [4, 6–8]). A brief history of Au
APNCs is given in Schaaff et al. [7].

The first step in understanding the correlation between the structure and the
chemical and physical properties (which enable tailoring of the catalytic properties
of the APNC [9]) is to gain precise knowledge about the structure of the clusters.
X-ray diffraction (XRD) is the best method to determine the structure of a material.
For APNCs, there is a certain degree of disorder [10] and fluidity [11] on the surface
due to the presence of ligands. For this reason, it is mostly not possible to grow
crystals and determine the structure using XRD [12]. In order to find some under-
standing of the structure for these cases, certain semiempirical models have been
developed [13, 14]. For example, “staple fitness,” concerning the highest structural
stability of the staple motif [15], will be discussed later in this paper.

The most basic structural models were created on the basis of atomic packing
structures (e.g., fcc) and are summarized by Benfield [16]. The atomic packing mode
in metal NCs is in direct correlation with their size and other structural properties
[4, 9, 17]. Specifically, the stability stands in direct relation to the so-called magic
numbers [9]. Details will be discussed further below. New approaches using density
functional theory (DFT) have made it possible to determine the structures of several
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clusters, e.g., Au25(SR)18 [18], Au38(SR)24 [19], and Au144(SR)60 [20]. Challenges
include the determination of the cluster size (more specifically the number of atoms)
from the packing mode models and the understanding why smaller clusters have
icosahedral structure in one case and cuboctahedral structure in another [11].

The most studied group among the APNCs is the gold clusters (Aux(SR)y) with
thiol capping. This is because when the gold–sulfur interface can be understood
(including atomic and electronic structure, properties of signal transmittance, exci-
tations, and electron transport), then they can be applied to fields such as
nanocatalysis, molecular electronics, biolabeling, photonics, and sensing [20]. Fur-
ther, the extremely high surface-to-volume ratio of these gold clusters (Aux(SR)y)
can help with the understanding of self-organization processes in self-assembled
monolayers (SAM) [7]. Solution phase investigations of Au clusters can reveal the
physical and chemical properties of atomically precise Au nanoclusters [21]. In
contrast to the use of thiol ligands is a new method of NC stabilization with s:
These dendrimer-encapsulated nanoclusters (DENs) show quite different properties
compared to thiol-stabilized NCs [22].

The second step in the understanding of the physical and chemical properties
(specifically the catalytic properties) of APNCs is the determination of their elec-
tronic properties, which depend on the basic structure (size, packing) and environ-
ment. In particular, the size of a cluster will determine whether its electronic
properties are discrete, i.e., atoms, molecules, and small clusters or form a band
structure, i.e., bulk metals [4]. Common techniques to determine the electronic
structure of materials are UV–vis spectroscopy and X-ray photoelectron spectros-
copy (XPS) (which needs ultrahigh vacuum (UHV) conditions [9]). Another proce-
dure that is used is the calculation of density of states based on quantum
chemistry [23].

The goal of the generation of APNC is not only the control of the size (e.g.,
number of atoms) but also the distribution of metals in the case of the bimetallic
NC. The determination of the distribution of the two metals is another aspect of the
concept of “active sites”which includes defects, sharp corners, and atomic steps, and
its understanding can help control catalytic reactions further [6].

The electronic properties can change if the two metals are distributed in the
certain way [24]. For example, alloys with Pd, Ag, Pt, or Cu based on Au25(SR)18
and Au38(SR)24 NC were synthesized and investigated by both theory and experi-
ment and showed that the content and distribution of second metal (doping) have
direct effects on the geometrical structure and electronic properties (e.g., [25–28]). In
the cases of Au24Pt(SR)18 [25], Au24Ag(SR)18 [26], Au24Pd(SR)18 [27, 28], and
Au24Cu(SR)18 [29, 30], the dopant atoms are believed to occupy the central site of
the metal core. It is the precise knowledge of the structure and electronic properties
of the NCs that is important in the understanding of the catalytic properties. To
achieve this goal, methods to investigate the structure and electronic properties have
to be developed constantly [31].

A powerful characterization technique for many materials is X-ray absorption
spectroscopy (XAS). XAS has become a very important tool among the synchrotron-
based techniques for the characterization of materials, especially metal nanoparticles
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and catalysts [9, 32]. Because XAS is element specific, this gives a very special
opportunity to observe the same sample from different points of view if several
elements, e.g., metals in alloy, are used (more details below). XAS is applicable to a
broad range of elemental concentrations (i.e., from tens of ppm to wt% levels) [32]
for solids and liquids as well and does not require long-range order in the sample
[33]. In addition to the oxidation state, the chemical environment and geometrical
information can be extracted from XAS. One aspect of XAS that especially com-
bines theoretical and experimental techniques is extended X-ray absorption fine
structure (EXAFS) spectroscopy. The analysis of EXAFS can:

• Determine coordination numbers (CN) to the neighboring atoms in a NC
• Determine distances of Me–Me and Me–L bonding
• Compare structure models with experimental data
• Determine structural disorder (up to a degree)

These important structural details can even be extracted from amorphous mate-
rials [2]. The resolution of EXAFS regarding the bond distances is of the order of
0.001 Å within a distance of about 10 Å from the center to analyze the local
structure [3]. In this respect, EXAFS can even extract structural information which
is based on the atomic packing models above from systems that do not have a long-
range order.

Using the other aspect of XAS, X-ray absorption near-edge structure (XANES,
formerly called NEXAFS) spectroscopy, it is possible to:

• Analyze the electronic properties (i.e., density of electronic states above the Fermi
level)

• Determine the effective oxidation state
• Determine the chemical speciation

In this review, we focus on the methods and problems that are connected with the
characterization of APNCs using XAS. Correct structural models and purity of NP
content are the most important aspects to highlight. Together EXAFS and XANES
are very versatile (nondestructive, study both atomic and electronic structure) and
can be applied to the characterization of all kinds of materials and reactions in situ,
even if they require high temperatures, high pressures, or other environmental
changes, e.g., solvation and vaporization [12]. XAS techniques can be combined
with theoretical calculations to validate structural models [31].

Some questions that will be answered in this review are the following:

• When was EXAFS first used for the characterization of APNC?
• How is the atomic size (numbers of atoms) determined by using EXAFS?
• What is so different in the use of EXAFS to study APNC compared to normal

NP?
• What is the effect of structural disorder on the EXAFS analysis technique?
• How can the electronic information contained in XANES be extracted?
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This latest review focuses on the use of XAS to characterize the structure,
electronic properties, and behavior of APNCs, including during heating, solvation,
and catalytic activity.

Other recent reviews on related topics include the following: Bare and Ressler
[32] and Frenkel et al. [34] discuss the broader field of catalysis and the application
of catalytic reactors together with (in situ) XAS. A more specified discussion of the
catalytic activity of metal DENs using catalytic reactors investigated with in situ
XAS was published by Myers et al. [22]. The wider region of the characterization of
NP using XAS was reviewed by Frenkel et al. [35], Lapresta-Fernandez et al. [36],
and Modrow [9].

In the wide field of applications of EXAFS, theoretical methods especially the
combination of EXAFS with other theoretical methods such as density functional
theory (DFT) and molecular dynamics (MD) are progressing fast and are becoming
the state of the art of the characterization techniques [34]. Some of these techniques
will be discussed here later to present a complete as possible overview of the
techniques currently available in the XAS toolbox.

The evolution of clusters from atomic to bulk including both theoretical and
experimental discussions is found in Schmid [37]. The interplay of atomic and
electronic structure from a more theoretical point of view is discussed by Hakkinen
[38] and Pei and Zeng [39].

Frenkel [40] and Gao and Goodman [41] discussed the specifics of the charac-
terization of bimetallic NP, while Jin and Nobusada [42] focused on the methods of
alloying within NCs with respect to different elements. Zhang [43] summarized the
research on gold APNCs that was done in his group using XAS methods in a very
recent review. Zhang also sketched very briefly using excellent illustrations the
advantages and results that can be drawn from XAS. There can be found many
more reviews on the different aspects of APNC. However, these do not mention the
characterizational strength of the XAS toolbox.

The sections of this chapter are organized as follows: A short introduction of the
physics of XAS and the specifics of XANES and EXAFS is followed by a discussion
of the experimental setup in the next section. The main section of this chapter
discusses the techniques of the application of first, EXAFS and second, XANES
that are used in order to gain structural and electronic information from investiga-
tions of APNCs and the key findings.

3 Experimental and Instrumental Methodology

3.1 The Physics of X-Ray Absorption Spectroscopy

X-ray absorption spectroscopy (XAS) is a sophisticated tool to analyze many
different types of materials. It is especially useful because no long-range order is
required, but only the local environment of the element of interest is significant. This
qualifies XAS as an excellent tool for the investigation of noncrystalline systems.
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The analysis of XAS spectra can give details on oxidation state, geometry, and the
kinds of neighboring atoms. The element under investigation can be chosen because
of the distinct electron binding energies. There are a number of introductory texts on
XAS available in the literature, for example, Bunker [44], Calvin [45], Kelly
et al. [46], Koningsberger, Prins [33], and Teo [47]. In a nutshell: The law of
Lambert–Beer

I ¼ I0e
�μl Eð Þx (5:1)

describes the attenuation of radiation of initial intensity I0with regard to intensity I at
a distance x within a material. μl(E) (short, μ) is the linear absorption coefficient at
energy E. For XAS experiments, bonding energies of inner shell electrons extend
from UV light for light elements (�50 eV) up to hard X-rays (�100 keV) for heavy
elements. In this typical energy range for XAS experiments, the absorption coeffi-
cient μ is dominated by the photoelectric effect. XAS involves the measurement of
the absorption coefficient μ as a function of photon energy E close to the ionization
energy of an inner shell electron in a material and reveals a fine structure (see
Fig. 5.1). The energy at which the absorption rises abruptly is called the absorption
edge, and the energetic position is denoted E0. This fine structure is an oscillatory
structure that modulates the (atomic) absorption coefficient of an isolated atom and
originates from the interaction of an electron excited by photo absorption with the
surrounding material. In the quantum mechanical picture of the photoelectron as a
matter wave, the oscillatory structure can be explained as interference between
waves, one wave leaving the absorbing atom and the other waves that are
backscattered from the neighboring atoms according to the scattering effects of the
chemical environment. Because electron binding energies are element specific, XAS
is element specific.

The non-modulated absorption coefficient μ0, related to an environment where no
neighboring atoms are present, is called the atomic background. The atomic
background can be approximated by an arc tangent curve but is, mostly, masked
by the features of the main edge (cf. Fig. 5.1). Materials that can be examined
with XAS are solids, fluids, or gases. XAS is divided into two aspects depending on
the involvement of the type of scattering contribution and molecular orbitals to
the signal. X-ray absorption near-edge structure (XANES) spectroscopy is the part of
the fine structure close to the absorption edge E0 (typical �20 eV to 50 eV with
respect to E0) showing intense features. In addition to the oxidation state, the
chemical environment and geometrical information can be extracted from XANES
using the fingerprinting technique. The XANES region is dominated by multiple
scattering and transitions into molecular orbitals. The extended X-ray absorption fine
structure (EXAFS) region extends out to 1000 eVabove E0 and is mainly contributed
by single scattering. The analysis of the EXAFS signal provides local structural
information such as distance and CN of neighboring atoms. The information
contained in a XAS spectrum is averaged over all atoms (of the element under
investigation) that are probed (i.e., the atoms within the sample that are hit by the
photon beam).
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3.2 XANES

The fine structure of the near-edge (XANES, earlier NEXAFS) spectra consists of
distinct characteristics such as pre-edge peaks, a white line (WL), shape resonances
(SR), and the energy position of the absorption edge E0 (cf. Fig. 5.1). The position of
the edge E0 is usually defined as the inflection point in the main rise of μ(E). In cases
such as transition metals (Ti, Co, Fe, and so on), this position can be masked by
pre-edge features. Figure 5.1 shows an example for iron metal. The position of the
absorption edge E0 can shift due to the oxidation state of the absorbing atom or
electronegativity of the neighboring atoms [48]. The white line (WL) is named after
the strong feature just above the absorption edge which was observed in photosen-
sitive films used to record spectra in early XAS experiments. Pre-edge features and
WL peaks arise from transitions into unoccupied atomic or molecular orbitals
(MO) above the Fermi level. All other features after the WL (up to about 50 eV)
are called shape resonances (SR). SR are also characteristic features, and they have
their origin in multiple scattering with neighboring atoms. Together the shape and
position of each of the characteristic features in the XANES spectrum comprise a
fingerprint of the electronic and geometric environment of the absorbing element.
This chemical environment can be determined by comparison to XANES spectra of
compounds with known structures.

Additional information contained in the XANES spectrum comes from the
correlation of the WL feature to molecular orbitals and density of states [33]. The
density of states (DOS) describes the number density of available states as a function
of energy [49]. Further, the l-projected DOS (l-DOS) only includes the DOS for a
specific quantum number (l = 0, 1, 2, etc.) which corresponds to the classification of
the orbitals due to their angular momentum (s, p, d, respectively). The shape of a
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XANES spectrum reflects the projected electronic DOS of excited states because the
XANES “function” χ(E) and the l-DOS ρ(E) share the same fine structure:

ρ Eð Þ ¼ ρ0 Eð Þ 1 þ χ Eð Þ½ � (5:2)

Here, E is the photoelectron energy, and ρ0(E) is the density of states for the atomic
background [50]. The XANES spectrum is derived from the reflection of transitions
into unoccupied states above the Fermi level. Figure 5.2 depicts the relationship
between the transitions from core states and the absorption edges (K, L, M).

To correlate the unoccupied l-DOS ρ(E) with experimental XANES, the relation

ρ Eð Þ ¼ ρ0 Eð Þ=μ0 Eð Þ½ � μ Eð Þ (5:3)

can be used, where μ0(E) describes the effects of the core–hole interaction. In
general, unoccupied states show up as peaks (reflecting possible transitions between
molecular orbitals), and hybridization of orbitals is revealed when peaks in different
orbitals have the same energy [9].

3.3 EXAFS

More than 50 eV up to 1000 eVabove the absorption edge (E0), the fine structure is
much reduced in intensity but not reduced in information content. Therefore, in order
to extract the information, the smooth atomic background has to be removed, and
χ(E), the fine structure function (Fig. 5.3), is calculated:

E

EFERMI

s,p

M3 M2

M1

L3
L2

L1
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d
4s2

3d10

3p4
3/2

2p4
3/2

3p2
1/2

2p2
1/2

3s2

1s2

1s2

Fig. 5.2 The density of states
(DOS) depicted on the top
reflects the transitions of
electrons from core levels into
unoccupied states above the
Fermi energy (EFERMI). The
transitions starting from
specific core levels
correspond to the absorption
edges of XAS (Reprinted with
permission from Rehr and
Albers [50]. Copyright 2000
by the American Physical
Society)
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χ Eð Þ ¼ μ Eð Þ � μ0 Eð Þ
Δμ Eð Þ (5:4)

where μ(E) is the measured absorption coefficient, μ0(E) is the atomic background
(a function calculated as a spline), and Δμ(E) is the edge step. Further, this function
of the oscillations is converted into k-space using k2 = 2 m/ђ2(E � E0) (with m, the
mass of the electron, and ђ, the Planck constant (over 2π)) and using Fourier
transformation into R-space (Fig. 5.3).

The interference between initial and backscattered waves as well as some exam-
ples for scattering paths is visualized in Fig. 5.4. Two main types of scattering paths
are distinguished: single scattering and multiple scattering. Single scattering is in
general sufficient to calculate the EXAFS part of the spectrum with the addition of
some corrections regarding multiple scattering. Single scattering occurs only if the
wavelength of the outgoing photoelectron wave λ is smaller than the interatomic
bond distance R. Usually, this refers to a value of about +50 eV above E0.

The EXAFS function χ(k) is directly connected to the parameters of the environ-
ment of the absorbing atom. These parameters are described in the EXAFS equation
[50]:

χ kð Þ ¼
X
R

S20NR
f kð Þj j
kR2

� sin 2kRþ 2δc þ Φð Þe�2R=λ kð Þe�2σ2k2 (5:5)
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Fig. 5.3 Fine structure of the Fe metal EXAFS spectrum (a) χ(k) and (b) Fourier transformed, χ(R)
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where χ(k) represents the pure oscillations in k-space. S0
2 is a factor that includes

inelastic losses, NR is the CN of neighbors at a certain radius, f(k) is the scattering
amplitude, R is the distance to the neighboring atoms, δe is the phase shift, λ is the
mean free path for inelastic losses, and σ2 is the Debye–Waller factor which relates to
thermal and structural disorder. In order to extract the contributions of different
backscattered waves, a Fourier transformation is performed, usually denoted FT χ(k)
or just χ(R). From these parameters, bond lengths and coordination numbers can be
extracted.

At present, EXAFS data are analyzed by refining the theoretically calculated
EXAFS spectra of single paths using the sum of path rule:

χ kð Þ ¼
X
P

χP kð Þ (5:6)

where χP denotes each path contributing to the spectrum.
The modern analysis of EXAFS data is done with programs such as Artemis

(Demeter/Ifeffit) [52], WinXAS [53], or GNXAS [54]. The details of the application
of these methods are described there. Briefly, the EXAFS spectrum in k-space is
fitted using theoretically calculated scattering amplitudes and phase shifts from
reference compounds with known structure. The parameters of the EXAFS equation
are set as a relation to the structural values given for the known compounds. For the
analysis of the EXAFS data, especially in the case of NCs, it is very important that
the samples are 100 % NC and not containing by-products or precursors that contain
the element under investigation [55]. For an EXAFS fit, it is important to have a
model for the structure that is to be characterized. In the case of metallic NC, this
model as a first-order approximation can be the metallic bulk structure. With a fit,
distance and CNs with the first neighbors (up to five shells) are determined with the
use of information about the Au–Au distance and CNs derived from the metal bulk.

Fig. 5.4 (a) The interference between the outgoing wave and the backscattered waves is the source
of the oscillatory structure in EXAFS, (b) examples for single scattering (red, brown) and multiple
scattering paths (green, yellow, blue) in a crystal (From Ravel [51], used with permission)
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The number of SS paths (also coordination numbers) and the number of multiple
scattering paths are intercorrelated and depend on the size and shape of the crystal-
lites (i.e., the NC).

For the EXAFS fitting approach for NP, the following constraints have been
proposed previously [35, 56–59]:

1. The degeneracy of multiple scattering paths has to be optimized within a range
obtained by the measured size distribution of the nanoparticles.

2. Due to the presence of surface, i.e., ill coordinated, atoms in NP systems, the bond
distance and bond–angle distributions are affected; therefore, it must be possible
to determine the bond distances separately from the bulk metal system.

3. Because the background is the same as in bulk crystalline metal foil, nonstructural
parameters are fixed to the values obtained for bulk metal within their estimated
uncertainty (SO

2, ΔE0).

The EXAFS analysis of bimetallic APNCs is even more challenging [55]. For
alloy nanoclusters, the further following constraints are used on the heterometallic
bonds based on Nashner et al., Frenkel, and Knecht et al. [40, 60–62]:

1. The CNs (NMe1-Me2 and NMe2-Me1 are heterometallic coordination numbers) of the
Me–Me bonds for the two different metals (Me1 and Me2) have to relate to their
concentration c: NMe1�Me2=NMe2�Me1 ¼ cMe2=cMe1.

2. The distances R between atoms of the two metals in each shell have to be the
same: RMe1�Me2 ¼ RMe2�Me1.

3. The disorder parameters (Debye–Waller factor, σ2) for both metals in each shell
have to be the same: σ2Me1�Me2 ¼ σ2Me2�Me1.

3.4 The XAS Experiment

Synchrotron radiation is monochromatized using a set of parallel crystals in a double
crystal monochromator applying Bragg’s law:

n � λ ¼ 2 � d � sin θ (5:7)

with n being the order number, λ the wavelength of the reflected light, d the spacing
of the crystal, and θ the Bragg angle. Slits are used to collimate and mirrors to focus
the incoming beam onto the sample position.

A double crystal monochromator with parallel crystal setup is preferred for XAS
experiments because the incoming and exiting beams are parallel to each other
[63]. This way the monochromatized beam is fixed on the sample position, while
the energy is scanned. The rest of this experimental setup consists of ionization
chambers to measure the photon current before and after the sample and of an
energy-dispersive semiconductor detector, positioned at a 90� angle with respect to
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the incoming beam, to measure fluorescence photons coming from the sample. The
layout is displayed in Fig. 5.5.

After monochromatizing, the photons pass through the two ionization chambers
and the sample to measure μ(E). For concentrated samples, the absorption μ can be
measured indirectly by applying the law of Lambert–Beer (cf. Eq. 5.1) – transmis-
sion mode:

μ Eð Þ / ln
I0
I1

� �
(5:8)

The absorption coefficient μ(E) is determined by measuring the photon current
before the sample (I0) and behind the sample (I1). If another ionization chamber
(I2) is installed behind I1, a standard (e.g., metal foil) can be measured at the same
time with the sample. This standard is used for energy calibration purposes.

Diluted samples with less than 1 % concentration of the absorbing element are
measured in fluorescence mode where the semiconductor detector collects the
fluorescence photons (If) that are emitted as response to the absorption of the incident
beam (I0) by the sample. Fluorescence and Auger electrons are the two relaxation
mechanisms of atoms excited by X-ray radiation. For fluorescence detection, the
absorption coefficient μ(E) is described by

μ Eð Þ / If
I0

� �
(5:9)

Equation 5.9 is an approximation and only valid if the sample is thin and diluted so
that no self-absorption occurs. Also, the sample should face in the direction of 45�

with respect to the incoming beam (and therefore also the semiconductor
detector) [44].

The sample preparation can have significant effects on the measurement. It is
important that the samples are of the right average thickness and are homogeneous.

Fig. 5.5 Experimental setup of a XAS experiment
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The thickness of the sample determines the total absorption, which ideally should be
about 1. Homogeneity of the sample is important because a nonhomogeneous
sample will have a distribution of absorption coefficients instead of a well-
characterized single value. As discussed by Lee et al. [64] and Stern and Kim
[65], if samples have, for example, little holes, the absorption coefficient cannot be
the same at each point (see Eq. 5.1). Therefore, if the absorption coefficient μ is not
measured correctly, the data evaluated from those measurements cannot be reliable,
especially for the increased distortions in monocrystalline materials due to higher
surface-to-volume ratio [66, 67].

4 Key Research Methods and Findings on APNCs
Characterized Using XAS

4.1 EXAFS

The EXAFS analysis method is very important for the characterization of metal
clusters and catalysts. EXAFS analysis is used to determine specific information
about materials including the chemical identity, average bond lengths for the differ-
ent shells, and ensemble-average CN of atoms in each shell around a central atom.
To date, only APNCs containing Au, Pd, Pt, and some alloys (e.g., Au–Cu, Au–Pd,
and Au–Pt) have been characterized by EXAFS. The literature reporting EXAFS
used for the characterization of APNCs together with the details of the EXAFS
analyses is summarized in Table 5.1.

4.1.1 Simple Structural Models
The first reports of the characterization of APNCs with EXAFS, i.e., Au55 clusters
made by the Schmid [68] process by Cluskey et al. [69], Fairbanks et al. [70], and
Marcus et al. [71], used early EXAFS analysis techniques where experimental phase
shifts and amplitude of reference materials were compared with those of the
unknown sample, and the software to make use of the EXAFS equation was just
beginning to be developed. With time, a more complete understanding of the various
effects that impact the spectra and the improvement of the analysis software has
made possible a much more sophisticated approach to the analysis of EXAFS
spectra. Better understanding of the effect of multiple scattering and curved wave
effects [72] has improved the characterization of APNC with EXAFS. Early EXAFS
results on Pd561 [72] and also Au55 [10] were revised and refined.

Several papers on the characterization of nanoparticles (not APNC) using EXAFS
[17, 57–59, 73] form the basis for reliable results derived from EXAFS. In these
publications, Frenkel and coworkers discuss the importance of multiple scattering
effects [58] on the EXAFS analysis and models regarding the structural geometry of
the nanoclusters [17, 59, 73], summarized in Frenkel et al. [35]. Together with the
development of the FEFF code (specifically version 6), the calculation of multiple
scattering paths became possible. This big improvement boosted the development of
analysis software (e.g., WinXAS [53], Ifeffit, and Demeter [52]). The analysis of
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EXAFS spectra can only provide CN, bond distances, and disorder correlations. If a
model provides predictions for these values, the validity of the model can be tested.

Specifically for the characterization of APNCs, basic structural models are impor-
tant tools to determine the structure of the NCs with EXAFS. These models essen-
tially derived from the fcc structure that is inherent to many metals in their bulk form.
For their analysis of Au55 [10, 70], Pd561 [72], and Pt309 [2], they used the
cuboctahedron (fcc) model and based the verification of the model on the comparison
of the CN of the first-shell Me–Me bonding. This method is discussed extensively in
Benfield [16] where a formula for the mean CN is derived. For each model system
(cuboctahedron (fcc, hcp), icosahedral), the CNs of the atoms in the first shell close to
the center atom are distinct. However, in some reports [2, 10, 70, 72], the CNs were
always too low compared to the fcc model. The development in the understanding
and description of the model system, specifically fcc vs. icosahedral, made it possible
to include other features into the analysis. TheMe–Me bond distances of the first shell
in an icosahedral structure should show splitting of about 0.2 Å into two subshells, but
Benfield et al. [10] could not resolve these subshells in their data.

In another early approach, Benfield et al. [2] and Vargaftik et al. [74, 75] used the
ratios of the Me–Me distances for the first three shells derived from EXAFS in
comparison with these ratios in cuboctahedral and icosahedral models. Vargaftik
et al. [75] determine an icosahedral structure for the Pd561 cluster they reported, and
Benfield et al. [2] reported that the Pt309 cluster has fcc structure.

This technique using the CNs of the first shell of the EXAFS analysis comparing to
the fcc model was typically used in early EXAFS analyses [12]. Later this technique
was expanded to the cubic (fcc) model with different shapes (such as spherical,
hemispherical, rod, etc.) [59, 76], to hcp and icosahedral models [73], and to other
structures [77]. Figure 5.6 shows the correlation between cluster size and CN of the
first nearest neighbor for several structures. The packing structure of these models
also implies distinct numbers of atoms in the clusters [16, 78]. An example of these
“magic numbers” for a cuboctahedral structure (hcp packing) is shown in Fig. 5.7.

4.1.2 Nanoscale Structural Distortions

Coordination Number Truncation
The coordination number truncation model (CNT) demonstrates that atoms on the
surface of the particle are surrounded by fewer neighbors than those in the bulk, and,
hence, the average coordination number of the first nearest neighbors decreases
[57]. This model was also discussed in Benfield et al. [10] explaining the lower CNs
for NCs compared to bulk metal. Using this model, the size of APNCs can be
determined by comparison with the coordination numbers of several first shells by
assuming specific polyhedral shapes [12]. This CNT method was used by Frenkel
[58] for nanoparticles using a hemispherical fcc structure and by Frenkel et al. [12]
for APNCs using a spherical fcc structure to determine the cluster size of NCs. More
extensive applications of the CNT model including cuboctahedral, icosahedral, and
hemispherical cuboctahedral structures by Glasner and Frenkel [73] and pyramidal
structures by Beale and Weckhuysen [77] have been reported.
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Surface Tension
The surface-tension (ST) model was developed byMays et al. [80]. Here the stress of
the surface tension induces compression on the lattice which can be measured
(in EXAFS) through the distances of the Me–Me coordination in the first shells if
the data for the compressibility K and surface stress frr are available:
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Fig. 5.6 The relation between number of atoms in a cluster and first-shell coordination number for
a cuboctahedron, an hcp cluster, and a truncated octahedron (Based on data from Glasner and
Frenkel [73])

Fig. 5.7 Overview of structures and magic numbers of cuboctahedral clusters of different sizes
(Reproduced from Schmid [79] with permission of the Royal Society of Chemistry on behalf of the
Centre National de la Recherche Scientifique (CNRS) and the RSC)
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d ¼ 4

3

f rrK

α
; (5:10)

where d is the particle diameter and α = ΔR/R is the relative lattice contraction.
Me–Me bond length contraction that is directly related to this lattice contraction

was observed not only by Frenkel et al. [12] but previously also by Benfield et al. [2,
10, 72] and Cluskey et al. [69]. Benfield et al. [2] found there to be different
contraction rates for Au (4 %), Pt (1 %), and Pd (0.4 %) and related these to the
results of differential scanning calorimetry measurements. They observed that bond-
ing for Au–Au in NCs compared to bulk Au is stronger, while for Pd–Pd in NCs
bonding is weaker than for bulk Pd. However, it was established by Häberlen
et al. [81] and Kruger et al. [82, 83] using DFT calculations that the bond distances
in small metal clusters (e.g., Pd, Au) are in direct and nearly linear relation to the
mean nearest-neighbor CN and that the bond distances increase with cluster size.
Later it was determined that as the particle size increases, the contraction decreases
[12]. Further, it was found by Christensen et al. [25] that doping with Pt increased the
Au–Au and Au–S contraction in the Au24Pt(SR)18 NC compared to the not doped
Au25(SR)18.

Contraction of the first-shell Au–Au distance was observed by Menard et al. [3]
for Au13 NCs. The contracted bond length was then used for geometrical calcula-
tions in order to determine the bond length of another Me–Me distance in accordance
with a structural model, i.e., the distance to the third Au–Au shell which is on the
surface of the cluster in an Au13 icosahedron. The discrepancies of their model with
the experimental data led to the assumption that due to the ligands, there is a
relaxation effect and therefore reduced contraction of this third shell distance. One
of the objectives of the investigations by Simms et al. [84] was to understand the
influence of the thiol ligand structure on the staple motif in Au25 NCs and the
relationship of this structure toward physiochemical properties. The gigantic bovine
serum albumin (BSA) molecule with tertiary structure as a ligand affects the
structure of the Au25 NCs directly via contraction of the Au–S and Au–Au bonds:
The Au–S bonds are shorter than in the theoretical model, while the Au–Au bond
lengths agree with the model.

MacDonald et al. [5, 85] studied the effects of temperature and solvation of
Au25(SR)18 and Au38(SR)24 nanoclusters. They observed that although the first
two core shells were possibly contracted at lower temperature relative to room
temperature, the third shell was expanded. On the other hand, although the
nanoparticles solvated in toluene and acetonitrile (ACN) also had the first two core
shells contracted, only the nanoparticles solvated in toluene showed an expansion
(relaxation), and the Au–Au distance of the third shell solvated in ACN was the same
as the solid. The effect that relaxation is sometimes observed for longer Au–Au
distances with regard to the ligands is due to surface stabilization [86].

Self-Consistent Analysis
Frenkel et al. [12] were the first to characterize APNCs by applying the two above
models (CNT and ST) independently. This self-consistent analysis uses the
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comparison of results from two independent methods to give more reliable results
than the use of a single model alone when applying a fitting procedure. A spherical
fcc structure was used to determine the cluster size for the CNT model. Then, using
the EXAFS data from their own experiment and experimentally determined
values for frr and K from the literature, Frenkel and coworkers [12] determined
the cluster size of thiol-stabilized gold nanoparticles according to the ST model.
These findings by use of the ST model together with EXAFS are in agreement with
the works by Zanchet et al. [87] and refined by Zhang and Sham [88] who
used the same synthesis method as Frenkel et al. [12] but with different Au/thiol
ratios. The work of these three groups did not include specification of the actual
numbers of Au atoms determined by other methods such as MALDI-MS and
qualify as borderline between studies of regular nanoparticles and studies of
specific APNC.

Using these two methods (CNT and ST), Frenkel et al. [12] were able to
determine the number of atoms in the core and particle diameters of several thiol-
protected very small NCs (close to Au55, Au147, and Au561). The EXAFS results
were internally consistent, while the TEM and XRD measurements showed some
discrepancies. These differences show that while methods such as TEM and XRD
have problems resolving nanoclusters of this size (TEM, poor sensitivity to very
small NCs smaller than 2 nm; XRD/Scherrer analysis: When the samples are
dispersed in size, higher values for the particle diameter are assumed), this is not
the case for EXAFS spectroscopy. However, the size dispersity of the sample does
affect the reliability of the EXAFS analysis. The average particle size may be
underestimated using the CNT method for size-dispersed samples. This is not the
case when the ST model is used because both the mean bond length and its standard
deviation (Gaussian distribution, which is the static contribution of the
Debye–Waller factor in EXAFS) are involved in the determination of the size
[12]. Frenkel et al. [12] concluded that the Au clusters investigated had a
cuboctahedral fcc structure (using the CNs of several shells together instead of just
the first shell) and that the synthesis methods (with one step or two steps) had an
effect on the size of the clusters for the same Au/thiol ratios.

Frenkel and coworkers also used this self-consistent model investigating the
geometry of Au13 NCs capped with mixed ligands [89]. The EXAFS-derived CN
for three shells resulted in an icosahedral structure of the Au13 NCs where the
number of atoms in the cluster was determined with high-angle annular dark-
field scanning transmission electron microscopy (HAADF-STEM). Contraction
of Au–Au bonds was measured by EXAFS and compared with ideal icosahedral
structures. The differences in contraction (5 % ideal vs. 3 % EXAFS) seem
to indicate that a relaxation of the strain is related to the capping ligands [89].
Even though this self-consistent method is very reasonable, it is only not
often used.

However, these studies show the importance of using several models for the
characterization of APNCs because each method includes some disadvantages.
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4.1.3 Synergy of Multiple Techniques: The Use of Complementary
Experimental Methods

There are many different techniques for the characterization of materials, such as
TEM (transmission electron microscopy), UV–vis (optical spectroscopy), FTIR
(Fourier-transformed infrared spectroscopy), XAS, XPS, MALDI-MS (matrix-
assisted laser desorption/ionization mass spectrometry), theoretical calculations,
and others. It is desirable when possible to use more than one of these techniques
for the characterization of APNCs, especially when XRD, which is the major tool for
structure determination, is not applicable. In some cases, the different methods
complement each other and increase the level of understanding of the system, while
in other cases, the results can confirm each other or point out possible problems.

Weir et al. [90] used additional TEM, UV–vis, XPS, and XANES for their in situ
EXAFS investigations on Pt240 dendrimer-encapsulated nanoclusters (DENs). The
details of the in situ EXAFS analysis are discussed in Sect. 4.1.5. UV–vis and TEM
results were not discussed as these results were in agreement with previous studies.
However, these techniques confirm some properties of the material under investiga-
tion. The interrelations of EXAFS with XANES are significant for this analysis.
Because the XANES spectra show an oxidized species for one of the experiments,
the question of including Pt–O scattering paths in the fitting procedure of the EXAFS
analysis can be answered positively. This detail was crucial in the understanding of
the effect of the reactions (application to the electrode, with potential, CO adsorp-
tion, and CO desorption).

In the work of Simms et al. [84] investigating Au25 encapsulated in bovine serum
albumin (BSA), a sulfur-rich protein, TEM, EXAFS, XANES, XPS, and l-DOS
were used. Here, regular TEM (compared to high-resolution TEM (HRTEM) and
HAADF-STEM) is presented and shows one of the drawbacks of this method which
is due to the fact that the resolution of the TEM results can be obscured by the
enveloping protein. The correlation of XPS, XANES, and l-DOS is discussed in
Sect. 4.2. The comparison of these results using different techniques including
EXAFS, TEM, and XRD shows that the limitations of the resolution (sizes below
2 nm) of TEM and XRD lead to an overestimation of the cluster size [12]. EXAFS
(CNT method) tends to underestimate the size, and EXAFS (ST model) is more
accurate [12]. However, TEM can give information about the dispersity of sizes
which EXAFS and XRD cannot [12]. In most cases, TEM is employed to monitor
the size distribution during a reaction or comparative experiments (e.g., [21, 31]) to
observe if the APNCs show changes.

Multiple techniques were used by Menard et al. [3]. To overcome the poor
contrast in TEM between the smallest metal nanoparticles and the support films on
which they are deposited, high-angle annular dark-field scanning transmission
electron microscopy (HAADF-STEM) was employed. Using HAADF-STEM, it
was possible to determine the number of atoms in the core as a size distribution
showing a homogeneity of the small Au clusters with a ca. 13 Au atom core. This
information was important to confirm that the EXAFS-derived results of the
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coordination numbers had no error. Wrong determination of CNs from EXAFS
analysis can arise from a significant presence of other larger clusters (in this case
with fcc structure). Due to the precise results from HAADF-STEM, this scenario
could be ruled out which again supported that the Au13 clusters have icosahedral
structure.

Using HRTEM electron diffraction techniques, Menard et al. [3] were able to
observe the fcc pseudo-spherical structure of the Au147 MPCs, while HAADF-
STEM showed a much wider atom number distribution of the core. Detailed
modeling showed that the coordination numbers (including CN for Au–S) and
distances derived from the EXAFS analysis comply with a truncated octahedral
core (which includes that a path for the second single scattering shell is applied).
Altogether, in their report, Menard and coworkers [3] show how important are the
careful application of models for the EXAFS analysis and the involvement of
multiple scattering paths.

Frenkel et al. [89] used the same methodology (HAADF-STEM, TEM, MS
EXAFS analysis, and XANES (see Sect. 4.2) as Menard et al. [3] to investigate
Au13 NCs with a multi-ligand shell. Applying this method, they could characterize
the nanocluster sample extensively – since it was both homogeneous in size and of
high purity. They determined an icosahedral structure for the Au13 clusters, where
two thiolates are bound at on-top sites, two thiolates at bridge sites, and four
phosphines at on-top sites.

Vargaftik et al. [75] used TEM and SAXS to determine the cluster size of the
different Pd NCs investigated. Testing the agglomeration was done with TEM and
ED, while NMR, MS, FTIR, and EXAFS were used to determine the structure when
XRD was not possible (because no crystal could be grown).

Benfield et al. [10] used wide-angle X-ray scattering (WAXS) as complimentary
technique to EXAFS and XANES (which will be discussed in detail in Sect. 4.2)
comparing bond distances and crystallite size with the EXAFS-derived results. The
results from WAXS measurements are systematically larger than from EXAFS.
Longer bond distances (WAXS) can be explained twofold: (a) The WAXS measure-
ments were conducted at room temperatures and EXAFS measurements at 80 K and
(b) by aggregation of NCs. The WAXS spectra (being a method similar to XRD) of
the NCs are rather broad due to their more amorphous long-range structure.

In other cases [21, 91], the synergetic use of several techniques (Raman, FTIR,
MALDI-MS, DFT, HAADF-TEM) was focused on the in situ application of these
techniques and will be discussed in Sect. 4.1.5.

4.1.4 Combining EXAFS Analysis with DFT and MD, DFT Modeling
Methods, and EXAFS Simulations

EXAFS Simulations on the Basis of DFT-Calculated Structures
Theoretical EXAFS methods, i.e., simulations of EXAFS spectra, are an effective
characterization technique. These methods are based on density functional theory
(DFT) calculations, and this technique became possible after structural models on
the basis of DFT methods of the APNCs Au144(SR)60, Au102(SR)44, Au38(SR)24, and
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Au25(SR)18 were developed by Lopez-Acevedo et al. [20], Jadzinsky et al. [92],
Qian et al. [19], and Heaven et al. [18], respectively.

For the Au144 cluster, with well-established synthesis practices, MacDonald
et al. [93] investigated the agreement of EXAFS in experiment and theory. In the
theoretical structure model of the Au144(SR)60 cluster, the Au atoms are distin-
guished with regard to their bonding environment. Lopez-Acevedo et al. [20] pro-
posed that the Au atoms occupy five different sites in this cluster, each of which
represents a different environment for the Au atoms within the cluster. The details
are shown in Fig. 5.8.

One central feature to the structure of Aux(SR)y NCs is the so-called staple motif
(Fig. 5.9). Two sulfur atoms of the thiol ligand lift a Au atom up out of the surface of
the cluster like in a staple. This was proposed first by Jadzinsky et al. [92]. The staple
motif is responsible for the structural stability of Aux(SR)y NCs and can occur as
monomer (RS–Au–SR) and dimer (RS–Au–(SR)–Au–SR) making Au NCs highly
symmetrical [94]. The staple motif model was extended to “staple fitness” by Jiang
[15] using combinatorics, and it was observed that the arrangement of the staple
motifs on the surface of the NC affects the structure of the core and that the most
stable configuration also protects a highly symmetrical core.

Because there are different sites for the Au atoms in the Aux(SR)y NCs, theoret-
ical investigations (by MacDonald et al. [93]), which were performed as simulations
of EXAFS spectra (in k-space) using this structural information, have to be site
specific. This means that for each site, a separate EXAFS spectrum has to be
calculated, and these spectra averaged with regard to their number of degeneracy.

Fig. 5.8 Overview of Au sites (1–5) for the Au144(SR)60 NC (Reprinted with permission from
MacDonald et al. [93] after Lopez-Acevedo et al. [20]. Copyright 2010 American Chemical
Society)

5 The Characterization of Atomically Precise Nanoclusters Using X-Ray. . . 283



The site-specific EXAFS spectra calculated using this method and the experimental
spectrum are shown in Fig. 5.10a. The correlation of the simulated EXAFS
spectra with the experimental EXAFS spectra, i.e., χ(R) in R-space, is an important
feature of this work [93]. Clearly, the feature around 2 Å (pink spectrum in
Fig. 5.10a) is related to Au–S bonding at site 5 (staple motif), and the next
feature (in the other spectra in Fig. 5.10a) at about 2.5 Å is related to the first-shell

Fig. 5.9 Visualization of the
“staple motif ” as the thiolate
ligand (here
R = methanethiol) lifts one
Au atom out of the surface
(Reprinted with permission
from Jiang
et al. [94]. Copyright 2008
American Chemical Society)
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Fig. 5.10 (a) Examples of simulated EXAFS spectra for the five different Au sites from bottom to
top (site 1–5) of the Au144(SR)60 NC, (b) experimental EXAFS spectrum and fit of the Au144(SR)60
NC (Reprinted with permission from MacDonald et al. [93]. Copyright 2010 American Chemical
Society)
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Au–Au bonding (e.g., in the core or on the surface). This knowledge is used in all
other reports for Au–thiol NCs based on the usual EXAFS fitting methods employing
theoretical standards such as metal bulk. However, Fig. 5.10a with the EXAFS
simulations showed this effect more visually and directly applied to the NCs. XPS
results support this site-specific view of the Au144(SR)60 NC where Au atoms in the
core showmetallic features, Au atoms in the staple show nonmetallic features, andAu
atoms on the surface of the NC showmixed features [93]. In addition, these data show
that the whole cluster overall exhibits metallic behavior which is supported by the
rather high intensity of the Au–Au first-shell peak in the EXAFS spectrum in
Fig. 5.10b. Using the model structure of Au102(SR)44 [92] for the EXAFS fitting
procedure (as standards) gives results for average Au–Au and Au–S CN that agree
with the theoretical model of Au144(SR)60 from Lopez-Acevedo et al. [20].

Site-specific EXAFS simulations using the structure model of Au25(SR)18 cluster,
proposed by Qian et al. [19], can show specifically that the first Au–Au shell in the
core is split into three subshells. This splitting into subshells is a distinct feature for
icosahedral structures, and it was observed in the experimental EXAFS spectra. The
EXAFS results of Au25(SR)18 for the different environmental conditions show firstly
that although the Au–Au bond length for the first Au–Au subshell decreases at low
temperature, the Au–Au bond length for the third shell increases. This behavior is
also observed in the solvation environments but only for toluene, with no change
being observed for acetonitrile. The Au25(SR)18 NC is very special compared to the
other Aux(SR)y NCs. This cluster is characterized by six dimeric staple motifs [5],
and these are expected to show significant changes in different solvation environ-
ments. For the Au–S bond length, no change can be observed in all cases which
means that this stiff SR–Au–SR dimer is less responsive to the changes in the
environment making this material (i.e., Au25(SR)18) more stable. Secondly, the
Debye–Waller factor is much lower at lower temperature (which is to be expected)
and also lower for the solvation environment (which is rather unexpected). And
thirdly, upon solvation, the structural changes for the Au25 are not the same as
observed for the Au38 cluster. For the Au38 cluster, all distances are longer (Au–S
and Au–Au), and even splitting of the first Au–Au shell into two subshells for the
solvated cluster was observed. The structural changes of Au25 are in agreement with
the interactions between the aromatic solvent (i.e., toluene) and the ligand tailgroup
vs. the polar solvent (i.e., acetonitrile) with the tailgroup. For the second interaction
of the polar solvent with the ligand tailgroup, the ligand-induced strain on the core is
not reduced as much compared with the results for toluene. There is a relaxation of
the Au–Au bond distance in the third shell (and a slight lengthening for Au–S bonds)
for the toluene-solvated Au25 only compared to the acetonitrile-solvated sample but
on the other hand contraction of the first-shell Au–Au bond distance for both
solvation environments. These observations confirm that there is an interplay
between the Au–S bonding structure in the staple motif and the Au–Au bonding
structure in the core [5]. These reports show the capabilities of EXAFS in
distinguishing between the different (liquid vs. solid) environmental conditions
due to the structural changes that have been observed with regard to tuning the
properties of NCs.
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Chevrier et al. [95] investigated Au19(SR)13 in comparison with Au25(SR)18 using
EXAFS, XANES, l-DOS, and XPS. Again, XANES, l-DOS, and XPS are discussed
in Sect. 4.2. The structure of Au19(SR)13 was reported by Jiang [15] (using DFT and
XRD methods). Following the above technique of using this structural information
from theory, the number of Au atoms in the core was varied in order to understand
the structural evolution of NCs and structural stability. First, the EXAFS data were fit
using only two shells in order to determine the CN for the Au–S and Au–Au
coordination and to identify which of two structural scenarios agrees with the
experiment. This step was necessary because the Au19(SR)13 cluster was shown to
have 11 isomers [15]. Scenario 1 is that the center Au atom has a surface of only ten
Au atoms (Au11 core) and eight Au atoms coordinate the S atoms in the staple motif
(two monomers and three dimers). In scenario 2, the Au12 core does not have a center
atom, and only seven Au atoms coordinate the S atoms in the staple motif (five
monomers and one dimer). The EXAFS fitting procedure of the experimental data
agreed better with scenario 1. For the refinement of the structural information, a
multishell fitting where the CNs were calculated and fixed based on the Au19(SR)13
model (scenario 1) was performed. The Au–S and first Au–Au distance were found to
be the same as for Au25, and the second Au–Au distance was a bit longer. While the
Au–S and the Au–Au bond distances for the center–surface bonding and
surface–surface bonding agree very well with the fit, the long-range aurophilic
distances do not. The Au–Au third shell was overestimated (meaning that the fixed
CN was too high compared to the experimental data), and an incorrect Debye–Waller
factor (being too large) was derived. The comparison with the Au25(SR)18 data
discussed above shows the differences in the core structure (defective icosahedral)
and higher structural disorder especially mixed (monomer and dimer) staple motifs
[95]. This report shows that there are limitations of the EXAFS fitting technique in the
presence of highly disordered system (in this case only for the long Au–Au bonds), but
because of the systematic approach, reasonable conclusions still can be derived.

Exchanging the thiolate ligands for selenolate ligands, the structure of
Au25(SeR)18 NCs was investigated by Chevrier and coworkers [96] based on the
same multishell (three Au–Au shells) approach similar to their previous work
discussed above. In addition, the analysis of Se K-edge data was included, which
helped enhance the understanding of the Au–Se bond. Also, data on Au25(SR)18
were collected, reported, and analyzed again (compare [5]) to ensure consistency,
which is very important. A Au–Se distance of 2.42 Å determined by Chevrier
et al. was in agreement with the data from Kurashige et al. [97]. The Au–Se distance
is longer than for Au–S in Au25(SR)18, which is presumed to be due to a larger
covalent radius for the Se atom. The temperature dependence of the structure of
Au25(SR)18 and Au25(SeR)18 was studied for 50 and 300 K. Strong contraction for
the three Au–Au shells was determined for Au25(SeR)18 NCs for 300 K. This
negative thermal expansion behavior was supported by DFT calculations (details
for DFT calculations are discussed in section “The Relationship of DFT-MD Calcu-
lations and DFT Bases EXAFS Calculations”), and it was determined that the angle
between the surface and the Au–Se–Au staples as well the angle of Au–Se in the
staples changed due to the temperature change [96].
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This same EXAFS approach (theoretical model vs. experimental data) was used
in the structural determination of Au36(SR)24 in comparison with Au38(SR)24 by
Chevrier et al. [98]. They find that the Au36 clusters have an fcc-like core structure
and bridging S atoms and four dimeric staple motifs compared to Au38 (icosahedral)
with only staple motifs. Historically, investigations on the structure of the Au36
cluster exist because it is one of the few APNCs that can be grown into crystals and
the structure resolved using XRD methods. The fcc-like structure of Au36 was
verified with EXAFS using a new strategy: From a theoretical model with fcc core
structure (Au28), the EXAFS spectrum was simulated (k-space), and then Fourier
transformed (R-space) and then backtransformed (k-space) calculated in order to
compare this model data with the experimental data (isolated backtransformed signal
for Au–Au bonding in the core only). These backtransformed spectra are an aston-
ishingly good match.

Next to the Au–S shell, two Au–Au shells could be determined from the exper-
imental EXAFS analysis. Again the CNs were fixed from the theoretical model, in
this case a Au28 fcc core with 12 bridging and 8 Au atoms in staple motifs. For the
first shell of Au–Au bonding, a much shorter distance compared to the Au38 cluster
was observed. This experimental EXAFS data (see Fig. 5.11) show how well the
scattering peaks at high R (>3.5 Å) are resolved for the low-temperature EXAFS
spectra, which is directly correlated to precise (low Debye–Waller factors) values for
the bond distances (when the k-range can be extended to about 16 Å�1), and that the
structural disorder increases quite much for room-temperature measurements (the
Debye–Waller factor increases with temperature, and the shells are featured with
much lower intensity and broadening in the R-space EXAFS spectra). It also shows
that high purity of the samples is crucial for the reliability of the analysis. However,
the two different Au–S bonding types (bridging and staple) did not result in different
Au–S bond distances in this report [98].
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Fig. 5.11 FT-EXAFS data (black dots) and fit (red line) of the Au36(SR)24 NC at (a) room
temperature and (b) low temperature. All peaks in the FT-EXAFS spectrum at low temperature
are more intense and well resolved (Reprinted with permission from Chevrier et al. [98]. Copyright
2013 American Chemical Society)
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The importance of the Au4 units for the structure of the fcc-like Au28(SR)20 NCs
was investigated in comparison with other Aux(SR)y NCs in a very recent study by
Chevrier et al. [99]. It was shown that site-specific EXAFS simulations can very well
agree with experimental EXAFS results.

In another investigation, solely theoretical considerations of Au25 and Au102 NCs
using site-specific EXAFS and l-DOS calculations were reported by Christensen
et al. [100]. Due to size differences of the two NCs, the Au–Au coordination
environments and also the electronic characters were found to be different. This
pure theoretical discussion is important and can lead to valuable information about
NC in the transition zone between atomic and bulk materials. In addition to the
constant improvement of experimental techniques, the improvement of theoretical
techniques is equally important. However, if these theoretical models are not com-
pared with experiment, this information has to be regarded with caution.

The Relationship of DFT-MD Calculations and DFT Bases EXAFS Calculations
In another step to enhance the quality of EXAFS analysis and modeling, Yancey
et al. [31] combined them with molecular dynamics (MD) and density functional
theory (DFT). In this study, dendrimers were used to synthesize Au147Sn (NC with
Au core and thiol shell where n gives Au/thiol ratio, also called thiol capped Au
DEN). A similar system (Au–Pt DENs) was discussed in a theoretical way defining
the DENs as a model system that is well defined, stable, homogeneous in size, and
relatively simple (because they are not on a support) [101]. Yancey et al. [31] used
the model system Au147Sn DEN to study the effects of different densities of the thiols
on the Au surface (surface ligand density) on the structural disorder of the NCs.
Along with EXAFS measurements of the Au147Sn DENs, theoretical EXAFS spectra
were calculated based on DFT-MD simulations of the structure of the DENs as well
as separate DFT-MD simulations of pair distribution functions (PDF). These
methods were also reported by Yevick and Frenkel [102] and Roscioni
et al. [103]. The simulated EXAFS spectra were fit using the same modeling strategy
as for the experimental EXAFS spectra. More information was included by use of
UV–vis and TEM. The size homogeneity was confirmed by TEM for all samples.

The EXAFS analysis shows that the CNs for Au–Au decrease and for Au–S increase
when the surface density of thiols increases. This decrease in Au–AuCNwith increasing
surface density of thiols is in agreement with other results reported for disordered
nanoparticle systems (e.g.,Myers et al. [104], Price et al. [105]). For theAu–Audistances,
a slight increase with higher thiol density was found which relates to a relaxation of the
Au–Aubond length as discussed above.On the other hand, the increasing thiol density on
the surface results in a decreasing Au–S bond length. This trend is consistent with the
existence of the staple motif where the bonding of Au–S is stronger (and thus shorter). If
we compare the Au–S bond in a Au–S lattice, the Au–S bond length is longer due to the
fact that each S atom is pulling on several Au atoms isotropically (stellate) and vice versa
in the three-dimensional lattice. Therefore, a shorter Au–S distance is highly correlated
with the formation of staple motif on the surface of the DENs which is more likely for
higher Au/thiol ratios. Finally, the Debye–Waller factors increase with increased surface
thiol density [31]. The effects of structural disorder are discussed in detail below.
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Among their results, Yancey et al. [31] find that using this method, the CNs,
average bond lengths, and Debye–Waller factors are in agreement for the theoretical
and experimental EXAFS data. Only in the results where the MD-derived parameters
from the PDF are compared with the EXAFS-derived parameters (average bond
lengths and Debye–Waller factors), there are some discrepancies. The main result of
the study is that DFT-MD calculations can simulate complex experimental systems
with control over structural disorder in nanoparticles and that this can improve
EXAFS fitting methodologies for NC characterization. This combined technique
using experimental and theoretical XAS with DFT was also used by Behafarid
et al. [106]. Integrating different electron microscope techniques, they characterized
Au NCs of different sizes prepared by their new synthesis method employing an
inverse micelle encapsulation method with polymers. Distortions of the core struc-
ture (e.g., bond length contraction) were found to be size dependent for the ligand-
protected NCs. Oyanagi et al. [107] also combined experimental and theoretical
XAS with DFT to characterize Cu13 NCs synthesized using a new strategy of
synchrotron radiolysis together with wet chemistry. Ahmadi et al. [108] also used
DFT calculations, in this case on Ag and Cu NCs with cuboctahedral or Marks
decahedral structure to determine lattice contraction and coordination. These calcu-
lations were though not accompanied by experimental EXAFS results.

4.1.5 In Situ EXAFS
Fast scanning techniques make it possible to observe reactions with EXAFS as they
proceed (in situ). The strategic approach of using in situ EXAFS for temperature and
extensive catalysis experiments consists of (1) gathering basic structural information
about the system using EXAFS and (2) correlating this knowledge with chemical
and structural changes of the APNCs during catalytic reactions [21]. UV–vis,
MALDI-MS, TEM, and EXAFS together were applied in the examination of
Au25(SR)18 MPCs on carbon support by Shivhare et al. [21] to determine that
heating resulted in the removal of all of the thiolate stabilizers, while cluster integrity
was maintained or until higher temperatures. The use of two different ligand thiols
(phenylethanethiolate and hexanethiolate) for the experiments showed that higher
activity was observed for phenylethanethiolate MPCs. A separate analysis of the
Au25(SR)18 MPCs on the carbon support confirmed that the cluster kept structural
integrity during the transfer process and bond lengths (Au–S and Au–Au) were not
temperature dependent. However, the CNs changed (decrease for Au–S, increase for
Au–Au bonds). There is a significant increase of the Au–Au CN, and the three
Au–Au subshells that are characteristic for the Au25 cluster are not separated any
longer. This is related to an increase in structural disorder and growth of the clusters,
which was confirmed by TEM observing a small growth in the structures with
increasing temperatures. Catalytic activation tests were performed with similar
experimental conditions showing that the highest catalytic activity were observed
at 250 �C where nearly all thiols have been removed from the surface [21].

Wu et al. [91] reported in situ EXAFS on Au25(SR)18 supported on CeO2

including CO oxidation. Other methods used were UV–vis, FTIR, Raman spectros-
copy, MALDI-MS, quadrupole-MS, DFT calculations, and HAADF-TEM methods.
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While UV–vis, MALDI-MS, and HAADF-TEMwere used to confirm the successful
synthesis and loading on CeO2 rods, the CO oxidation treatment was investigated in
situ with MS, FTIR, Raman, XAS spectroscopy, and DFT calculations. In this report
[91] with huge effort (many techniques) focusing on the CO oxidation effect on the
Au25 NCs on CeO2 support, unfortunately, no EXAFS fitting plots and/or table
including fitting results were shown or discussed. Even the experimental EXAFS
spectra before heating of the Au25 NCs on CeO2 were not discussed. The only focus
of the EXAFS analysis was a change in the Au–S bond distance (which did not
occur) and the Au–S CN (a decrease was observed with heating). Since no values for
Au–Au bonding and no Debye–Waller factors were given, the results derived from
this EXAFS analysis can only qualitatively describe the reaction.

The structure of Pt240 DENs (on electrode support) during electrocatalytic oxi-
dation of CO was investigated with in situ EXAFS, UV–vis, XPS, and TEM byWeir
et al. [90]. UV–vis, XPS, and TEM results were used to confirm either data from
previous reports or confirm the XAS data. Using only the CN of the first shell of the
EXAFS results, the size of the Pt DENs was estimated to be about 240 atoms in
agreement with TEM. After the first application of an electrical potential to the
electrode, the Pt DENs were determined to be reduced. Weir et al. [90] observed that
the Pt DENs were metallic (reduced) all further reactions. Especially important from
this report is that the stability of the Pt DENs was not disrupted during the adsorption
and subsequent oxidation of CO. The objective of this study is to understand if the
catalyst (Pt DEN) can remain unchanged during the catalysis, which was success-
fully observed due to the stabilizing effect of the DENs. Immobilization on an
electrode prevented agglomeration.

Myers et al. [104] report the in situ investigation of Pt225 DENs during
electrocatalytic oxygen reduction reaction using EXAFS, XANES, TEM, and
UV–vis. They successfully demonstrated the use of an in situ cell (like Weir
et al. [90]) for electrometric experiments while recording EXAFS. Applying differ-
ent potentials and gas conditions, the changes in the structure (Pt–Pt distances and
CNs from EXAFS analysis) were observed but could not be fully explained. The
structural disorder of the Pt NCs in these experiments can describe the discrepancy
of low experimental CN compared to higher theoretical CN (fcc model clusters, size
determined by TEM). This correlates well with EXAFS results, specifically multiple
scattering contributions, if the core is ordered and the shell disordered. A rather fluid
surface behavior for APNC was proposed by Schmid [11] using NMR techniques.
This XAS cell and experimental method is promising for the analysis of such in situ
experiments using EXAFS analysis. However, better quality and repeatable data is
important which can be achieved by repeating measurements at the same conditions
in order to make use of the correlation of electrical potential with structural effects.

4.1.6 Bimetallic APNCs
Bimetallic APNCs are discussed in Knecht et al. [62]. Using established synthesis
procedures, bimetallic NCs were characterized using EXAFS. Here the synthesis
employs dendrimers to form alloyed Au–Pd NCs and dodecane thiols for the
extraction and stabilization of the NCs to form monolayer-protected clusters
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(MPCs). Bimetallic NCs were generated in different Au/Pd ratios. EXAFS analysis
is used to understand the structural changes before and after extraction for all
(5) Au/Pd ratios. In their EXAFS analysis, the model for bimetallic NPs (see
Sect. 3.3) was applied. Increasing CNs for Pd with increasing Pd concentration for
the Au–Pd DENs show that these NCs are partly random alloy and partly in a
core–shell structure (with Au in the core and Pd in the shell). For the Au–Pd MPCs,
the CNs change drastically, which indicate a clear core–shell structure, where the Pd
shell thickness increases with increasing Pd concentration. Additionally, coordina-
tion with sulfur was only observed for Pd atoms unless the Pd concentration was
very low (Au118Pd29). However, the coordination numbers found for Pd–S bonding
were much higher than anticipated for the NC model. This indicates the presence of
small Pd–thiol complexes as a result of the high excess of thiol addition in the
synthesis. The distances for the Au–Au, Pd–Pd, and Au–Pd bonds in the Au–Pd
DENs are in agreement with other examples of binary alloys. However, for the
Au–Pd MPCs, some distances (Pd–Pd) show some anomalous behavior. This
behavior is either caused by relaxation effects in the Pd–S shell or due to misinter-
pretation cause by the presence of small Pd–S complexes that were found earlier.
Detailed interpretation of UV–vis spectra supports the transformation of Au–Pd
DENs into Au–Pd MPCs including the formation of a Pd–thiol compound. The
analysis of bimetallic EXAFS spectra is very challenging not only because of the
higher structural disorder of the system but also because these syntheses often
involve the formation of a thiol species that masks the results of the bimetallic
sample.

Anderson et al. [109] using in situ EXAFS, complemented by DFT calculations,
XPS, UV–vis, XANES, and HRTEM and electrochemical experiments, monitored
the three-step synthesis of DENs: (1) formation of a Pd core (Pd147 DEN), (2) depo-
sition of a Cu shell (Pd147Cu162), and (3) galvanic exchange of Pt for Cu in the shell
(Pd1147Pt162). The summarized result of this synthesis is instead structural inversion:
The DENs with Pd–Cu core–shell structure change into a Pt-rich core and Pd-rich
shell structure (Pt147 (core) Pd147Pt15 (shell)). DFT calculations were employed to
help determine the structure of the Pt147 (core) Pd147Pt15 (shell) DENs after step 3.

Another approach based on site-specific structural considerations (such as in
section “The Relationship of DFT-MD Calculations and DFT Bases EXAFS Calcu-
lations”) can only be applied on very small NCs with only one doping atom.
Investigations on Au24Pt(SR)18 are reported by Christensen et al. [25] using
EXAFS, XPS, and l-DOS. The clusters were analyzed using Pt and Au L3-edge
EXAFS as well as previously published experimental data and theoretical knowl-
edge about Au25(SR)18. The analysis of Au L3-edge EXAFS spectra of the bimetallic
cluster showed the contraction of Au–S and Au–Au bond distances in comparison
with previous Au25 data. Using the Pt L3-edge EXAFS data, the location of the
doped Pt atom was determined to be in the center of the Au13 core. The presence of a
second Pt species was determined by XPS compositional analysis. This unreacted
Pt–thiolate oligomer present in the sample was also observed in the Pt L3-EXAFS
spectrum and causes a very intense Pt–S peak compared to the Pt–Au peak. This
would not be possible for Pt in the center of an Au core. Further, while MALDI-MS
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can in theory be a great tool to determine the cluster composition, a drawback here is
that the Pt–S compound was not detected with MALDI-MS because the molecular
mass of this compound was below the detection range of this device. In order to
resolve this issue, instead of purifying the sample (which may not possible),
Christensen et al. [25] used a theoretical approach to determine the possible CN
for this mixture and, therefore, the position of the Pt atom within the Au cluster. Even
though the EXAFS analysis was performed without the constraints for bimetallic
clusters (as described in Sect. 3.3) and a short k-range only up to 8.8 Å�1 (which
prevented them from resolving Au–Au vs. Au–Pt distances), this report shows that
by use of several complementary methods, reasonable information for a complicated
system can be derived.

Site-specific EXAFS simulations together with Mössbauer and EXAFS spectros-
copy were used by Negishi et al. [28] in their report of bimetallic Au24Pd(SR)18
NC. Only EXAFS measurements at Pd K-edge are reported so only Pd–Au bonding
can be discussed. The comparison of experimental with simulated EXAFS spectra of
this cluster for Pd at different sites (center of the core, surface, staple) and the very
high Pd–Au CN support the notion that the Pd atom is found mainly in the center of
the core of the cluster. While no fits for the EXAFS analysis are shown (and the
reported R-factor is 10 %, which is too high), this group makes an effort to determine
the degree of purification of the synthesized clusters and improve the synthesis until
the sample is purified. These findings show that effective use of EXAFS can give
clear results even for the more complicated bimetallic system if great care is taken in
confirming the purity of the sample and good EXAFS measurements.

4.1.7 EXAFS Analysis Is Not a Black Box
EXAFS analysis has a steep learning curve which is obvious if one watches the
instruction videos or attends an EXAFS training workshop. The fitting technique
using the analysis software is not “intuitive.” At the same time, it is not enough to
just press some buttons and the result is given. In these fast times where too much
stress is laid on the number of publications, there seems to be not enough time to
learn this technique by training to fit already-understood data. In this following
section, a couple of problems are discussed to point out the difficulties of an EXAFS
analysis that are rarely discussed.

Variety of Capping Ligands
One problem in the characterization of APNC by applying EXAFS fitting analysis,
which is discussed in Menard et al. [3], is related to different and mixed ligands that
are used for the stabilization of the NCs. Next to thiols (e.g., [3, 5, 89, 90, [93, 95,
98]), also phosphines [3, 89], acetates [75], selenides [97], and unoxidized tellurates
[110] have been used in the literature reviewed. Also, chlorine can act as ligand as
well if it is not carefully removed [69–71]. Specifically for the Au55 Schmid cluster,
the gold atoms can have several different bonding partners in addition to gold (i.e.,
chlorine, triphenylphosphine, or nothing) [68]. The overview for this rather complex
system is given in Table 5.2.
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The scattering amplitudes and phases that are calculated from theory (specifically
by use of crystal structures of bulk compounds as an input for the FEFF calculations)
are equivalent for elements such as P, S, Cl [3], N, C, O [90], and other elements that
have similar atomic masses. The basis of the EXAFS single scattering model is that
the backscattering of elements with similar atomic masses cannot be resolved within
the EXAFS fitting analysis. This is connected to the principle of transferability of
photoelectron phase shifts [111]. In the everyday typical EXAFS analysis, this
means that a theoretical compound such as Au2S can serve as a joint model for the
determination of, for example, S and P contributions together or by themselves. It
also means that S and P contributions cannot be separated. A complicated set of sites
such as the Au55 NCs with Au–Cl, Au–P, and Au not bound (as in Table 5.2) cannot
be completely specified with EXAFS. This is even more true when the surface is
rather fluidic (Schmid [11]) causing structural disorder.

The Effect of Structural Disorder
Within the EXAFS data analysis technique as can be seen from the EXAFS equation
(Eq. 5.5), structural disorder is parameterized in the form of the Debye–Waller factor
(σ2) (e.g., Calvin [45]). This total Debye–Waller factor includes thermal dynamic
and static components that in turn represent changes in the configuration of the metal
and ligand atoms in the NCs with time due to size dispersity [12]. EXAFS is only
able to derive results for bond distances and bond length disorders from accurate
structural and dynamic characteristics if the underlying distribution is quasi-
Gaussian [31]. The effect of increased structural disorder for high temperatures as
compared to low temperatures is discussed in Benfield et al. [2, 72], Chevrier
et al. [98], and Shivhare et al. [21], specifically employing low temperatures
(80 K). However, only in some cases, lower values for the Debye–Waller factor at
low temperatures are reported [2, 72, 98]. Another aspect of this comparison is that
the quality and reliability of the EXAFS analyses can be improved by taking data for
the same sample at different temperatures [2, 21, 72]. The reliability of the EXAFS
analysis technique can be tested observing certain ranges for the Debye–Waller
factor values. For a reliable EXAFS analysis, σ2 values for Au–Au bonding (most
Me–Me bonding) need to be between 0.005 and 0.01 for the first shell and up to 0.02
for higher shells.

The effects of static structural disorder beyond the Gaussian case that are corre-
lated to symmetric bond length distributions in the NCs are due to different bond

Table 5.2 Overview of
Au sites and bonding ligand
for the Au55(PPh3)12Cl6
cluster

Gold site Occupancy of site CN

PPH3 12 5

Unbounded surface 24 7

CL 6 8

Central atom 1 12

Second central shell 12 12

Reprinted from Fairbanks [69]. Copyright (1990) with permission
from Elsevier
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lengths in the core and on the surface of the NCs. This feature is called asymmetric
bond length or the anharmonicity of the effective pair potential. This is reflected in
the third cumulant parameter [3], a parameter included with modern EXAFS analysis
software packages. The role of the third cumulant during the fitting procedure is to
give an assessment of the significance of anharmonicity [12]. Symmetric bond
length distributions are usually observed in bulk materials (i.e., without surface
effects).

In the reports by Frenkel et al. [12], Menard et al. [3], and Yancey et al. [31], it
was found that the role of the third cumulant was small. The main issue with this
finding, addressed by Yancey et al. [31], is that EXAFS spectra provide only
averaged information about the structure and dynamics of the environment of all
absorbing atoms of the NC. If this “average” configuration is assumed to be the
actual configuration, the EXAFS analysis cannot provide correct structural results.
Specifically, this means that a broad distribution of sizes, shapes, crystal structures,
and states of order will lead to misinterpretation of the EXAFS spectra. This effect of
structural disorder on the EXAFS fit results was investigated in detail in the study by
Yancey et al. [31]. One main result of this study is that the EXAFS fitting method
which is based on the Gaussian bond length distribution is not able to describe highly
disordered systems very well. Such systems can be described better in the PDF
extracted from DFT-MD calculations, which can be asymmetric. In a report by Price
et al. [105], experimental EXAFS and EXAFS simulations were combined with
DFT-MD calculations for small Pt NPs in order to determine how the size determi-
nation for small NPs is affected by anharmonicity. They modeled the contraction of
the surface layer was well as anisotropic disorder. In many cases, the use of the third
cumulant, which should address this issue in the EXAFS fitting procedure, is not
applicable because the Au–Au and Au–S bonding features (peaks) overlap and mask
possible asymmetry. While it seems that this parameter does not “do” anything for
some groups, it is important that it is reported together with errors and with a picture
of the fit in k- and R-space in order to verify the reliability of the results.

The Importance of the k-Range and the Limitations of the Resolution of EXAFS
The limitations of the resolution of the EXAFS analysis are discussed in the report
by Menard et al. [3]. While an EXAFS analysis can deliver results with a resolution
of 0.001 Å for bond distances, this depends on the quality of the data measured. The
knowledge that can be gathered from the EXAFS analysis can be limited when the
k-range that is measured is too short or noise in high k region shortens the k-range.
This results in the limitation of the spatial resolution of the EXAFS data
(cf. Fig. 5.12). For example, because of the icosahedral structure of the Au13 NC,
the Au atoms are distributed in two shells closest to the core (i.e., subshells). This
multishell or splitting arises from a 5 % difference of the Au–Au distances in the
distance range for the first shell [12] and could not be resolved by Menard
et al. [3]. However, this group used a trick to overcome this problem: By calculating
the ratios of the distances of the different shells (i.e., R3NN /R1NN third shell vs. first
shell), the icosahedral structure for Au13 NCs and fcc structure for the Au147 MPCs
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could be determined. Additionally, the fact that in the FT-EXAFS R-space spectra no
single scattering for a second shell was observed helped with this assessment.

As a positive example where subshells could be observed in the experimental
EXAFS spectra, the report by MacDonald et al. [5] is mentioned: The first Au–Au
shell in the core is split into three subshells for the Au25(SR)18 icosahedron (deter-
mined by theoretical EXAFS). There is a discussion about the standardization to
report XAS data among the XAFS community (cf. refs: IXS committee [112, 113])
ongoing. However, no agreement has been found yet.

The Requirement of Sample Purity
Menard et al. [3] also discuss discrepancies between the model (truncated octahe-
dron) and the experimental EXAFS results (CN for Au–S) for the Au MPCs they
investigated. These discrepancies are possible if the sample contains a thiolate
precursor or if the NCs in the sample have degraded. Additional investigations by
this group show that there are similarities in the EXAFS data between pure monomer
gold (I) thiolate and the thiolate-protected Au MPCs. Menard et al. [3] point out that
the EXAFS analysis technique is based on mass-weighted signals (which is
nonstatistical). Therefore, with increasing metal cluster size, the CNs increase
hyperbolically, and there is a higher sensitivity toward smaller clusters or
low-coordination organometallic species. This means that suspiciously high Au–S
and low Au–Au scattering magnitudes are related to the presence of a gold
(I) thiolate species, making EXAFS uniquely sensitive to this impurity. Menard
et al. [3] point out further several reports where the EXAFS data is attributed to pure
NC samples; this data is actually identical to the EXAFS data of gold (I) dodecane
thiolate and not NCs. The comparison of Au NCs with different cluster size (Au144
Au38 Au25) by MacDonald et al. [93] confirms the sensitivity of EXAFS to the low-Z
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elements because of the quite slow reduction in intensity of the Au–S peak in the
EXAFS spectrum of the experimental samples.

The effect of mixed samples on EXAFS analysis is discussed extensively by
Frenkel and coworkers, specifically in [55]. The importance (and verification) of the
purification of the samples was shown by Negishi et al. [28]. This means that it is
important to employ other techniques (e.g., XPS elemental analysis, ICP, EXAFS
simulation) to confirm the purity of the sample or that the model applied agrees with
the experimental data.

4.2 XANES

4.2.1 Experimental XANES and the Fingerprint Analysis
The measurement of XANES spectra can take less time than the measurement of
EXAFS spectra, and more noise is acceptable for the data analysis using the
fingerprint method (see Sect. 3.2). In order to gain structural information using the
fingerprint method, effort has to be taken to find adequate reference spectra. In the
case of APNCs, this is not always possible. In the studies when XANES data of
APNCs have been reported, they were mainly shown compared with the bulk metal
data (e.g., [28, 71, 84, 91, 93, 114]), which is always measured with the APNC
sample simultaneously. Marcus et al. [71] used this comparison to confirm the fcc
structure for the Au core in the Au55(PPh3)12Cl6 NCs since all the features of the
bulk metal were observed in the XANES spectrum of the NC. The features (e.g.,
maxima) in the XANES spectrum were broadened and reduced in intensity which is
known to be normal for nanoparticles [9]. Also, in MacDonald et al. [93], the metal
character and fcc structure were observed for the Au144(SR)60 NCs by comparing the
XANES spectra of bulk gold and the NCs. The metallic character of the one Pd atom
in the bimetallic cluster Au24Pd(SR)18 was observed using Pd K-edge XANES
spectra [28].

Another useful approach was reported by Frenkel et al. [89]. They acquired
XANES spectra taken from the point of view of the ligand (in this case S and P
K-edge) instead of metal core atoms (Au L3-edge). The change in the chemical
environment and, thus, the formation of the Me-ligand bond were confirmed because
the features in the XANES spectra (at S or P K-edge) of the Au13[PPh3]4[S
(CH2)11CH3]2Cl2 NCs were shifted to different energies compared to the pure ligand
spectra. This approach was also used by Liu et al. [115]. Using also the ligand “point
of view” using S K-edge XANES spectra, the increase in S–Au bonding with
increasing cluster size was observed for several AuxSRy NCs [93].

Only in the report by Benfield et al. [10], quite a number of reference compounds
for Au are presented. This group used the comparison of the XANES fingerprints to
determine the metal-like chemical environment and oxidation state of the Au atoms
in the Au55(PPh3)12Cl6 NCs. In addition to the standard reference compounds for the
initial solution (KAuCl4), ligand reference (PPh3AuCl), and bulk gold, several NC
and NP are collected in Fig. 5.13 showing how the features of the XANES spectra of
the NCs (especially Au55(PPh3)12Cl6) are broadened as discussed above.
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Even though not precisely about APNCs, Ohyama et al. [116] reported in situ
XANES during the formation of (naked) Au NCs. This series of Au L3-XANES
spectra shows how the cluster formation starts with the precursor aurochloric acid
(Au3+) after addition of NaBH4, reduction to Au(0), and formation of NP and how
aggregation ends with the formation of Au bulk (Fig. 5.14). When the process starts,
a broad peak at about 11,929 eV appears (characteristic for KAu(III)Cl) and is
reduced in intensity during the reduction. An increase in WL intensity for Au
L3-edge XANES spectra at about 11,929 eV is reported for small NCs [3, 5, 28,
84, 85, 93, 95–98]. This feature is used quite extensively for the analysis of APNCs
to determine the catalytic activity. The small difference of the intensity in the Au
L3-edge WL compared to bulk gold is used to indicate an increase in d-hole
population.

However, caution must be applied when dealing with small differences. Although
experimental XANES spectra are usually less affected by noise (because of the much
more intense nature of the WL and SR) than EXAFS spectra, both EXAFS and
XANES spectra always contain experimental errors that must be considered when
making conclusions from the data. Firstly, there is an experimental error in the
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energy (E). If the energetic position of a peak maxima/minima (e.g., WL) or edge E0

differs by more than the minimum step size (which was used for the measurements),
this difference is significant [117]. Therefore, an edge shift of 0.2 eV at Au L3-edge
(11,919 eV) for XANES spectra of two different samples (e.g., at different temper-
atures) [96] cannot be significant because the minimum step size at Au L3-edge is at
least 0.2 eV (more likely 0.5 eV). Secondly, there is an experimental error in the
absorption coefficient (μ) or line intensity. This was discussed in Benfield et al. [2,
10] where the differences in the intensity of the peaks were more than 5 %. An
experimental error analysis is always necessary, and this is especially true when
trying to make conclusions based on intensity differences of only a few percent. This
was crucial, e.g., in the analysis of plant samples by Bovenkamp et al. [118] at Pb
L3-edge using a method to analyze the error contribution to XANES spectra by
Bovenkamp et al. [119]. The XAFS community is working toward the implementa-
tion of standards for XAS measurements for the last 20 years [112] in order to raise
awareness of the effect of the experimental error on the analysis of XAS experi-
ments. If small variations are reported, it should be self-evident to report the error
bars of this measurement.

L3-edge XANES measurements are usually reported for transition metals such as
Au and Pt. The L3-edge XANES spectra for these elements probe the transition
2p ! 5d5/2 (or 6 s). Correspondingly, for the L2-edge, the transition 2p ! 5d3/2
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(6 s) is probed as discussed in Sect. 3.2. For the transition metals Au and Pt, the L3,2-
edge spectra are quite sensitive to electronic changes of the d-band which is
especially observed in the WL region. These changes directly correlate to the
oxidation state and d-band population of the material. In transition metals such as
Pt and Au, the 5d-bands are filled in the metal state, and the XANES spectra (at L3,2-
edges) of these metals do not have a WL. For example, in the case of Au(III)
compounds (with oxidation state 3+), the WL increases drastically due to the
decrease in the occupancy of the d-orbitals (as d-electrons are transferred to the
ligand) (Fig. 5.13: KAuCl4). On the other hand, the Au(I) dodecane-thiolate polymer
does not exhibit a strong white line even though the oxidation state of Au is 1+
[3]. This shows that the intensity of the WL does not solely depend on the oxidation
state but also on the hybridization of the orbitals [3]. Additionally, stronger d–d
interactions in Au NCs that increase the d-charge of Au atoms – as a “nanosize
effect” [88] –might result in lower WL intensity compared to that for the bulk. Work
by Zhang and Sham [120] shows also a more intense WL for Au NCs capped with
thiols compared to capping with weakly interacting dendrimers (the clusters had
identical size). The explanation for these effects lies in the difference in charge
transfer for Au–S due to the different surface-to-volume ratios for small NCs
compared to bigger ones [88] and that the size of the particle does influence this
intensity due to broadening [33] as was discussed above.

In order to extract significant information from the shape (e.g., intensity differences
of theWL) of the XANES spectrum, several methods intending to estimate densities of
unoccupied 5d states around the Fermi level have been developed. These approaches
do not just use the comparison of the intensity of the WL per se but the comparison of
the intensity of the absorption edge calculated as the area under the peak
[121–127]. According to Benfield and coworkers [10], only the method by Mattheiss
and Dietz [125] as well as Tyson et al. [127] gives reliable semiquantitative estimates,
whereas the others do not. Therefore, in two reports by Benfield et al. [2, 10], a method
was used where the L3-edge and L2-edge spectra are compared with each other. This
method employs the spin–orbit splitting effect between d5/2 and d3/2 orbitals to gain
information on the occupancy of the d5/2 orbital. The basis of this method is measure-
ments of L3-edge XANES spectra of gold, platinum, and iridium by Lytle et al. [128]
showing WLs for compounds with metal oxidation state > 0, and band calculation
measurements by Mattheiss and Dietz [125] show that spd hybridization causes
unoccupied states in the d5/2 and d3/2 orbitals at the vicinity of the Fermi level.

In Benfield et al. [2], the L3 to L2 comparison is used to determine if Pt in the Pt309
NCs has molecular (oxidation state > 0) or metallic (oxidation state = 0) behavior.
For this specific Pt309 NC, the comparison of the different area values for Pt foil,
K2PtCl4, and Pt309 NCs resulted in the observation that the Pt atoms in the Pt309 NC
have metallic character. In their report, Benfield and coworkers [10] investigate the
oxidation state of Au in Au55 NCs with the same method. However, the area values
for the Au55 NCs were smaller than those for Au bulk. The small cluster size
resulting in stronger d–d interactions was the reason given why this method did
not work for gold. This method was not used in any of the later reports. Possibly due
to the extra time needed to measure both L3-edge and L2-edge XANES.
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4.2.2 Theoretical XANES, l-DOS Calculations, and Charge Transfer
In a number of reports [5, 25, 84, 85, 93, 95, 98], mainly on Au APNCs, calculations
of the projected DOS and charge transfer of electrons between orbitals have been
discussed. The application of l-DOS and charge transfer calculations is useful
because the knowledge about the DOS above and around the Fermi level makes it
possible to probe the electronic structure dependent on the size of the NCs [3]. L-
DOS and charge transfer calculations are used by more researchers because of the
development of the theoretical description of XAS ab initio and the FEFF code as a
program using those principles.

Without getting into much detail about the theory, which is covered by the
literature (e.g., [9, 33, 50]), a short overview is presented here. Version FEFF6
made possible the successful calculation of EXAFS spectra based on single scattering
and selectedmultiple scattering paths. The first time the multiple scattering expansion
[129] was used to calculate XANES was in FEFF7, but only with the development of
FEFF8 did the self-consistent (SCF) calculations of the scattering potential allow the
determination of the Fermi energy and charge transfer. Since version FEFF8 with the
development of better algorithms to calculate the matrix elements for the multiple
scattering expansion and the development in computer capacity simulations of
XANES spectra, l-DOS and charge transfer became easily calculable. Further, the
multiple scattering calculations were extended to a real-space full multiple scattering
routine [130] to prevent the divergence of the path expansion at low photon energy
(which is exactly around the absorption edge). This important feature (real-space full
multiple scattering) is crucial in any XANES calculation and, thus, l-DOS and charge
transfer calculations. The real-space multiple scattering approach [130], whichmakes
the FEFF8 (and later versions) code so user friendly (i.e., not difficult to use), needs
the input of cluster data (of any compound or NC) in real space (xyz). This input can
be derived from different atomic programs based on crystal structure.

Using the FEFF code to get a XANES spectrum is not too difficult. However, if
something that looks somewhat like (the) data is calculated (and electron counts and
l-DOS is calculated in any case), it is important to test its validity. These tests would
include:

• Convergence of the SCF calculations (to determine the stability of the Fermi
energy and thus electron transfer)

• Convergence of the full multiple scattering calculations (to determine the neces-
sary cluster size)

• Agreement with the experimental data (to determine the validity of the cluster
used and thus the l-DOS curves)

For typical compounds, it has been shown that 5–6 shells of atoms around the
absorbing atom are required for a multiple scattering calculations in the full multiple
scattering module so that the cluster can reproduce a XANES spectrum for that
compound [131]. For more complicated structures such as NCs where the cluster
size of one particle is effectively too small for the full multiple scattering calculation
(e.g., with < 100 atoms in a cluster such as the Au25 or Au38 NCs), the convergence
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of the full multiple scattering calculations cannot be reached which means that the
calculated XANES spectrum is not correct. This was described by Soldatov
et al. [132] for small clusters at the Au L3-edge.

The development of XANES features for small Au clusters was studied by Chen
et al. [133] applying the XANES simulation tool of FEFF8 using a simple model of
fcc gold. Figure 5.15 shows the simulated XANES spectra for several Au clusters
created by restricting the cluster size for the full multiple scattering calculation
(to shells 1–4) in comparison with the experimental XANES spectrum. Broadening
washes out the features (e.g., maxima) of the XANES spectra for NCs (and other
small nanoparticles, as was discussed above) similar to the effect of the different
Au–Au bonding structure for the surface sites on NCs. Further, theoretical XANES
investigations of small metal clusters were also done by Bazin and Rehr [1]. They
find that the inner structure as well affects the XANES spectrum [1].

However, in the above report by Chen et al. [133], the XANES calculations are
not completely correct, since the cluster size used was too small. The application of
the full multiple scattering module, which is crucial for the XANES calculations,
involves the inclusion of all multiple scattering contributions. Together with the
muffin tin approximation, the center of the potential calculations, it is necessary to
use large clusters for the calculations where the contributions of surface atoms can be
neglected [1]. For a small cluster, this means that the contributions of (a) the Au–S
staple motif atoms and (b) other nearby clusters have to be included.

There are discrepancies between experiment and FEFF calculations that are due
to approximations. This fact is known, and the need for improvement of the FEFF
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code for XANES calculations is discussed by the developers of FEFF (e.g., [130,
134, 135]). Including full potential calculations instead of spherical muffin tin
calculations is necessary to accurately model for anisotropic systems. Also, better
treatments of inelastic losses, self-energy, many-body corrections, and core–hole
effects need to be implemented. These factors are rarely discussed within the
community (because they know about it), but the new user might not be aware of
these limitations and the connections between XANES and l-DOS. In a sequence of
studies by Soldatov and coworkers [136–139], other software codes not using the
muffin tin approximation were compared to FEFF for small clusters of Ti, Cu, and
Nb. Oyanagi et al. [107] also used other software codes beyond the muffin tin
approximation for their time-resolved characterization of radiolysis-irradiated Cu
samples. These studies show the above-stated points.

To better understand the following discussions about l-DOS and charge transfer,
some basics about Au are mentioned first. The electronic structure of Au was
reported by Coulthard et al. [140] and Kuhn and Sham [141]: Due to the configu-
ration of Au (as [Xe]4f145d106s1), the d-band in metallic Au is nominally full.
However, d and non-d (sp) rehybridization is possible and can create d-band holes
where the Fermi level is then somewhere in the middle of the d-band 0.4 of the
population for Au [88, 125]. Even for alloy formation, this rehybridization showed a
significant effect in XPS and XANES [141]. Therefore, the first peak of the Au
L3-edge XANES spectrum (the WL, transition 2p ! 5d5/2) is related to the presence
of d-holes [125, 140] (see Fig. 5.13) which, in turn, is related to a peak in the d-DOS.
However, caution is necessary when interpreting features of the l-DOS curves as
contributions to the XANES spectrum; not in all cases mixing (e.g., p–d mixing
results in L3 features [118]) is possible.

MacDonald et al. [5, 85, 93] used EXAFS, XANES, and XPS, and, in addition,
l-DOS and charge transfer calculations, to study Au thiolate APNCs. The XANES
spectra of the simulations were found to show features similar to those in the experi-
mental spectra (Fig. 5.16a and b). However, it is not discussed why the experimental
data shows a better resolution/less broadening compared to the simulations (usually it is
reversed, and additional broadening has to be introduced with the simulated spectra).
The strong S–Au/S–C (A and B) line in the S K-edge spectrum was inspected further.
The l-DOS calculations here confirm that feature A originates from S–Au bonding and
feature B originates from S–C bonding. The features a and a’ in the simulated spectrum
(Fig. 5.16c) are not resolved in the experimental spectrum (Fig. 5.16a). The discussion
of similarities between calculated and experimental spectra in relationship to the
presence and absence of S–C bonding is quite useful to confirm the bonding-type
information reported by Chaudhuri et al. [142] and Zhang and Sham [88].

L-DOS and charge transfer calculations can be complemented with XPS and can
extend the understanding of electronic properties [84]. XPS can also support the
other results from MacDonald et al. [93] where the d-DOS of Au–S and Au–Au
bonding shows the same behavior (molecular/nonmetallic = sharp singlet, metal-
lic = wide doublet). Similar effects were observed by MacDonald et al. [85] for an
Au38 cluster, by Chevrier et al. [95] for Au19 and Au25 clusters, and by Simms
et al. [84] for Au25 clusters.
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Site-specific d- and s-electron occupancy was used by MacDonald et al. [5, 85] to
show similar properties of similar atomic sites for Au38 and Au25 NCs including
charge transfer for Au in staple sites compared to Au in core sites. This is in
agreement with a hypothesis of donation (3 s to Au 6 s) and back donation (Au 5d
to S 3p) by Park and coworkers [143]. Also in this report, a theoretical model was
used to represent solvation effects. The d-DOS curves of both the solid and the
modeled (solvated) Au38 NC show that next to the narrowing of the d-band in
the staple motif (as above) a shift to higher (closer to Fermi level) energies can
be observed for the solvated model [85]. This hypothesis should be investigated
more closely.

Chevrier et al. [95, 96, 98] compare the l-DOS curves (site specific) of
Au19(SR)13 vs. Au25(SR)18, also Au25(SeR)18 vs. Au25(SR)18, and Au36 vs. ideal
Au28 core, respectively, similar to the work by MacDonald et al. above. For the
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comparison of the Au19 vs. Au25 NCs, the d-band for Au surface and Au center sites
is broadened for Au25. XPS results agree with this observation indicating that the
Au11 core of Au19 has defects and has fewer Au–Au bonding interactions compared
to the Au13 core of Au25 [95]. For the Au25(SeR)18 vs. Au25(SR)18 NCs, the 5d-band
of the selenolate NCs shows higher electron counts compared to the 5d-band of the
thiolated NCs which is linked to less charge transfer and more covalent behavior of
the Au–Se bond [96]. The investigation of the electronic behavior of Au36(SR)24 and
Au38(SR)24 resulted in the finding that for the Au36 cluster, the Au–Au bonding is
more molecular compared to a rather metallic Au–Au bonding in Au38 NCs [98].

5 Conclusion and Future Perspectives

The quite young field of atomically precise nanoclusters started in the 1980s and was
first addressed by the technique of EXAFS in 1985 [74] with early forms of analysis
software. The boost of synchrotron radiation facilities and theoretical developments
subsequentially has led to greatly improved analysis software and strategies to apply
EXAFS to all kinds of systems.

One of the main uses for EXAFS became the determination of the size (number of
atoms) of the APNCs. This was implemented using structural models based on
atomic packing (e.g., fcc) and the proportionality of size and CN within these
models. The successful application of this strategy made it possible to compare
TEM, XRD, and EXAFS results.

The EXAFS strategies that were developed for the characterization of NP can be
applied similarly to APNCs. However, improvements in EXAFS, such as the CNT
model or the surface-tension model, were necessary due to the small size of the NCs.
One important feature of all nanoparticle investigations is that the amplitudes of the
EXAFS signals (in k-space and R-space) of the nanoparticles compared to the bulk
metal are always reduced and in XANES even broadened. It has been shown that a
self-consistent approach for the EXAFS analysis, using different models within the
same technique, is a good method in order to validify the results characterizing
the NCs.

Since XAS is a technique based on the average configuration of the sample under
investigation, disorder within this configuration (more precisely disorder in the
structure due to different bond distances) can lead to EXAFS analysis results that
can be misleading.

XANES and EXAFS are not black boxes where a button just has to be pressed to
measure the samples and spit out the results. Some understanding of the underlying
physics of both methods (which includes an understanding of the errors involved)
and a deeper understanding of the methods which are the basis of the technique have
to be developed [144].

The techniques and methods that are presented here give a brief overview of the
models that EXAFS analysis can use and how XANES and l-DOS calculations can
be applied.
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The application of complementary techniques (including HRTEM and HAADF-
STEM to determine size homogeneity) is important to help validify the EXAFS
results. Even more so can theoretical calculations using different techniques
(DFT-EXAFS, DFT-MD) help to determine effects of structural disorder on the
EXAFS analysis of experimental spectra.

The extraction of electronic information about APNCs from XAS can be done
through L-DOS calculations based on FEFF. However, this has to be set in perspec-
tive with previous DOS calculations or XPS results to make proper analyses.

In conclusion, we find that a number of groups are using XAS techniques,
especially EXAFS analysis for the characterization of APNCs. These reports are
not just about understanding the structure of the NCs any longer but more so about
tuning the properties of these NCs by varying the ligands. A particular driving force
in these reports has been the understanding of the effect of the staple motif. EXAFS
is a very powerful tool to study the changes in structure including bond length,
coordination environment, and disorder that can be examined very powerfully. This
use of the XAS toolbox (theoretical, experimental, in situ EXAFS and XANES, and
l-DOS calculations) in its variety does help to gain more accurate information about
the structural and electronic properties of APNC and their catalytic application.

Further improvements in the application of EXAFS/XANES in the characteriza-
tion of APNCs lie in the development of reactors that can be installed in the XAS
beamline to collect X-ray absorption spectra in situ as temperature and pressure are
varied or other environmental conditions are needed or to observe the synthesis or a
catalytic reaction itself. Such reactors to observe the synthesis can be, for example,
milli-fluidic reactors (e.g., [145]) which bring the possibility of spatially resolved
observation of the reaction. X-ray fluorescence mapping and X-ray microscopy
using micro-focused beams are also useful.

Summarizing, we find that EXAFS and XANES are exciting and versatile
techniques in the study of APNCs and their use in catalysis. The analysis of XAS
data can be quite challenging, however, and it is important to have a thorough
knowledge of the physics and possible sources of error involved and, in many
cases, combine the EXAFS and XANES analyses with other techniques, and
theoretical modeling, to produce the best understanding of the system under
investigation.
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1 Definition of Topic

X-ray absorption spectroscopy is a nondestructive synchrotron-based technique that
measures the changes in x-ray absorption coefficient of a material as a function of
energy of the x-rays. The technique has an advantage over other spectroscopy
techniques as it can resolve the short-range arrangement of atoms. Since many of
today’s catalysts for electrochemical systems are in particles of a few nanometers in
size (nanoparticles) and the technique can resolve the inner atomic structure of the
nanoparticle, XAS quickly became a powerful tool for studying electrochemical
catalysts, particularly in the field of fuel cells.

2 Overview

The chapter describes operation principles of x-ray absorption spectroscopy (XAS)
technique and its application to atomic arrangement in nanoparticles, with a special
interest in electrochemistry.

XAS is a nondestructive technique that measures the changes in x-ray absorption
coefficient of a material as a function of energy. X-rays of a narrow energy resolution
are shone on the sample, and the incident and transmitted x-ray intensity are
recorded as the incident x-ray energy is incremented. When the incident x-ray energy
matches the binding energy of an electron of an atom within the sample, the number
of x-rays absorbed by the sample increases dramatically, causing a drop in the
transmitted x-ray intensity; this is referred to as an absorption edge. Each element
has a set of unique absorption edges giving XAS element selectivity. Because it
requires a tunable x-ray source, XAS spectra are usually collected at synchrotrons.
The x-rays are highly penetrating and allow studies of gases, solids, or liquid at
concentrations of as low as a few ppm. When applied to nanoparticles, the technique
can resolve inner arrangement of atoms within. XAS can be separated into two parts,
depending on the range it covers with respect to the absorption edge, i.e., x-ray
absorption near-edge spectroscopy and extended x-ray absorption fine structure
(XANES and EXAFS).

As it is element specific, XANES can resolve the oxidation state of the element, as
well as its coordination environment and subtle changes in it. EXAFS analyzes the
local structure of the atoms in all physical states (solid, liquid, and gas), but the
unique power of the spectroscopy is found in metal clusters, particularly in
nanomaterials. It can resolve the inner structure of the nanoparticle clusters com-
posed of two or more elements, i.e., solid solution, aggregate mixtures, or core–shell
particle in which one metal is present mostly in the center of the particle (core) and
the other forms a shell around it. These nanoparticle systems are of a special interest
in catalytic electrochemical oxidation and/or reduction, as most of these systems
require expensive noble metals and minimizing their content is the goal of the
present technology development. Since the atoms in the core of the particle are not
exposed to the electrochemical environment, they can be substituted by non-noble
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materials. This chapter deals with electrochemical catalysts composed of two or
more metal atoms and shows the basics of the analysis of these systems.

3 Introduction

While catalytic oxidation or reduction of species in electrochemistry involves the
surface of the catalyst, there are a limited number of techniques that can study the
catalyst surface during the electrochemical potential excursion, i.e., in situ. Vacuum
techniques such as Auger electron spectroscopy (AES), x-ray photoelectron spec-
troscopy (XPS), and low-energy electron diffraction (LEED) are ideal for probing
the solution/surface interface, but can only be used before and after the catalytic
process. In situ electrochemical techniques like infrared reflection–absorption spec-
troscopy and differential electrochemical mass spectroscopy can reveal species
adsorbed on the surface and/or in solution, but provide limited insight on the changes
of the catalyst. X-ray absorption spectroscopy (XAS) is an ideal method for in situ
studies of electrochemical systems because both the solution and the catalyst can be
probed by penetrating x-rays. The technique yields both structural and chemical
information. Since it is element specific, XAS permits investigation of the chemical
environment of a constituent element in a composite material such as alloy catalysts.
The chemical environment of the constituents can be studied by tuning the beam
energy to the specific absorption edge of the element. Unlike x-ray diffraction
(XRD) that probes the long-range order of atoms in the sample and therefore cannot
yield information of nanoparticles smaller than ca. 3 nm, XAS probes the short-
range order, and it can provide structural information on nanoparticles of practically
any size. It can be also used to study amorphous materials, liquids, gases, adsorbed
monolayers, and hydrated ions and complexes in aqueous solution or in dilute
systems.

XAS is also sometimes called x-ray absorption fine structure (XAFS), where the
fine structure refers to the details on the absorption of x-rays by an atom at energies
in the vicinity of the core-level energy of the atom. Its spectra are especially sensitive
to the formal oxidation state and coordination chemistry of absorbing atom, as well
as the distances, coordination number, and nature of species in its immediate
surroundings. XAS is routinely used in a wide range of scientific fields, including
biology, environmental science, catalyst research, and material science. One major
advantage of XAS in the study of electrocatalysts is its ability to probe the d states of
Pt catalysts. The technique and its applications have been described in books, review
articles, and online tutorials [1–5].

4 X-Ray Absorption Spectroscopy: Interaction with Matter

Matter interacts with x-ray light by the photoelectric effect. An atom in its ground
state absorbs the x-ray energy and ejects an electron (called “photoelectron”) from
the atom’s inner shell (K, L, or M) into continuum, Fig. 6.1. The atom is in an excited
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state because it has an empty place (“hole”) in its core. The excited atom relaxes back
to the ground state once an electron from the higher energy states jumps into the
hole. The difference in energy of the two levels is either emitted by a radiative
process called x-ray fluorescence or absorbed by another electron that has the
sufficient energy to be ejected from the atom. As an atom has discrete K, L, or M
energies, the energy difference that is being emitted or absorbed by another electron
is characteristic of the absorbing atom and is used in vacuum spectroscopy to
identify it by XPS and AES. Depending on where the electron resided before it
filled the core hole in the K shell, L, or M, two characteristic energies are possible
in XPS or in x-ray fluorescence spectroscopy: Kα, characteristic of the transition
L ! K, or Kβ, for the process M ! K.

In XAS, K transition, or “K-edge,” corresponds to the ejection of an electron from
1s subshell. By the same principle, L1 edge corresponds to the excitation of an
electron from 2s subshells. Transitions L2 and L3 correspond to the ejection of an
electron from the 2p subshells. There are two transitions as the orbital momentum (l )
and the spin momentum (s) are coupled to give j = l � s (for transition L2) or
j = l + s (transition L3). The selection rules of x-ray absorption determine that in
dipole transitions the orbital quantum number of the final state must differ by 1 from
the initial state (Δl = �1, i.e., transition s ! p, p ! s, p ! d, etc.), whereas the
spin must be conserved (Δs = 0). The same system of labeling is used for transitions
from higher shells, e.g., M1 edge corresponds to the excitation of 3s electrons, M2

and M3 edges correspond to the transition of 3p electrons, and M4 and M5 corre-
spond to the transition of 3d electrons. The K and L edges are mostly used in XAS.

4.1 XAS Techniques: EXAFS and XANES

X-ray absorption spectroscopy refers to the modulation of the x-ray absorption
coefficient at energies near and above an x-ray absorption edge. The term “edge,”

Fig. 6.1 Absorption of x-ray energy (a) and relaxation of the atom to the ground state by x-ray
fluorescence (b) and Auger effect (c)
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corresponding to the ejection of a core electron (photoelectron), is somewhat
ambiguous as it depends on the nature of the matter: in metals, it is usually defined
as the Fermi level, whereas in insulators it stands for the chemical potential. The part
above the edge is divided in two regimes: x-ray absorption near-edge spectroscopy
(XANES) and extended x-ray absorption fine structure (EXAFS). The two regimes
contain related but somewhat different information about the element’s local coor-
dination and chemical state.

While there is no sharp boundary in the energy ranges corresponding to XANES
and EXAFS spectroscopies, it is usually considered that XANES spans from a few
tens of eV below the edge up to about 50 eVabove the edge, while EXAFS covers a
wide energy region (as much as 1.5 keV) that extends from 50 eVabove the edge, as
shown in Fig. 6.2. In practice, the spectra of both techniques include the pre-edge
region of about 150 eV and the edge itself and extend to a user-defined limit.

The difference between the two spectroscopy techniques arises due to the pro-
cesses that happen in the different energy ranges. It can be explained in terms of the
relationship of the photoelectron wavelength λ and the interatomic distance
R between the atom that interacts with the x-ray photon (photoabsorber) and the
nearby atom (backscatterer). The photoelectron kinetic energy depends on the
incident photon energy hν and the electron binding energy in the atom:

Ekinetic ¼ hν� Ebinding ¼ 2πð Þ2ћ2= 2mλ2
� �

where h is the Planck’s constant in ħ = h/2π, and m is the mass of the photoelectron.
For high Ekinetic, the photoelectron wavelength is shorter than the interatomic
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Fig. 6.2 μ(E) plot of Fe K-edge in condensed phase (metal foil), showing the ranges of XANES
and EXAFS regimes, as well as characteristic oscillations about the smooth background
μ0(E) produced by the neighboring atoms and the edge step Δμ0
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distance, and the EXAFS region corresponds to a single scattering process; con-
versely, for lower energies, λ is larger than R and the XANES region is associated
with a multiple-scattering regime.

XANES is often used in material science and engineering to resolve structure of
layered materials and can be used to identify both surface and undersurface mono-
layers based on different core-level energies of different elements, unlike vacuum
surface science techniques (AES and XPS) that are sensitive to surface only. XANES
is also sensitive to the chemical state of elements which can be present even in
minute quantities and gives the information on valence state of the element, its
coordination environment, as well as geometrical distortions of it. XANES is mostly
used in fingerprinting of sample mixtures by linear combination analysis (LCA) if the
components are known or to acquire the information of the principal components in
the mixture by principal component analysis (PCA), if the components are unknown.

EXAFS provides evidence on atomic arrangements, bond lengths, and coordina-
tion numbers in much the same way as XRD and LEED. EXAFS finds applications
in all areas of science such as chemistry (e.g., in catalysis to distinguish catalytic
steps and intermediate states in a complex reaction and catalytic active sites), physics
(e.g., in solids, to resolve structure of alloys and amorphous/disordered solids, as
well as phase transformations), materials science and engineering, structural biology,
pharmaceutical industry, environmental science, etc.

4.2 Theoretical Interpretation of EXAFS

Due to complexity of the multiple-scattering events, no simple equation that char-
acterizes the XANES region has been described yet. On the other hand, deriving the
EXAFS equation is relatively simple. It is based on the single-particle theory
approximation, in which the system is separated into a single electron residing in
the core levels of the selected atomic species that is excited by the x-ray photon and
N-1 passive electrons.

As x-ray passes through a material of a thickness t, its intensity exponentially
decreases from the initial value I0 to the value I in a way similar to the absorption of
the UV/VIS radiation described by the Beer–Lambert law:

I ¼ I0exp �μtð Þ (6:1)

The absorption coefficient of the material μ depends on the energy E of the x-ray
radiation, as well as on the properties of the material, i.e., its atomic number Z,
atomic mass A, and density ρ, as:

μ � ρZ4=AE3
� �

(6:2)

Since the properties of the material are independent on the x-ray energy, the absorp-
tion coefficient smoothly decreases with the increase of energy of the x-rays;
however, at absorption edge the absorption coefficient rises sharply (see Fig. 6.3).
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If the photoabsorbing atom were completely isolated, i.e., not in any kind of
environment, the sudden rise in absorption coefficient would be followed with the
smooth decrease in the μ � E plot, according to Eq. 6.2. However, in condensed
phases the electron wave travels to the neighboring atom (backscatterer) and reflects
off of it, and the backscattered wave interferes with another wave coming from the
photoabsorber; this interference produces oscillations in the μ(E) pattern as in
Fig. 6.2.

The μ(E) oscillations obviously depend on the 3D surrounding of the absorbing
atom, i.e., the “fine structure” in EXAFS. Thus, we define EXAFS as

χ Eð Þ ¼ μ Eð Þ � μ0 Eð Þ
Δμ0 E0ð Þ (6:3)

where the bare atom background μ0(E) was subtracted out and divided with the edge
step Δμ0(E0) to produce oscillations in χ(E) normalized to one absorption event.

Instead of the energy E of the photoelectron, it is more convenient to express the
EXAFS oscillations as a function of photoelectron wave number k:

k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m E� E0ð Þ

ћ2

s
(6:4)

where m is the mass of the photoelectron, E0 is the energy of the edge, and h is the

Planck’s constant in ћ = h/2π. For E in eV, k = 0.512 E � Eoð Þ1=2 (in Å�1). Because
the oscillations in χ(k) quickly diminish, χ(k) is often multiplied by k2 or k3 to
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Fig. 6.3 Dependence of absorption coefficient of an isolated atom on energy of x-rays. Atom of O
contains core electrons in the first shell only, and the energy needed to eject one of them (512 eV)
lies outside the energy range of the plot. In contrast, the spectrum of a heavy atom like Pb contains
multiple edges, i.e., five M edges around 3 keV which are too close to be resolved, three L edges
around 12 keV, and a K-edge at 88 keV
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amplify the oscillations at higher k values. This is called k-weighting, and the plot
shown in Fig. 6.4 is often referred to as “k-space,” to distinguish from the plots in
“R-space,” representing Fourier transform magnitudes described below.

The EXAFS equation has been first derived by Edward Stern [6]:

χ kð Þ ¼
X

j
S20 Nj

f j kð Þ

kR2
j

exp � 2Rj

λ kð Þ
� �

exp �2k2σ2j

� �
sin 2kRj þ δj kð Þ	 


(6:5)

A real system has neighboring atoms at different distances to the absorbing atom and
of different nature, and they all contribute to the oscillations in χ(E), and all those
scattering events are summed. In every scattering event, the amplitude factor of
Eq. 6.5 depends on the distance to the backscatterer atom R and the coordination
number N of identical backscatterers, as well as the amplitude reduction factor S0

2;
these factors are taken to be independent on the x-ray beam energy. In addition, the
amplitude linearly depends on the probability that the scattering takes place at the
nearby atom, fj(k). The phase shift δj(k) is the consequence of the photoelectron
moving in a varying potential induced by both central and backscattering atoms, i.e.,
with higher speeds around the atoms than in the space between them. Both fj(k) and
δj(k) depend on the photon energy (or wave number k) and on the nature of the
scattering atoms. As Z increases, peaks in f(k) slowly shift toward higher k; for
scatterers heavier than 3d transition elements, f(k) shows multiple peaks, which in
turn split peaks in the magnitude of Fourier transform even when only a single
absorber–scatterer are present, as shown in the case of Pt below.

Besides the above parameters, there are additional semiempirical factors that
affect the oscillations in the χ(k) plot. The term exp(�2Rj/λ(k)) represents the
probability that the photoelectron traverses the distance 2R from the photoabsorber

1.5

1.0

0.5

0.0

k
2 χ(

k)

−0.5

−1.0

−1.5
0 2 4 6 8

k (Å−1)

10 12 14

Fig. 6.4 EXAFS spectrum: k2-weighted normalized absorption χ(k) as a function of photoelectron
momentum k
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to the backscatterer and back without loss of energy. Τhe mean free path of the
photoelectron λ is within 5–30 Å and depends almost linearly on wave number in the

region k = 2–15 Å�1. The exponential term exp �2k2σ2j

� �
is called Debye–Waller

factor and allows for both static and thermal disorder of the condensed system
due to the mean square variation in distance σj

2. The two exponential terms affect
the χ(k) such that inelastic losses diminish the amplitude of the sine wave at low
values of k, whereas the Debye–Waller disorder factor dampens the amplitude at
high k values.

The amplitude reduction factor S0
2 accounts for the losses in EXAFS amplitude

due to many-electron excitations at the absorbing atom, thus representing the
probability that each of the passive electrons surrounding the excited one remains
in its initial state. While S0

2 is generally taken to be a constant (typical values are
within 0.7–1) for a certain element, it is actually energy dependent.

5 Experimental and Instrumental Methodology

For a good XAS spectrum, the signal to noise (S/N) ratio should be better than a
thousand. In order to obtain such a spectrum in a reasonable time (several minutes),
an intense beam of the order of 1010 photons/s and a bandwidth of about 1 eV are
essential; these requirements are only met with synchrotron sources. Fortunately,
there are several tens of synchrotron sources around the world [7], and many of them
have more than one beamline (x-ray output) designed for XAS experiments.

A typical XAS setup is shown in Fig. 6.5. It consists of a synchrotron source, a
monochromator, and at least two detectors for measuring the incident intensity of the
x-ray beam I0 and the intensity of transmitted beam It as it passes through the sample
of thickness t. The most common detectors are ionization chambers, in which the
x-ray beam is measured by the ionization of the gas in the chamber. The absorption
coefficient μ = (1/t) ln (I0/It) is plotted against the x-ray energy, producing the
spectrum similar to that shown in Fig. 6.2. For energy calibration purposes, the
x-ray beam is usually allowed to pass through the reference material (usually a foil of
the same element as the photoabsorber), and the transmitted beam is collected at the
third ion chamber Ir; the absorption coefficient of the reference material μr = (1/tr) ln

Fig. 6.5 EXAFS setup. Monochromatic x-ray beam passes through the sample, reference foil, and
three ion chambers measuring the x-ray intensities I0, It, and Ir. For thick or low-concentrated
samples, fluorescence signal If can be observed
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(It/Ir) is also plotted against the energy. The concentration of the sample for a good
EXAFS transmission signal should be such that the edge step (Δμ0t) should be
around one, i.e., the transmitted beam is about 1/3 of the incident beam. This
however is only a rough estimate, as good XAS spectra can be obtained for edge
steps anywhere between 0.2 and 1.2.

If the transmission experiment is not practical, e.g., when the sample concentra-
tion is too low, or the sample is too absorbing or too thick, the x-ray fluorescence
signal If can be monitored by means of a fluorescence detector. In that case, the
absorption coefficient is directly proportional to the fluorescence: μt / If. A number
of fluorescence detectors are available, including semiconductor detectors like
passivated implanted planar silicon (PIPS), solid-state array detectors (Ge or Si),
as well as an ion chamber fluorescence x-ray detector with Stern–Heald slit assem-
bly, also known as the Lytle detector. For the fluorescence measurement, the sample
and the detector are oriented at 45� and 90� with respect to the incoming beam
(Fig. 6.5) to minimize the scattered incoming x-rays at the detector. The fluorescence
detector captures all x-rays, including the scattered primary monochromatic beam as
well as the fluorescence signal coming from other atoms in the sample, if present. As
the intensity of these by-signals varies little with the energy, the changes in the signal
measured by the fluorescence detector depend mostly on the change in the fluores-
cence intensity of the measured element. In addition, solid-state detectors often have
electronic energy discrimination, allowing only the fluorescence signal to be
counted.

XAS measurements are usually done at K-edge up to about 40 keV, which
includes low-Z elements of the first and second row of transition metals. Most
synchrotron sources have the maximum of the photon flux near 10 keV; the flux at
higher energies is reduced, sometimes by orders of magnitude, rendering measure-
ments above 40 keV impractical. For third row transition metals, K-edge is too high,
so measurements are usually conducted at L3 edge. For instance, Pt K-edge is around
78 keV, while L edges are within 11–14 keV. The lowest-laying L3 edge is mostly
used as the probability (and therefore the intensity) of L3; transition is much higher
than that of other L edges.

In the dipole approximation, the transition is restricted by the selection rule
Δl = �1 and Δj = 0, �1, where l is the orbital angular momentum quantum
number and J is the total angular momentum quantum number j ¼ l� 1=2 . In the
case of Pt, the L2 absorption edge is associated with transitions to empty s1/2 and d3/2
states above the Fermi level. The L3 edge corresponds to transitions to empty s1/2,
d3/2, and d5/2 states. The contribution of s-symmetric final states is normally small
and is spread over a wide energy range, whereas the d-symmetric portion of the
density of final states is large and confined to a narrow energy range. Assuming no
significant hybridization, the L2 edge probes empty final states characterized by a
total angular momentum quantum number of j = 3/2, whereas L3 edge probes states
with j = 3/2 and j = 5/2. Spin–orbit coupling effects cause a splitting of the final
d states. This shifts the d5/2 states to a higher energy with a corresponding shift of the
d3/2 states to lower energies. As a result, the unoccupied d states above the Fermi
level are predominantly those with j = 5/2. This accounts for the enhanced peak at
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the L3 edge for Pt that corresponds to ejection of an electron from a 2p3/2 core state.
This feature is referred to as a “white line” as it showed up as such in the days when
photographic plate was used as the detector.

5.1 Electrochemical Cell

The cell used for the in situ electrochemical measurements presented in later sections
is a modified version of the one described by McBreen et al. [8]. The modified
electrochemical cell allows XAS data acquisition in both transmission and fluores-
cence modes and is presented in Fig. 6.6 [9]. A carbon cloth, carbon-supported
electrocatalyst, proton exchange membrane (Nafion 117, DuPont Chemical Co.,
DE), and two PTFE gaskets were sandwiched together and inserted in the thicker
plastic body. All those components were clamped tightly by the two acrylic plastic
bodies with an O-ring. Each plastic body has an opening for the passage of x-rays
and an x-ray transparent window that is glued by a thin acrylic film. A Pt foil on the
thicker plastic body acts as a counter electrode, while a Pt ribbon on the thinner
plastic body achieves electrical contact with the electrocatalyst (working electrode)
through the carbon cloth. Two capillaries are drilled in the thicker plastic block; one

Fig. 6.6 Exploded view of the in situ electrochemical cell used in EXAFS experiments
(From Ref. [9])
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is used for adding electrolyte into the cell, whereas the other provides a contact of the
solution with an Ag/AgCl leak-free reference electrode. All the potentials in this
chapter are reported with respect to reversible hydrogen electrode (RHE). The
assembled cell is positioned 45� toward the incoming beam to allow fluorescence
measurements [9].

6 Data Analysis of XAS Spectra

6.1 Interpretation of XANES

Even though no simple equation exists for the XANES region, the XANES spectrum
can always be modeled qualitatively and in certain instances also quantitatively by
LCA or PCA analysis. The edge shift toward higher or lower energies is the
consequence of the oxidation state of the photoabsorber and can be modeled as
well. Furthermore, XANES spectrum often shows unique “pre-edge” features that
are easily identified and can be used in fingerprinting.

In the fingerprinting technique, the obtained spectrum is visually compared to the
spectra of the same element in various oxidation states and environments, to see if
they match. The technique gives the proper answer only if the sample has predom-
inantly the same composition as one of the standards. At the K-edges of the first row
transition elements, the transition is mostly from 1s to 4p states. However, small pre-
edge peaks due to the weaker quadrupole (Δl = �2) are often observed in cases
where there is an inversion of symmetry (e.g., the rock–salt structure). These
correspond to 1s to 3d transitions that become allowed due to, the p–d hybridization.
For instance, in the case of chromium compounds, the tetrahedral Cr6+ ion shows an
extremely large pre-edge peak, whereas it is much smaller in octahedral Cr3+

[5]. Thus, sometimes only visual observation of the XANES and/or pre-edge region
can be used for identifying the oxidation state and/or structure. When the changes in
XANES are too subtle to be seen directly, the Δμ XANES technique, based on
subtraction of edges, can be used. By carefully aligning the spectra in order to
remove initial- and final-state effects to separate the electronic and structural infor-
mation hidden within, it was successfully used to elucidate Pt–H structure, as well as
surface and subsurface oxygen on Pt [10, 11].

If the sample is a mixture of two or more components, one can carry on the LCA
technique in an attempt to make a match of the spectrum of the sample by adding
together fractions of the spectra of various standards. As a computer technique, the
routine is easy and works well as long as the standards for all constituents are given.
An example of XANES interpretation, Δμ analysis, and LCA technique will be
shown in Sect. 7.1.

If one has a limited knowledge of the sample but plenty of related spectra, as in a
series of samples with various compositions or a single sample under different
conditions, the PCA computer routine can be used to identify the set of components
that account for the spectra in decreasing order of importance. The technique pro-
vides information whether individual constituents are present and how many of them
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are in the sample. It is most often used when the spectra are taken “in operando”
while conditions like temperature, pressure, voltage, or concentration cause the
change in the XANES spectra.

6.2 EXAFS Spectrum Processing

Processing of an EXAFS spectrum is based on fitting the spectrum to a predicted
structure. While there are several computer programs for this purpose, the one used
in the interpretation of the examples given later in this chapter is based on the
Demeter package. The freeware includes Athena program containing LCA and PCA
routines for XANES analysis, as well as data reduction and extraction of the
sinusoidal EXAFS wave, Artemis program for fitting the EXAFS spectrum to a
certain structure predicted on a reasonable assumption or other information about the
sample, an automated program for ab initio multiple-scattering calculations for
clusters of atoms (FEFF), as well as a number of helpful programs for data acqui-
sition and processing [12].

6.2.1 Fitting of Bulk Materials
Data reduction is done in Athena program, by subtracting the spectrum of an isolated
atom μ0(E) from the real spectrum μ(E) and normalizing the obtained sinusoidal
wave to 1 as in Eq. 6.3. The χ(E) spectrum is then converted to χ(k) by the Eq. 6.4
and plotted against the photoelectron momentum k as in Fig. 6.4. Data fitting of the
EXAFS spectrum is done by Artemis program. It involves the determination of Rj,
S0
2 Nj, and σj

2. Parameters δj, fj, and λ are obtained by theoretical calculations based
on the predicted structure.

Peak fitting is based on matching the experimentally obtained spectrum to the
theoretical one, based on the predicted structure. The structure can be either inputted
directly using Atoms routine in the Artemis program or using Atoms input archive
available on the Web [13]. For instance, Fig. 6.7a shows the input window of Atoms
for cassiterite (SnO2) using the input file from the above Web site. After filling the
required fields for the known structure (here: SnO2, crystal structure p 42/m n m,
lattice parameters a = b = 4.73727 Å, c = 3.186383 Å, α = β = γ = 90, defining
the relative positions of Sn and O atoms and indicating Sn as the absorber) and
running Atoms, the routine calculates the distances of backscatterer atoms surround-
ing the photoabsorber (display not shown); this list is the input file for FEFF
calculation. FEFF calculates the single-and multiple-scattering paths by Fourier
analysis and outputs the table of the paths ordered in increasing distances from the
photoabsorber, and their amplitudes are scaled to the highest scattering event
(Fig. 6.7b). One can choose the paths to be included in the fit, taking care that the
distance from the photoabsorber in the path is within the “window” in which the
fitting is done. If one has limited knowledge of the sample, the default parameters are
sufficient to produce a reasonable first fit. The graphic display gives the original
spectrum and the fitted one in either k-space (the oscillatory pattern as in Fig. 6.4) or
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Fig. 6.7 (a) Input window of atoms routine in Artemis program. (b) FEFF routine in Artemis
calculates scattering events and lists them in the increasing distance from the absorber; the events
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“R-space” (Fourier transform magnitude plotted as a function of half path length R).
Although R is measured in angstroms (Fig. 6.7c), the half path length does not
correspond to the true distances between the photoabsorber and the backscatterer,
but it is related to it. In most cases, the half path length is smaller than the real
distance from the absorber by 0.3–0.5 Å. For instance, the FEFF output table
(Fig. 6.7b) shows that the highest-amplitude peak, corresponding to the scattering
path from the photoabsorber (Sn) to backscatterer (O), is at 2.052 Å, whereas the
peak in Fig. 6.7c is at ~ 1.6 Å. The real distances are found in the list of fitted
parameters, displayed along the graphic output.

6.2.2 Fitting of Monometallic Nanoparticles
Metallic nanoparticles have unique physical and chemical properties attractive for
use in various research areas, in particular as the active component in supported
metal catalysis [14]. Their small size makes them difficult to characterize by ordinary
techniques like transmission electron microscopy (TEM), XRD, or chemisorption.
Instead, EXAFS became the technique of choice for the characterization because of
its unique ability to (a) elucidate the distances between atoms, (b) reveal the average
particle size or particles smaller than ca. 3 nm (unlike XRD), (c) provide details on
the shape of the nanoparticle (unlike chemisorption or XRD), as well as because
(d) it can be used under in situ or in operando conditions (unlike TEM). Mathemat-
ical formulas for calculation of average coordination numbers for face-centered
cubic (fcc) nanoparticles of complete concentric shells (cuboctahedron and icosahe-
dron) as well as the distribution of surface atoms of cuboctahedron and icosahedron
as a function of particle size were derived [2, 15]. Table 6.1 shows the average
coordination numbers calculated for Pt nanoparticles up to 6 nm in diameter. It can
be seen that the average coordination numbers for the two structures are within 10 %
of each other even for the smallest nanoparticle containing 13 atoms (the central
atom and its 12 nearest neighbors), becoming comparable for larger particles.

Fcc lattice structure is one of the most important for catalysis not only because
many catalytically important metals (Pt, Au, Rh, etc.) crystallize in it but also as solid
solutions of metals of which one is the fcc metal which often assumes fcc lattice
[15]. However, nanoparticles can assume various shapes (decahedron, dodecahe-
dron, cuboctahedron, icosahedron, etc.) that have a different number of surface
atoms, so their average coordination numbers (ACN) vary. The average coordination
numbers for various shapes of nanoparticles and for all three types of lattices (fcc,
hcp, and bcc) were recently shown [16]. For metal particles crystallizing in close-
packed lattice structures with the bulk coordination number of 12 (fcc and hcp) that
account for about 2/3 of all metals in the periodic system, it was shown that the
hyperbolic functions of ACN vs. the number of total atoms are similar. Furthermore,

�

Fig. 6.7 (continued) with the highest intensity (rank) are highlighted in green. (c) Fourier transform
magnitude EXAFS spectrum of Sn K-edge for the PtRhSnO2/C electrocatalyst in 1 M HClO4

solution at 0.41 V and first-shell fit
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because of intrinsic uncertainty of EXAFS due to the high correlation of Nwith other
parameters in Eq. 6.5, the number of atoms in nanoparticle of practically any
structure falls within the error bars of experimentally obtained ACN. For instance,
ACN of 9 represents a particle of approximately 170 atoms (fcc or hcp) regardless of
its shape [16]. For bcc metals in which the coordination number of a bulk atom is
8, the hyperbolic function assumes the similar shape but is shifted to lower coordi-
nation numbers with respect of other two lattices [16].

6.2.3 Fitting of Bimetallic Nanoparticles
For metal–metal nanoparticles, it was shown that the coordination numbers and
distances between metals can reveal its internal structure [16, 17]. Three structure
types, a homogeneous solid solution (alloy) and two heterogeneous mixtures (see
Fig. 6.8), can be easily distinguished by EXAFS by the relations below.

Table 6.1 Number of atoms, particle size (enclosed sphere with the diameter of 2n�1 atoms),
and average coordination numbers for icosahedron and cuboctahedron for platinum, calculated by
the formulae given in Ref. [15]

Number of
shells (n)

Total
atoms

Surface
atoms

% of surface
atoms

Particle size
(nm)

N
(icos)

N
(cuboct)

1 1 1 100 0.28 – –

2 13 12 92.3 0.83 6.46 5.54

3 55 42 76.4 1.39 8.51 7.85

4 147 92 62.6 1.94 9.47 8.98

5 309 162 52.4 2.50 10.02 9.63

6 561 252 44.9 3.10 10.37 10.05

7 923 362 39.2 3.61 10.62 10.35

8 1415 492 34.8 4.16 10.8 10.57

9 2057 642 31.2 4.72 10.94 10.73

10 2869 812 28.3 5.27 11.05 10.87

11 3871 1002 25.9 5.83 11.14 10.97

12 5083 1212 23.8 6.38 11.22 11.06

Core/Shell Alloys Aggregate Mixtures

Fig. 6.8 Three types of bimetallic mixtures of two metals (From Ref. [18])
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For the homogeneous solid solution of metals M1 and M2 where the atomic radius
of M1 is larger than that of M2, the following relations can be used:

N M1M1ð Þ ¼ x M1ð Þ
x M2ð ÞN M1M2ð Þ (6:6a)

X
j
N M1Mj

� � ¼ X
j
N M2Mj

� �
(6:6b)

R M2M2ð Þ < R M1M2ð Þ < R M1M1ð Þ (6:6c)

where N(M1M2) is the coordination number between the metals M1 and M2, x(M1)
and x(M2) are the mole fractions of the metal M1 and M2, and R(MiMj) is the
interatomic distance between atoms i and j.

Heterogeneous mixtures consisting of two segregated metals can form either a
core–shell nanoparticle, in which one metal is preferentially found in the core of the
nanoparticle and the other forms a shell around it, or an aggregate mixture, where
each metal makes its own nanoparticle with minimal, if any, mixing with the other.

In core–shell nanoparticle, an atom of the core metal (Mcore) is surrounded mostly
with atoms of the same type,whereas theMshell atom feels the presence of both the atoms
of the same type that form the shell, as well as that of the other type of atoms forming the
core; however, atoms in the shell always have lower coordination number. In addition,
for a core–shell nanoparticle of a certain size, the total coordination number of the core
atoms should be similar to the average coordination number for the nanoparticle of the
same size composed of core atoms only, N(Mcore_nanoparticle). Finally, the distance
between two atoms in the core should be similar to their bulk interatomic distance R
(Mcore_bulk), while the distance between two atoms in the shell can be either smaller or
larger thanbulk interatomic distanceRshell_bulk, depending on the relative sizes of the two
metals comprising the core–shell particle. Thus, the following equations apply:

N McoreMcoreð Þ > N MshellMshellð Þ (6:7a)X
j
N McoreMj

� � � N Mcore_nanoparticle
� �

(6:7b)

R McoreMcoreð Þ � R Mcore_bulkð Þ (6:7c)

R MshellMshellð Þ 6¼ R Mshell_bulkð Þ (6:7d)

Aggregate mixtures consist of two nanoparticles completely separated from one
another, each consisting of one type of metal atoms only. Hence, the following
relations describe it:

N M1M2ð Þ � N M2M1ð Þ � 0 (6:8a)

R M1M1ð Þ � R M1_bulkð Þ (6:8b)

R M2M2ð Þ � R M2_bulkð Þ (6:8c)

where R (M1_bulk) represents the distance of two atoms of metal 1 in the bulk.
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Fitting of a bimetallic nanoparticle can be done relatively easily using Artemis. In
the example below, the procedure for simultaneous fitting of the alloy of two fcc
metals (Pt and Rh) is described. To reduce the number of fitted parameters and thus
obtain a more reliable fit, supporting information on the size and the mole fraction of
Pt and Rh in the particle were obtained by independent techniques, TEM, and
inductively coupled plasma (ICP).

One starts by inputting the Rh K-edge EXAFS sinusoidal wave (derived by
Athena) into Artemis. In Atoms routine, one inputs the space group and the crystal
structure parameters. Assuming that the Pt–Rh distance would be the average
between Pt–Pt and Rh–Rh bond distances, which are R(Pt–Pt) = 277.5 pm and R
(Rh–Rh) = 269.0 pm, respectively, the R(Pt–Rh) = 273.3 pm = 2.733 Å, and the

lattice parameter of Pt–Rh is a¼2
1=2 RPt–Rh = 3.865 Å. Filling the Atoms page with

appropriate parameters shown in Fig. 6.9a and running the Atoms subroutine, one
gets the list of coordinates of all atoms surrounding the absorber. In the example used
in Fig. 6.9a, only one type of atom needs to be specified, as Rh is both the absorber
and scatterer. To make the FEFF scattering events for a bimetallic particle, a
modification of the FEFF input file is necessary: one atom in the first shell is replaced
with another scatterer (Pt), as shown in Fig. 6.9b. Running FEFF will then generate
the list of scattering events (FEFF1) that include both Rh–Rh and Rh–Pt scatterings.

Fig. 6.9 (a) Atoms routine filled with the appropriate parameters for bimetallic Pt–Rh alloy; space
group = F m �3 m, a = b = c = 3.865 Å, α = β = γ = 90�. Edge = K, cluster_size = 6 Å,
core_atom = Rh at coordinates (0, 0, 0). Running the Atoms subroutine generates the FEFF input
file (b), i.e., the list of atoms surrounding the absorber (Rh). To make the alloy, one adds ipot = 2,
Z = 78, element = Pt under potentials; also, out of 12 Rh scattering atoms (ipot = 1, tag = Rh.1)
in the first coordination shell, one is changed to Pt (ipot = 2, tag = Pt.1). FEFF then generates a list
of scattering events (FEFF1); only the first two paths (Rh.1 and Pt.1) should be included in the fit
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The same procedure is run once again, starting from the loading of the Athena-
processed Pt L3 edge spectrum and filling the Atoms routine with the same param-
eters as before using Pt as the absorber atom. In the FEFF input file, one Pt atom in
the first shell is replaced with Rh; running the FEFF one obtains another list of
scattering events (FEFF2).

Since one atom was replaced with the different scatterer in FEFF input files only
in the list of first nearest neighbors, the fit is only valid for the first coordination shell.
Thus, only the first two scattering events (or paths) should be taken from the both
FEFF scattering lists, i.e., one path in which the scatterer is the same atom type as the
absorber and the other path with different absorber–scatterer pair.

The generated FEFF files are the theoretical scattering events, and Artemis fits the
experimentally obtained spectra to it. Since each scattering path contains four fitting
parameters (ΔE0, ΔR, σ2, and NS02), the first-shell fitting of a bimetallic particle has
16 parameters. However, the number of fitted parameters cannot be larger than the
number of independent points, nip:

nip ¼ 2=πð ÞΔkΔR (6:9)

where Δk and ΔR are the windows in k-space and R-space. Assuming typical
values for a first-shell fit (Δk � 12 and ΔR � 2), the number of independent points
is nip � 15. Fortunately, certain parameters can be fixed. First, assuming that the Pt
and Rh form solid solution and their mole fractions are found by ICP, the coordina-
tion number of one of the metals can be expressed in terms of the other one by
Eq. 6.6a, so that only one coordination number is fitted. Second, both the change in
the distance ΔR and the Debye–Waller factor σ2 affecting the Pt–Rh scattering path
are the same irrespective of the absorbing atom, so ΔR(Pt–Rh) = ΔR(Rh–Pt) and
σ2(Pt–Rh) = σ2(Rh–Pt). And third, the ΔE0 must be the same for both paths in one
FEFF. Taking all these assumptions into the account, the number of fitted parameters
reduces to 11. In addition, by fitting two edges concurrently, nip becomes substan-
tially larger than the number of fitted parameters, producing a reliable fit.

It should be noted that Artemis fits the product of the coordination number and
the amplitude reduction factor, NS0

2. To find the coordination number N, one deter-
mines the amplitude reduction factor S0

2 for both Pt and Rh by fitting the spectrum of
the pure metal (metal foil), and use them in all subsequent fittings for that metal.

7 Selected Examples

Although the XAS technique is routinely used in a number of different scientific
disciplines, in the examples shown below, only those of interest to electrocatalysis
are illustrated. However, the similar XAS processing procedures can be applied to
other areas of science, especially in those where nanomaterials are used. We start by
explaining how to obtain relevant information from subtle changes in XANES
spectra, as well as the procedure to quantitatively derive the number of atoms in a
nanoparticle shell that become oxidized during an electrochemical reaction. Selected
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examples on EXAFS processing data obtained during electrochemical reactions on
both anode and cathode catalysts are given further, together with the correlation of
XAS results to that obtained by other spectroscopy techniques.

7.1 In Situ XANES for Pt Oxidation of Carbon-Supported Pt
Nanoparticles

Platinum undoubtedly is the best catalyst for both the anode and cathode. However,
its catalytic activity degrades easily with oxidation of the surface. It is also known
that the gradual decline in performance of low-temperature fuel cells is caused by the
dissolution of carbon-supported Pt nanoparticles at the cathode during potential
cycling, resulting in the loss of the electrochemical surface area. A detailed under-
standing of oxidation/dissolution mechanisms of Pt is therefore critical in designing
durable catalysts.

Figure 6.10 shows in situ XANES spectra for Pt L3 edge of carbon-supported Pt
nanoparticles at potentials ascending from 0.41 to 1.51 V (Fig. 6.10a), followed by
descending from 1.51 to 0.41 V in 1 M HClO4 (Fig. 6.10b) [19]. The intensity of the
white line increases considerably with elevating potentials as a consequence of
depleting Pt’s d-band due to the Pt oxide formation, and it starts to decrease with
declining potentials as a result of filling d-band due to reduction of the oxide. The
intensity of the white line at 0.41 V is almost identical before and after the potential
cycling, but irreversible reduction during descending potentials gives hysteresis in a
relative change of white-line intensity as a function of potentials. A similar hysteresis
was reported elsewhere [20]. Also shown in the figure is a XANES spectrum of a
commercial PtO2 sample. Three distinct isosbestic points at 11576, 11605, and
11628 eV are observed in the XANES, indicating the existence of Pt species in
two different chemical forms, having the same total concentration. We envisage that
the surface of Pt nanoparticles is oxidized from metallic Pt (at 0.41 V) toward a form
of PtO2 as the potential increases; no clear intermediates are visually seen in the
XANES spectra.

We should note that the electrochemical cell (Fig. 6.6) allows us to measure XAS
and XRD of the same sample at the same electrochemical potentials. In situ XRD
patterns from the same specimen measured immediately after the XAS at each
electrochemical potential showed fairly small broadening of the peaks with increas-
ing potentials [19]; the particle size changed from 2.6 to 2.1 nm by applying
potentials from 0.41 to 1.51 V, indicating that the thickness of the oxide formed is
approximately monolayer thick or less. Although the potential to 1.51 V signifi-
cantly enhances the white line due to oxidation, the oxide is confined only to the top
surface layer on the nanoparticles.

The delta mu (Δμ) technique has been developed as a surface-sensitive method to
identify surface/adsorbate interactions [11, 21]. By subtracting spectra of a sample at
two different potentials, the Δμ method isolates surface/adsorbate interactions since
bulk metal–metal interactions are eliminated by the subtraction. The obtained Δμ
spectra are interpreted by comparing with theoretical Δμ curves on the basis of
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crystallographic models. Figure 6.11 depicts the Δμ spectra of the Pt/C catalyst at
V = 0.71, 0.91, and 1.11 V, calculated using the equation (Δμ(V) = μ(V) �
μ(0.41 V)), where μ(0.41 V) is the reference signal of Pt/C considered free from
any adsorbates on the Pt surface. The Δμ(0.71 V) shows a small positive peak at a
few eV above the E0. With a further increase in potential, the intensity of Δμ
increases significantly, and the peak position shifts slightly toward higher energy
values. The observation is interpreted as O or OH adsorption in atop sites of Pt at
0.71 V, followed by n-fold bonded configuration at higher potentials. Another
marked feature is that a negative peak slightly below the E0 starts to appear above
0.91 V, which could be attributed to the formation of subsurface O due to a “place-
exchange” process, as indicated by comparison to the theoretically calculated Δμ
spectral signatures [11, 21–23]. The interfacial place exchange of the adsorbed O
(OH) and platinum atoms then forms a Pt–O quasi-3D lattice at higher potentials.

Fig. 6.10 In situ XANES for
Pt L3 edge of carbon-
supported Pt nanoparticles at
potentials (a) ascending from
0.41 to 1.51 V and (b)
descending from 1.51 to
0.41 V in 1 M HClO4. Also
shown (yellowish-green
dashed line) is a spectrum
from commercial PtO2 (Taken
from Ref. [19])
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In situ XANES revealed that Pt nanoparticles are basically oxidized from a
metallic state at 0.41 V to a PtO2-type oxide structure during the potential excursion
up to 1.51 V. Although the changes in the XANES spectra caused by the adsorbate
formation and the place-exchange process are subtle, they could be amplified and
analyzed by the above Δμ method. In the further example, we employ the linear
composition analysis (LCA) technique to determine the fraction of metallic Pt and
PtO2 components at different potentials.

Figure 6.12a shows a XANES Pt L3 spectrum from Pt/C at 1.31 V, together with
oxide-free spectrum of Pt/C at 0.41 V and commercial PtO2. The fitting analysis
determined that the molar content of Pt metal and PtO2 is 74 % and 26 %, respec-
tively. PtO2 percentage (%) involved in the catalyst as a function of applied poten-
tials is shown in Fig. 6.12b. As in situ XRD measurements revealed, the oxide
formation at 1.51 V is confined only to the top surface layer on the nanoparticles.
The ratio of surface atoms (Ns) to total atoms (Nt) is a function of particle size
(Table 6.1), and the Ns/Nt is ca. 0.50 for icosahedron and cuboctahedron
nanoparticles with a diameter of 2.6 nm. This indicates that 76 % of surface atoms
were oxidized at 1.51 V, if the oxidation takes place only on the top layer of the
nanoparticles.

7.2 Application of EXAFS in Fuel Cells

Schematic diagram of a fuel cell in acidic medium is presented in Fig. 6.13. The
electrochemical cell consists of two electrodes containing electron-conductive cata-
lysts, separated by an electrolyte or proton conductor. The fuel (e.g., ethanol) is
supplied at the anode side, and the oxygen (either pure gas or from air) is supplied at
the cathode side. Electrons liberated at the anode by the oxidation of the fuel pass
through the external electrical circuit and arrive at the cathode where they are used in

Fig. 6.11 Pt L3 edge
Δμ(V) (= μ(V) � μ(0.41 V))
spectra of carbon-supported Pt
nanoparticles at V = 0.71,
0.91, and 1.11 V in 0.1 M
HClO4 (Taken from Ref. [19])
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the reduction of oxygen. The circuit is closed by the transport of protons (H+) from
the anode to the cathode. The best catalyst for both anode and cathode sides is
platinum. Unfortunately, platinum alone cannot deliver appreciable currents on
either cathode or anode side due to a number of factors, and a series of investigations
have been conducted over the past decades to improve the overall activity. The
electrochemistry group at Brookhaven National Laboratory routinely uses XAS
techniques in pursuit of active catalysts for both anode and cathode half-cells, and
some will be presented in the examples below.

7.3 Ethanol Oxidation on Pt and Pt–M Bimetallic Anodes

Ethanol is considered as an ideal combustible for fuel cells because of its high
energy–density, likely production from renewable sources, as well as ease of storage

Fig. 6.12 (a) Linear
combination analysis (LCA)
of Pt surface
electrochemically oxidized at
1.31 V, using the end points of
Pt surface in the same
electrolyte where no Pt
oxidation is expected (0.41 V)
and a commercial PtO2

standard. (b) PtO2 percentages
per total atoms and per
surface atoms plotted
vs. applied potentials (Taken
from Ref. [19])
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and transportation [24]. Ethanol oxidation reaction (EOR) occurring at the fuel cell
anode is the main impediment to practical application of the direct ethanol fuel cell
(DEFC) because it is slow and incomplete. Other obstacles that have restrained the
more rapid development and applications of direct alcohol fuel cells are, for exam-
ple, alcohol crossover from the anode to the cathode, relatively low activity and
complex reaction mechanism of most alcohols, high costs of precious metals, and
CO poisoning of Pt catalysts at lower temperature in acidic media. In addition, apart
from methanol, it is particularly difficult to break the C–C bond in alcohols during
electrochemical oxidation. The complete oxidation of any aliphatic mono-alcohol
can be written as

CnH2nþ1OHþ 2n� 1ð ÞH2O ! n CO2 þ 6n Hþ þ 6ne� (6:10)

The total oxidation of ethanol (n = 2) delivers 12 electrons and 12 protons. How-
ever, as shown in Fig. 6.14, EOR is a complex reaction occurring in a pattern of
parallel reaction pathways [25]. Although mechanistic details are still debated, the
prevailing view is the electrooxidation of ethanol at a Pt electrode in acidic solutions
mostly follows the partial oxidation pathway at moderately positive potentials up to
0.6 V, yielding the products in which the C–C bond remains intact, i.e., acetaldehyde
(CH3CHO) and acetic acid (CH3COOH). The total oxidation pathway to CO2

requires the cleavage of the C–C bond, and the process on Pt proceeds mostly
through re-adsorption of acetaldehyde, yielding adsorbed carbon monoxide COads

as an intermediate [26]. A study by Behm et al. showed that the on Pt particles
adsorbed on carbon (Pt/C), the product yields range 20–65 %, 27–79 %, and

Fig. 6.13 Schematic representations of ethanol fuel cell for acidic solutions
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0.7–7.5 %, for acetic acid, acetaldehyde, and carbon dioxide, respectively,
depending on the initial concentration of ethanol [27].

Pt surface is an exceptional catalyst in the sense that it adsorbs most species in an
electrochemical solution. Carbon-containing species like COads are especially
strongly adsorbed; thus, blocking Pt sites for further adsorption of reactants. COads

can only be removed by oxidation which occurs at high electrode potentials. When
the Pt surface becomes covered by Pt–OH or Pt–O species by oxidation of water,
they react with COads yielding CO2 as the final product. The water oxidation occurs
at potentials higher than 0.6 V which are impractical for fuel cell uses. Thus, Pt is an
inadequate electrocatalyst for DEFC, and efforts to improve its activity have been
concentrated on the addition of co-catalysts that supply oxygen-containing species at
lower potentials and donate them to Pt for the oxidative removal of CO-like species.
Of binary alloys, Pt–Sn and Pt–SnO2 show the best oxidation rates that are about
three times higher than on Pt, as Sn or SnO2 supply OH groups from water.
Nevertheless, the oxidation of ethanol is still incomplete as products with C-C
bond intact are formed [28]. An overview of bimetallic alloy catalysts for EOR
was given by Demirci [29]. However, the overall conclusion was that further
investigation should be focused on ternary catalysts. Addition of a third element
indeed enhances the oxidation currents with respect to the Pt–Sn, as shown for
Pt–Ru–W, Pt–Sn–Ni, and Pt–Sn–Rh [30]. Yet, the overall CO2 yield was still
relatively low in comparison to the partial oxidation products.

7.3.1 Pt/Rh/SnO2 Ternary Catalyst for Ethanol Oxidation
Rhodium has been used for decades in three-way catalytic converters in vehicles for
its catalytic reduction of nitrogen oxides. Recently, metal/gas interface studies
revealed that Rh is active in splitting C–C bond [31]. In electrochemical oxidation
of ethanol, Rh was used for the first time in a multifunctional ternary Pt–Rh–SnO2

electrocatalyst that effectively splits the C–C bond at room temperature without
production of COads [32]. The catalyst was prepared by preparing SnO2 from SnCl2,
by adsorbing it on carbon support and depositing Pt and Rh on top of the SnO2

surface from their soluble chlorides by chemical displacement of previously depos-
ited lead nanoparticles. TEM measurement revealed SnO2 clusters larger than 10 nm
in diameter and Pt–Rh clusters between 1 and 3 nm [32].

Electrochemical measurements of ethanol oxidation demonstrated a considerably
higher EOR activity of the ternary Pt–Rh–SnO2 catalyst with respect to that of the
binary Pt–SnO2 catalyst, highlighting the importance of the Rh component [33, 34].
The catalytic property of the ternary catalyst is attributed to the synergistic effect

Fig. 6.14 Schematic
representation of the parallel
pathways during ethanol
oxidation reaction (From [25])
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among all three constituents, where Pt provides sites for ethanol dehydrogenerative
adsorption and SnO2 supplies oxygen-containing species and simultaneously keeps
Pt and Rh metallic, while Rh cleaves the C–C bond. DFT calculations of ethanol
decomposition on the PtRh/SnO2(110) model catalysts propose that Rh adsorbs and
stabilizes the key intermediate through an oxametallacyclic conformation
(*CH2CH2O) that entails direct breakage of the C–C bond yielding *CH2 and
*CH2O radicals and two protons, with a reasonable energy barrier of 1.29 V.
Pathway leading through acetaldehyde is unfavorable as its barrier is by 0.66 V
higher than that for CH2CH2O intermediate, and furthermore, the C–C bond splitting
from acetaldehyde requires an extremely high energy of 3.82 V. Furthermore, the
DFT calculations on Rh(111) provided insights in electronic effect of Pt in RhPt
alloy that weakens the C–Rh interaction and helps the C removal in the form of CO2

[35]. In situ IR study of the ethanol oxidation confirmed these conclusions showing
considerable production of CO2 at potentials as low as 0.2 V, with negligible
production of CO and a relatively low amount of partial oxidation products in the
whole potential excursion [32].

EXAFS studies were conducted in operando to reveal the internal structure of the
catalyst. Sn K-edge spectrum (Fig. 6.7c) revealed only aminor change in the intensity of
the Sn–O scattering path during the potential excursion. This is not surprising because
oxide surfaces behave as nonpolarizable interfaces in which the electrical state is
controlled by the solution's pH and the effect of the electrode potential is negligible
even for conductive oxides [36]. Water molecules are adsorbed on metal Sn4+ with the
transfer of one of the protons to a neighboring oxygen atom, so that a “carpet” of OH
groups mediates the interaction between the SnO2 surface and its environment [37]. -
Furthermore, OH groups present on the SnO2 surface in aqueous solutions probably
cause a shift in surface oxidation of both Rh and Pt (Rh–OH or Pt–OH formation) to
positive potentials. They may be the cause for the minor changes in the in situ XANES
spectra of Pt and Rh edges during the potential excursion from 0.21 to 1.11 V, i.e.,
between potentials at which no oxidation of ethanol is expected to that at which ethanol
oxidation is in full progress. We conclude that both Pt and Rh surfaces stay in metallic
form during the whole potential region practical for fuel cells and beyond.

7.3.2 EXAFS Fitting of Pt–Rh–SnO2 Nanocatalyst
EXAFS studies were conducted to reveal the internal structure of Pt/Rh nanoclusters.
The FEFF paths were constructed as described in Sect. 6.2. The results of the fit are
shown in Fig. 6.15. The coordination numbers N(Pt–Rh) and N(Rh–Pt) were inten-
tionally left to be fitted in order to compare them with those obtained by the
inductively coupled plasma (ICP) mass spectrometric technique. Both edges
were fitted concurrently, so the number of independent data points (~30) was suffi-
ciently larger than the number of fitted parameters (two E0, four coordination numbers,
threeΔR, and three σ2), yielding a reliable fit. The amplitude reduction factors S0

2 were
obtained by independent fitting of the metal foils; they were found to be 0.87 for Pt and
0.86 for Rh. These values were defined and kept as such in all following fittings.
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Coordination numbers N(Rh–Pt) and N(Pt–Rh) revealed the average
composition of the nanoparticles, x Ptð Þ=x Rhð Þ ¼ N Rh� Ptð Þ=N Pt� Rhð Þ ¼ 2:1�
0:3, which is in reasonable agreement with the ICP data x Ptð Þ=x Rhð Þ ¼ 1:5� 0:2.
The obtained Pt–metal and Rh–metal coordination numbers were N Pt�Mð Þ ¼ N
Pt� Ptð Þ þ N Pt� Rhð Þ ¼ 9:5� 0:8 andN Rh�Mð Þ ¼ N Rh� Rhð Þ þN Rh� Ptð Þ
¼ 10:8� 0:8. Their close values are consistent with homogeneous distribution of Pt
and Rh throughout the particles (see Eq. 6.6b). Also, as the N(Pt–Pt)/N(Pt–Rh) and N
(Rh–Pt)/N(Rh–Rh) ratios were found to be consistent within the uncertainties, with
the bulk ratios of Pt and Rh concentrations obtained independently by EXAFS and
ICP, we conclude that the Pt and Rh formed a quasi-random alloy. This is also
supported by the similarity between the Pt–Pt, Pt–Rh, and Rh–Rh bond lengths
found by the EXAFS analysis: 2.743 � 0.003, 2.725 � 0.004, and
2.705 � 0.005 Å, respectively, that is, characterized by a much smaller spread
than between pure Pt (2.775 Å) and Rh (2.689 Å). Finally, the average of total
coordination numbers for Pt–metal and Rh–metal (10.0 � 0.8) suggests that the size
of the nanoparticles is within 1.5 and 3.5 nm, which is in good agreement with the
range found by TEM (1–3 nm) [32].

a

c d

b

Fig. 6.15 Results of the first-shell fitting of the EXAFS spectra obtained during electrochemical
oxidation of ethanol on the PtRhSnO2/C electrocatalyst: (a) and (b) Rh K-edge; (c) and (d) Pt L3

edge. The fits are presented in k-space (a and c), and Fourier transform magnitudes (b and d) for the
catalyst held at 0.41 V vs. RHE. The Rh K-edge and Pt L3 edge data were fitted concurrently to the
theoretical signals while applying physically reasonable constraints (From Ref. [32])
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7.3.3 Optimizing Pt–Rh–SnO2 Nanocatalyst
Further improvement of the catalytic properties of the ternary catalyst was done by
optimizing the molar fractions of the three constituents in Pt/Rh/SnO2. The compo-
sition and the particle size were controlled by simultaneous codeposition onto carbon
support of all three metals by reduction of their soluble chlorides by ethylene glycol
and oxidizing Sn to SnO2 by heating in air. This technique produces PtRh particles of
an average size of 1.5 nm with a narrow distribution [33].

Figure 6.16a shows the comparison of infrared spectroelectrochemical spectra
of four catalysts with different Rh mole fractions, taken in 1 M HClO4 at 0.6 V, the
highest practical potential for DEFC. The Pt and Sn fractions were kept the same in
all four catalysts, i.e., Pt:Sn = 1:1, whereas the mole fraction of Rh varied from
1=4 to 1. The dominant peak at ~2340 cm�1 is the asymmetric stretch of CO2 in
aqueous solutions, the product of the total oxidation pathway. The other strong
band around 1110 cm�1 presents the triply degenerate stretch of perchlorate
anions, drawn into the electrochemical double layer to compensate the positive
polarization charge of the catalyst surface. Besides these two strong bands, other
smaller ones are also present. Those smaller bands are due to presence of acetic
acid or acetaldehyde, the products of the incomplete oxidation of ethanol (the
C = O stretching band of both acetic acid and acetaldehyde in solution and
adsorbed at the catalyst, at 1705 and 1625 cm�1, respectively; the O–C–O
stretching and CH3 bending modes of adsorbed acetate at 1350 and 1400 cm�1;
the C–O stretching band of acetic acid in the solution at 1280 cm�1; and C–C–O
asymmetric stretch of acetaldehyde at 933 cm�1). Although the direct comparison
of the intensity of the bands in different spectra is difficult to use for quantification
purposes as it depends on the positioning of the catalyst in the spectroelectro-
chemical cell [38], the ratio of bands in a single spectrum can be used to compare
the activity of the electrocatalyst. The spectra of catalysts with mole Pt:Rh mole
fractions of 1=4 and 1 show a considerable amount of acetaldehyde and acetic acid
and a relatively low peak of CO2. The latter peak is the highest in the spectrum of
the catalyst with Pt:Rh = 1:0.5 mol ratio, but the products of the incomplete EOR
are still present. The spectrum of the catalyst with the Pt:Rh = 1:1=3 also shows a
large peak of carbon dioxide, but a negligible amount of products of the incomplete
oxidation pathway. The latter catalyst appears to have the optimal mole ratio of the
noble metals. This conclusion is in accord with a study of three binary PtRh alloys,
in which the catalyst with Pt:Rh ratio of 1:0.37 showed the largest production of
CO2 [39].

The catalyst with Pt:Rh = 1:1=3 also shows the best selectivity toward the total
oxidation pathway in the EOR of ethanol, as shown in Fig. 6.16b. This phenomenon
was ascribed to the electronic effect between Pt and Rh through which the d-band
states of Rh are partially emptied, providing moderate bonding to ethanol interme-
diates with broken C–C bond. More mobile intermediates are promptly moved to the
oxygen-containing species covering the SnO2 sites at the surface of the ternary
catalyst and further oxidized to CO2 [40].

Electrochemical measurements were conducted on two catalysts with stoichio-
metric atomic ratio of Pt21Rh5Sn39 and Pt23Rh5Sn26 (both adsorbed on carbon), and
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their activity compared to the commercially available Pt/C and PtRu/C. The results
show that the oxidation currents of the ternary catalysts, normalized to the noble
metal loading, are considerably greater than that of the commercial ones and show
lower oxidation onset. Between the two ternary catalysts, the one with the lower Sn
loading shows better activity, lower onset of ethanol oxidation, and greater stability
in chronoamperometric tests. As the two catalysts have roughly the same Pt:Rh ratio,
the difference is ascribed to change in the SnO2 content.

Figure 6.17 depicts relative changes in white-line peaks of Pt L3 and Rh K-edges
from two ternary catalysts as a function of applied potential. Figure 6.17a illustrates
that the intensity of the white line of Pt shows no effect on potential excursions up to
0.41 V in either catalyst. At more positive potentials, the white lines of both catalysts
are affected, but the one with higher Sn content shows more abrupt change with
potentials [41]. On the other hand, while the white line of Rh in the catalyst with
lower Sn content is unaffected by the potential excursion up to 0.41 V, that of
Pt21Rh5Sn39/C starts to change as early as 0.21 V and continues to increase with a
steeper slope over the whole potential excursion (Fig. 6.17b).

The changes in the white line of both Pt and Rh may be correlated to the
metal–SnO2 spillover process in the ternary system that affects the oxidation of the
noble metals. While the SnO2 shifts the oxidation of noble metals to positive
potentials, it appears that a too high content of SnO2 at the catalysts surface lowers
its activity for oxidation of alcohols. At potentials higher than 0.41 V, Pt sites in PtRh
nanoclusters form bonds with OH provided by the SnO2 and become unavailable for
adsorption of ethanol. Similarly, too high content of SnO2 in the ternary catalyst
affects the Rh oxidation, which is evident at Rh XANES spectra obtained during the
potential excursion from 0.06 to 0.91 V that show isosbestic points, a prima facie
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evidence of the existence of Rh species in two different chemical forms while their
total concentration stays the same. The Rh changes its oxidation state directly from
Rh0 to Rhn+ (where n is most likely 3), without passing through reaction interme-
diates having lower oxidation state [41].

Secondary refinement of the ternary catalyst was carried out to discover the
optimal ratio between Pt and Sn mole fractions. In these studies, the mole ratio of
Pt and Rh was fixed to 1:1=3 while that of Pt:Sn was varied from 1:0.67 to 1:2. The
activity of the series of catalysts was followed by a number of techniques including
cyclic voltammetry and in situ infrared electrochemistry, while their constitution was
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resolved by EXAFS. Figure 6.18a shows the electrochemical polarization curves of
ethanol oxidation on Pt/Rh/SnO2 catalysts with varied Sn mole ratio. Among five
catalysts, Pt3RhSn4 shows the lowest oxidation onset and the highest oxidation
currents at most potentials practical for fuel cell applications. The in situ IR
spectroelectrochemistry shows a large production of CO2 (Fig. 6.18b).

The first-shell fitting results of the Pt–Rh–SnO2/C (with Pt:Rh:Sn = 3:1:4 atomic
ratio) electrocatalyst at a potential of 0.41 V are shown in Fig. 6.19. A reasonably
good agreement between the fits and the original spectra is seen; the results of
coordination numbers and bond lengths are summarized in Table 6.2. In these
analyses, all parameters except for the passive electron reduction factors, S0

2

(Pt) and S0
2 (Rh), were allowed to vary with no constraints. As seen in the Table,

the ratio of coordination numbers N(Pt–Pt)/N(Pt–Rh) = 3.0 is in excellent agree-
ment with the mole fraction ratio x(Pt)/x(Rh) = 3. Concomitantly, the ratio of
coordination numbers N(Rh–Rh)/N(Rh–Pt) is determined to be 0.37, which is also
in good agreement with x(Rh)/x(Pt) = 0.33. Furthermore, N(Pt–Pt) + N(Pt–Rh) =
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6.8, and N(Rh–Rh) + N(Rh–Pt) = 7.0, thus within the experimental error
N(Pt–M) = N(Rh–M), consistent with homogeneous distribution of both Pt and
Rh atoms throughout the particles without preferential accumulation of one metal
around the other. Clearly, the EXAFS analysis demonstrates the formation of
homogeneous Pt–Rh random alloy nanoparticles. The particle size can be estimated
from the total coordination numbers of the two metals. Assuming N(Pt–M) = N
(Rh–M) = 7.0, the particle size is found to be about 1.4 nm, in good agreement with
the HR-STEM data.

7.3.4 Substituting Rh with Ir
Because almost 80 % of the world production of Rh is used in vehicles and its price
is higher than that of Pt, further work was aimed to substitute the Rh metal with a
cheaper and possibly more abundant metal so that the electrocatalyst can be used in
mass production of portable fuel cells. Iridium is a likely candidate for replacement
of Rh, as the two metals are in the same group of periodic system and have similar
chemical characteristics. Although Ir is one of the rarest elements in the Earth’s crust,
its current price is less than a half of that for Pt and Rh.

Electrochemical and in situ IR experiments performed on a series of Pt–M–SnO2

catalysts adsorbed on carbon showed that Ir has the ability to split the C–C bond in
ethanol [42]. To increase the activity of the catalysts, a series of Pt/Ir/Rh/Sn catalysts
were also investigated. The highest activity among the Pt/Ir/Sn catalysts was found
for the catalyst having Pt:Ir:Sn = 1:1:1 atomic ratio. Among all the catalysts with
and without Rh, the highest CO2 production was found for the catalyst that contained
both Rh and Ir, with atomic ratio Pt:Ir:Rh:Sn = 1:1:1:1. However, both the activity
and CO2 production of all Ir catalysts were lower than those of the optimized
Pt–Rh–SnO2/C catalyst.

XAS experiments were conducted to reveal the internal structure of the Pt–Ir–Sn
catalyst. However, since the L3 absorption edges of Pt and Ir are very close, Ir L3

edge cannot be extended beyond Pt edge that lays ca. 400 eV higher in energy which
is insufficient for EXAFS analysis, and Pt L3 edge oscillations are difficult to
separate from that of Ir L3. The XANES spectra revealed an oxidized state of Ir at
all potentials. Both Ir and Pt spectra show a potential dependence so that their
white lines increase at higher potentials, indicating their oxidation (Fig. 6.20).

Table 6.2 Bond lengths and coordination numbers of Pt and Rh metals in the Pt–Rh–SnO2/C
catalyst held at 0.41 V in 1 M HClO4 obtained by the first-shell fitting and comparison to those of
bulk metals (From Ref. [33])

Bond length Coordination number

Pt (bulk) 2.775 12

Rh (bulk) 2.689 12

Pt–Pt 2.740 � 0.004 5.1 � 0.9

Rh–Rh 2.683 � 0.006 1.9 � 0.9

Pt–Rh 2.715 � 0.004 1.7 � 0.9

Rh–Pt 2.715 � 0.004 5.1 � 1.0
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The ratio between the absorption intensities of Pt and Ir is ca. 0.95, measured from
the XAS spectra. This ratio can be used to approximate the composition of the Pt/Ir
electrocatalyst since their absorption coefficients are similar. Since the edge step
(Δμ0, c.f. Fig. 6.2) of Ir L3 is approximately equal to that of Pt L3 (both ca. 0.5), the
Pt/Ir ratio is close to 1, which is consistent with the nominal value [43].

7.4 Oxygen Reduction Reaction on Cathodes

The proton exchange membrane fuel cell (PEMFC) is widely considered as a high
efficient and clean energy system. However, technical and economic barriers still
exist in the development of oxygen reduction reaction (ORR) cathodes [44]; the
principal drawbacks involve slow kinetics, high Pt loading, and poor long-term
stability. Numerous studies have reported that Pt alloys (mostly with transition
metals such as Co, Ni, and Fe) are more active for the ORR than pure Pt [45, 46].
However, the Pt loading in these alloys is still very high, and the non-noble metals in
these alloys often dissolve in the acid environment of the PEMFC. In order to
alleviate these impediments, a new class of electrocatalysts comprising a Pt mono-
layer deposited on nanoparticles of a suitable metal or alloy substrate has been
developed. We employed a synthesis method of galvanic displacement of
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underpotentially deposited (UPD) Cu adatoms on substrate metal surfaces by a Pt
monolayer. In the following sections, we will discuss how the atomic structures and
electrochemical properties are mutually related using three examples of (i) Pt mono-
layer on Pd nanoparticle catalyst (PtML/Pd/C) (Fig. 6.21a), (ii) Pt monolayer on
PdAu alloy nanoparticle catalyst (PtML/PdAu/C) (Fig. 6.21b), and (iii) Pt monolayer
on IrNi core–shell nanoparticle catalysts (PtML/IrNi/C) (Fig. 6.21c).

7.4.1 PtML/Pd/C
The activity of Pt monolayer electrocatalysts for the ORR is strongly substrate metal
dependent. The volcano-type plot is obtained from the activity of Pt monolayers on
various substrates plotted as a function of calculated d-band center of Pt monolayer
[47]. Pd imparts the highest activity of Pt monolayers, while Au, Ru, Re, and Rh
cause a decrease in activity although they are stable supports. We have carried out
the core–shell characterization of the PtML/Pd/C electrocatalyst by in situ EXAFS
[9]. The diameter of the Pt/Pd nanoparticles is ca 4.2 nm. Figures 6.22 and 6.23 show
in situ EXAFS of Pt L3 and Pd K-edges from the Pt/Pd/C electrocatalyst in 1 M
HClO4 at a potential of 0.41 V together with those from reference foils, respectively.
The difference between the Pt deposited on Pd nanoparticles and Pt foil is clearly
shown in Fig. 6.22, particularly in oscillation behavior in k-space (Fig. 6.22b). Two
major differences are seen: one is that amplitude of oscillation from Pt deposits on Pd
nanoparticles is much smaller than that of Pt foil, indicating that the size of Pt
deposition is considerably small [48]. The other is that the phase in oscillation of the
Pt deposits is markedly shifted from that of Pt foil, indicating that the atomic
structure of the Pt deposited on Pd nanoparticles is significantly different from 3D
Pt bulk. On the other hand, the k-space spectrum from Pd nanoparticles (Fig. 6.23b)
shows somewhat smaller amplitude than that of Pd foil, but their oscillation behavior
is approximately the same. This indicates that there may be only the size effect
between these Pd components.

Pt L3 and Pd K data were fitted concurrently using Artemis software [12] by
applying the following physically reasonable constraints [17]: (i) the ratio of coor-
dination numbers of Pt–Pd (N(Pt–Pd)) and Pd–Pt (N(Pd–Pt)) pairs is related with
actual mole ratio of x(Pt)/x(Pd) that is determined to be 0.32 by ICP analysis; (ii) the
Pt–Pd distance is the same as measured from either edge, i.e., R(Pt–Pd) = R(Pt–Pd);
and (iii) the bond length disorder parameters of heterogeneous metal bonds are the

Fig. 6.21 Pt monolayer on (a) Pd, (b) PdAu alloy, and (c) IrNi core–shell nanoparticle catalysts
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same as measured from opposite atoms, i.e., σ2(Pt–Pd) = σ2(Pd–Pt). The results of
fitting are shown in Fig. 6.24; the obtained N(Pt–Pt) is 5.8 � 0.8 and the N(Pt–Pd) is
2.7 � 0.7. Let us envisage a complete Pt monolayer on a Pd(111) surface; in this
case, the Pt–Pt coordination number is 6 and the Pt–Pd coordination number is
3. These numbers may be slightly different for monolayers on nanoparticles [4,
49]. For instance, the surface of a cubo-octahedron nanoparticle comprises (111) and
(100) planes and edges, leading to an average surface coordination number of 4.8
and an average surface–core coordination number of 3.2 for nanoparticles with
4 ~ 5 nm diameter [17]. On the other hand, the surface of icosahedron nanoparticles
comprises (111) planes and edges, resulting in an average surface coordination
number of 6 and an average surface–core coordination number of 2.7 for
nanoparticles with 4 ~ 5 nm diameter. These ratios between the planes and edges
change with the particle size, and actual nanoparticles may have more complicated
surface planes and combinations. For 4.2 nm diameter nanoparticles, it is inferred the
Pt–Pt CN may lay between 5 and 6, and the Pt–Pd CN around 3 for Pt monolayer.

Fig. 6.22 (a) In situ EXAFS
and (b) (k2-weighted) k-space
spectra of Pt L3 edge obtained
from PtML/Pd/C
electrocatalysts in 1 M HClO4

at a potential of 0.41 V (solid
lines), together with those
from a Pt foil (dotted lines)
(Taken from Ref. [9])
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We consider that the N(Pt–Pt) and N(Pt–Pd) obtained from the present analysis thus
verify the Pt monolayer formation on Pd nanoparticle surfaces. The analysis also
determined that the Pt–Pt and Pt–Pd bond lengths are 2.729 � 0.005 Å and
2.724 � 0.007 Å, respectively; thus, both are smaller than that of pure Pt
(2.775 Å). The slight contraction in Pt–Pt bond length of PtML/Pd catalysts results
in the enhancement of ORR activity compared with that of Pt.

Figure 6.25a depicts the results of the accelerated fuel cell stability tests of the
PtML/Pd/C electrocatalyst by plotting Pt mass activity as a function of the number of
potential cycles [50]. The test involved potential step cycling between 0.7 and 0.9 V
with a 30 s dwell time at 80 �C. After 100,000 cycles, the Pt mass activity had
decreased by 37 %, indicating the superb durability of this electrocatalyst. In
comparison, the Pt mass activity of two commercial Pt/C catalysts was about three
times smaller than that of the PtML/Pd/C electrocatalyst. After 60,000 potential
cycles, the activity of the Pt/C had fallen by almost 70 %, compared with less than

Fig. 6.23 (a) In situ EXAFS
and (b) (k2-weighted) k-space
spectra of Pd K-edge obtained
from PtML/Pd/C
electrocatalysts in 1 M HClO4

at a potential of 0.41 V (solid
lines), together with those
from a Pd foil (dotted lines)
(Taken from Ref. [9])
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20 % for the PtML/Pd/C catalyst; the activity of Pt/Ketjen black carbon had fallen
more than 40 % after only 10,000 cycles. It is particularly important and informative
that at 60,000 cycles, the Pt mass activity of our PtML/Pd/C catalyst had risen from its
initial threefold to a fivefold enhancement over that of Pt/C. This fact clearly
illustrates the enhanced stability of the PtML/Pd/C.

The EXAFS analysis revealed that the core–shell structure of the PtML/Pd/C
catalyst still exists after the potential cycling, despite a considerable loss of Pd
[50]. Figure 6.25b presents the ex situ EXAFS spectrum of the Pt L3 edge obtained
from the PtML/Pd/C electrocatalyst after a fuel cell test of 60,000 potential cycles,
together with the in situ EXAFS spectrum measured at a potential of 0.41 V before
the cycle test. As described above, we confirmed the formation of a Pt monolayer on
the Pd nanoparticle surface of the sample prior to the potential cycles by in situ
EXAFS [9]. After these cycles, the signal from the Pd K-edge became too small to
concurrently fit Pt L3 and Pd K data and to allow us to examine the atomic structures
in detail. However, the general appearance of both Pt spectra is similar (except for

Fig. 6.24 Fourier transform
magnitudes of the data (dotted
red) and first-shell fit (solid
blue) of (a) Pt L3 and (b) Pd
K-edges from PtML/Pd/C
electrocatalysts in 1 M HClO4

at a potential of 0.41 V (Taken
from Ref. [9])
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k2 < 2 Å�1, reflecting the oxidation of Pt), so pointing to the near retention of the
structure of Pt shells throughout 60,000 cycles. The energy-dispersive x-ray spec-
troscopy (EDS) line analysis and electron energy loss spectroscopy (EELS) data also
revealed the retention of the Pt shell and the significant loss of Pd during the potential
cycles.

The evidence that the Pt shell remains on the surface of nanoparticles, and that the
core–shell nanocatalyst is more active and stable than pure Pt, is very important.
With the progression of Pd dissolution from the cores, the nanoparticles shrink
gradually, and the Pt monolayers collapse inwardly, which may engender the
formation of a Pt bilayer/multilayer, as well as that of a hollow structure
(Fig. 6.25c). It may well be that Pd dissolution prevents the cathode potential from
reaching high values at which Pt dissolution easily takes place. In other words, Pd

Fig. 6.25 (a) The Pt mass
activity of the PtML/Pd/C
electrocatalyst for the ORR at
0.9 V versus the number of
potential cycles during fuel
cell test of the potential cycle
between 0.7 and 0.9 V with a
30 s dwell time at 80 �C. Pt
loadings in the cathodes:
0.085 mg cm�2 for PtML/Pd/
C, 0.133 mg cm�2 for Pt/C,
and 0.30 mg cm�2 for
Pt/Ketjen. (b) K2-weighted
EXAFS spectra of Pt L3 edge
from the PtML/Pd/C
electrocatalyst before and
after 60,000 potential cycles.
(c) Scheme showing Pd
dissolution from the core,
followed by the formation of a
hollow structure (Taken from
Ref. [50])

352 K. Sasaki and N. Marinkovic



may exert a certain degree of cathodic protection on Pt. In addition, the formation of
a hollow structure might induce a slight contraction in Pt bonds and thereby enhance
ORR activity [50, 51]. The density functional theory (DFT) calculations support the
experimental data and indicate that hollow structures that form under these condi-
tions would have the highest dissolution potentials.

7.4.2 PtML/PdAu/C
We improved further the stability and activity of the PtML/Pd/C monolayer
electrocatalyst by alloying Pd with a small amount of gold to obtain a Pd9Au1
alloy core [52]. Figure 6.26 depicts the in situ XAS of the Au L3 and Pd K-edges
from the Pd9Au1 nanoparticles (without the Pt monolayers) in 1 M HClO4 at a
potential of 0.41 V, together with those from their respective reference foils. The
mean diameter of the Pd9Au1 nanoparticles is 3.8 nm. There is a prominent differ-
ence between Au from the Pd9Au1 nanoparticles and the Au foil, both in the XANES
region and in the EXAFS region (k-space), respectively, in Fig. 6.26a, b. We note
that the XANES of Au in the Pd9Au1 nanoparticles (Fig. 6.26a) also differs from

Fig. 6.26 (a, b) XANES and EXAFS k-space spectra (k2-weighted) from Au L3, and (c, d) from Pd
K-edges from the Pd9Au1 nanoparticles measured in 1 M HClO4 at a potential of 0.41 V (red lines),
together with those from reference foils (blue lines) (Taken from Ref. [52])
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those observed by others in gold oxides [12, 48]. We attribute these dissimilarities to
changes in Au electronic states due to the interactions with Pd atoms. In the k-space
(Fig. 6.26b), the phase in oscillation of Au from the Pd9Au1 nanoparticles is shifted
markedly from that of Au foil, indicating that the atomic structure significantly
differs from that of an Au bulk. The XANES of Pd from Pd9Au1 nanoparticles
(Fig. 6.26c) is quite distinguishable from that from Pd foil, pointing to electronic
interference from Au atoms. On the other hand, the phase in oscillation in the
k-space (Fig. 6.26d) is not particularly unlike from those from a Pd foil, although
the amplitude of the former is slightly smaller than that of the Pd foil (the effect due
to particle size).

Figure 6.27 shows the findings from in situ EXAFS studies of Pd9Au1/C and
Pd/C nanoparticles measured at different potentials (0.41–1.12 V). The peak around
1.6 Å in the figures reflects the formation of Pd oxide. Clearly, Pd9Au1/C has much

Fig. 6.27 Fourier transform
EXAFS spectra of Pd K-edge
from (a) carbon-supported
Pd9Au1 alloy nanoparticles
and (b) Pd nanoparticles
(30 wt-%) in 1 M HClO4 with
different applied potentials
(Taken from Ref. [52])
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lower potential dependence than does Pd/C, and Pd oxidation/dissolution in acid
media is inhibited considerably by alloying Pd with a small concentration of Au
(10 at-%). One of the origins is likely to be the electronic effect from the alloying
element of Au, as we discussed above.

The results of first-shell fitting for the Pd9Au1 nanoparticles at a potential of
0.41 V with similar constraints discussed above are summarized in Table 6.3. We
obtained the ratios of the coordination numbers N(Au–Au)/N(Au–Pd) = 0.28 and N
(Pd–Pd)/N(Pd–Au) = 10.2, i.e., in reasonably good agreement with the mole frac-
tion ratios, x(Au)/x(Pd) = 0.16 and x(Pd)/x(Au) = 9.0, each within the range of
their experimental errors. Furthermore, the sum of coordination numbers for Pd (N
(Pd–Pd) + N(Pd–Au)) is 10.1, which agrees well with that of Au (N(Au–Au) + N
(Au–Pd)) at 10.4, indicating a homogeneous distribution of Pd and Au atoms in the
particles without any preferential accumulation of one metal around the other,
according to Eq. 6.6b. The EXAFS analysis demonstrates the formation of homo-
geneous PdAu alloy nanoparticles. We believe that the higher homogeneity may
impart the better stability as discussed below.

Figure 6.28a depicts the results from stability tests of this PtML/Pd9Au1/C
electrocatalyst, plotting Pt mass activity as a function of the number of potential
cycles. The accelerated fuel cell stability test involved potential step cycling between
0.6 and 1.0 V with a 10 s dwell time at 80 �C. The stability of the electrocatalyst was
excellent. After 100,000 cycles, the Pt mass activity had decreased by only 8 %. As
shown in a STEM/EDS line-profile analysis (Fig. 6.28b) on a nanoparticle, the
core–shell structure remains fairly unchanged after the test. While the Pt mass
activity of the PtML/Pd/C electrocatalyst was almost comparable to that of the
PtML/Pd9Au1/C electrocatalyst up to 40,000 cycles (Fig. 6.28a), they differ consid-
erably in their behavior after 100,000 cycles, presumably due to the fact that the
addition of a small amount of Au to Pd cores prevents the dissolution of Pd and thus
effectively enhances the catalyst’s stability.

Pd atoms may dissolve through imperfection sites (vacancies) in the Pt mono-
layers. The DFTcalculation indicates that Au atoms segregate preferentially at defect
sites in Pt monolayers [52]; if Au atoms mend the defective sites, Pd dissolution from
the cores is effectively suppressed (the inset in Fig. 6.28b). This healing effect by Au
atoms is the major factor improving stability of the PtML/Pd9Au1/C nanocatalyst. The
segregated Au atoms on the surfaces also are beneficial in bettering the durability of
the Pt monolayers. We demonstrated the stabilization of Pt nanoparticles in the
presence of Au clusters under potential cycling conditions [43]. These clusters may

Table 6.3 Coordination numbers (N ), bonding distances (R), and bond length disorder parameters
(d) Pd9Au1 nanoparticles determined by the EXAFS experiment (Taken from Ref. [52])

N R (Å) δ (Å2)

Pd–Pd 9.2 � 0.4 2.756 � 0.002 0.0066 � 0.0003

Pd–Au 0.9 � 0.1 2.760 � 0.007 0.0059 � 0.0008

Au–Pd 8.1 � 1.1 2.760 � 0.007 0.0059 � 0.0008

Au–Au 2.3 � 1.6 2.771 � 0.029 0.0063 � 0.0038
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be deposited preferentially at low-coordinated sites, such as defects and edges on the
nanoparticles, thereby minimizing the total free surface energy; thus, the Au clusters
may block the initiation of Pt oxidation/dissolution and stabilize the Pt surfaces.

7.4.3 Pt Monolayer on IrNi Core–Shell Nanoparticle Catalysts
(PtML/IrNi/C)

Using non-noble metal – noble metal core–shell nanoparticles as supports facilitates a
further reduction of the content of the noble metal in ORR electrocatalysts. In addition,
by properly selecting the noble metal shell underneath the Pt monolayer, activity of the
latter, can be heightened through electronic and/or geometric effects. This new
approach represents a viable way of designing electrocatalysts with enhanced
activity and stability and with very low precious metal loading. We have devised
carbon-supported iridium–nickel core–shell structured nanoparticles [53], which are
demonstrated to be suitable substrates for Pt monolayer electrocatalysts for ORR [54].

Fig. 6.28 (a) The Pt mass
activity of the PtML/Pd9Au1/C
electrocatalyst for the ORR at
0.9 V versus the number of
potential cycles during fuel
cell test of potential cycles
between 0.6 and 1.0 V with a
10 s dwell time at 80 �C. The
results with PtML/Pd/C and
Pt/C catalysts are shown for
comparison. (b) Distribution
of components in a PtML/
Pd9Au1/C nanoparticle
obtained by the line-scan
analysis using EDS/STEM
after the 100,000 potential
cycle test (Taken from Ref.
[52])
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The IrNi core–shell nanoparticles were synthesized by chemical reduction and
subsequent thermal annealing in H2 [50]. Curves a and b of Fig. 6.29 show the in situ
XANES of the Ir L3 and Ni K-edges from the IrNi nanoparticles in 1 M HClO4 at a
potential of 0.41 V, together with those from reference materials, viz., Ir black (the
particle diameter = 5 μm) and Ni foil (the thickness = 10 μm), respectively. Both Ir
and Ni in the IrNi nanoparticles are considered to be metallic because the E0

coincides with that of their respective bulk (11215 eV and 8333 eV for Ir and Ni,
respectively). The Ni spectrum from the IrNi nanoparticles (Fig. 6.29b) also exhibits
three peaks at 8348, 8353, and 8378 eV; the energy values of the peaks are lower,
and their intensities are higher than those of the Ni foil, consistent with the reason-
able assumption that alloying with Ir may change the electronic states of Ni atoms.
This is in agreement with a number of XANES studies that have reported electronic
interaction between alloy components [18, 55]. Also shown in Fig. 6.29b is the Ni
K-edge spectrum from the IrNi nanoparticles at a potential of 1.11 V. Surprisingly,
little change is observed between the two spectra at 0.41 and 1.11 V. On the other
hand, the in situ XANES of Ir L3 edge from the IrNi nanoparticles at 0.41 V displays

Fig. 6.29 In situ XANES of
(a) Ir L3 edge and (b) Ni
K-edges from the IrNi
nanoparticles in 1 M HClO4 at
potentials of 0.41 V for (a and
b) and 1.11 V for (b). Also
shown are spectra from (a) Ir
black and (b) a Ni foil (Taken
from Ref. [53])
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a decrease in intensity of the white line compared with that from the Ir black
(Fig. 6.26a); this suggests that electronic properties of Ir may change by alloying
with Ni. As the height of the white line is inversely proportional to the d-electron
occupancy, it seems that both the Ir and Ni spectral changes in the alloy point to the
d-electron transfer from Ni to Ir, which is in line with the electronegativities of the
two elements.

Fourier transform EXAFS from the IrNi nanoparticles indicate that the highest
peak in Ni from the IrNi nanoparticles is shifted to higher R values compared to
that of the Ni foil, while the highest peak in Ir from the IrNi nanoparticles is
displaced to a lower R than that from the Ir black. These data represent the
expansion in the Ni bonds and the contraction in the Ir bonds as a consequence of
the formation of IrNi solid solution alloy cores; the result is in line with those
obtained from the XRDmeasurements [50] and the EXAFS fitting discussed below.
The XAS spectra of Ni K-edge from the IrNi nanoparticles show little change
occurring with increasing potentials and no characteristic signature of Ni oxides
and/or Ni ions. As shown in Pourbaix diagrams [56], Ni cannot be present in a
metallic state when exposed to acid solutions, unless the potential applied is below
0.4 V. The experimental result from the in situ XAS indicates that Ni atoms
constituting the IrNi cores are not exposed to the electrolyte since the Ir shell
completely encapsulates the IrNi core; Ni in the IrNi solid solution cores therefore
is protected from oxidation or corrosion. The cyclic voltammetry curve of IrNi
nanoparticles also revealed no anodic currents that can be ascribed to the oxidation/
dissolution of Ni.

The Ir L3 and Ni K-edge data were fitted concurrently with similar constraints
discussed above. Figure 6.30 displays the fitting results of the IrNi nanoparticles.
Good agreement is observed between the fits and the original spectra for both Ir L3

(Fig. 6.30a) and Ni K (Fig. 6.30b) edges. Table 6.4 summarizes the coordination
numbers obtained. We note that the length of the Ir–Ir bond obtained (2.664 Å) is
shorter than that of pure Ir (2.714 Å), while the Ni–Ni bond obtained (2.562 Å) is
longer than that of pure Ni (2.492 Å), indicating their alloying, vide supra.

The interpretation of the coordination numbers obtained is not straightforward
since they are the ensemble average values from both the shells and cores, except for
N(Ni–Ni) that is derived only from the cores. According to Eq. 6.6a, the ratio of the
coordination number N(M1–M1)/N(M1–M2) is equal to the mole fraction ratio x(M1)/
x(M2) for an M1–M2 binary solid solution alloy. As listed in Table 6.4, the ratio of
coordination numbers N(Ni–Ni)/N(Ni–Ir) is 1.2, which is much larger than the actual
mole fraction ratio x(Ni)/x(Ir) = 0.56. This finding indicates that more Ni–Ni bonds
(and fewer Ni–Ir bonds) are present than in a random alloy wherein the two atoms
have statistical distribution; this finding is well consistent with the STEM observa-
tions showing the Ir-rich (or Ni-depleted) shells; in the cores, the number of Ni–Ni
bonds should be larger than on the average.

We used a suite of programs that model polyhedral nanoparticles with different
diameters, different Ir shell thicknesses, and different molar ratios of IrNi cores to
calculate the atomic coordination numbers for various core–shell structures [57, 58].
We then compared the coordination numbers in the model with those derived from
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the EXAFS analysis in order to determine the most probable core–shell structure. We
employed the polyhedron model to approximate a sphere-shaped particle for the
present system. Table 6.4 also lists the calculated coordination numbers from two
core–shell models: one comprises a one-layer Ir shell (812 atoms) on an IrNi alloy
core (1027 Ni and 1030 Ir atoms), while the other represents a two-layer Ir shell
(1454 atoms) on an IrNi alloy core (1030 Ni and 385 Ir atoms). Ir and Ni atoms in the

Table 6.4 Coordination numbers determined by the EXAFS experiment and one-layer Ir shell and
two-layer Ir shell models (Taken from Ref. [53])

N(Ir–Ir) N(Ir–Ni) N(Ni–Ni) N(Ni–Ir)
N(Ir–Ni)/N
(Ni–Ir)

N(Ni–Ni)/N
(Ni–Ir)

EXAFS 8.1 � 0.7 2.9 � 0.7 5.9 � 0.7 5.1 � 0.7 0.56 1.2 � 0.2

One-layer
Ir shell

6.47 3.76 5.28 6.72 0.56 0.79

Two-layer
Ir shell

7.82 2.42 7.69 4.31 0.56 1.78

Fig. 6.30 Fourier transform magnitudes of the data (dotted red) and first-shell fit (solid blue) of (a)
Ir L3 and (b) Ni K-edges from IrNi nanoparticles in 1 M HClO4 at a potential of 0.41 V. (c) Atomic
configuration of two shell layers of Ir (1454 atoms) on an IrNi alloy core (1030 Ni and 385 Ir
atoms). Ir: gray spheres. Ni: green spheres. Atomic ratio of Ni/Ir: 0.56. Diameter: 4.68 nm. Average
metal–metal coordination number: 11 (Taken from Ref. [53])
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cores are randomly alloyed via a random number generator. For both models, the atomic
ratio of Ni/Ir was set at 0.56, the diameter was calculated as 4.68 nm, and the average
(metal–metal) coordination numbers were estimated to be 11. The two-layer model fits
most of the EXAFS data much better cumulatively than does the one-layer model. Thus,
the EXAFS analysis is consistent with the model wherein the IrNi nanoparticles are
composed of two-layer Ir shells and IrNi alloy cores, as Fig. 6.27c schematically shows.
On the basis of this result together with those from the XRD and the STEM–EELS
measurements, we conclude that the nanoparticles comprise core–shell structure with
Ir-rich top layers on the surfaces of IrNi solid solution alloy cores.

We deposited Pt monolayers on the surfaces of IrNi core–shell nanoparticles by a
galvanic replacement of Cu UPD adatoms [54]. Figure 6.31 illustrates the line-
profile analysis by STEM/EELS showing the distribution of Pt, Ir, and Ni compo-
nents in a single nanoparticle (Fig. 6.31a). The EELS profile (Fig. 6.31b)

Fig. 6.31 (a) A
HAADF–STEM image of a
PtIrNi nanoparticle and (b) a
comparison of the EELS
intensities for the Pt and Ir
M-edge and Ni Ledge along
the scanned line, indicated in
(a) (Taken from Ref. [54])
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demonstrated that both the intensities of Ir and Ni are approximately constant
around the center of the nanoparticle and Ni is depleted at both edges of the
nanoparticles; the observation is in line with the EXAFS analyses. The differences
in the Pt and the Ir profile, measured at the half value of the intensities are from
0.27 to 0.33 nm, corresponding to roughly one monolayer Pt shell on the IrNi
alloy core.

Table 6.5 summarizes the ORR activity and stability of the PtML/IrNi/C catalyst
prepared by the carbon disk electrode and scale-up synthesis methods. The Pt mass
activity of this catalyst at 0.9 V by the scale-up synthesis method is 0.71 A/mg,
which is more than three times that of a commercial Pt/C catalyst. The enhancement
in activity may be due to electronic modifications induced by strain, ligand, and
segregation effects from the IrNi core–shell nanoparticles. The long-term stability of
ORR electrocatalysts is another critical requirement for application in fuel cells. We
evaluated the stability of the electrocatalyst by an accelerated test involving potential
cycling between 0.6 and 1.0 V at a scan rate of 50 mV/s in an air-saturated HClO4

solution. The PtML/IrNi/C catalyst showed only a 20 % decrease in the Pt mass
activity, a 23 % loss in the Pt surface area, and no loss in half-wave potential even
after 50,000 cycles, which are much better performances than those of a commercial
Pt/C catalyst. This demonstrates the advantages of depositing Pt monolayers on
well-defined IrNi core–shell nanoparticles in enhancing both the activity and stabil-
ity for ORR.

8 Conclusions and Future Perspective

A brief overview of in situ XAS techniques to characterize the nanostructured
catalysts was described in the chapter, followed by discussion of selected examples
involving XANES analysis of Pt nanoparticles, and EXAFS investigations of cata-
lysts consisting of Pt–Rh solid solution deposited on SnO2 for the EOR, as well as Pt
monolayer catalysts for the ORR. The information on atomic structures, oxidation/
electronic states, and adsorbate species of catalytic surface during the course of a
reaction, obtained by XAS analysis, provides a direct insight of the activity–structure
relationship, as well as the origins for the activity and stability. The in situ XAS is
thus an indispensable tool for catalysis studies because the data it furnishes can
enhance our understanding of the mechanisms of electrocatalytic reactions at sur-
faces and provide a rational approach to the design of new active and durable
electrocatalysts. With new synchrotrons developing worldwide, the technique has
the promise to be widespread in scientific community.
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1 Overview

In this chapter, we focus on structural studies at electrode/electrolyte solution

interfaces by means of surface x-ray scattering (SXS) and x-ray absorption

fine structure (XAFS) measurements using synchrotron radiation (SR) light as an

x-ray source. After describing the importance of these techniques for structural

studies at the electrode/electrolyte interface as an introduction, we explain the

fundamental principles and experimental methodologies of these techniques.

Finally, we describe trends in the development of these techniques and review the

latest topics.

2 Introduction

Many important processes such as crystal and thin film growth, corrosion, electrode

reactions, and biological processes take place at electrode/electrolyte interfaces. In

order to precisely understand the reaction mechanisms of these processes and to

apply them to modern nanotechnology, it is essential to clarify the geometric and

electronic structures at these interfaces with atomic resolution, in situ and in real time

[1, 2]. Surface analysis techniques such as electron microscopies (scanning electron

microscopy (SEM) and transmission electron microscopy (TEM)), low-energy elec-

tron diffraction (LEED), and x-ray photoelectron spectroscopy (XPS), which are

powerful methods to evaluate the surface structures and/or electronic states using

electrons as a probe, however, cannot be employed to study electrode/electrolyte

interfaces, because of the requirement of vacuum. As the recognition of the impor-

tance of electrode/electrolyte interfaces increased, several techniques, such as scan-

ning probe microscopy (SPM) [3, 4] and nonlinear spectroscopies (second harmonic

generation (SHG) and sum frequency generation (SFG)) [5, 6], for analyzing the

geometric structures and electronic states at electrode/electrolyte interfaces have

been developed, as well as the use of clean single-crystal electrodes. However,

SPM measurements provide geometric structure information at an atomic level but

of the outermost layer only, and therefore, the electrode surface structure cannot be

determined by SPM when the electrode surface is covered with adsorbates such as

water molecules and ions. Information obtained by optical spectroscopies has a high

time resolution but not high enough spatial resolution.

The x-ray techniques such as surface x-ray scattering (SXS) and x-ray

absorption fine structure (XAFS), which will be explained in detail in the next

sections, using synchrotron radiation (SR) light [7–9] provide a lot of information

about both the three-dimensional geometric structures and electronic states at

electrode/electrolyte interfaces with atomic resolution, both in situ and in real

time [1, 2, 10, 11]. Because the wavelength of x-rays (0.001–10 nm) is equivalent

to the size of atoms and ions, they are an excellent probe that can be used for

structure analysis at atomic dimensions. Moreover, x-rays are considered to be ideal

for the analysis of electrode/electrolyte interfaces because they transmit through the
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electrolyte solutions without any significant interactions. It is impossible, however,

to selectively get information at an electrode/electrolyte interface with a high

signal-to-noise (S/N) ratio using laboratory x-ray sources due to their low intensity

and directionality, and therefore, the application of x-ray techniques to electro-

chemical reactions using such low-intensity x-ray sources was limited to the study

of material layers with a certain thickness of less than a few nanometers. Because

SR light has high brilliance and directionality in addition to a continuous wave-

length distribution, which is an important property especially for XAFS, it has

brought a revolutionary change in the use of x-rays in electrochemistry since the

1980s.

In the following sections, we first explain the fundamental principles and

experimental methodologies of SXS and XAFS. Then, we describe the develop-

mental trends of these techniques and review the latest topics in these fields.

Because SXS requires a sample with long-range order, such as a single crystal,

structural studies of the fundamental surface science and electrochemistry of

surface reactions have used single-crystal metal electrodes. These studies have

focused on topics such as reconstruction/relaxation and surface oxide formation/

reduction, electrodeposition/dissolution reactions on the electrode surfaces,

several electrode reactions including electrocatalytic reactions, and the adsorbed

ion layer on the electrode surfaces and the electrical double layers formed on/above

them. On the other hand, XAFS is applicable to various materials, even those

without long-range order, such as polycrystal surfaces, nanoparticles, and metal

complexes in both liquid and solid phases, and has been employed to investigate the

latest topics in the structural studies of those materials in relation to industrial

applications.

3 Experimental and Instrumental Methodology

3.1 Surface X-Ray Scattering (SXS)

3.1.1 Fundamental Principles of SXS
Surface x-ray scattering (SXS) technique includes surface x-ray diffraction

(SXRD), from which the surface two-dimensional structure is obtained, and

crystal truncation rod (CTR) analysis, which provides the structure normal to the

surface [1, 2, 10–15]. Thus, we can find precise three-dimensional geometric

structures at electrode/electrolyte interfaces from SXS data analysis. In this section,

we explain the fundamental principles and experimental procedures of these two

techniques.

3.1.2 Surface X-Ray Diffraction (SXRD) Measurements
In the general x-ray diffraction (XRD) method for three-dimensional crystals, the

incident angle of the x-rays is higher than the critical angle, where total reflection

starts to take place, and then, the bulk structure of three-dimensional crystals can be
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determined by analyzing the diffraction peak positions. In SXRD measurements, on

the other hand, the incident angle of the x-rays is less than 2–3 mrad, below the

critical angle. Because, in this case, x-rays can penetrate only 1–10 nm into the

sample and most of the x-rays are specularly reflected, two-dimensional

surface structure information can be obtained. When a two-dimensionally ordered

structure exists on the sample surface, a small part of the x-rays which penetrate

into the sample surface are two-dimensionally diffracted by that ordered surface

structure. Figure 7.1 shows a typical SXRD experimental configuration. In

Fig. 7.1a, the incident and diffracted x-ray vectors are k and k0, respectively, and
they have a magnitude,

k ¼ k0 ¼ 2π=λ (7:1)

where λ is the x-ray wavelength. The important variable for SXRD is the scattering

vector, Q, which is given by

Q ¼ k0 � k (7:2)

and has a magnitude

Q ¼ 4π=λð Þ sinθ (7:3)

where the scattering angle, 2θ, is the angle between k and k0. Q is divided into a

lateral component, Qhor, and a vertical component, Qver. ϕ is the azimuth of the

sample surface, χ is the angle between the sample surface andQ, and α and β are the
angles between the sample surface and k and k0, respectively. In the actual SXRD

measurements, the intensity of diffracted x-rays is measured when Qhor is varied by

changing the position of the detector (2θ) and/or by rotating the sample (changing

ϕ) at a very small Qver (β and/or χ). When Qhor becomes equal to one of the

reciprocal lattice vectors of the laterally ordered structure of the sample surface, a

diffraction peak is observed. The atomic row spacing, d, can be determined from the

value of Qhor that corresponds to the peak. In addition to d, the orientation of the

Fig. 7.1 (a) Sample geometry of the SXRD experiments. The electrode orientation is given by the

azimuthal angle, ϕ, and the polar angle, χ, between the sample surface and Q. (b) Schematic

illustration of the semi-infinite crystal. Because the periodicity in the c axis direction is lost due to
the existence of the surface, a scattering intensity along the vertical rod from the surface is observed

370 T. Kondo et al.



structure with d can be determined by rotating only the sample (changing ϕ) while
keeping 2θ (constant Qhor, i.e., constant d ). Thus, the two-dimensional average

atomic positions of the sample surface can be determined from the dependence of

the intensity of diffracted x-rays on Qhor and ϕ.

3.1.3 Crystal Truncation Rod (CTR) Measurements
Diffraction and scattering from the flat surface of a crystal can be expressed using

the reciprocal lattice rod called a “crystal truncation rod.” Consider the diffraction

conditions when the unit cell is defined by the unit lattice vectors, a, b, and c, where
vectors, a and b, are parallel to the surface and vector c is normal to the surface, as

shown in Fig. 7.1b, and x-rays are incident on this surface. Since the unit cells are

infinitely arranged in a two-dimensional periodic lattice along the lateral direction,

for any integer pair (H K),

q ¼ Ha� þ Kb� (7:4)

x-ray diffraction takes place only in the direction satisfying Eq. (7.4), using the

reciprocal lattice vectors, a�, b�, and c�, which can be calculated from a, b, and c.
This diffraction corresponds to the peak position of SXRD as mentioned above. On

the other hand, along the c� direction which is normal to the surface, because the

surface (or interface) is present, the periodicity is broken, and the diffraction

condition is eliminated in the vertical direction and then scattering always occurs.

In other words, due to the presence of the surface, a diffraction intensity distribution

is observed along the rods which extend vertically from the two-dimensionally

ordered surface. This is called a reciprocal lattice rod and this phenomenon is

referred as CTR scattering, because the scattering is caused by truncation of the

surface. Using a set of H and K, which represent the two-dimensional plane, each

rod is referred as an (H K) rod. Positions on each rod are represented using the

continuous quantity, L (i.e., Qver in Fig. 7.1a), in units of |c�|. For a totally smooth

surface, the Qver dependence of the scattered x-ray intensity, F(Qver), is refined as

in the following equation:

F Qverð Þj j2 ¼ N2
a N

2
b= 2 sin2 1=2Qverð Þ� �

(7:5)

where Na and Nb are the number of unit cells in the a and b directions, respectively.

3.1.4 Electrochemical Cell for In Situ SXS Measurements
Figure 7.2a shows a schematic illustration of an electrochemical cell used for

normal in situ SXS measurements. In order to minimize the x-ray absorption by

the electrolyte solution and the scattering of x-rays from the solution and window,

the SXS measurements are carried out with highly intense x-rays and with a “thin-

layer” configuration, where the thickness of the solution layer should be less than a

few tens of μm and ultrathin polymer layer (thickness: μm order) should be used as

a window [15]. Because a too thin electrolyte solution layer results in a nonuniform

potential distribution and high cell resistance, the SXS measurements are generally
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carried out after increasing the thickness of the solution layer by introducing the

solution into the cell. A certain potential is applied to the electrode for a

predetermined period so that the electrochemical reaction uniformly proceeds.

After that, the thickness of the electrolyte solution layer is decreased and the SXS

measurements are carried out.

As mentioned above, the electrode potential should be kept constant during the

SXS measurements, which means that potential-dependent structure changes at the

electrode/electrolyte interface cannot be measured using the general SXS configu-

ration. Therefore, various ideas and improvements of the experimental configura-

tion have been made. Zegenhagen et al. [16, 17] and Nagy and You [18] used a

dome-shaped fused silica window (Fig. 7.2b) and a cylindrical-shaped polymer

window (Fig. 7.2c), respectively, and high-energy x-rays for high transmittance.

Under these conditions, real-time potential-dependent structure changes can be

measured with a high time resolution. We have improved such a “thick-layer”

configuration to easily control the thickness of the electrolyte solution layer using a

thin polymer window (Fig. 7.2e) and then succeeded to measure not only detailed

Fig. 7.2 Schematic illustrations of electrochemical cells for SXSmeasurements. (a) Thin-layer type
[15] and thick-layer type with (b) a dome-shaped window [17], (c) a cylindrical-shaped window [18],

(d) a drop type [20–22], and (e) tunable type between thin-layer and thick-layer types [19]. WE, RE,

and CE represent working electrode, reference electrode, and counter electrode, respectively
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potential-dependent static interfacial structures in a “thin-layer” configuration but

also in situ real-time potential-dependent interfacial structure changes in a “thick-

layer” configuration [19].

On the other hand, Tamura et al. [20] and Magnussen et al. [21, 22] employed a

drop cell (Fig. 7.2d) to carry out in situ SXS with high time resolution. However, a

drop-type cell configuration has several technical difficulties, such as the require-

ment that the surface area of the counter electrode and the cell resistance should be

large and low enough, respectively, to allow high time resolution for the electro-

chemical measurements and that the surface area of the working electrode should

be kept constant for any diffractometer arrangements.

3.2 X-Ray Absorption Fine Structure (XAFS)

3.2.1 Fundamental Principles of XAFS
X-ray absorption fine structure (XAFS) is a powerful technique to investigate the

local geometric structures and electronic states of materials of interest with very

high sensitivity and elemental specificity by using x-rays to excite electrons from a

core level to an unoccupied electronic state [23]. In short, XAFS is basically an

absorption spectroscopy using x-rays as a probe. Although SXS is only applicable

to crystalline surfaces because it utilizes the diffraction induced by structures with

long-range order, XAFS can be applied to various materials without long-range

order, such as polycrystal surfaces, nanoparticles, metal complexes, and biomole-

cules, both in liquid and solid phases.

The fundamental theory of XAFS had been established by Lytle, Sayers, and

Stern in the early 1970s and is summarized in a review and references therein [24]

and was immediately applied to various systems. However, it was not immediately

utilized for surfaces due to the insufficient intensity of laboratory x-ray sources.

After the advent of the second-generation high-brilliance SR light sources, XAFS

techniques have been rapidly expanded to many systems.

XAFS is divided into two regions as shown in Fig. 7.3. One is the x-ray absorption

near-edge structure (XANES), typically approximately 100 eV around the absorption

edge, and the other is the extended x-ray absorption fine structure (EXAFS), typically

up to several hundreds eV to 1000 eV above the absorption edge.

In the XANES region, electrons in a core level are excited to an unoccupied state.

Since those unoccupied states are sensitive to the atomic arrangement and surround-

ing potential, the position of the absorption edge and the intensity of the peak just

above the absorption edge, the so-called white line (WL), reflect the oxidation state

and local coordination of the x-ray absorbing atom. Thus, the XANES spectra are

used as fingerprints for the identification of the electronic structure, density of

unoccupied states, and bonding geometry around the x-ray absorbing atom.

In the energy region higher than the XANES region, electrons in a core

level can be excited to the continuum and photoelectrons are then ejected.

The photoelectrons act as a spherical wave source that can be backscattered by the

atoms surrounding the x-ray absorbing atom and those photoelectron waves interfere
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with each other. This interference causes a change in the transition probability and

induces an oscillatory structure in the EXAFS region. Since the backscattering factor

depends on the kind of the surrounding atoms, the analysis of the EXAFS oscillations

reveals the local structure, including neighboring atomic species, their coordination

number, and bond length between the x-ray absorbing and surrounding atoms.

To date, various methods have been developed to perform in situ XAFS analysis.

3.2.2 Transmission Mode
The XAFS spectra are generally obtained in a transmission mode in which the

intensity of x-rays before and after transmission through the sample is monitored to

yield absorbance as a function of the incident x-ray energy, as is the case of

absorption spectra in ultraviolet and visible-light regions. A typical experimental

configuration for the transmission mode is illustrated in Fig. 7.4. An ionization

chamber composed of a gas-filled chamber with two electrodes is the most typically

used detector for XAFS measurements in the transmission mode. When x-rays

penetrate into the ionization chamber filled with specific gases, the gas molecules

are ionized to cations and electrons. The cations and electrons move to the cathode

and anode, respectively, under the high voltage applied between the two electrodes

so that the intensity of x-rays can be detected as an ionization current. A sample is

mounted between two ionization chambers and the intensity of the x-rays at each

ionization chamber is monitored as the x-ray energy is scanned through the

absorption edge. The absorbance, μt, is given from

μt ¼ log I0=Ið Þ (7:6)

where μ is the absorption coefficient, t is the thickness of the sample, and I0 and I are
the intensities of the incident and transmitted x-rays, respectively.

The transmission mode is applicable to thin solid films or solutions in thin-layer

cells. The cells are similar in configuration to those used for UV/Vis spectroscopy.

Fig. 7.3 XAFS spectrum at

the Pt LIII absorption edge of

a Pt foil
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Whereas quartz is commonly used as a window in UV/Vis spectroscopy, polymer

films such as polyimides (Kapton®) and polyesters (Mylar®), with a thickness of

several micrometers, are used as windows in the XAFS measurements because of

their transparency for x-rays. In addition to the use of thin film windows, the

thickness of cells needs to be small to minimize absorption loss due to the windows

and electrolyte solutions.

The basic configuration of in situ electrochemical cells in the transmission mode

was developed in the 1980s [25–27]; thin metal layers are deposited on the thin film

windows of above-mentioned thin-layer liquid cells as working electrodes. This

configuration is still widely used for various applications [28]. Recently, in situ

electrochemical cells equipped with ultrathin membranes such as Si3N4 and

graphene with a thickness of 10–100 nm, which serve not only as a window but

also as a separator between vacuum and ambient, were developed for in situ TEM

[29–32], x-ray emission spectroscopy (XES) [33, 34], and XPS [35]. Those are also

utilized for in situ XAFS measurements [36–39] especially in the soft x-ray region

because soft x-ray XAFS measurements require vacuum. In research on

electrocatalysts for polymer electrolyte membrane fuel cells (PEMFCs), membrane

electrode assemblies (MEAs) which are constructed by binding carbon-supported

catalyst layers on both sides of electrolyte membranes were straightforwardly

measured to clarify the reaction mechanisms [40–45].

3.2.3 Fluorescence Mode
When a material is irradiated with x-rays, electrons in a core level are excited to the

continuum and/or photoelectrons are ejected, leading to the formation of core level

holes. When such holes are created in a core level by the absorption of x-rays,

electrons in an outer orbital can relax to the core hole, leading to the emission of

fluorescence x-rays. In the fluorescence mode, the intensity of the fluorescence

x-rays, IF, is compared with that of the incident x-rays, I0, to obtain “quasi-

absorbance” as a function of the incident x-ray energy, instead of the transmitted

x-ray intensity, I, based on the assumption that IF is proportional to I. It should be

Fig. 7.4 Schematic illustration of experimental setup for XAFS measurements in transmission

and fluorescence modes
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noted that this assumption is valid for a thick dilute sample or a thin concentrated

sample. If the sample does not meet this requirement, spectra can be distorted due to

the self-absorption of fluorescence x-rays.

A typical experimental configuration for the fluorescence mode is illustrated

in Fig. 7.4. IF is monitored by a Lytle detector or solid-state detector (SSD),

whereas I0 is monitored by an ionization chamber, as in the case of the

transmission mode.

Using the fluorescence mode for XAFS measurements is beneficial for the

following reasons: (1) when the concentration of the material of interest is very

low, (2) the thickness of the sample is too thin to detect the difference between I0
and I, or (3) the sample is too thick for x-rays to transmit, i.e., the surface of bulk

materials. For example, it can detect Pt complexes with a surface concentration of

ca. 10�10 mol cm�2, incorporated within an organic molecular layer on a Si surface

when the SSD is used in a total-reflection fluorescence configuration [46].

The cells for in situ SXS measurements in the thin-layer configuration shown

in the previous section can be also used for XAFS measurements in the fluores-

cence mode [46–48]. Although this configuration enables us to employ conven-

tional bulk materials as working electrodes, effective mass transfer can be often

prevented because the electrolyte solution layer has to be as thin as <100 μm to

minimize the absorption and scattering of x-rays. Another approach is the back-

side illumination fluorescence configuration where a thin film window coated

with a thin metal layer as a working electrode is exposed to incident x-rays and

fluorescent x-rays emitted at the interface between the metal layer and electrolyte

solution can be detected through the window [49, 50]. In this configuration,

adsorption and scattering of x-rays can be avoided and measurements can be

performed with a thick solution layer. Recently, thin films such as Si3N4 [51–54],

polyimide [55], poly(dimethylsiloxane) (PDMS) [56], and graphite layer peeled

from HOPG [57] were also utilized for in situ electrochemical XAFS measure-

ments [52, 57].

3.2.4 Total-Reflection Fluorescence Mode
Since the penetration depth of x-rays is much longer than that of other probes, such

as the electrons used in XPS and Auger electron spectroscopy (AES), XAFS is

rather “surface insensitive.” When the x-rays are passing through a boundary

between two media, they change the direction in accordance with Snell’s law.

As the incident angle becomes larger, the x-rays are bent toward the boundary,

and total internal reflection occurs at the critical angle. When the incident x-rays are

totally reflected from the sample surface, the penetration depth into the sample is

typically several tens of angstrom, and therefore, surface-sensitive measurements

can be achieved by utilizing total reflection.

Although the alignment required to yield total reflection needs special equip-

ment and skills, total-reflection XAFS enables surface-sensitive in situ analysis and

polarization-dependent measurements by utilizing polarized x-rays as an incident

light source.
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The EXAFS oscillation has a polarization dependence. For the EXAFS oscilla-

tion at the K absorption edge, the effective coordination number, N
�
, can be

expressed as [23]

N
� ¼ 3

XN

i
cos2 θið Þ (7:7)

where θi is the angle between the ith bond and the polarization vector of the incident
x-rays. Thus, the bond orientation can be determined by measuring EXAFS data

with both p-polarization and s-polarization, that is, polarization-dependent total-

reflection fluorescence (PTRF) XAFS [58, 59].

For the EXAFS oscillation at the LIII, II absorption edges, the coordination

number does not dramatically depend on the polarization. The effective coordina-

tion number, N
�
, can be expressed as [23]

N
� ¼ 1

2
N þ 3

2

XN

i
cos2 θið Þ (7:8)

Thus, even if the polarization vector of the incident x-rays is perpendicular to the ith
bond, the oscillation can be detected, although its amplitude is 1/3 of that in the

parallel case.

3.2.5 Time-Resolved Measurements
In the conventional step-scan XAFS technique, the energy of the monochromator is

kept constant during each data acquisition and swept to the next acquisition point.

Thus, it usually takes a long time, typically more than 10 min, to collect a whole

spectrum. On the other hand, in the quick-XAFS (QXAFS) mode, a double-crystal

monochromator is continuously swept over the energy range through the absorption

edge during the data acquisition, so that time-resolved XAFS measurements can be

performed [60–63]. The time resolution of the QXAFS mode is governed by the

mechanical motion of the monochromator and is typically in a range of �1 ms to a

few seconds when the concentration of sample is high enough.

Unlike the conventional XAFS and QXAFS techniques in which mechanical

motion of the double-crystal monochromator is required to monochromatize the

incident white x-rays, in the energy-dispersive XAFS (DXAFS) method, a

polychromator, typically a bent crystal, is used to disperse the incident white

x-rays and all the data in the energy range through the absorption edge is simulta-

neously collected by a position-sensitive multichannel detector [64–67]. Generally,

the DXAFS technique has a better time resolution than the QXAFS technique since

it does not rely on the mechanical motion of the monochromator, although QXAFS

has a better energy resolution.

The combination of XAFS and a multichannel detector also enables

two-dimensional imaging of XAFS spectra [68–71]. The QXAFS or DXAFS

technique is used for this purpose, because acquisition of a series of XAFS

spectra point by point over the entire area often requires a substantial time.
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4 Key Research Findings

4.1 SXS

4.1.1 Trends of In Situ SXS
SXSmeasurements utilizing diffraction phenomenon require that the substrate should

have long-range order, i.e., a single-crystal substrate, and it also requires a highly

brilliant x-ray source. Therefore, structural studies at electrode/electrolyte interfaces

using in situ SXS were not started until the late 1980s, when Clavilier found a simple

method to prepare single-crystal electrodes [72] and the second-generation SR facil-

ities with highly intense x-rays were developed [7–9]. At the same time, the SPM,

which is capable of observing atoms even in a solution, was developed, and studies in

electrochemistry using single-crystal electrodes became an active research area.

One of the pioneering investigations at the electrode/electrolyte interface

using the in situ SXS technique is a structural study by Ocko et al. on the

reconstruction of gold single crystals [15, 73, 74]. They not only precisely

determined the 23� √3
� �

reconstructed structure of the Au(111) electrode

surface in the electrolyte solution, which had not been clearly observable in in

situ scanning tunneling microscopic (STM) images until then, but also showed

the incommensurate lifting process through the p� √3
� �

structure in detail.

The other pioneering research effort using this technique is by Toney et al.

[11, 75–78]. They reported the precise atomic arrangement of underpotentially

deposited (UPD) Bi on Ag(111).

After these pioneering efforts, with the advent of the third-generation SR facilities

as even more intense x-ray sources, the improvements in the electrochemical cells

for in situ SXS measurements described in the above section and the development of

SPM techniques, in situ SXS has significantly contributed to fundamental electro-

chemistry, such as electrode surface reactions, UPD layers formed on the electrode

surfaces, and ion layers adsorbed on the electrode. However, the number of electro-

chemical systemswhich have been investigated are limited by the available beam time

and there are still unresolved issues at present. In this section, the latest topics in

structural studies on the surface reactions of single-crystal metal electrodes, such as

reconstruction/relaxation and surface oxide formation/reduction, electrodeposition/

dissolution reactions includingUPDprocesses on electrode surfaces, several electrode

reactions including electrocatalytic reactions, and adsorbed ion layers on the electrode

surfaces and electrical double layers formed on/above the electrode surfaces, summa-

rized in Table 7.1, will be reviewed.

4.1.2 Electrode Surface Reactions (Reconstruction/Relaxation
and Surface Oxide Formation/Reduction)

Comparison of Surface Reactions at Au(111) and Au(100)
Because Au is one of the most important metals, potential-dependent structures at

the Au single-crystal electrode/electrolyte interfaces have been extensively studied
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using various techniques, including conventional electrochemical methods

[104–110], STM [111–122], and several optical techniques [122–130] as well as

SXS [11, 15, 19, 73, 74, 79, 131]. Using a newly designed spectro-electrochemical

cell for in situ real-time SXS measurements, in which the electrolyte solution

thickness was tunable by using a flexible thin polymer film as a window

(Fig. 7.2e), as explained in Sect. 3.1.3, we succeeded to precisely determine not

only potential-dependent static structures but also in situ real-time potential-depen-

dent structure changes at Au(111) and Au(100) single-crystal electrode/sulfuric

acid electrolyte solution interfaces [19, 79].

From in situ CTR measurements using a “thin-layer” configuration, we initially

precisely determined the potential-dependent static structures at the Au(111) and

Au(100) single-crystal electrodes/sulfuric acid solution interfaces at several poten-

tials (Fig. 7.5) [19, 79]. At the Au(111)/sulfuric acid interface (see cyclic

Table 7.1 Summary of recently reported in situ SXS studies at electrode/electrolyte interfaces

Methods Systems Beamlines at SR facility Ref.

CTR Au(111) and Au(100) surfaces BL4C at PF [79]

SXRD,

CTR

Au(111) and Au(100) surfaces ID32 at ESRF [19]

SXRD,

CTR

Au(111) surface BM28 and ID3 at ESRF, BM12 at

APS, and 7-2 at SSRL

[80]

CSXS Au(100) surface 8ID at APS [81]

CTR Pt(111)/ionomer BL13XU at SPring-8 [82]

SXRD Au(111)/ionic liquids BL14B1 at SPring-8 [83]

CTR Pt(331) and Pt(511) surfaces BL13XU at SPring-8 [84]

RSXS Pt on Au(111) BL3A at PF [85, 86]

CTR Pd on Au(111) and Au(100) BL4C at PF and BL14B1 at

SPring-8

[87]

SXRD Bi on Au(100) ID32 at ESRF [88]

SXRD Cu on Cu(100) ID32 at ESRF [89–91]

SXRD Au on Au(111) and Au(100) ID32 at ESRF and BW2 at

HASYLAB

[92]

SXRD,

CTR

Ag/AgCl on Ag/Au(111) BL4C at PF and BL14B1 at

SPring-8

[93]

CTR ORR on Pd(111) and Pd(100) BL13XU at SPring-8 [94]

CTR Hydrogen insertion on Pd/Pt(111) D2AM at ESRF [95–97]

CTR Oxygen species on Pt(111) and

Pt3Ni(111)

ID32 at ESRF [98]

SXRD,

CTR

Chloride anion on Cu(111) and

Cu(100)

ID32 at ESRF [91]

CTR EDL on Pt(111) and Au(111) 11ID-D at APS [99]

CTR EDL on Ag(100) BL13XU at SPring-8 [100]

SXRD,

CTR

EDL on Ag(111) BM28 at ESRF and I07 at

diamond

[101]

CTR EDL on Cu(100) X04SA at SLS [102,

103]
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(B) sulfate anion and hydronium cation with a (√3×√7)
R19.1° structure are co-adsorbed on Au(111)-(1×1)

at 0.95 V before potential scan until 1.40 V

(A) a small amount of water molecules
is adsorbed on (√3×23) reconstructed
Au(111) at 0 V before potential scan

a

(C) a monolayer of oxygen species
(maybe hydroxyl group) is adsorbed at
an atop site of Au(111)-(1×1) at 1.05
V before potential scan until 1.40 V 

(D) a bilayer of Au oxide formed
on Au(111)-(1×1) at 1.10 V after

potential scan until 1.40 V

outermost surface Au

(E) sulfate anion and hydronium cation with a (√3×√7)
R19.1° structure are co-adsorbed on Au(111)-(1×1)

at 0.65 V after potential scan until 1.40 V
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(F) a small amount of water molecules
is adsorbed on (√3×23) reconstructed

Au(111) at 0 V after potential
scan until 1.40 V

(B) sulfate anion and hydronium cation with a
(1.4×3.6) structure are co-adsorbed on Au(100)-(1×1)

at 0.95 V before potential scan until 1.40 V

(A) a small amount of water molecules
is adsorbed on hexagonal reconstructed

Au(100) at 0 V before potential scan

b

(F) a small amount of water molecules
is adsorbed on hexagonal reconstructed

Au(100) at 0 V after potential scan
until 1.40 V

(E) sulfate anion and hydronium cation with a
(1.4×3.6) structure are co-adsorbed on
Au(100)-(1×1) at 0.65 V after potential

scan until 1.40 V
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(D) a bilayer of Au oxide formed
on Au(100)-(1×1) at 1.10 V after

potential scan until 1.40 V

(C) a monolayer of oxygen species
(maybe hydroxyl group) is adsorbed at
an atop site of Au(100)-(1×1) at 1.05 V

before potential scan until 1.40 V

Au
O
S
unit lattice

Fig. 7.5 Schematic top (upper) and side views (lower) of (a) the Au(111) and (b) Au(100)

electrodes in 50 mM H2SO4 solutions at various potentials together with cyclic voltammograms
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voltammogram (CV) in inset of Fig. 7.5a), the Au(111) surface just after annealing

with a hydrogen flame and quenching with ultrapure water is reconstructed to

23� √3
� �

at 0 V (vs. Ag/AgCl), and a small amount of oxygen species (maybe

water molecules) is adsorbed on this reconstructed surface (Fig. 7.5a (A)). This

reconstructed structure of the Au(111) surface was well studied by SXRD [15, 73,

74] and STM [116, 121, 122]. When the potential is made positive to 0.95 V, the

reconstructed surface is lifted to (1 � 1) and sulfate anion and hydronium cations

are coadsorbed on this surface with a (√3 � √7)R19. 1� structure (Fig. 7.5a (B)).

This lateral ordered structure of adsorbed ions was observed by STM [111, 115,

120, 122] and the presence of adsorbed ions was established by vibrational spec-

troscopy [122, 123, 129]. When the potential is made more positive to 1.05 V,

adsorbed ions are removed from the surface, and a monolayer of oxygen species

(maybe OH groups) is adsorbed at an atop site of the Au(111)-(1 � 1) surface

(Fig. 7.5a (C)). When the potential is made more positive to 1.40 V, the surface is

oxidized and a bilayer of Au oxide forms on the Au(111)-(1 � 1) surface (Fig. 7.5a

(D)). At 0.65 V after 1.40 V is applied, sulfate anion and hydronium cation are

coadsorbed on the Au(111)-(1 � 1) surface in a similar manner that observed at

0.95 V before 1.40 V is applied (Fig. 7.5a (E)). When the potential is made more

negative to 0 V after 1.40 V is applied, a small amount of oxygen species (maybe

water molecules) is adsorbed on the Au 111ð Þ � 23� √3
� �

reconstructed surface

(Fig. 7.5a (F)).

At the Au(100)/sulfuric acid interface (see CV in inset of Fig. 7.5b), the Au(100)

surface just after annealing and quenching is reconstructed to the hexagonal close-

packed structure at 0 V and a small amount of water molecules is adsorbed on it

(Fig. 7.5b (A)). The lateral structure of this reconstructed surface was well studied

by SXRD [131] and STM [116]. At 0.95 V, the reconstructed surface is lifted to

(1 � 1) and sulfate anion and hydronium cations are coadsorbed on this Au(100)-

(1 � 1) surface with a (1.4 � 3.6) structure (Fig. 7.5b (B)). Adsorbed sulfate

anions were investigated by vibrational spectroscopy [123] and the lateral structure

of adsorbed ions was observed by STM [115]. When the potential is made more

positive to 1.05 V, a monolayer of hydroxyl groups is adsorbed at the atop site on

the Au(100)-(1 � 1) surface (Fig. 7.5b (C)). At 1.40 V, the surface is oxidized and a

bilayer of Au oxide forms on the Au(100)-(1 � 1) surface (Fig. 7.5b (D)). When the

potential is made negative to 0.65 V after 1.40 V is applied, sulfate anion and

hydronium cations with a (1.4 � 3.6) structure are coadsorbed on the Au(100)-

(1 � 1) surface in a similar way to that observed at 0.95 V before 1.40 V is applied

(Fig. 7.5b (E)). At 0 V after 1.40 V is applied, a small amount of water molecules is

adsorbed on the Au(100)-hexagonal reconstructed surface (Fig. 7.5b (F)).

�

Fig. 7.5 (continued) measured with a scan rate of 10 mV s�1. The outermost surface Au atoms are

displayed in a different color from the others. Green rhomboids in (a) and green squares in (b)
represent the (1 � 1) surface unit lattice, to which the scattering intensity at (0 1 0.2) corresponds

(From [19]. With permission from Elsevier)
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Based on the above static structures at the Au(111) and Au(100)/sulfuric

acid interfaces, in situ real-time SXS measurements using a “thick-layer” configura-

tion were carried out [19].Wemonitored the in-plane x-ray scattering intensity at (0 1

0.2) as a probe of surface structure change, because it monitors the formation and

disappearance of the atomic arrangements corresponding to the surface (1 � 1) unit

lattices, which are shown by green rhomboids in Fig. 7.5a on Au(111) and green

squares in Fig. 7.5b on Au(100), respectively. Thus, we know that a surface structure

change, such as reconstruction lifting, adsorption of oxygen species at the atop site,

and reduction of the surface oxide lead to an increase of the (0 1 0.2) intensity. Based

on the results of in situ real-time SXS measurements using a “thick-layer” configu-

ration, it can be concluded that the phase transition between the reconstruction and

lifting, adsorption of oxygen species, and surface oxide formation/reduction on Au

(100) proceed much slower, slightly slower, and faster, respectively, than those on

Au(111). This behavior is probably caused by the difference in the surface density of

Au atoms at the lifted and reconstructed structures of Au(111) and Au(100).

Temperature Effect on Atomic Arrangement at Au(111)

The Au(111) surface reconstruction shows the well-known p� √3
� �

phase in an

electrolyte solution as mentioned in the above section [15, 19, 73, 79]. Although a

great number of ultrahigh vacuum (UHV) studies have already been performed

using LEED [132], SXS [133], STM [134], and computational simulations [135],

there were still some differences between the p� √3
� �

reconstructed phase in UHV

and electrolyte solution; for example, the ordered array of kinks, the so-called

chevron phase, was observed in the former [133] but not observed in the latter [15].

In the former case, the surface structures are induced only by temperature but they

are controlled by potential in the latter.

In order to clarify such phenomenon, Gr€under et al. tried to measure the effect of

temperature on the reconstructed structure of the Au(111) surface using a

temperature-controlled electrochemical cell for in situ SXS [80]. Figure 7.6a

shows SXRD profiles along the<1 1 0> direction through the (0 1 0.52) reciprocal

lattice position measured at �0.75 V (vs. RHE), where the surface is fully

reconstructed, measured in 0.1 M KOH at two different temperatures (low temper-

ature, LT, was 281 K and high temperature, HT, was 313 K). Two peaks were

observed at H = 0 and K = 1, corresponding to the surface (1 � 1) structure, and

at H � 0.02 and K � 1.02, corresponding to the p� √3
� �

reconstructed structure.

As can be clearly seen in this figure, the amount of the surface that was

reconstructed was lowest at the low temperature. There was no statistically signif-

icant difference between the measurements at ambient temperature (299 K, data not

shown) and at high temperature. The shift in peak position from low temperature to

high temperature also showed that the surface at the high temperature is more

compressed than that at low temperature, corresponding to p values of 23 and

24, respectively. The difference in the fitted peak fwhm values indicates that the

reconstruction domain size at the high temperature is slightly larger than that at

the low temperature. In addition to the data of Fig. 7.6a, potential dependencies of
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the x-ray scattering intensity at (0 1 0.52) were obtained at two different temper-

atures (Fig. 7.6b) to investigate the temperature effect on the phase transition

between Au 111ð Þ � p� √3
� �

and Au(111)-(1 � 1) structures, i.e., reconstructed

and lifted structures, respectively. The effect of reducing the temperature appeared

to slow down the kinetics of the reconstruction/lifting process, i.e., the data at low

temperature is “smeared out” over a broader potential window and shows a

decrease of the ordering of the reconstructed layer. In UHV, two distinct phases

were observed; one, which is a surface structure that consists of an equilibrium

density of kinks between rotationally equivalent domains of a uniaxial reconstruc-

tion, was observed at temperatures lower than 865 K and the other, in which atomic

positions are microscopically well-defined but the arrangement of discommen-

surations and kinks is disordered, was observed at temperatures higher than

880 K [133]. Moreover, the phase transition between Au 111ð Þ � p� √3
� �

and

Au(111)-(1 � 1) structures was not observed reversibly in UHV. These should be

caused by the differences between working in UHV and in an electrolyte solution.

Dynamics of Reconstruction/Lifting Process at Au(100) by Coherent SXS
As mentioned in Sect. 3.1.4, in order to increase the time resolution of in situ

SXS, various improvements in in situ SXS measurements have been made, includ-

ing an improved electrochemical cell. You et al. proposed a coherent surface x-ray

Fig. 7.6 (a) In-plane diffraction along the <1 1 0> direction, measured at �0.9 V, through the

(0 1 0.52) position showing the peak due to the (0 1 L) CTR and the peak due to the Au surface

reconstruction measured at 281 K (blue) and 313 K (red) in 0.1 M KOH. The solid lines are the
results of fitting a double Lorentzian line shape to the data. (b) Potential dependence of x-ray

intensity at (0 1 0.52) position at 281 K (blue) and 313 K (red). The arrows indicate the sweep

direction and the scan rate was 1 mV s�1 (From [80]. With permission from Elsevier)
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scattering (CSXS) technique that allows in situ measurements of electrode

surface dynamics [81, 136]. In ordinary SXS, the x-ray scattering intensity, even

under anti-Bragg conditions, is not sensitive to the position of a step. In CSXS,

however, the intensity is sensitive to the position of a step relative to the x-ray

illumination area, as shown in Fig. 7.7 [136]. In Fig. 7.7a where there is no step,

x-rays reflect as if reflecting from a mirror and produce a single spot on

the two-dimensional CCD detector. In Fig. 7.7b, a photon splits and interferes

across both terraces, and then, the detected image on the CCD also splits. Therefore,

the image oscillates between the single and double spots whenever a step

passes through the illumination area. By utilizing this phenomenon, not only

the transient dynamics of phase relaxation from one phase to another upon changing

electrochemical conditions but also the dynamics of microstates can be

measured by this technique, even if the macroscopic state of the electrode is

apparently static.

You et al. employed this CSXS technique to study the dynamics of the phase

transition between reconstruction and lifting at the Au(100) surface in 0.1 M HClO4

electrolyte solution [81]. They found that edges of steps and islands on the Au(100)

surface are highly dynamic in the solution and evolve continuously, even at room

temperature. The evolving speed increased nearly two orders of magnitude when

the quasi-hexagonal reconstruction is lifted during a slow potential sweep and was

higher by more than four orders of magnitude than the speed measured in UHV

[136]. In addition, they found that surface lattice dynamics appear when the

reconstruction is lifted, and those are faster by two orders of magnitude than the

edge dynamics. They also confirmed these behaviors by complementary STM

measurements.

Δn

Δd
Δd

a

b

Fig. 7.7 (a) A single

reflection from a flat terrace.

(b) Two split reflections from

two adjacent terraces. Each

pixel is equivalent to a

detector angle position and

the center of the image is at

ν = 0�; δ = 12.4� and
Δδ = 0.030�; Δν = 0.015�,
where ν and δ are the angles
of the reflected x-ray vector

with respect to the incident

x-ray vector along the

direction normal and parallel,

respectively, to the electrode

surface (From [136]. With

permission from Elsevier)
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Pt(111)/Ionomer Interface
The polymer electrolyte membrane (PEM) fuel cell, which is abbreviated here to

PEMFC, is one of the most promising candidates for a new-generation energy

conversion device because of its high theoretical efficiency for the conversion of

chemical energy to electrical energy [137–140]. The PEMFC is composed of a

membrane electrode stack assembly (MEA), which is constructed by binding

carbon-supported platinum catalyst layers with perfluorosulfonated ionomer

(PFSI) on both sides of the PEM. Degradation control of Pt catalysts at an

ionomer/Pt interface is one of the major issues of the PEMFC affecting their

widespread use. One of the key solutions to control Pt dissolution is the surface

oxide layer, which can protect Pt from dissolution, and therefore, it is essential to

clarify the origin of the degradation of Pt and to design a long-lived catalyst. To this

end, studies have been performed on the oxide formation process at a well-defined

Pt single-crystal electrode/ionomer interface [139]. Since the SPM, which is a very

powerful tool to probe the surface structure, cannot observe a surface structure

covered by an overlayer such as an ionomer membrane, details of this process at an

atomic level are still unknown.

In this respect, we constructed an MEA-like configuration of a PEMFC, i.e., a

vacuum-evaporated Pt layer/PEM (Nafion® membrane)/PFSI (adhesion Nafion®

layer)/Pt(111) system, as shown in Fig. 7.8a, and the structures at the PFSI/Pt

(111) interface with and without induced-bias were investigated by in situ SXS

[82]. Results of the CTR measurements showed that fluorocarbon groups of PFSI

adsorbed on the Pt(111)-(1 � 1) surface without bias (Fig. 7.8b (A)) but the PFSI

Fig. 7.8 (a) A Pt/PEM/PFSI/Pt(111) sandwich configuration. (b) Schematic models based on

structural parameters obtained from the best fit data of (A) without bias and (B) when a positive

bias was applied (Reprinted with permission from [82]. Copyright (2013) American Chemical

Society)
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layer was detached from the Pt surface and oxygen atoms penetrated into the Pt

lattice by turnover between Pt and O atoms, i.e., the surface oxide layer formed,

when a positive bias was applied (Fig. 7.8b (B)).

Au(111)/Ionic Liquid Interface
Since room-temperature ionic liquids (RTILs) have unique features, such as tun-

ability and designability, RTILs have been considered as an alternate liquid to water

and organic solvents [141]. A variety of RTIL’s characteristics related to their

electrochemical properties, such as potential window, viscosity, conductivity, and

hydrophobicity, can be tuned by designing their molecular structure [142–144], and

therefore, there have been many investigations of the electrochemical characteris-

tics of RTILs using SPM [145] and vibration spectroscopies [146, 147]. However,

due to the limitation of the SPM and spectroscopy measurements as mentioned

above, the reconstruction/relaxation process in RTILs is still unknown.

Tamura et al. investigated the potential-dependent surface structures of Au(111)

electrodes in the hydrophobic ionic liquids, 1-butyl-1-methylpyrrolidinium bis

(trifluoromethylsulfonyl)amide ([BMP]TFSA) and 1-butyl-3-methylimidazolium

bis(trifluoromethylsulfonyl)amide ([BMIM]TFSA), using in situ SXS

[83]. In both [BMP]TFSA and [BMIM]TFSA, a reconstruction of the surface

structure was observed and a reversible phase transition between the (1 � 1) and

the reconstructed p� √3
� �

structure took place. However, the electrode area of the

reconstructed structure in [BMP]TFSA was larger than that in [BMIM]TFSA. This

difference suggested that the [BMIM]+–Au interaction is stronger than the

[BMP]+–Au interaction.

High-Index Surfaces of Metal Electrodes
The catalytic activity and selectivity of electrochemical reactions strongly depend

on the surface structures of the electrodes [148–151]. Well-defined single-crystal

electrodes play a key role in the determination of the structures of the active sites

involved in the reactions. The structures occurring during the reconstruction/relax-

ation processes of the low-index planes of Pt in electrolyte solutions were precisely

determined by SPM [152–154] and SXS [155–157] as follows: (i) Pt(111) and Pt

(100) have an unreconstructed (1 � 1) structure, whereas Pt(110) has a (1 � 1) or

(1 � 2) structure depending on the cooling conditions after annealing; (ii) the

interlayer spacing between the first and second layers, d12, is the same as that of

the bulk in the double-layer potential region on Pt(111) and Pt(100), whereas it is

expanded in the adsorbed hydrogen potential region; (iii) the topmost rows of Pt

atoms on Pt(110) are expanded in the double-layer region, and additional expansion

occurs because of the adsorption of hydrogen atoms, with an expansion that

increases as Pt(111) (2 %) < Pt(100) (2.5 %) < Pt(110) (10 %) in 0.5 M H2SO4.

On the other hand, there were few reports on the real structures present in electro-

lyte solutions on the high-index planes of Pt [158].

Hoshi et al. reported the surface structures of the high-index planes of Pt with

three atomic rows of terraces (Pt(331) = 3(111)-(111) and Pt(511) = 3(100)-
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(111)) in a 0.1 M HClO4 electrolyte solution by in situ SXS [84]. According to

previous reports [157, 158], the surfaces with two atomic rows of terraces, Pt

(110) = 2(111)-(111) and Pt(311) = 2(100)-(111) = 2(111)-(100), are

reconstructed to a (1 � 2) structure. Small shifts of the peak position in the

SXRD profiles of both electrodes showed, however, that the surfaces with three

atomic rows of terraces have pseudo-(1 � 1) structures. Based on CTR measure-

ments, the interlayer spacing, d12, is expanded by 13 % on Pt(331) compared to that

of the bulk, whereas it is contracted by 37 % on Pt(511). The surface structures did

not depend on the applied potential for either surface. The authors explained these

results using hard-sphere models (Fig. 7.9). Using in situ SXS, they also investi-

gated the surface structures of the high-index planes of Pd (Pd(110)= 2(111)-(111)

and Pd(311) = 2(100)-(111)) and compared them with the Pt results [159].

4.1.3 Electrodeposition/Dissolution on Electrode Surfaces

Pt on Au(111)
Ultrathin metal layers formed on foreign metal substrates have been attracting

interest because of their unique physical and chemical properties, particularly

their high electrocatalytic activities [160, 161]. Such high electrocatalytic activities

presumably result from the geometric and electronic structures of the interfacial

(111)

(111)
(111)

(111) (111)
(111)

(111)

(111) (111)

Pt(511) (1×1)

Pt(331) (1×1) Pt(331) (1×2)

Pt(511) (1×2)

(111) (111) (111) (111) (111) (111) (111)

Fig. 7.9 Hard-sphere models of the unreconstructed (left) and reconstructed (right) structures of
the high-index planes of Pt surface with three atomic rows of terraces (Reprinted with permission

from [84]. Copyright (2011) American Chemical Society)
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layers being different from those of the bulk [162], and therefore, it is very

important to know the interfacial structures at atomic dimensions in situ. Although

the structural studies of electrochemically deposited Pt ultrathin layers on Au(111)

have been carried out using STM by several groups [163–166], the results differed

from each other. While Naohara et al. reported that Pt grows on an atomically flat

Au(111) surface in the Frank–van der Merwe (FM; layer by layer) mode [163],

Waibel et al. [164] and Strbac et al. [165] reported that Pt grows on the Au(111)

surface in the Volmer–Weber (VW, islanding) mode. In order to clarify such

differences, we evaluated the surface structures of the ultrathin Pt layers formed

on Au(111), which were prepared under two sets of extremely different conditions,

using SXS. However, since the atomic number and, therefore, the scattering

parameters of Pt are very close to those of Au, the interfacial structure of the Pt

layer formed on the Au surface cannot be precisely determined from the SXS data

obtained using an incident x-ray energy that does not correspond to an absorption

energy of Au and Pt, used as a substrate and deposited material, respectively, as is

usually used in the ordinary SXS method [19, 79, 167–171]. We employed the

resonance surface x-ray scattering (RSXS) method, in which the incident x-ray

energy is close to the Pt LIII absorption edge (11.55 keV), in order to use the

anomalous scattering parameter effect [172–175] and succeeded to demonstrate the

former [163] to form an atomically flat Pt layer and the latter [164, 165] to form a

rough Pt layer [85] (Fig. 7.10).

Epitaxial growth of a well-defined metal layer has been achieved by vapor

deposition, molecular beam epitaxy (MBE), and metal-organic chemical vapor

deposition (MOCVD) under UHV conditions. Compared to metal deposition by

these techniques in UHV, however, electrochemical metal deposition is economical

and easy because expensive equipment is not required in this process. The condi-

tions for electrochemical deposition of an atomically flat, pseudomorphic Pt layer

Fig. 7.10 Schematic side views of Pt layers electrodeposited on the Au(111) surface proposed by

(a) Waibel et al. [164] and Strbac et al. [165] and (b) Naohara et al. [163] (From [85]. With

permission from Elsevier)
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on a Au(111) electrode surface were established based on electrochemical and in

situ RSXS studies on the potential dependence of Pt deposition [86]. When Pt was

deposited at a relatively large overpotential, a three-dimensional rough Pt layer was

formed on Au(111). When the overpotential was very small, Pt nuclei formed but

did not grow further. At an appropriate overpotential between these two potentials,

the RSXS data showed that an atomically flat, pseudomorphic Pt layer grew in the

FM mode (Figs. 7.11 and 7.12).

Pd on Au(111) and Au(100)
The structure of Pd thin films electrodeposited on the Au(111) and Au(100) electrodes

in a solution containing tetrachloropalladate and sulfate anions was investigated by in

situ SXS [87, 167]. Comparison of Pd/Au(111) and Pd/Au(100) growth modes

showed a similarity in the first-layer deposition. On both Au(111) and Au(100), Pd

follows the crystal structure of the substrates and forms a pseudomorphic monolayer,

meaning that deposited Pd atoms occupy the threefold hollow cubic closest packing

(ccp) sites, not the hexagonal closest packing (hcp) and atop sites, on Au(111) and the

fourfold hollow site, not the atop site, on Au(100). Beyond 2 ML, however, Pd thin

films electrodeposited on Au(111) are relaxed (Fig. 7.13a), although there is still a

small amount of pseudomorphic layers at the interface (Fig. 7.13b). In contrast, Pd thin

films electrodeposited on Au(100) continue to grow pseudomorphically over 30 ML.

The difference in the growth mode between the Au(111) and Au(100) surfaces is not

ascribable only to anisotropy in the elasticity of the thin film. The relationship between

a growing surface and an allowed gliding plane in misfit dislocations was proposed as

a crucial factor to determine the critical thickness of the Pd thin films.

When Pd layers were electrodeposited on the Au(111) electrode in an electrolyte

solution containing chloride anions, on the other hand, it was reported that Pd layers

pseudomorphically grew on Au(111) over 2 ML [176]. Sibert et al. reported that the

growth of the Pd layers electrodeposited in a chloride-containing solution on Au

(111) was investigated by cyclic voltammetry, potential step experiments, and time-

resolved in situ SXS. The first UPD layer growth proceeds by several processes

with different kinetics. The first reaction, characterized by a quite fast kinetics

below 1 s, is followed by a slow adsorption process and then by instantaneous

nucleation-and-growth. Almost complete layer-by-layer growth up to two pseudo-

morphic layers was observed, even if the third and following relaxed layers started

to grow before the full completion of the second, forming huge 3D islands. Sibert

et al. were able to unambiguously assign the current peaks observed in the electro-

chemical characterization of the Pd ultrathin layers on Au(111) in 0.1 M H2SO4.

Bi on Au(100)
Although Toney et al. reported the growth of electrodeposited Bi on Ag

[11, 75–78], the UPD Bi adlayers formed on Au single-crystal electrode surfaces

have also received much attention [20, 177–181], because of its similarity to the

other metals such as Pb and Tl, as well as by its interesting catalytic properties for

oxygen and peroxide reduction at intermediate UPD coverages. Although the

detailed potential-dependent structures of UPD Bi on Au(111) were studied by
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Fig. 7.11 In situ RSXS profiles of (a) (00) rod, incident energy dependencies of the scattering

x-ray intensity at (b) (0 0 0.8) and (c) (0 0 2.7), (d) (01) rod, and incident energy dependence of the
scattering x-ray intensity at (e) (0 1 1.7) of Pt electrodeposited on Au(111), which were prepared at
open circuit potential (OCP) just after dipping (red), at 0.90 V (vs. RHE) for 400 s (blue), for
2000 s (green), and for 3000 s (black). Closed circles and solid lines represent experimental data

points and fitted curves, respectively. The vertical scales of (a) and (d) are adjusted to present all

data in one figure by multiplying the intensity by numbers shown in the figures (Reprinted with

permission from [86]. Copyright (2012) American Chemical Society)
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STM [179] and SXS [20, 180], those on Au(100) were only little investigated by

STM [181], in spite of the higher electrocatalytic activity of Bi on Au(100) than that

on Au(111). Thus, Zhang et al. examined the potential-dependent structures of the

Bi UPD adlayer on Au(100) in 0.1 M HClO4 in detail using in situ SXS [88]. Bi

initially adsorbs on the Au(100) surface forming a disordered adlayer. With a

negative shift in the potential, three ordered adlayer phases were found

(Fig. 7.14): a (3 � 3) structure consisting of square Bi quadrumers (Fig. 7.14a); a

c(√2 � 3√2)R45� structure (Fig. 7.14b), where the Bi adatoms are arranged in

zigzag chains; and a quasi-hexagonal close-packed c( p � 2) adlayer (Fig. 7.14c),

Fig. 7.13 Schematic illustrations of the electrodeposited Pd layers on (a) Au(111) and (b) Au
(100) in a deaerated 0.1 M H2SO4 solution containing 1 mM K2PdCl4
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which is uniaxially incommensurate and compresses by �2 % over the 30 mV

stability potential range. The local atomic arrangement in the first phase resembles

that in the bulk Bi crystal. Furthermore, it was found that only the c(√2 � 3√2)R45�
structure is active for electrocatalytic peroxide reduction.

The relationship between the Bi adlayer structures on Au(111) and electrocatalytic

activity for hydrogen peroxide reduction was also investigated by Nakamura

et al. using SXS, STM, and density functional theory (DFT) calculation [182].

Fig. 7.14 In-plane diffraction patterns and corresponding real space models of (a) (3 � 3), (b)
c(√2 � 3√2)R45�, and (c) c( p � 2) structures of Bi adlayers on Au(100). In the patterns, solid
circles and open squares represent the Au(100) substrate and the deposited Bi superstructure

reflections, respectively. In the models, light and dark gray spheres represent outermost surface Au

and deposited Bi atoms, respectively (From [88]. With permission from Elsevier)
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Cu on Cu(100)
Since the successful implementation of Cu as a silicon chip interconnect material in

the 1990s [183, 184], renewed interest in the Cu electrodeposition process triggered

extensive researches. The advances achieved in this process have played a major

role in the downscaling of today’s storage media, chip interconnects, microelec-

tronic packaging, and micro-mechanical components [185]. Besides a Cu ion

source, an important constituent in the acidic electroplating bath is chloride ion in

varying concentrations to influence the deposit properties [22, 89].

Homoepitaxial Cu electrodeposition on Cu(100) in the electrolyte solution

containing chloride ion was investigated [89] by time-resolved in situ SXS using

transmission geometry [90]. On shifting the Cu deposition potential positively,

transitions from step-flow to layer-by-layer and then to multilayer growth modes

were observed (Fig. 7.15). This potential dependence was opposite to that expected

theoretically and found experimentally for the homoepitaxial electrodeposition of

Au on Au(100) [20]. This anomalous behavior was rationalized by a decisive

influence of the ordered c(2 � 2)-Cl adlayer [91] on the surface energy landscape,

specifically on the effective change in dipole moment during adatom diffusion.

Golks et al. also investigated the influence of chloride anion on the atomic-scale

interfacial processes during Cu electrodeposition on Cu(100) in an electrolyte

solution containing 1 mM or 5 mM Cu(ClO4)2 by in situ SXS [89]. By time-

resolved in situ SXS measurements, insight into the underlying atomic-scale pro-

cesses was gained up to growth rates of 38 ML/min, revealing a pronounced mutual

interaction of the Cl adlayer ordering and Cu growth behavior. At the negative

potential limit, where the Cl adlayer is disordered, step-flow growth was observed.

Toward more positive potentials, in the regime of the c(2 � 2)-Cl adlayer phase,

transitions to layer-by-layer and then 3D growth were found [186]. In turn, the
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Fig. 7.15 Time-dependent integrated intensities (top panel, red and black curves) and fwhm

(bottom panel, red curve) of the c(2 � 2) superstructure rod at (1 0 0.1) (red curves) and at (1 1

0.1) (black curve) after potential steps of Cu(100) from �0.60 V (vs. Ag/AgCl) to the indicated

potentials in a 0.1 M HClO4 aqueous solution containing 1 mM Cu(ClO4)2 and 1 mM HCl. The

intensity values were normalized to the intensity at 60 s for better comparability (From [89]. With

permission from Elsevier)
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kinetics of the c(2 � 2)-Cl adlayer ordering during Cu deposition was substantially

slowed down as compared with a Cu-free solution. Furthermore, from a detailed

analysis of the anti-Bragg peak shape during layer-by-layer growth, an oscillatory

average strain in the surface layer was estimated, which was tentatively rationalized

by a model considering strain induced by step edges and adatoms.

Au on Au(111) and Au(100)
Homoepitaxial electrodeposition of Au on Au(111) and Au(100) in an electrolyte

solution containing chloride anion was reported by Magnussen et al. using in situ

SXS in transmission geometry [92]. Employing diffusion-limited deposition

conditions to separate the effects of potential and deposition rate, it was found

that there was a mutual interaction between the interfacial structure and the

growth behavior. Time-dependent in situ SXS measurements during Au(100)

homoepitaxy using negatively scanning potential revealed transitions from step-

flow to layer-by-layer growth, then to multilayer growth, and finally back to layer-

by-layer growth (Fig. 7.16). This complex growth behavior can be explained

within the framework of kinetic growth theory due to the effect of potential, Cl

adsorbates, and the Au surface structure, specifically the presence of the surface

reconstruction, on the Au surface mobility. Conversely, the electrodeposition
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Fig. 7.16 X-ray intensity at

Au(100) surface at different

potentials in 0.1 M HCl

containing 0.5 mM HAuCl4
as a function of deposition

time. The data were obtained

at (1 1 0.1) (From [92]. With

permission from Elsevier)
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process influences the structure of the reconstructed Au surface, where a signif-

icant deposition-induced compression of the Au surface layer occurs as compared

to Au(111) surfaces under UHV conditions or in Au-free electrolyte solution. This

compression increased toward more negative potentials, which may be explained

by a release of potential-induced surface stress.

Electrochemical dissolution of Au from the Au(111) surface at technologically

relevant rates in an electrolyte solution containing chloride anion was also inves-

tigated with high time resolution by monitoring the time-dependent x-ray intensity

at selected scattering points and by simultaneously recording high-quality electro-

chemical data [90]. This phenomenon had previously been studied only by in situ

STM [119] with relatively low time resolution. With positive dissolution potential

shifts, transitions from step-flow to layer-by-layer dissolution modes, manifesting

as layer oscillations in the x-ray intensity as well as in electrochemical current–time

transients, were observed prior to surface passivation due to formation of the

surface oxide. A quantitative analysis based on an atomic-scale structure model

showed that the dissolution process proceeds via progressive vacancy island nucle-

ation over the whole active dissolution regime with next-layer nucleation occurring

at a comparatively low critical coverage, θc, between 0.29 and 0.44. This dissolu-

tion behavior showed the same characteristics as the intermediate “smooth multi-

layer growth” regime recently introduced in kinetic growth theories.

4.1.4 Electrochemical Reactions on Electrode Surfaces

Ag/AgCl Reaction on Ag/Au(111)
The Ag/AgCl reaction (Eq. (7.9)) is one of the most fundamental reactions in

electrochemistry and is the basis for the Ag/AgCl reference electrode.

Agþ Cl� $ AgClþ e� (7:9)

In spite of this importance, until recently there were no reports about the Ag/AgCl

reaction at an atomic level, although several structural studies of aClmonolayer on aAg

single-crystal surface with atomic resolution were available [187–193]. This is because

when the potential ismade positive so that the chlorination reaction (forward reaction of

Eq. (7.9)) proceeds at an Ag single-crystal electrode, the reaction takes place not only at

the surface but also in the bulk, and aggregates of AgCl clusters, in which atomic

arrangements should be random, are formed. Furthermore, the electrochemical reduc-

tion of AgCl does not result in an atomically flat single-crystal surface of Ag. We

already found that the structure of the pseudomorphic AgUPD bilayer on Au(111) is so

stable even without potential control [169, 170] that the Ag/AgCl reaction can be

investigated using this stable Ag film as an electrode. Thus, we were able to study the

Ag/AgCl reaction at theAgUPDbilayer on theAu(111) surface, with atomic resolution

using electrochemical, electrochemical quartz crystal microbalance (EQCM), and STM

measurements combined with in situ SXS measurements [93]. When the potential was

scanned positively from�200 mV (vs. Ag/AgCl), the chloride anion was adsorbed on

theAu(111) surface around 0mV, and then the phase transition of the adsorbed chloride
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anion layer from random orientation to (√3 � √3) structure took place at around

+130 mV. The Ag bilayer and chloride anions were oxidatively reacted to form the

AgCl monolayer with a (√13 � √13)R13.9� structure around +200 mV, accompanied

by the formation of AgCl monocrystalline clusters on the AgCl monolayer surface. The

structure of the AgCl monolayer on the Au(111) surface changed from a (√13 � √13)
R13.9� structure to a (4 � 4) structure around +500 mV. When the potential was

scanned back negatively, the AgCl monolayer was electrochemically reduced, and a

Ag monolayer, not a bilayer, was formed on the Au(111) surface. These structure

changes, together with simultaneously recorded CV, are schematically shown in

Fig. 7.17. In the subsequent potential cycles, the structural change between the Ag

monolayer and the AgCl monolayer was reversibly observed. We also found that all

oxidative structural changes were much slower than the reductive ones.

Electrocatalytic Reactions on Pd(111) and Pd(100)
The electrocatalytic oxygen reduction reaction is one of the key issues for the

development of the PEMFC [137–140, 194], as mentioned in Sect. 4.1.2. Naito

et al. studied the surface structures of Pd(111) and Pd(100) electrodes using in situ

SXS, whose electrocatalytic activity for the oxygen reduction reaction (ORR) is as

high as that of Pt, at 0.50 V (vs. RHE) in 0.1 M HClO4 saturated with Ar or O2

[94]. Both Pd(111) and Pd(100) electrode surfaces are unreconstructed at 0.50 V in
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permission from [93]. Copyright (2011) American Chemical Society)
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both Ar- and O2-saturated solutions: Pd atoms are accurately located at (1 � 1)

positions in the in-plane structure. On the other hand, the interlayer spacing

behaviors are different. The values of interlayer spacing between the first and

second Pd layers, d12, agree with those of the Pd bulk in Ar-saturated solution. In

O2-saturated solution, however, the d12 values are expanded on both Pd(111) and

Pd(100). The degree of expansion of Pd(100) is much larger than that of Pd(111),

indicating that the interaction of oxygen with the Pd(100) surface is stronger than

that with Pd(111). The authors suggested that this is the reason that the

electrocatalytic activity for ORR on Pd(100) is higher than that on Pd(111) [195].

Hydrogen Insertion on Pd/Pt(111)
Pd thin films are of interest as a protective barrier against oxidation and/or as a

promoter for hydrogen insertion complex hydrides from compounds of light ele-

ments such as Mg2Ni, LaNi5, NaAlH4, and LiAlH4 [196–199]. Soldo-Oliver

et al. studied the hydrogen electro-insertion process into Pd thin films

electrodeposited on Pt(111) in detail by in situ SXS [95–97]. First, they made

clear that the role of chloride in the deposition solution is to promote the growth

of a Pd thin film on Pt(111) in a layer-by-layer mode [95]. Then, the structures of

about 20 ML thick Pd films electrodeposited on Pt(111) before and after hydrogen

electro-insertion and after hydrogen electro-desorption were investigated

[96]. They also determined the influence of the substrate on the pseudomorphic

character of the palladium deposits thicker than about 10 Pd layers and on the

structure change during the hydrogen insertion/desorption processes. After hydro-

gen insertion, an asymmetric expansion of the Pd film, almost four times larger

normal to the surface, was observed. The presence of two differently ordered

regions (a two-phase region) in the hydride film and of a morphological irrevers-

ibility after hydrogen desorption was confirmed. These hydrogen insertion/desorp-

tion process behaviors are schematically shown in Fig. 7.18.

In order to get a thorough understanding of the mechanisms governing hydrogen

insertion into the Pd layers, Soldo-Olivier et al. also studied the hydrogen electro-

insertion process using ultrathin Pd layers on Pt(111) by an original method allowing

the measurement of hydrogen insertion electrochemical isotherms [97]. The use of a

hanging meniscus rotating disk electrode and a new calculation approach permitted

them to remove the contributions to the insertion charge of both the hydrogen

evolution reaction (HER) and hydrogen oxidation reaction (HOR). Applying this

method, hydrogen insertion isotherms for Pd films on Pt(111) from 14 ML down to

4 ML can be measured. Independent of the film thickness, the maximum hydrogen

insertion rate, (H/Pd)max, is smaller than that of bulk Pd. The so-called two-phase

region, as mentioned above, was still observed, but contrary to bulk Pd, it was

characterized by a slope. Both the hydrogen solubility and the two-phase domain

width diminished with a decrease of the Pd film thickness. The behavior of the

hydrogen electro-insertion isotherms was interpreted in the light of the Pd nanofilm

structures obtained with in situ SXS. The lattice constraints induced by the substrate

resulted in a lower insertion rate in the Pd layers close to the Pt–Pd interface. Only the

outermost region of the Pd filmwas relaxed and behaved like bulk Pd. This description
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quantitatively accounted for the experimental behavior of (H/Pd)max as a function of

the Pd film thickness. The structure of Pd films obtained on Pt(111) also corresponded

to the presence of nonequivalent hydrogen insertion sites, surely contributing to the

slope observed in the two-phase domain.

4.1.5 Adsorbed Ion and Double-Layer Structures on Electrode Surfaces

Adsorption of Oxygen Species on Pt(111) and Pt3Ni(111)
An understanding of the role of hydration water molecules at the electrode/electro-

lyte interface is of great importance to reveal their structures under control of the

electrode potential. However, although the structures of adsorbed water molecules

on a metal surface can be observed by LEED in UHV, the electrochemical interface

is much harder to study due to the presence of the bulk electrolyte. In electrolyte

solutions free of strongly adsorbing anions, such as KOH, the electrochemical

interface offers the opportunity of controlling the surface coverage by hydrogen,

water, and OH species simply by controlling the applied electrode potential. To

probe the structure of the water layer at the electrode/electrolyte interface in situ is a

technically challenging experiment as the scattering signal from the ordered oxygen

atoms is relatively small compared to the diffuse scattering from the bulk of the

electrolyte solution. In this context, Lucas et al. reported the results obtained using a

UHV transfer system to provide unprecedented control over the electrode surface

structure during transfer from UHV to the electrochemical environment [98].

Initially, a well-defined Pt(111) surface was prepared in UHV, dosed with oxygen

to form a p(2 � 2) oxygen adlayer and then studied by SXS, initially under UHV

conditions and then in a nitrogen atmosphere before a droplet of water was placed

Fig. 7.18 Out-of-plane schematic representation of the Pd film structure before (left) and after

(right) hydrogen insertion, where the in-plane “disordered” region in the hydride Pd film is

indicated by the gray zone (Reprinted with permission from [96]. Copyright (2011) American

Chemical Society)
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on the surface. Measurements of the surface structures were then performed on the

surface modified by the bulk water overlayer before the water was exchanged with

0.1 M KOH electrolyte solution and the Pt(111) electrode put under potential

control to allow potential-dependent studies of the interfacial structure. In UHV,

the SXS data clearly showed the structure of the oxygen adlayer with the p(2 � 2)

structure, as same as that previously investigated by LEED [200]. When the sample

was contacted with a droplet of pure water, however, it was not possible to observe

any ordered structures of oxygen species at the Pt(111)/water interface because of

the weakness of the expected signal compared to the background scattering from

the water droplet. Detailed analysis of the CTR data showed systematic changes in

the measured intensities associated with restructuring at the interface. The data was

reproduced by a simple structural model showing a reduced outward relaxation in

the Pt surface accompanied by an increased in-plane distortion of the surface Pt

layer and an increased coverage by oxygen species. Their results measured in 0.1 M

KOH at�1 V (vs. Ag/AgCl) and�0.1 V were consistent with previous SXS results

[150, 201, 202] and gave insight into the adsorption of hydrogen and oxygen

species. The data obtained in their study [98] are summarized in Table 7.2. Their

experiments on Pt(111) indicated the possibility of studying a range of model

electrocatalysts using this methodology, and they also reported the results at a

Pt3Ni(111)/0.1 M HClO4 interface obtained from similar experiments.

Adsorbed Chloride Anion on Cu(111) and Cu(100)
Strongly adsorbed layers of chemically bound anions such as halide and sulfate

have been investigated in detail, revealing a complex, potential-dependent

two-dimensional phase behavior, which can significantly affect electrochemical

reactions, such as deposition, etching, corrosion, and electrocatalytic processes

[203]. Chloride adlayers on Cu electrodes are of major importance in corrosion

and electroplating, in particular for the on-chip metallization of ULSI microchips,

where chloride and organic additives form an inhibiting adsorbate layer that

controls the growth process, leading to superconformal growth. Thus, Gr€under
et al. investigated the structures of specific adsorbed chloride and its induced Cu

substrate buckling on Cu(100) [91] and Cu(111) [204] using in situ SXS, in addition

to the studies on Cu electrodeposition on Cu reviewed in section “Cu on Cu(100)”.

Table 7.2 Structural parameters for the fitting to the Pt(111) CTR data (From [98]. With

permission from Royal Society of Chemistry)

System θO, θOH dPt-O/Å e1/Å e2/Å σxy/Å σz/Å

Pt(111)–O 0.25f 1.5 (0.2) +0.05 (0.005) (2.2 %) 0.005 (0.005) 0.06 (0.01) 0.0

Pt(111)–H2O 0.7 (0.3) 1.9 (0.4) +0.03 (1.3 %) 0.01 0.10 0.0

Pt(111)–KOH

(E=�1.0 V)

0 – +0.05 (2.2 %) 0.005 0.06 0.0

Pt(111)–KOH

(E = �0.1 V)

0.55 (0.2) 2.1 (0.4) +0.04(1.8%) 0.0 0.06 0.0

f indicates a parameter that was fixed. Uncertainties are indicated in brackets. e1 is also quoted as a percentage of
the Pt(111) atomic layer spacing. d, θ, and σ represent layer spacing, coverage, and root mean square (RMS),

respectively, of the corresponding layers shown as subscripts
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The interface of Cu(100) electrode surfaces in 10 mM HCl solution was

studied by in situ SXS and DFT calculations, focusing on a precise structure

analysis of the c(2 � 2) Cl adlayer formed at positive potentials [91]. CTR

measurements in this adsorbate phase at �0.20 V (vs. Ag/AgCl) showed distinct

differences to the corresponding data reported by Tolentino et al. [205] for the c
(2 � 2) Cl structure formed at the Cu(100)–vacuum interface. Although the

atoms in the second Cu layer exhibit a small vertical corrugation in both envi-

ronments, the sign of this corrugation is reversed. Furthermore, the Cu–Cl bond

distance and the average Cu interlayer spacing also differ. Ab initio calculations

performed for this adsorbate system reproduced these effects, specifically the

reversal of the subsurface second-layer buckling caused in the presence of

coadsorbed water molecules and cations in the outer part of the electrochemical

double layer. In addition, studies at more negative potentials showed a continuous

surface phase transition from the ordered c(2 � 2) to a disordered Cl adlayer at

�0.62 V but also indicated a substantial Cl coverage even at the onset of hydrogen

evolution.

The specific adsorption of chloride on Cu(111) in an acidic aqueous electrolyte

solution (pH 3) was also investigated by in situ SXS, revealing an incommensurate

hexagonal rotated Cl adlayer. The structure and its potential dependence suggested

a strong adsorbate–adsorbate interaction as compared to other halide adlayers on

(111)-oriented metal electrode surfaces. The orientational epitaxy can be rational-

ized by the model proposed by Grey and Bohr [206], which is based on symmetry

considerations [91].

Adsorbed Cation and Anion (Electrical Double Layer) on Pt, Au, Ag, and Cu
Strmcnik et al. indicated that hydrated cations that are not in direct contact with

the electrode surface but are still located well within the electric double layer,

which consists of the inner Helmholtz layer (IHL) and outer Helmholtz layer

(OHL) [207–213], are just as important as the covalently bound adsorbates when

it comes to electrocatalytic properties [214–219]. This is especially true in alkaline

environments, which are of major importance both in chlor-alkali electrolysis

and water electrolysis, as well as in energy conversion systems such as alkaline

fuel cells. Thus, it is very important to study the potential-dependent structures

of cation layers and also anion and water layers, adsorbed on the electrode

surface, where these are collectively referred to the electrical double layer, not

only for understanding the fundamental surface science but also for industrial

applications.

Strmcnik et al. reported novel findings on the influence of non-covalent inter-

actions at the electrochemical interface [99]. Their in situ SXS data of Pt and

Au single-crystal electrodes measured in alkaline solution clearly showed

metal-adsorbed OH (OHad) covalent bonding, as well as corresponding OHad-

hydrated metal ion (Mn+(H2O)x) interactions and the formation of OHad–cation

complexes with the cation centered at 3.48 � 0.05 Å away from the Pt surface.

Then, they proposed that cations bound to OHad are partially dehydrated, showing

the predominant role of the direct ion–dipole interaction that increases in the same
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order as the OH interaction energy with the corresponding cations (Ba2+ > Li+

� K+). These trends are inversely proportional to the activities of the ORR and are

much more significant for Pt than Au systems.

An in situ SXS study on the Ag(100)/alkaline solution interface performed by

Nakamura et al. [100] made clear the structure of Cs+ in the OHL, which is located

above a c(2 � 2) Br layer adsorbed onAg(100). The coverage of Cs+ and the distance

of the Cs+ layer from the electrode surface depends on the electrode potential. They

also found that single water layer is intercalated between IHP and OHP ion layers.

Lucas et al. structurally studied the electrochemical double layer at the Ag(111)/

0.1 MKOH electrolyte interface using in situ SXS [101]. A schematic illustration of

their proposed interfacial structure is shown in Fig. 7.19. At a negative potential

(�1.0 V vs. SCE), where there is no chemisorbed species on the electrode surface,

the CTR results are consistent with the presence of a hydrated cation adlayer at a

distance of 4.1 Å above the Ag surface. At a positive potential (�0.2 V), however,

OHad stabilizes the hydrated K
+ cations, at a distance of 3.6 Å above the Ag surface,

through a non-covalent (van der Waals) interaction.

The structure of the electric double layer has also been studied in an acidic solution

by in situ SXS. Keller et al. investigated the structuring impact of an anion-modified Cu

electrode surface on the near-surface liquid electrolyte [102, 103]. This templating

effect of the IHL of specifically adsorbed anions not only affects the interfacial structure

parallel to the surface normal by layering the liquid in the near-surface regime but also

induces moreover a lateral ordering of water dipoles and solvated counter ions in the

OHL. In this respect, they observed a symmetry transfer from the IHL into the liquid

electrolyte next to the electrode surface [102]. Their prototypical model system was a

Cu(100) surface on which chloride adsorbs with the formation of a simple p(1 � 1)

adlayer phase that serves as a structural template for the coadsorption of monovalent K+

and hydronium cations from the acidified supporting electrolyte. A layer of interfacial

water is interpreted as a part of the remaining solvation shell of K+ in the OHL.

In the acidic solution, the full 3D structure of a Cu(100)/10 mM HCl electrolyte

interface, where adsorption of alkali metal ion is explicitly excluded, was also

clarified and compared with the alkali metal data by the same authors as above

using in situ SXS [103]. Chloride anions chemically adsorb on the Cu(100) surface

OH

water
Field Effect

Ag

K+ K+

K+ K+

dAg-K+
dAg-K+

dAg-0

Non-covalent Effect

Fig. 7.19 A schematic illustration of the interfacial structure of the Ag(111) electrode in 0.1 M

KOH at the negatively charged (left) and positively charged (right) surface. The layer separations
obtained from the CTR measurements are indicated (From [101]. With permission from Elsevier)
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at positive potentials forming a p(1 � 1) structure. This Cl chemisorption layer serves

as a structural template for the lateral ordering of water molecules and hydronium

cations in the near-surface liquid electrolyte, the same situation as above. Evidence for

this interfacial geometry is mainly derived from the intensity distribution of surface-

sensitive SXS data along the (1 0 L) adlayer rod. The characteristic oscillating

intensity distribution along the (1 0 L) rod is due to a centered bilayer system

consisting of the anionic IHL of chemisorbed chloride and the cationic OHL. The

latter is constituted in this case by hydronium cations that preferentially populate

fourfold hollow sites of the underlying chloride lattice. IHL andOHL are separated by

an extra interfacial water layer. Anions and cations in the IHL and OHL, respectively,

compete for these water species as part of their solvation shell. The Cl/water/hydro-

nium layers can be considered as a prototypical model system where the anions and

cations in the coupled bilayer system are sharing the interfacial water as part of their

solvation shell. In this respect, the Cl�/water/hydronium “bilayer” considerably

differs from the above Cl�/water/K+ system [102] where the interfacial water was

clearly assigned to the solvation shell of the alkali metal cation in the OHL. The

accumulation of non-chemisorbing species in the OHL and the interfacial water layer

clearly depends on the chemical nature of the chemisorbed anion, their lateral structure

on the electrode surface, and chemical nature of the adsorbing cations. In this sense,

the authors denoted the observed phenomenon as specific cation adsorption on the

layer of specifically adsorbed anions.

4.2 XAFS

4.2.1 Trends of In Situ XAFS
Since in situ XAFS does not require long-range order, in contrast to in situ SXS, it is

applicable not only to single-crystal electrodes but also to various materials such as

nanoparticles, metal complexes, and biomolecules adsorbed on polycrystal elec-

trode surfaces and, of course, polycrystal electrodes themselves. Thus, taking

advantage of the XAFS method, there have been many structural studies on

polycrystalline types of electrodes, especially metal and alloy nanoparticles, in

recognition of their technological applications to electrocatalysts.

Since XAFS is not inherently surface sensitive because of the relatively long

penetration length of x-rays, various techniques were combined to selectively

extract the information from the surfaces of interest. At the very early stage, most

of the XAFS studies on surface analysis were performed using electron detection

techniques which are surface sensitive but are not suitable for interfaces buried

under liquid layers. Thus, various tailor-made in situ electrochemical cells suitable

for each application have been developed as summarized in Sects. 3.2.2 and 3.2.3.

Pioneering structural studies at electrode/electrolyte interfaces using in situ XAFS

were reported in the late 1980s by several groups [220] in relation to surface passiv-

ation films on metal surfaces [49, 50, 221], metal complexes [27], chemisorbed

species [47, 222], and UPD metal monolayers [223–226] on single-crystal substrates,

metal oxides [26, 227, 228], and materials for batteries and fuel cells [25].
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Since one of the most attractive points of in situ measurements is detection and

identification of intermediate species adsorbed on electrode surfaces, surface-

adsorbed layers became a primary object of study. Abruña et al. successfully

detected the Pt–I bond at an iodine monolayer adsorbed on a Pt(111) single-

crystal surface in contact with an electrolyte solution [222]. Their initial exper-

iment was performed with an incident angle of 45�, resulting in obscure signals

due to Compton and elastic scatterings from the substrate. Subsequently, a

configuration with a grazing angle was adopted, where total external reflection

occurs, leading to significant suppression of Compton and elastic scatterings and

an improvement in the signal-to-noise ratio. They also applied this technique for a

structural determination of the Cu UPD layer formed on the Au(111) surface

[223]. Fitting of the EXAFS oscillation at the Cu K edge showed that Cu atoms sit

in the threefold hollow site of Au(111) with an oxygen species on top of the

deposited Cu.

In research on corrosion/inhibition, McBreen et al. measured potential cycle

dependence of the structures of the surface Ni-OH species of the Ni oxide poly-

crystal electrode using the transmission mode, which was explained in Sect. 3.2.2.

In addition, time-resolved DXAFS was readily adopted for this system after its

development. They also utilized the DXAFS technique to monitor the continuous

change of oxidation states and local coordination structures of the Ni oxide [229,

230]. Davenport et al. measured the potential-dependent oxidation number of Cr in

a polycrystal Al–Cr alloy using the fluorescence mode, which was explained in

Sect. 3.2.3.

Since these pioneering studies were reported, many structural researches at the

electrode/electrolyte interface involving species such as metal complexes

[231–235], metal nanoparticles [236–239], deposited metal on foreign metal

[240–248], and semiconductor electrodes [249–251] have been carried out using

the in situ XAFS technique. In particular, in situ XAFS started to be applied to the

structural determination of electrocatalysts for PEMFCs [252, 253] and electrode

materials for lithium ion batteries (LIBs) [254] under operating conditions.

Structural studies of Pt and Pt-based nanoparticles under potential control have

been an important subject because these materials are the most active

electrocatalysts for the cathode and anode reactions in PEMFCs [252]. The

potential-dependent change of the WL intensity and local structural parameters

were investigated in detail by several groups [255–258]. Herron et al. carried out

XAFS measurements of carbon-supported platinum catalysts, which are the most

widely used electrocatalysts in PEMFCs, in sulfuric acid solution at various elec-

trochemical potentials and detected the formation of a Pt–O bond in the positive

potential region, associated with oxide formation [255]. Subsequently, a series of in

situ XAFS measurements were performed over a broader potential range to discuss

the potential dependence of the occupied d-state and local structural parameters; a

widening of the high-energy side of the WL at negative potential and increase in the

WL intensity at positive potential were attributed to adsorption of hydrogen and

oxide formation, respectively [256–258]. The potential-induced structural changes

of Pt nanoparticles were recently examined in detail by Imai et al. with a
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combination of XAFS and XRD [259]. Iwasawa and Tada et al. applied spatially

resolved μ-XAFS [69] and time-resolved QXAFS [40–42, 44] techniques to inves-

tigate the distribution and dynamic structural changes, respectively, of Pt embedded

in the MEA configuration.

One of the most important requirements for positive electrodes in LIBs is a

reversible lithiation/delithiation capability without drastic structural changes

because it is a governing factor of the cycle characteristics of batteries. Nakai

et al. conducted a series of in situ XAFS structural studies on various lithium-

transition metal complex oxides (Li metal oxides), which are the most widely

used positive electrode materials in LIBs, after charge/discharge processes

[260–267]. Changes in the oxidation states of transition metals and a phase

transition caused by the electrochemical deintercalation of Li were identified

from the XANES and EXAFS analysis in conjunction with XRD. Recently,

Ogumi and Uchimoto et al. have been measuring a wide variety of electrode

materials [55, 268–277] by means of various techniques to clarify the mechanisms

of lithiation/delithiation processes as well as accompanying degradation pro-

cesses [68, 278]. Thus, one of the recent trends is the application of in situ

XAFS analysis to a broader range of materials for energy conversion devices,

especially electrocatalysts and electrode materials actually used in LIBs and

PEMFCs. Among the many structural investigations at the electrode/electrolyte

interface performed using the in situ XAFS technique, we review in the following

section the latest findings in the areas of fuel cells, batteries, and a few other

important systems, summarized in Table 7.3.

4.2.2 Electrocatalysts for Polymer Electrolyte Membrane Fuel Cells
(PEMFCs)

PEMFCs are one of the key energy conversion devices because of their very high

theoretical efficiency and relatively low emissions, as mentioned in Sect. 4.1.2.

[137–140, 319]. Pt and other Pt-based materials are the most widely used

electrocatalysts for both anode and cathode electrodes because of their excellent

catalytic activity for the HOR [320, 321], ORR [322], and methanol oxidation

reaction (MOR) [323]. However, potential loss at the cathode caused by the

slow kinetics of the ORR is a critical issue to be solved for the development of

the next-generation PEMFC with an improved efficiency. Another important

issue involving the electrocatalysts in connection with the widespread commer-

cialization of PEMFCs is degradation control [139, 324] Particle growth via

Ostwald ripening due to dissolution and redeposition of Pt is widely recognized

to be a primary factor contributing to the deterioration of the ORR activity

because it decreases the electrochemically active surface area. In order to develop

electrocatalysts with very high activity and durability, an understanding of

those processes at the electrocatalyst/electrolyte interfaces is essential, and

XAFS has been utilized for in situ analysis of various model PEMFC systems

because of the above-mentioned advantages [236, 237, 239, 252, 256–259, 287,

325–330].

7 In Situ SXS and XAFS Measurements of Electrochemical Interface 405



T
a
b
le

7
.3

S
u
m
m
ar
y
o
f
re
ce
n
tl
y
re
p
o
rt
ed

in
si
tu

X
A
F
S
st
u
d
ie
s
at

el
ec
tr
o
d
e/
el
ec
tr
o
ly
te

in
te
rf
ac
es

M
et
h
o
d
s

S
y
st
em

s
B
ea
m
li
n
es

at
S
R
fa
ci
li
ty

R
em

ar
k
s

R
ef
.

X
A
F
S
in

tr
an
sm

is
si
o
n

m
o
d
e

P
t/
A
u
co
re
–
sh
el
l
n
an
o
cl
u
st
er
s

B
L
1
6
B
2
at

S
P
ri
n
g
-8

A
n
ew

sp
ec
tr
o
el
ec
tr
o
ch
em

ic
al

ce
ll

eq
u
ip
p
ed

w
it
h
K
ap
to
n
w
in
d
o
w

[2
8
,
2
7
9
]

S
o
ft
X
A
S
in

tr
an
sm

is
si
o
n

m
o
d
e

L
iq
u
id

w
at
er
,
F
e2

+
/3
+
in

aq
u
eo
u
s

so
lu
ti
o
n
s,
m
et
h
an
o
l–
w
at
er

b
in
ar
y
so
lu
ti
o
n
s

B
L
3
U
at

U
V
S
O
R
-I
II

A
th
ic
k
n
es
s
ad
ju
st
ab
le

sp
ec
tr
o
el
ec
tr
o
ch
em

ic
al

ce
ll

eq
u
ip
p
ed

w
it
h
1
0
0
n
m

th
ic
k
S
i 3
N
4

w
in
d
o
w

[3
6
–
3
9
]

S
X
T
M
,
m
ic
ro
-s
p
o
t
X
A
S

an
d
X
R
F

Io
n
ic

li
q
u
id
/N
i
th
in

fi
lm

in
te
rf
ac
es

T
w
in
M
ic

b
ea
m
li
n
e
at

E
le
tt
ra

[5
3
,
2
8
0
]

X
A
F
S
in

fl
u
o
re
sc
en
ce

m
o
d
e

M
n
O
x
th
in

fi
lm

fo
r
O
R
R
an
d

O
E
R
el
ec
tr
o
ca
ta
ly
st
s

B
L
1
0
.3
.2

at
A
L
S

A
sp
ec
tr
o
el
ec
tr
o
ch
em

ic
al

ce
ll

eq
u
ip
p
ed

w
it
h
1
μm

th
ic
k
S
i 3
N
4

w
in
d
o
w

[5
2
]

S
o
ft
X
A
S
in

to
ta
l

fl
u
o
re
sc
en
ce

y
ie
ld

C
u
0
/+
/2
+
in

aq
u
eo
u
s
so
lu
ti
o
n
s,

g
ra
p
h
en
e
in

aq
u
eo
u
s
so
lu
ti
o
n
s

B
L
8
.0
.1

A
L
S

A
sp
ec
tr
o
el
ec
tr
o
ch
em

ic
al

ce
ll

[5
1
,
2
8
1
,
2
8
2
]

F
lu
o
re
sc
en
ce

X
A
S

L
it
h
iu
m

m
et
al
o
x
id
e
fo
r
p
o
si
ti
v
e

el
ec
tr
o
d
es

B
L
1
0
at

S
R
ce
n
te
r
o
f

R
it
su
m
ei
k
an

U
n
iv
er
si
ty

A
sp
ec
tr
o
el
ec
tr
o
ch
em

ic
al

ce
ll

eq
u
ip
p
ed

w
it
h
7
.5

μm
p
o
ly
im

id
e

w
in
d
o
w

[5
5
]

T
ra
n
sm

is
si
o
n
X
A
F
S

P
t
el
ec
tr
o
ca
ta
ly
st
s
fo
r
O
R
R

X
1
9
A

at
N
S
L
S

A
m
ic
ro
st
ru
ct
u
re
d
P
D
M
S
p
o
u
ch
-

ty
p
e
sp
ec
tr
o
el
ec
tr
o
ch
em

ic
al

ce
ll

[5
6
]

F
lu
o
re
sc
en
ce

X
A
F
S

P
t/
H
O
P
G

B
L
9
A
at

K
E
K
P
F

B
ac
k
si
d
e
il
lu
m
in
at
io
n
fl
u
o
re
sc
en
ce

X
A
F
S

[5
7
]

F
lu
o
re
sc
en
ce

X
A
F
S

S
iz
e-
se
le
ct
ed

P
t
n
an
o
p
ar
ti
cl
es
,

P
t/
R
h
(1
1
1
),
P
t/
A
u
(1
1
1
),

C
u
/A
u
(1
1
1
)

B
L
6
-2

at
S
S
R
L

H
ig
h
-e
n
er
g
y
-r
es
o
lu
ti
o
n

fl
u
o
re
sc
en
ce
-d
et
ec
te
d
X
A
F
S

[2
8
3
–
2
8
5
]

X
A
F
S

F
u
el

ce
ll
re
se
ar
ch

R
ev
ie
w

[2
5
3
]

F
lu
o
re
sc
en
ce

X
A
F
S

P
t/
C
eO

x
el
ec
tr
o
ca
ta
ly
st
s
fo
r

O
R
R
an
d
P
t
m
o
le
cu
la
r
ca
ta
ly
st
s

fo
r
H
E
R

B
L
1
4
B
1
at

S
P
ri
n
g
-8

T
h
in
-l
ay
er

co
n
fi
g
u
ra
ti
o
n

[4
8
]

406 T. Kondo et al.



T
im

e-
re
so
lv
ed

Q
X
A
F
S

an
d
D
X
A
F
S

P
t-
b
as
ed

el
ec
tr
o
ca
ta
ly
st
s
fo
r

O
R
R

B
L
0
1
B
1
,
3
6
X
U
,
an
d
4
0
X
U
at

S
P
ri
n
g
-8

M
E
A
-t
y
p
e
co
n
fi
g
u
ra
ti
o
n

[4
0
,
4
2
–
4
5
]

S
p
at
ia
ll
y
re
so
lv
ed

X
A
F
S

P
t-
b
as
ed

el
ec
tr
o
ca
ta
ly
st
s
fo
r

O
R
R

B
L
3
6
X
U

at
S
P
ri
n
g
-8

M
E
A
-t
y
p
e
co
n
fi
g
u
ra
ti
o
n

[6
9
]

3
D
la
m
in
o
g
ra
p
h
y
–
X
A
F
S

P
t-
b
as
ed

el
ec
tr
o
ca
ta
ly
st
s
fo
r

O
R
R

B
L
4
7
X
U
at

S
P
ri
n
g
-8

M
E
A
-t
y
p
e
co
n
fi
g
u
ra
ti
o
n

[2
8
6
]

T
im

e-
re
so
lv
ed

X
A
F
S
an
d

X
R
D

P
t-
b
as
ed

el
ec
tr
o
ca
ta
ly
st
s
fo
r

O
R
R

B
L
1
6
X
U
,
1
6
B
2
,
an
d
2
8
B
2
at

S
P
ri
n
g
-8

C
o
n
fi
g
u
ra
ti
o
n

[2
5
9
,
2
8
7
]

X
A
F
S

P
t
n
an
o
p
ar
ti
cl
es

X
O
R
9
B
M

at
A
P
S

T
ra
n
sm

is
si
o
n
co
n
fi
g
u
ra
ti
o
n

[2
8
8
]

X
A
F
S

P
t
n
an
o
p
ar
ti
cl
es

X
1
1
A

at
N
S
L
S

M
E
A
-t
y
p
e
co
n
fi
g
u
ra
ti
o
n

[2
8
9
]

F
lu
o
re
sc
en
ce

X
A
F
S

C
u
/A
u
(1
1
1
)
an
d
Z
n
/A
u
(1
1
1
)

S
ta
ti
o
n
1
6
.5

at
S
R
S

T
h
in
-l
ay
er

ce
ll

[2
9
0
,
2
9
1
]

F
lu
o
re
sc
en
ce

X
A
F
S

P
b
/N
i
an
d
S
n
/A
u
(1
1
1
)

B
L
1
6
B
2
at

S
P
ri
n
g
-8

K
ap
to
n
w
in
d
o
w
ce
ll
.
T
h
ic
k
n
es
s
o
f

so
lu
ti
o
n
la
y
er
:
1
m
m

[2
9
2
,
2
9
3
]

F
lu
o
re
sc
en
ce

X
A
F
S

P
d
/A
u

B
L
B
1
8
at

D
ia
m
o
n
d
L
ig
h
t

S
o
u
rc
e

P
d
/A
u
co
re
–
sh
el
l
p
ar
ti
cl
es

p
ai
n
te
d

o
n
to

ca
rb
o
n
p
ap
er

[2
9
4
]

F
lu
o
re
sc
en
ce

X
A
F
S

M
n
O
x
/N
b
:S
rT
iO

3
B
L
1
2
C
at

K
E
K
P
F
an
d

B
L
0
1
B
1
at

S
P
ri
n
g
-8

T
h
in
-l
ay
er

co
n
fi
g
u
ra
ti
o
n

[2
9
5
–
2
9
8
]

F
lu
o
re
sc
en
ce

X
A
F
S

P
t
m
o
le
cu
la
r
ca
ta
ly
st
s
fo
r
H
E
R

B
L
1
2
C
at

K
E
K
P
F

T
h
in
-l
ay
er

co
n
fi
g
u
ra
ti
o
n

[4
6
]

F
lu
o
re
sc
en
ce

X
A
F
S

C
o
b
al
t
p
h
o
sp
h
at
e
an
d
n
ic
k
el

b
o
ra
te

fo
r
O
E
R

B
L
7
-3

an
d
9
–
3
at

S
S
R
L
an
d

B
L
1
0
.3
.2

at
A
L
S

C
el
l
eq
u
ip
p
ed

w
it
h
IT
O
-c
o
at
ed

P
E
T

w
in
d
o
w

[2
9
9
,
3
0
0
]

X
A
F
S

L
IB

re
se
ar
ch

R
ev
ie
w

[2
5
4
]

X
A
F
S

L
it
h
iu
m

m
et
al

o
x
id
es

fo
r
L
IB

B
L
7
C
an
d
1
1
A

at
K
E
K
P
F

an
d
B
L
0
1
B
1
,
2
8
X
U
,
an
d

3
7
X
U

at
S
P
ri
n
g
-8

E
x
si
tu

X
A
F
S
ch
ar
ac
te
ri
za
ti
o
n

[2
7
4
,
2
7
6
,

3
0
1
–
3
0
5
]

T
o
ta
l-
re
fl
ec
ti
o
n

fl
u
o
re
sc
en
ce

X
A
F
S
an
d

d
ep
th
-r
es
o
lv
ed

X
A
F
S

L
iC
o
O
2

B
L
0
1
B
1
an
d
3
7
X
U

at

S
P
ri
n
g
-8

L
it
h
iu
m

sh
ee
t/

E
le
ct
ro
ly
te
_
S
ep
ar
at
o
r/
L
iC
o
O
2
fi
lm

/

P
la
ti
n
u
m

su
b
st
ra
te

[2
6
8
,
2
6
9
]

(c
on

ti
nu

ed
)

7 In Situ SXS and XAFS Measurements of Electrochemical Interface 407



T
a
b
le

7
.3

(c
o
n
ti
n
u
e
d
)

M
et
h
o
d
s

S
y
st
em

s
B
ea
m
li
n
es

at
S
R
fa
ci
li
ty

R
em

ar
k
s

R
ef
.

T
im

e-
re
so
lv
ed

X
R
D
an
d

X
A
F
S

L
iF
eP
O
4
,
L
iN
i 0
.5
M
n
1
.5
O
4

B
L
0
1
B
1
,
1
4
B
2
,
2
8
X
U
,
an
d

4
6
X
U

at
S
P
ri
n
g
-8

T
ra
n
sm

is
si
o
n
co
n
fi
g
u
ra
ti
o
n

[2
7
0
–
2
7
2
,
2
7
7
]

T
im

e-
re
so
lv
ed

X
A
F
S

L
iF
eP
O
4

X
1
8
A

at
N
S
L
S

C
R
2
0
3
2
co
in

ce
ll

[3
0
6
]

T
im

e-
re
so
lv
ed

X
R
D
an
d

X
A
F
S

L
iF
eP
O
4

B
L
0
1
C
2
at

N
at
io
n
al

S
y
n
ch
ro
tr
o
n
R
ad
ia
ti
o
n

R
es
ea
rc
h
C
en
te
r

C
o
ff
ee
-b
ag

ce
ll
o
r
C
R
2
0
3
2
co
in

ce
ll

[3
0
7
]

X
R
D
an
d
ti
m
e-
re
so
lv
ed

X
A
F
S

L
iF
eP
O
4

B
L
0
1
B
1
at

S
P
ri
n
g
-8

T
ra
n
sm

is
si
o
n
co
n
fi
g
u
ra
ti
o
n

[3
0
8
]

T
im

e-
re
so
lv
ed

X
R
D
an
d

X
A
F
S

L
iM

n
3
O
4
an
d
su
lf
u
r/
ca
rb
o
n

co
m
p
o
si
te

el
ec
tr
o
d
e

B
L
A
2
at
C
H
E
S
S
an
d
X
1
9
A
at

N
S
L
S

C
R
2
0
3
2
co
in

ce
ll
w
it
h
K
ap
to
n

w
in
d
o
w

[3
0
9
]

T
im

e
an
d
sp
at
ia
ll
y

re
so
lv
ed

X
A
F
S

L
iF
eP
O
4

S
A
M
B
A
,
O
D
E
,
an
d
L
U
C
IA

at
S
O
L
E
IL

T
ra
n
sm

is
si
o
n
co
n
fi
g
u
ra
ti
o
n

[3
1
0
]

X
R
D
an
d
X
A
F
S

L
i 2
M
n
S
iO

4
,
L
iF
eS
iO

4
,
an
d

L
i 2
-x
V
T
iO

4

H
A
S
Y
L
A
B
at

D
E
S
Y

T
ra
n
sm

is
si
o
n
co
n
fi
g
u
ra
ti
o
n

[3
1
1
,
3
1
2
]

X
A
F
S

L
iF
eP
O
4
an
d
L
i

(N
i 0
.4
C
o
0
.1
5
A
l 0
.0
5
M
n
0
.4
)O

2

B
ea
m
li
n
e
st
at
io
n
D
o
f
th
e

D
N
D
-C
A
T
(s
ec
to
r
5
)
at

A
P
S

T
ra
n
sm

is
si
o
n
co
n
fi
g
u
ra
ti
o
n

[3
1
3
–
3
1
5
]

X
A
F
S

L
iF
e 0

.4
M
n
0
.6
P
O
4

B
L
7
C
at

P
L
S

T
ra
n
sm

is
si
o
n
co
n
fi
g
u
ra
ti
o
n

[3
1
6
]

X
A
F
S

L
iM

g
0
.0
5
N
i 0
.4
5
M
n
1
.5
O
4

S
ta
ti
o
n
7
.1

at
S
R
S

T
ra
n
sm

is
si
o
n
co
n
fi
g
u
ra
ti
o
n

[3
1
7
]

X
A
F
S

L
iF
e 0

.3
3
M
n
0
.6
7
P
O
4

X
A
F
S
b
ea
m
li
n
e
at
E
L
E
T
T
R
A

T
ra
n
sm

is
si
o
n
co
n
fi
g
u
ra
ti
o
n

[3
1
8
]

X
A
F
S

M
g
/M

g
2
+
at

P
t

B
L
6
.3
.1

at
A
L
S

S
p
ec
tr
o
el
ec
tr
o
ch
em

ic
al

ce
ll

eq
u
ip
p
ed

w
it
h
S
i 3
N
4
w
in
d
o
w

[5
4
]

408 T. Kondo et al.



Important Role of Cocatalysts in Enhancement of the ORR
One of the effective approaches to enhance the ORR activity and reduce the amount

of Pt loading is utilization of cocatalysts in combination with Pt. From the 1990s, a

variety of transition metals [331–337] and metal oxides [338–350] have been used

as cocatalysts and several binary and ternary Pt-based electrocatalysts have been

proved to be more active for the ORR than pure Pt. Recently, cerium oxide (CeOx),

which is known to be an excellent additive for exhaust gas catalysts of automobiles,

has been utilized as a cocatalyst with a Pt catalyst for the ORR in PEMFCs and the

ORR activity has been proved to be enhanced. Although the enhancement effect of

CeOx on the ORR activity was considered to be due to its unique oxygen storage

capability and substantial interaction between Pt and CeOx, the details of the role of

CeOx in the promotion of the ORR was not well understood. To clarify the role of

CeOx in the enhancement of the ORR activity, in situ XAFS measurements at the Pt

LIII and Ce LIII absorption edges of the Pt–CeOx/C catalyst at various conditions

were performed in the fluorescence mode [48]. Figure 7.20 shows normalized

XANES spectra at the Pt LIII edge before and after the pretreatment, that is,

oxidation/reduction cycles in N2-saturated 0.5 M H2SO4 solution and the Ce LIII

edge after each treatment step, respectively.

A peak corresponding to the Pt metal was observed around 11560 eV at the Pt

LIII edge and almost no change was observed before and after the pretreatment,

showing that the amount and oxidation state of Pt were not affected by the

pretreatment. On the other hand, significant change was observed in the XANES

spectra at the Ce LIII edge after the pretreatment.

While typical doublet peaks corresponding to Ce4+ were observed at 5733 and

5740 eV for pure CeO2 powder, confirming that the CeO2 is the dominant species,

an additional peak corresponding to Ce3+ is observed at around 5729 eV in the

spectrum of the Pt–CeOx/C catalyst, showing the formation of Ce3+ species as a

result of the incorporation of Pt.

After the Pt–CeOx/C catalyst was immersed in a 0.5 M H2SO4 solution for the

pretreatment, the absorbance, μt, significantly decreased (inset of Fig. 7.20) and the
peak due to the Ce3+ became dominant, showing the preferential dissolution of Ce4+

species as only the Ce3+ peak was observed. Thus, a Ce3+ species was formed at the

interface when Pt was incorporated with CeO2, and the residual CeO2 was dissolved

in sulfuric acid solution during the pretreatment. The TEM image of the Pt–CeOx/C

catalyst after the pretreatment was presented in a previous report, and it showed the

presence of Pt nanoparticles with a diameter of 3–5 nm coated with a few CeOx

layers.

Figure 7.21 shows the potential-dependent XANES spectra at the Pt LIII edge of

the Pt/C catalyst and at the Pt LIII and Ce LIII edges of the Pt–CeOx/C catalyst. At

the Pt LIII edge, whereas the WL intensities of the Pt/C catalyst gradually increased

as the potential goes more positive than 1.0 V, not much change was observed in the

XANES spectrum of the Pt–CeOx/C catalyst. Since the Pt LIII absorption is attrib-

uted to the transitions of electron from the 2p to the d state, the WL intensity reflects

the amount of d-band vacancies. It suggests that although Pt oxide was formed at

the Pt/C catalyst, the formation of Pt oxide was significantly suppressed at the
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Pt–CeOx/C catalyst. Instead, the shape of the XANES spectra at the Ce LIII of

the Pt–CeOx/C catalyst dramatically changed: at 0.5 V, the doublet peaks

corresponding to Ce4+ are hardly visible and only the peak corresponding to Ce3+

was observed at 5729 eV. When the potential was made more positive than 1.1 V,

not only the Ce3+ single peak but also the doublet peak corresponding to Ce4+

was observed. The potential dependencies of the WL intensity of Pt in the

Pt/C catalyst and the WL intensities of Pt and the intensities of Ce3+ and Ce4+ in
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Fig. 7.20 Normalized

XANES spectra at the (a) Pt
LIII edge of the Pt–CeOx/C

before (blue) and after (red)
the potential cycles and at the

(b) Ce LIII edge of the

Pt–CeOx/C before (blue) and
(red) after immersing in

0.5 M H2SO4 solution for

30 min for the oxidation

reduction cycle (ORC)

together with a reference

spectrum for (black) CeO2

powder. Insets: raw data of

the corresponding

spectra (Reprinted with

permission from [48].

Copyright (2012) American

Chemical Society)
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the Pt–CeOx/C catalyst are summarized in Fig. 7.22. In the case of the Pt/C catalyst,

the Pt surface is partly covered by Pt oxide at the potentials where the ORR takes

place. In contrast, in the case of the Pt–CeOx/C catalyst, formation of the Pt oxide is

significantly suppressed and the Ce3+ species was oxidized to the Ce4+ species as

the potential goes more positive. It was suggested that the Ce3+ species was

oxidized instead of Pt due to the electronic communication between Pt and CeOx

at the Pt–CeOx interface, leading to the suppression of Pt oxide formation.

The ORR activity at the Pt surface is known to be higher than that at the

Pt oxide surface. Hence, it can be concluded that the Pt–CeOx/C catalyst shows

higher electrocatalytic activity for the ORR because the intrinsic catalytic

activity of the Pt surface is exerted through the suppression of Pt oxide formation

by CeOx.

Fig. 7.21 Potential-dependent XANES spectra at the (a, b) Pt LIII and (c) Ce LIII edges of (a) Pt/C
and (b, c) Pt–CeOx/C in a 0.5 M H2SO4 solution saturated with O2 [48]
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Potential-Dependent Structural Changes of Pt-Based Electrocatalysts
for the ORR
Because the fuel cell reactions take place at the electrocatalyst/electrolyte inter-

faces, understanding of various interfacial processes, which affect the reaction

kinetics and stability of the electrodes, is a key to the improvement of cell

performance and durability. Extensive research has been performed to understand

the ORR mechanism and identify the major cause for degradation of the

ORR activity, by various techniques including TEM [351–356], XRD

[357–360], XPS [361–364], and XAFS. The effect of structural changes of the

catalyst layer on the cell performance and degradation of the PEM fuel cell has

been already well documented in review papers [139, 324], and not many new

important findings have been made by XAFS analysis in the last several years.

However, various new techniques have been utilized to confirm those previously

reported results.

Iwasawa and his coworkers utilized DXAFS and QXAFS techniques for in situ

time-resolved analysis of the structural changes of Pt-based electrocatalysts

[40–45]. The time-resolved QXAFS procedure and schematics of the experimental

setup are shown in Fig. 7.23.

XANES and EXAFS of the electrocatalysts were typically recorded every

100 ms and 500 ms, respectively, together with the current response after the

potential step, and the structural parameters such as the WL intensity and coordi-

nation numbers of Pt–O and Pt–Pt bonds were determined for each spectrum by

curve fitting of the normalized XANES and Fourier-transformed EXAFS oscilla-

tions, respectively, to yield the time courses of these parameters [42, 43, 45].

Figure 7.24 shows a typical series of XAFS spectra and time courses of electric

charge and structural parameters.

It should be noted, however, that since the estimated parameters were averages

of the overall Pt species, the change of each parameter was attributed to numerous

Fig. 7.22 Normalized WL intensities of (a) Pt/C and (b) Pt–CeOx/C in a 0.5 M H2SO4 solution

saturated with O2 as a function of the potential in the positive (blue)- and negative (red)-going
scans (Reprinted with permission from [48]. Copyright (2012) American Chemical Society)
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elementary steps including the adsorption/desorption of water, oxygen molecules,

atomic oxygen, and other oxygen species. Moreover, one has to be very careful

about the definition of electron transfer rates in this work. Although detection of

intermediate species at electrode surfaces is one of the most attractive points of in

Fig. 7.23 (a) Procedure for time-resolved QXAFS measurements. Schematics of (b) the exper-
imental setup and (c) in situ XAFS cell (From [40]. With permission from John Wiley and Sons)
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situ dynamic measurements, new species which cannot be detected by conventional

steady-state measurements were not observed at present.

Iwasawa and his coworkers also utilized the QXAFS technique in combination

with mapping [69] and x-ray computed tomography (XCT), namely, 3D

laminography–XAFS [365], to visualize the 2D and 3D distributions of Pt in the

MEA at a micrometer scale before and after durability tests, including oxidation

states and local structures of Pt (Fig. 7.25).

The combination of XAFS and spatially resolved techniques provided experi-

mental support for early reports of phenomenon such as dissolution, migration, and
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agglomeration of Pt during the durability test. In particular, the mapping XAFS

found the segregation of Pt2+ components coordinated with four oxygen species in a

microcrack area of the MEAs.

Oxide Formation Process at Pt-Based Electrocatalysts During the ORR
Degradation of Pt catalysts has been extensively studied, and agglomeration due to

the dissolution/redeposition of Pt catalysts at the ionomer/Pt interface is known to

be the primary origin. It was proposed that the dissolution of Pt was affected by the

potential, particle size of catalysts, and oxide formation. Thus, an understanding of

the oxidation states and local structures of Pt catalysts at an atomic level is essential

to design a long-lived catalyst. Although oxide formation at Pt electrode surfaces

seems a very basic issue not only in fuel cell research but also for fundamental

electrochemistry, it has been discussed for a long period of time [366, 367].
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Imai and his coworkers systematically investigated the oxidation behaviors of

the platinum nanoparticles and platinum skin layers of Pt–Co bimetallic

nanoparticles in sulfuric acid solutions by in situ time-resolved XRD and DXAFS

[259, 287]. The combination of the two complementary techniques enabled them to

track both the structural changes and oxidation state of Pt during the formation of a

few monolayers of Pt oxide. At the early stage of Pt oxide formation, relatively

longer Pt–O bonds, 2.2–2.3 Å, probably corresponding to the adsorption of inter-

mediate species such as OHH and/or OH species, were formed by partial oxidation

of water, and then the surface oxygen species was oxidized to atomic oxygen with a

Pt–O bond length of 2.0 Å. The atomic oxygen was exchanged with an outermost

layer of the Pt nanoparticles, forming an initial monolayer oxide in a α-PtO2-like

structure, that is, place exchange [368]. Finally, the 3D Pt oxide in a β-PtO2-like

structure was formed by repeating the adsorption of oxygen species on the outer-

most Pt, followed by the place exchange.

Kongkanand et al. investigated the oxide formation processes at Pt in perchloric

acid solution in the presence of molecular oxygen and found that place exchange

occurs at a potential more negative than that in the absence of molecular oxygen

[288]. Substantial roughening at relatively negative potentials, probably due to the

place exchange, was also observed by electrochemical STM (EC-STM) only when

O2 was present, and Pt dissolution was significantly enhanced in this case

[369]. Thus, it was proposed that this potential shift may affect the ORR activity

and Pt dissolution. Formation of PtO2 via the place exchange was confirmed in the

MEA configuration where carbon-supported Pt nanoparticles were bound to a

Nafion® membrane by Redmond et al. [289].

4.2.3 In Situ XAFS Characterization of Well-Defined Metal Layers
Deposited on Foreign Metals

Well-defined metal layers deposited on single-crystal electrode surfaces, such as a

UPD metal monolayer, are one of the electrochemical interfaces most studied by

various in situ techniques, including SXS. There are a few advantages of XAFS over

SXS to investigate electrochemically deposited metal layers: (1) XAFS is applicable

not only to single-crystal surfaces but also to nanoparticles, and (2) XAFS can

selectively probe the oxidation state and local structure of the outermost layer by

utilizing bulk penetrating hard x-rays if a well-defined metal monolayer can be

formed on a foreign metal substrate. Currently, determination of the electronic

structure and local geometry of those metal layers on single-crystal surfaces and

nanoparticles is of great interest not only for fundamental science but also for their

potential applications for electrocatalysts in PEMFCs [290, 293, 294, 370, 371].

Vacuum-Deposited Metal Layers on Single-Crystal Surfaces
Friebel and Nilsson et al. prepared a well-defined Pt monolayer on a Rh(111)

electrode by vacuum deposition. After confirming the formation of a perfect 2D

monolayer of Pt, the Pt oxide formation process at the Pt/Rh(111) surface was

investigated by means of the high-energy-resolution fluorescence detection

(HERFD) XAS technique and ab initio multiple-scattering calculations using the
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FEFF code [284]. As compared to conventional XAS spectra, spectral features such

as an increase in both width and intensity of WL due to adsorption of oxygen

species and the formation of Pt oxide are significantly enhanced, so that adsorbed

oxygen species can be distinguished from Pt oxides. Formation of the Pt oxide was

confirmed by a decrease of the number of the Pt–Pt and Pt–Rh bonds and the

appearance of a new peak corresponding to a Pt–O bond. According to the WL

intensity, the coverage of the oxygen species is less than 25 %, implying a relatively

low oxygen affinity. In addition, it was proposed that the Pt oxide formed at the

Pt/Rh(111) substrate is not PtO2, as was proposed in other papers [259, 289]

discussed in section “Oxide Formation Process at Pt-Based Electrocatalysts During

the ORR”, but was actually an ultrathin Pt oxide film composed of square planar

PtO4 with the Pt in a higher oxidation state than in PtO. This contradiction with the

situation for pure Pt nanoparticles is probably due to ligand and strain effects of the

underlying Rh(111) substrate. To study the effect of nanostructuring of the depos-

ited Pt layer on the adsorption strength of chemisorbed species such as atomic

hydrogen and oxygen species (OH groups and atomic oxygen), 3D Pt islands were

prepared on a Rh(111) surface by a wet chemical approach involving a redox

displacement of a Cu UPD monolayer with Pt. On the 3D Pt/Rh(111) surface, the

ligand and strain effects became significantly smaller than on the 2D Pt/Rh(111)

surface due to the formation of multilayers of Pt which can serve as pure

Pt. Consequently, the adsorption energies return to the values found for pure Pt.

Friebel and Nilsson et al. also carried out in situ HERFD XAS of the 3D Pt

islands formed on Rh(111) and Au(111) surfaces, as model systems for bimetallic

electrocatalysts in PEMFCs, at various potentials to elucidate the degradation

mechanism of Pt [372]. Adsorption of oxygen species and the formation of Pt

oxide were slow at the Pt/Rh(111) surface as observed at the 2D monolayer of Pt on

the Rh(111) surface. In contrast, dissolution of Pt was promoted at the Pt/Au(111)

surface because of the mismatch of surface energies, so that Au is preferentially

exposed.

Electrochemically Deposited Metal Layers on Single-Crystal Surfaces
Since the original work of Abruña et al. [226], a Cu UPD monolayer on a Au(111)

surface is one of the UPD metal monolayer systems most studied by in situ XAFS

analysis [226, 373–377]. Not only is the Cu UPD on a Au(111) surface still of great

interest [290, 378] but various other systems [291–293] also. It was proposed that a

Cu adlayer that has Cu adatoms located on threefold hollow sites on the Au(111)

substrate in a (√3 � √3)R30� structure (θsc = 0.67) with coadsorbed sulfate in a

(√3 � √3)R30� structure (θsc = 0.33) was formed prior to formation of a (1 � 1)

structure [290, 375, 376]. A conflicting model, in which Cu adatoms adopt a

(√3 � √3)R30� structure at lower coverage and then transform to a (1 � 1)

structure via a c(5 � 5) structure, was also proposed [373, 374].

Rayment et al. performed in situ XAFS characterization of a Cu UPD monolayer

formed on a Au(111) surface premodified with a self-assembled monolayer (SAM)

of butanethiol [290]. XAFS spectra were collected in both the p- and

s-polarizations. Analysis of the p-polarization EXAFS data suggested that Cu
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ions penetrate between the SAM and Au(111) surface and that Cu adatoms sit on

the face-centered cubic threefold hollow sites of the Au(111) surface with a

coadsorbed overlayer of butanethiol sulfur atoms in a (√3 � √3)R30� structure on
the Cu UPD monolayer. However, the S/N ratio of the spectra obtained in the

s-polarization was too low to allow it to be analyzed and any information about

the Cu-Cu bond, which is perpendicular to the surface normal, was absent

because the EXAFS oscillations at the K absorption edge is polarization sensitive

(see Sect. 3.2.4).

Friebel and Nilsson et al. investigated the interfacial structure of Cu mono- and

multilayer deposited Au(111) surfaces in alkaline solutions and found significant

differences in their redox behaviors [378]. In situ Cu K edge HERFD XAS spectra

of the Cu 1ML/Au(111) and 7ML/Au(111) systems showed that Cu monolayers

deposited on a Au(111) surface are expanded by 12.5 % and their oxidation occur at

more positive potential than pure Cu and structurally relaxed Cu multilayers. It is

thought that Cu monolayers on a Au(111) surface is more stable against oxidation

due to the modulation of the electronic structure caused by the tensile strain. In

addition, the Cu monolayer in a metallic state was directly converted to CuO,

whereas a Cu multilayer was oxidized to CuO via an intermediate Cu2O phase.

They also proposed that deposited Cu atoms are unstable with respect to place

exchange with underlying Au atoms.

Electrochemically Deposited Metal Layers on Nanoparticles
Electrochemically deposited metal layers on nanoparticles have attracted much

attention as more practical materials. Various core–shell-type nanoparticles have

been synthesized to modulate the electronic structure of outermost layers and have

been characterized by in situ XAFS analysis.

Asakura et al. prepared Pt-shell Au-core electrocatalysts on carbon supports by

depositing Pt on Au nanoparticles and found that the ORR activity of the Pt/Au

core–shell electrocatalyst is higher than that of conventional carbon-supported Pt

catalysts [28, 279]. In situ XAFS analysis of the Pt/Au core–shell catalysts was

conducted in a N2-saturated solution at the potential where the ORR takes place in

an O2-saturated solution. Although XANES spectra at the Pt and Au LIII absorp-

tion edges can provide useful information of their d-band states, the Pt LIII edge

EXAFS oscillation for the Pt/Au core–shell catalysts cannot be measured to

perform a reliable curve-fitting analysis because Au LIII edge rises only

ca. 350 eV above the Pt LIII edge. Thus, XAFS spectra at the Pt and Au K edges

were measured in the present work. According to the analyses of EXAFS oscil-

lation by two-shell curve fitting, in the Pt/Au core–shell catalysts, the coordina-

tion number of Pt–Pt is much smaller than that of Au–Au, confirming a core–shell

structure in which more Pt than Au is on the surface. One may expect that the

Pt–Pt bond length would be elongated due to the strain effect from the underlying

Au since the lattice constant of Au is longer than that of Pt. However, both the

Pt–Pt and Au–Au bond lengths for the Pt/Au/C were smaller than those for

corresponding metal foils. They attributed this unusual result to the contraction

of the Au core induced by strong Pt–Pt bonds and claimed that the formation of
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contracted core–shell catalysts is a primary reason for the improved ORR activity.

Although all the measurements were performed in the absence of O2, the effect of

O2 on the core–shell structure seems very important because recent studies have

suggested that Pt dissolution was significantly enhanced in the presence of O2, as

introduced in section “Oxide Formation Process at Pt-Based Electrocatalysts

During the ORR” [288, 369].

Russell et al. prepared Au-core Pt-shell nanoparticles by twomethods based on the

combination of thiol encapsulation and displacement of a Cu UPD layer with Pd:

(1) a Cu UPD layer was first formed on Au nanoparticles prepared by a thiol

encapsulation method and then displaced with Pd ions, and (2) a Cu UPD and its

displacement with Pd were simultaneously performed in a one-pot method [294]. In

situ Au LIII and Pd K edge XAFS measurements of these Pd/Au nanoparticles were

carried out at various potentials. At the Au LIII edge for both samples, only Au-Au

bonds were detected and Au–Pd bonds were absent. In addition, the coordination

number and bond length of the first shell Au–Au bond are independent of the applied

potential, showing the formation of Au cores. At the Pd K edge, both Pd–Pd and

Pd–Au bonds were observed, confirming the formation of a Pd-core Au-shell struc-

ture. When the potential was swept to �0.655 V vs. Hg/Hg2SO4, at which hydrogen

absorption in the Pd lattice occurs, expansion of the Pd–Pd bond was observed only

for Pd/Au (1) system, suggesting the formation of segregated Pd islands at the Au

core surface. In contrast, such expansion of Pd–Pd bonds was not observed for the

Pd/Au (2) system, and the coordination number of Pd–Pd is smaller than that of

Pd–Au, showing the formation of a Au core surrounded by alloyed Pd/Au shell.

4.2.4 In Situ XAFS Characterization of Materials for Rechargeable
Batteries

Rechargeable LIBs hold a prominent position as electrical energy storage devices

in a sustainable energy scheme. Lithium-transition metal complex oxides

(Li metal oxides) are the most widely used positive electrode materials. One of

the most important requirements as positive electrodes for LIBs is a reversible

lithiation/delithiation capability without drastic structural changes, which is a

determining factor for long-term durability. To date, most research has focused

on the improvement of battery performance by synthesizing new materials for

positive electrodes. However, an understanding of the reaction mechanism,

including undesirable side reactions, may provide new insights to design more

reliable positive electrode materials. The usefulness of the in situ XAFS analysis

for energy devices such as batteries and fuel cells had been recognized early [25],

and it is still one of the major applications [254].

Phase Transition and Valence Change of Transition Metal in Positive
Electrodes During Charging/Discharging Processes
Many groups have used in situ XAFS, often in combination with XRD, to inves-

tigate the electronic and local structural conversion of transition metals in various

Li metal oxides such as LiCoO2 [268, 269, 274], LiNixMn1-xO4 [270, 277],

LiMn3O4 [309], LiFePO4 [271, 272, 306, 308, 310, 379], Li2-xVTiO4 [312],
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LiFexMn1-xPO4 [316, 318], LiNixCuyMn2-x-yO4 [380], Li2MnSiO4 [311],

Li2FeSiO4 [273, 311], Li3V2(PO4)3 [381], and other complicated oxides [315,

317] induced by lithiation/delithiation processes. Although the target materials

are different, most of the recent studies are basically repetitions of the work

performed by Nakai et al. in the 1990s [260–267].

LiCoO2 has been the most widely used positive electrode material in LIBs since

its development by Goodenough and his coworkers [382, 383]. Takamatsu

et al. carried out the in situ XAFS analysis of LiCoO2 for the first time after the

initial charging and discharging process in the total-reflection fluorescence mode

[268]. Two incident angles were adopted to obtain information not only from the

surface (�3 nm to the surface) but also from the bulk (greater than 100 nm to the

surface). In situ XANES spectra showed that Co ions in the bulk underwent a

reversible interconversion between Co3+ and Co4+ after charging and discharging

processes, suggesting that the layered structure was maintained. In contrast to the

bulk, when the material was soaked in a 1:1 volumetric mixture of ethylene

carbonate and diethyl carbonate containing 1 M LiClO4, surface Co ions of

the LiCoO2 were reduced and were oxidized by charging. The oxidized Co ions

did not recover to the original state after discharging. The authors attributed this to

the initial degradation of the electrode, although the resulting material was not

identified. Later, they reported that this initial degradation can be avoided by

coating the LiCoO2 surface with a ZrO2 layer [269].

Time-resolved in situ XAFS techniques have been utilized to track the dynamic

electronic and local structural changes of the LiFePO4 during electrochemical

lithium extraction and insertion [271, 272, 306, 308]. During the extraction/inser-

tion of Li, an isosbestic point was observed, confirming the two-phase reaction

between Li-rich (LiFePO4) and Li-poor (FePO4) phases. The corresponding tran-

sient change of the lattice constant was successfully observed by time-resolved in

situ XRD [271, 272, 307, 384].

Abruña et al. carried out in situ XAFSmeasurements ofMn3O4 during insertion and

extraction of Li to identify the structure of the Mn oxide species in each process

[309]. The authors more quantitatively assigned electrochemical features to specific

reactions, although most of the other researches mainly paid attention to the phase

transitions and valence changes of the metal oxides during lithiation/delithiation and

their reversibility. As a result, a significant fraction of the charge was consumed not by

the desired lithiation/delithiation in the Mn oxide compounds but by conversion

reaction of non-Mn-centered species.

Komaba and his coworkers have also extensively applied XAFS to a new class

of electrode materials not only for rechargeable lithium batteries but also for

sodium ion batteries, such as Nb2O5 [385], FeF3 [386], Na1-xNi0.5Mn0.5O2 [387]

and Li2MnO3-LiCoO2-LiCrO2 [388].

4.2.5 Other Applications
The photoelectrochemical and photocatalytic HER, the oxygen evolution reaction

(OER), and the carbon dioxide reduction reaction on semiconductors have been

extensively studied because of the interest in solar to chemical energy conversion.
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Most of the semiconductors with a suitable bandgap for solar energy conversion

are corrosive in aqueous solutions and are not catalytically active for these

complicated multi-electron transfer reactions. Although many groups have exam-

ined the modification of the semiconductor surfaces by catalytic layers with

metals, metal oxides, and/or organic molecules, both the efficiency and durability

are still very far from practical use. A critical requirement for its practical use is

the development of highly efficient and durable catalysts from earth-abundant

materials.

Various interesting processes are involved in the photoelectrochemical and

photocatalytic multi-electron transfer reactions, such as light absorption, formation

of electrons and holes, transfers of those carriers to the reaction sites, and multi-

electron transfer reactions. Hence, an understanding of the structural change and

oxidation states of those materials during photoelectrochemical and photocatalytic

processes is still very important from the viewpoint of fundamental science, and in

situ XAFS measurements have been utilized to identify the local structure and

oxidation states of reaction active sites.

Photoelectrochemical Hydrogen Evolution Reaction
Recently, we have demonstrated that an efficient photoelectrochemical HER can be

achieved at Si(111) electrodes modified with an ordered molecular layer containing

viologen moieties and a Pt complex as electron transfer mediator and catalyst,

denoted as a Pt–V2+–Si(111) surface [389, 390]. A hydrogen-terminated Si(111)

surface was modified with the multilayer of viologen moieties by sequential surface

chemical reactions, and the viologen-modified Si(111) surface was then immersed

in an aqueous solution containing K2PtCl4 to replace the counteranions of viologen

moieties with PtCl2�4 by an ion exchange reaction, to yield the Pt–V2+–Si(111)

surface, as shown in Fig. 7.26.

The HER rate is significantly enhanced after the incorporation of Pt complexes

within the molecular layer. Since the HER took place at a potential much more

negative than the redox potential of most Pt complexes, e.g., +0.51 V vs. Ag/AgCl

for PtCl2�4 , we concluded that the Pt complexes were reduced to form Pt metallic
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Fig. 7.26 Schematic illustration of surface modification steps to produce a Pt–V2+–Si(111)

surface (From [46]. With permission from John Wiley and Sons)
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nanoparticles and that Pt metallic nanoparticles are the actual catalyst for the HER

[390]. However, such nanoparticles were not observed by SEM, and the peak

position of the Pt 4f peaks in the XPS spectrum of the Pt–V2+–Si(111) surface

after use for the HER was at a higher binding energy than that of Pt in the metallic

state by ca. 2 eV. Thus, since these observations suggested that the Pt complexes

serve as a molecular catalyst without being converted into Pt nanoparticles, in situ

PTRF-XAFS analysis of the Pt–V2+–Si(111) surface was performed to precisely

identify the local structure and oxidation state of the Pt catalysts [46]. Figure 7.27

shows the XANES and EXAFS oscillations of the Pt–V2+–Si(111) surface in air

and in contact with 0.1 M Na2SO4 solution at various potentials, together with

those for K2PtCl4 and Pt foil as references.

In the Pt–V2+–Si(111) surface measured in air, a small shoulder which is

characteristic of Pt–Cl bonds was observed just above the WL peak in the

XANES spectra, and the period of EXAFS oscillations is in reasonable agreement

with that for K2PtCl4, confirming that PtCl4
2� was successfully inserted into the

molecular layers. When the Pt–V2+–Si(111) surface was kept at 0 V and the

potential goes more negative, the shoulder attributable to the Pt–Cl bonds gradually

decreased and disappeared at �0.6 V. In addition, three waves in the region of

k = 8 � 12 of the EXAFS oscillation weakened and became two waves at�0.6 V.

These results showed that the Pt–Cl bonds were replaced by oxygen species but

no Pt–Pt bonds were formed, which was supported by a FEFF simulation. Thus, Pt

nanoparticles were not formed even when the HER took place and the Pt complexes

Fig. 7.27 XANES and EXAFS oscillations of the Pt–V2+–Si(111) surface in air and in contact

with 0.1 M Na2SO4 solution at various potentials, together with those for K2PtCl4 and Pt foil as

references (From [46]. With permission from John Wiley and Sons)
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acted as molecular catalysts for the HER while confined within the molecular layer.

Probably, the migration and aggregation of Pt complexes to form Pt nanoparticles

were inhibited since the complexes were separated by molecular layers.

Photoelectrochemical Water Oxidation for Photocatalytic Water Splitting
Modification of semiconductor surfaces by metal oxides is an effective approach to

enhance the catalytic activity for multi-electron transfer reactions. Among the

various metal oxides, Mn oxides, which are analogs of the water oxidation center

of photosynthesis, CaMn4Ox, bound to the Photosystem II (PSII), have attracted

much attention, not only because of their high electrocatalytic activity for the water

oxidation reaction, i.e., OER, but also because of the interest in a unique role of

CaMn4Ox in the water oxidation.

A variety of Mn-based compounds were synthesized, but most of them tested in

homogeneous solution did not catalyze the OER. Recently, Hocking and coworkers

synthesized a tetranuclear manganese cluster embedded in a Nafion matrix, inspired

by the CaMn4O4 cluster of PSII, and achieved efficient catalytic activity for the

OER [391–395]. They also demonstrated its reversible interconversion between a

reduced Mn2+ state and disordered Mn3+/4+ oxide phase by XAFS analysis, as

shown in Fig. 7.28.

Whereas a reduced Mn2+ state was formed by dissociation of the cluster upon

photoirradiation, a disordered Mn3+/4+ oxide phase was formed by reoxidation

Fig. 7.28 XANES spectra at the Mn K edge of a Nafion-coated [Mn4O4L6]
+-loaded glassy carbon

(state 1) without any treatment and after (states 2 and 4) keeping the potential at 1.0 V vs. Ag/AgCl

in 0.1 M Na2SO4 aqueous solution and (states 3 and 5) irradiation (From [391]. With permission

from Nature Publishing Group)
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under an applied positive potential. They proposed an analogy of this cycle to the

Mn biogeochemical cycling where the formation of solid Mn3+/4+ oxides by the

bacterial oxidation of the soluble Mn2+ species and photoreduction of the oxides to

the soluble Mn2+ species cycles take place. They also suggested the future possible

capability of Mn-based compounds as self-healing water oxidation catalysts.

Yoshida and Kondoh et al. measured in situ XAFS at the Mn K absorption edge

of the photodeposited MnOx layers on n-type SrTiO3 substrates in collaboration

with our group and found that the absorption edge was gradually shifted to a higher

energy during photoirradiation (Fig. 7.29) [295, 297].

Fig. 7.29 XANES spectra at

the Mn K edge of the

photodeposited MnOx on

n-type SrTiO3 in Ar-saturated

0.1 M Na2SO4 solution at (a)
0.5 V and (b) 0 V vs. RHE

under UV irradiation

(Reprinted with permission

from [297]. Copyright (2014)

American Chemical Society)
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This shift was observed at a potential more positive than 0.5 V where photoexcited

holes can be transferred to the interface, and the shift became more pronounced as the

potential wasmademore positive. This shift was attributed to the oxidation of theMnOx

due to the injection of the photoexcited holes as schematically shown in Fig. 7.30.

One would expect, however, that the oxidation states of the MnOx need to be

maintained because the photoexcited holes are consumed to oxidize water immedi-

ately after their injection into the MnOx if it serves as an active catalyst for the OER.

In addition, since all the experiments were performed in the conventional step-scan

mode under potentiostatic conditions, only relatively slow structural changes were

detected at present, while photoinduced processes are generally much faster than

the time constant. In order to clarify these points, time-resolved in situ measurements

are desirable to track the dynamic photo-responses of the XANES spectra.

Jaramillo and his coworkers synthesized a nanostructured Mn oxide film which

serves as an electrocatalyst not only for the ORR but also for the OER [396] and

identified the active sites during these reactions by in situ XAFS measurements

[52]. A disordered Mn3
II,III,IIIO4 and a mixture of two types of MnOx, ca. 20 % of

unchangedMn3
II,III,IIIO4 and 80 % of more oxidized phase, were observed under the

ORR and OER conditions, respectively.

Fig. 7.30 Possible models for photoexcited carrier transfer from SrTiO3 to MnOx at (a) 0 V and

(b) 1.0 V vs. RHE under photoirradiation (Reprinted with permission from [297]. Copyright

(2014) American Chemical Society)
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The structures and oxidation states of other electrocatalysts for the OER such as

cobalt phosphate [299] and nickel borate [300] have also been investigated by in

situ XAFS measurements.

5 Conclusions and Future Perspective

The application of surface x-ray scattering (SXS) and x-ray absorption fine structure

(XAFS) techniques using synchrotron radiation (SR) to structural studies at elec-

trode/electrolyte interfaces was described, from fundamental principles and experi-

mental methodologies to reviews of recent topics. In order not only to fundamentally

understand electrochemical reactions such as surface reaction of the electrodes,

crystal growth, metal deposition/dissolution, and corrosion but also to apply accu-

mulated electrochemical knowledge to the modern nanotechnology such as batteries,

fuel cells, sensors, and molecular devices, we need to know the potential-dependent

structures present at the electrode/electrolyte interface, with both high spatial and

high time resolution. For this purpose, it is essential to combine these in situ SXS and

in situ XAFS techniques with scanning probe microscopies (SPMs) and several

optical spectroscopies, in addition to theoretical calculations. When the sensitivity

and the resolution of these in situ in real-time structure analysis techniques based on

the technological developments increase and combination with other methods pro-

ceeds, nanotechnology will be more advanced; for example, energy density and

lifetime of the batteries will become higher and longer, respectively, and sensitivity

and size of the sensors will become higher and smaller, respectively. Therefore,

advances in these techniques lead to our future prosperity.
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1 Definition of the Topic

Near-edge X-ray absorption fine structure (NEXAFS) spectroscopy probes directly
or indirectly the photoabsorption cross section of a system under study as a function
of the photon energy around the core–shell ionization thresholds. When the photon
energy matches the difference between the core level and an unoccupied valence
level, the photoabsorption cross section increases. The core levels are associated
with particular atoms within the system under the study; therefore, NEXAFS
spectroscopy appears to be a very sensitive probe of physicochemical and structural
properties of molecules and materials. It has been intensively applied to investigate
gaseous, liquid, and solid species. In this chapter, we describe methods to perform
gas-phase NEXAFS spectroscopy of large systems, such as nanoparticles, clusters,
and biopolymers, as well as of ionic species. We also review recent research findings.

2 Overview

The development of third-generation synchrotron radiation (SR) sources, providing
extremely bright and energy-resolved X-ray beams, established NEXAFS spectros-
copy as a powerful and widely used technique to investigate electronic and structural
properties of both organic and inorganic samples of increasing complexity. Partic-
ularly, gas-phase NEXAFS studies allow for an investigation of well-defined targets
prepared under desired conditions.

Unfortunately, gas-phase NEXAFS spectroscopy of large species such as bio-
polymers (e.g., proteins and DNA) and nanoparticles, as well as ionic species, is
experimentally very challenging due to great difficulties in both bringing large
molecules or particles intact into the gas phase and providing high-enough target
density, photon flux, and interaction time needed to distinguish K-shell excitation
processes. Only recently, the development of new experimental techniques has
allowed performing gas-phase NEXAFS of nanoparticles, biopolymers, and ionic
species.

Herein, we present the basic principles of NEXAFS spectroscopy and describe
the state-of-the-art experimental approaches that allow for NEXAFS spectroscopy of
large biopolymers and nanoparticles isolated in the gas phase. Finally, we present
some key research finding spanning from relatively small biomolecules to large
biopolymers and nanoparticles.

3 Introduction

NEXAFS spectroscopy has been used to study systems of increasing complexity,
from small isolated molecules to large biological objects and materials; and it has
been successfully applied to gaseous, liquid, thin-layer, nanoscopic, and solid
targets. There is a substantial literature on the subject, from comprehensive
graduate-level textbooks presenting both the fundamental principles and the
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applications of NEXAFS spectroscopy (e.g., [1]) to more specialized reviews that
deal with, for example, the application of the technique in studying thin organic films
and liquids [2] or DNA components [3]. Herein, the focus is on recently developed
NEXAFS action spectroscopy of ionic targets as well as large species such as
nanoparticles and biopolymers isolated in vacuo.

The strength of inner-shell spectroscopic techniques is based on the excitation of
core-level electrons providing a highly localized nature of the triggering process and,
thus, sensitive and selective probe of the electronic, chemical, and structural prop-
erties of the system [4]. With this aim, NEXAFS spectroscopy of thin molecular
films has been used in recent years to investigate properties of large biologically
important molecules, such as proteins, for example [5–9]. However, spectroscopic
study of solid or aqueous samples may be limited in cases where intrinsic electronic
and structural information is to be measured without interferences from the environ-
ment. Moreover, condensed matter samples may suffer severe radiation damage
from the energetic X-ray radiation, which, in turn, may affect the results (see [10]
and references therein). Gas-phase spectroscopy, on the other hand, allows studying
isolated system in vacuo under well-defined conditions. Furthermore, a constant
sample renewal practically prevents any radiation damage effects. Nevertheless, the
crucial issue here is the kind of objects that can be transferred and isolated in vacuo
with a high-enough density for inner-shell spectroscopy to be efficiently conducted.

There are tremendous amounts of results from gas-phase NEXAFS spectroscopy,
which has been routinely performed on relatively small targets that can be easily
brought into the gas phase. This incredible rise of the X-ray-based spectroscopy is
dominantly due to the increasing number of new-generation bright SR sources.
However, gas-phase X-ray spectroscopy of large targets has been reported only
recently, after development of modern methods allowing for bringing such large
species into the gas phase. For example, one way to obtain an intact protein in the gas
phase and to submit it to X-rays is to use the electrospray ionization (ESI) [11],
where protonated or deprotonated protein ions are extracted into the gas phase
directly from the solution. Nevertheless, since the ionic target density is too low to
measure the photon beam attenuation, NEXAFS spectroscopy must be performed as
an action spectroscopy, by indirectly recording processes resulting from the X-ray
absorption. A very efficient action spectroscopy is based on tandem mass spectrom-
etry (MS2). With the advent of modern ionization techniques, MS2 has become one
of the most powerful tools to probe the structure of biopolymers [12]. In MS2 a
desired ionic compound is isolated, activated, and mass analyzed. NEXAFS MS2 is,
therefore, based on recording the tandem mass spectra produced upon photon
activation of the precursor ions, as a function of the photon energy scanned around
the core ionization edge. Figure 8.1 schematically presents soft X-ray absorption
processes, leading to the formation of a core hole triggering either resonant or normal
Auger decays and resulting in ejection of Auger electrons and ionization of the
precursor, which, finally, can be detected by mass spectrometry (see Sect. 4.2.4 for
more details).

The principles of SR sources are described in Sect. 4.1. The common spectro-
scopic techniques are presented and shortly described in Sect. 4.2. The sources of
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gas-phase targets are described in Sect. 4.3. Typical experimental setups for coupling
the sources of large gas-phase targets with the synchrotron X-ray beam are the
subject of Sect. 4. Finally, key research findings are reviewed in Sect. 5.

4 Experimental and Instrumental Methodology

4.1 X-Ray Sources

4.1.1 Synchrotron Radiation Facilities
There are many different ways to produce X-ray photons, from laboratory X-ray
tubes to the latest generation of synchrotron radiation storage rings and free-electron
lasers. In this chapter, we will concentrate on accelerator-based sources. Synchrotron
radiation (SR) is an electromagnetic radiation produced by the acceleration of
charged particles of relativistic velocities. SR is intimately connected to a high-
energy particle accelerator. Indeed, SR is the main mechanism of energy lost by the
accelerated particles, due to photon emissions all along their trajectories. Ivanenko
and Pommeranchuck in 1944 [14] and independently Schwinger in 1946 [15, 16]
have reported the theory of SR for circular particle accelerators. SR has been
observed for the first time in 1946 at the General Electric synchrotron in the United
States. However, due to the complexity of the accelerator technologies and also to
the dedication of these machines primarily to high-energy physics, it was only in the
1960s that SR was used for the first time for spectroscopic studies [17–20]. There-
after, storage rings started to be progressively dedicated to SR studies, and due to the
specific properties of SR light, synchrotron facilities have become one of the most
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Fig. 8.1 Schematic representation of the X-ray K-shell excitation/ionization of a multiply proton-
ated protein ion, followed by Auger decays and production of ionized cations that are detected in the
experiment (Adopted from Milosavljević et al. [13])
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useful sources of spectroscopic studies in the twentieth century. Kuntz et al. [21] give
a good overview of the early stages of SR development but also the basis of
synchrotron radiation theory. The important properties of SR are:

1. A wide wavelength coverage, from THz to hard X-rays. Moreover, with the
advent of the third-generation installations (see below), SR radiation can be
optimized over a given energy range (vacuum ultraviolet, soft X-rays, hard
X-rays).

2. A high brilliance, due to the high collimation of the emitted radiation.
3. The time structure of the pulsed light.
4. An adjustable polarization, from classic linear polarization with the electric vector

parallel to the orbit plan (classic bend magnet radiation) to various polarizations
including circular or elliptical (by using an insertion device such as an undulator;
see below).

Figure 8.2 depicts a typical third-generation synchrotron storage ring, such as
SOLEIL, the latest French synchrotron facility. The electron bunches are created by
an electron gun and then first accelerated in the LINAC (linear accelerator) up to
100 MeV. Then, they are brought to the nominal energy of the storage ring in the
booster ring (2.75 GeV, in the case of SOLEIL). When they reach this final energy,
they are injected into the storage ring, which is composed of a succession of straight
sections connected by bending magnets. Compared to second-generation installa-
tions, which use exclusively the bending magnets to produce SR radiation, the third
generations use magnetic insertion devices such as undulators or wigglers [22–24],
made with a periodic structure of dipole magnets. In this case, the electron bunches
experience a periodic magnetic field that radially accelerates them several times,
giving them an oscillatory trajectory and thus producing SR. This radiation is orders
of magnitudes higher than the one produced by a standard bending magnet. More-
over, by adjusting the design parameters of the insertion device, the emission can be
optimized in a narrower region around the photon energy of interest [25]. As an
example, a brilliance of 1015 photons/s 0.1 % bw mm2 mrad2 can be achieved in the
soft X-ray regime, thanks to insertion devices, such as the Apple II. These kinds of
photon fluxes have made possible new studies on low-density samples under
vacuum by different spectroscopic techniques and will be discussed below.

With the forthcoming generation of storage rings, the ultimate storage ring light
sources [26], the diffraction limit of the machine electron optics should be achieved.
With the decrease in the horizontal emittances thus reached, an additional gain of
several orders of magnitude in brilliance is expected compared to existing light
sources, and therefore new studies on gas-phase isolated biomolecules, clusters, and
nanoparticles, which are particularly photon demanding, should be boosted. In
particular, pump–probe experiments involving optical lasers would be facilitated.

In parallel with the development of synchrotron light sources, another type of
installation based on the same technology is developing. Free-electron laser (FEL)
sources use a linear accelerator followed by one or more undulators in series, in
which the electron bunches are dumped after they emit their SR pulse. Initially used
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in the IR or in the VUV and EUV ranges, in the last decade, the X-ray FELs made
available high-intensity femtosecond X-ray pulses of coherent SR to the user’s
community. The brilliance of FELs are orders of magnitudes higher than existing
or future storage rings. As an example, the LCLS installation is capable of reaching
an average brilliance of 1022 photon/s 0.1 % bw mm2 mrad2. These X-ray pulses are:

• Ultra-intense
• Coherent
• Ultrashort
• Having a high spatial resolution

These properties have made possible single-shot diffraction experiments of labile
objects such as biomolecules or membrane proteins [27, 28] but also of nanoscale
objects such as viruses [29–31] or soot particles [32]. The possibility of coupling
diffraction techniques (structural information) with spectroscopic or spectrometric
techniques is very promising.

4.1.2 Soft X-Ray Beamlines
SR, after being emitted by an undulator or a bending magnet, is collected tangen-
tially to the storage ring into a beamline, which comprises a set of optical and
mechanical devices used to transport, select the photon energy, and focalize the
monochromatic light to the desired area in the experimental chamber. The
new-generation synchrotrons can host more than 20 beamlines, each one specializ-
ing in specific scientific fields. We will concentrate in this chapter only on the soft
X-ray beamlines opened to users and that are specialized in dilute matter studies.
Presently, there are 16 soft X-ray beamlines of this type around the world. With the

Fig. 8.2 Schematic drawing of a third-generation synchrotron machine (SOLEIL synchrotron,
France)
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later-generation beamlines, the synchrotron beam can be focused into a spot with
dimensions of around a few hundred micrometers; even focusing to a few tens of
micrometers can now be easily achieved. Also, the geometric dimensions of these
synchrotron beams at the focal point are now matching the dimension of nanopar-
ticle beams (few hundreds of micrometers) or even liquid microjet beams (tens of
micrometers). Moreover, the brilliance on the sample can reach 1013 photon/s mm2

0.1 % bw mrad2. The resolving powers of the photon beam have also increased.
Nowadays, a beamline designed for high resolution can reach a maximum resolving
power of 100 000.

4.2 General Techniques

4.2.1 X-Ray Absorption Spectroscopy
NEXAFS spectroscopy is a commonly used technique in gas phase or surface
science experiments [1]. A core electron is excited to an unoccupied molecular
orbital or to the continuum, and then a de-excitation occurs, via Auger decay or
fluorescence, to fill the core hole created. In the soft X-ray regime and with low
Z-elements, the fluorescent channel remains weak. Usually in NEXAFS spectros-
copy, spectra exhibit π* or σ* resonances when the energy difference between the
core level and one unoccupied molecular orbital equals the photon energy. Addi-
tionally, Rydberg series converging toward the K-edge ionization threshold may also
be observed for isolated species. Thus, information about the electronic structure
may be obtained from such experiments. Moreover, with NEXAFS spectroscopy,
specific bonds such as C–C, C=C, C=O, etc., can be identified. It is important to
note that the position of the σ* resonances compared to the absorption onset has been
related to the bond length [33–35]. The simplest way to measure NEXAFS spectra is
to record total ion or electron yields as a function of the photon energy. A basic setup
consists of two polarizable grids that attract the cations (or the electrons, depending
on the chosen mode), a multichannel plate chevron stack, and a 50 Ω adapted full
metal anode.

The absorption of a photon just below or just above the core ionization threshold
promotes a molecule to an energetic core-excited state that dominantly relaxes via
Auger decay [10, 36, 37]. Below the threshold, the core electron is promoted to an
unoccupied molecular orbital, triggering the resonant Auger decay or an X-ray
fluorescence process [37], leading mostly to a single-ionization process (an Auger
electron emission) [10] but also a multiple ionization. When the photon energy is
above the core ionization threshold, the core electron is ejected directly into the
ionization continuum, and the system may relax via a normal Auger decay, produc-
ing a multiply charged ion (emission of both a core ejected and Auger electron(s)). In
all cases, X-ray absorption produces ionized species that can be detected by means of
mass spectrometry methods (see Fig. 8.3). Fine-tuning of the photon energy over the
resonant excitation energies and the core ionization threshold may result in a drastic
change in the fragment ion yields, since the intensive ionization/fragmentation is
actually triggered by the resonant photon absorption or the ionization.
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In the case of relatively small gaseous molecules, X-ray absorption generally
leads to an intensive fragmentation of the target. Therefore, the results represent
partial-ion-yield curves of selected fragments, possessing rich spectroscopic struc-
ture below the ionization threshold corresponding to the excitation energies of the
target molecule. Also, doubly charged fragment ions have increased yield above the
ionization threshold. The application of X-ray absorption mass spectrometry has
been limited until recently only to relatively small molecules, owing to difficulties to
place in gas-phase large species such as neutral biomolecules (see the Introduction
and the following section about sources of gas-phase targets).

4.2.2 X-Ray Photoemission Spectroscopy
With NEXAFS spectroscopy, there is no analysis of the kinetic energy (EKin) of the
electron detected. Indeed, the absorption cross section is a sum over all the electrons
ejected belonging to shells with a binding energy (EBD) lower than or equal to the
photon energy (EPhoton). In photoemission experiments, the kinetic energy of the
electron is analyzed. The relation between the kinetic energy (EKin) of the emitted
electron and the binding energy (EBD) is given by Eq. 8.1:

Fig. 8.3 Schematic representation of the experimental setup used for the partial-ion-yield mea-
surements (Reprinted from Guillemin et al. [38]. # IOP Publishing. Reproduced with permission.
All rights reserved)
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EKin ¼ EPhoton � EBD (8:1)

Various kinds of spectrometers have been developed in order to analyze the kinetic
energy of the emitted electrons [39, 40]. Either the time of flight of the electron is
measured and its correspondent kinetic energy is calculated or energy-dispersive
elements (electrodes) are used to deflect the electrons according to their kinetic
energy. In this last case, an electron lens system is needed to collect, transport, and
focus the photoelectrons on the entrance slit of the analyzer. Information on the
electronic structure of matter can be obtained through measurement of the electron
binding energies and their chemical shifts [41]. Atoms and molecules [42, 43],
clusters [44–50] or nanoparticles, and bulk material [51–56] are investigated with
this technique. As shown by Eq. 8.1, for a given electronic state, increasing the
energy of the incoming photon will increase the kinetic energy of the emitted
electron. Moreover, according to the universal inelastic mean free path curve of an
electron, the surface sensitivity can be tuned. This is an important point, as it
explains the extreme surface sensitivity of nanoparticle studies in the soft X-ray
regime (see Sect. 5.3).

4.2.3 Coincident Measurements
Compared to conventional electron spectroscopy, an electron–electron or
electron–ion coincidence measurement is always much more powerful in providing
a direct view of the interaction processes [57–62]. Different experimental setups are
used with soft X-ray synchrotron radiation [60, 63–65]. One of the key points in such
a measurement requires that both electrons and ions are collected and detected as
efficiently as possible, hence to maximize coincidence efficiency. Fragmentation of
gas-phase molecules [62] or small biomolecules (see Sect. 4.1), clusters [66, 67],
condensed matter [68–71], and nanoparticles [52] has been investigated with this
technique.

4.2.4 X-Ray Action Spectroscopy of Trapped Ions
Recently, the use of ion-trapping devices has attracted a growing interest, as it allows
performing mass and charge-selected spectroscopy [72]. These experiments are
sequential in nature. Ions of interest are generated in a variety of ion sources
(described in Sect. 4.3.3), which may be pulsed (such as laser desorption) or
continuous (such as electrospray ionization). The ions are then selected and stored
in an appropriate ion trap. When the storage capacity of the trap is reached, X-ray
beam from a beamline is admitted to the trap and irradiates the ions for a controlled
amount of time. After the interactions, the ion trap is emptied, and its content
analyzed. The whole sequence is described in Fig. 8.4.

The steps described in Fig. 8.4 may be repeated several times until satisfactory
statistic is reached before the photon energy is changed and the cycle is reiterated.

The ion spectroscopy experiments belong to the class of action spectroscopy, in
which specific photophysical or photochemical reaction giving a detectable product
ion is used to derive partial yields over the photon energy range of interest [10, 73,
74] (see Fig. 8.5). Thus, monitoring each particular process as a function of the
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photon energy offers the possibility to selectively study molecular core-level pro-
cesses. Nevertheless, great care should be taken to avoid sequential two-photon
reactions, in which photoproducts absorb a photon and react. Usually, the yields of
photoproducts are maintained low enough for these sequential reactions to be
negligible. When the photon energy is scanned over the K-edges, in analogy with
NEXAFS spectroscopy, the technique has been referred to by a group as near-edge
X-ray absorption mass spectrometry (NEXAMS) [73].

4.3 Sources of Gas-Phase Targets and Their Coupling
with X-Ray Beam

4.3.1 Neutral Molecules
Relatively small molecules and biomolecules, existing as liquids or solids at room
temperature and possessing low vapor pressure, are commonly vaporized into the
gas phase and introduced into the vacuum conditions using ovens. The design of the
oven must ensure, on the one hand, an increased vapor pressure needed to produce a
satisfactory high intensity of the molecular beam, and on the other hand, it must
prevent overheating and thermal decomposition of the molecules. In the case of
crossed-beam experiments, the oven design also needs to ensure the formation of a
geometrically well-defined target molecular beam. More details about the design of
the ovens can be found in a number of previous publications and books (e.g., see [75]
and references therein).

Experiments using ovens should be carefully performed when thermally fragile
targets are investigated, such as some amino acids or oligosaccharides, for example.
Still, with a fine regulation of the temperature, this approach may have some
advantages over other soft-evaporation techniques. For example, Touboul

Fig. 8.4 The typical time
frame of an ion trap-based
experiment. Ion production
may be either pulsed
(as depicted by the dashed
lines) or continuous (solid
line)
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et al. [76] have recently investigated VUV photoionization of gas-phase amino acids
adenine and cytosine. In this work, the authors have compared two different tech-
niques to obtain intact gas-phase amino acids, namely, a temperature-controlled oven
placed under vacuum and an aerosol setup coupled to a thermodesorber module (see
section “Aerosol Technique Used for Neutral Biomolecule Production”). They
concluded that although the aerosol thermodesorption allowed for lower sample
consumption while still providing a satisfactory sensitivity, it resulted on relatively
lower overall experimental energy resolution in comparison with the oven vapori-
zation followed by beam expansion, due to the higher internal energy deposited on
the neutral target molecules. It should be noted, however, that the same authors [76]
suggested that the aerosol thermodesorption technique could be improved and be

Fig. 8.5 Schematic representation of the near-edge X-ray absorption tandem mass spectrometry
experimental method using a linear ion trap fitted with an ESI source (Reprinted with permission
fromMilosavljević et al., The Journal of Physical Chemistry Letters (2012) 3, 1191 [10]. Copyright
(2012) American Chemical Society)
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more suitable for large and thermolabile neutral biological compounds (nucleotides,
oligopeptides, polysaccharides, etc.).

4.3.2 Nanoparticles and Large/Fragile Neutral Biomolecules
and Clusters

Laser Ablation
One way to isolate nanoparticles or clusters is to produce them directly under the
vacuum. For example, a pulsed laser may be focused on a rotating target sample
comprising a rod or disk of the material under study, which is placed in front of a
molecular beam nozzle where a carrier gas is expanding [77]. This expansion is
either free or confined in a channel (from a few millimeters in diameter to over a
centimeter long) in order to reach a higher average of the cluster size distribution.
Nanoparticles with a diameter of a few nanometers can be generated. The beam is
then skimmed before entering the spectrometer chamber. However, to obtain suffi-
cient energy per pulse, mostly nanosecond or picosecond low repetition rate lasers
(from 10 to 1000 Hz) are used. The very unfavorable duty cycle (the SR is usually
pulsed around few hundred of MHz) may account for small number of studies using
this technique with SR [78].

Aerosol Techniques
There are different kinds of nanoparticle generators (atomizers, vibrating orifices,
etc.), each one with their specificity and optimized for a certain type of nanoparticle.
Some are able to disperse directly nanoparticle powders, while others produce liquid
droplets containing nanoparticles, such as those developed to study aerosols.

Usually, the nanoparticle sample is diluted in water or alcoholic solution. The
solution is sprayed at the atmospheric pressure via an atomizer into small droplets,
which contain the nanoparticles. The atomization is based on the Venturi effect,
where a high-velocity gas (usually air with a pressure of 1–2 bar expanding through a
diaphragm of few hundred microns) sucks the solution through a capillary placed
orthogonally to the gas flow. The liquid is then transformed into small droplets under
the action of the high-velocity jet. This generator is well suited to nanoparticles with
a diameter of 10–2000 nm. Densities of particles from 106 up to 108 particles/cm3

can be reached. It is the most commonly used method in synchrotron studies owing
to its continuous mode of generation, but also because constant particle size distri-
bution is generated. One drawback is the relatively high quantity of nanoparticles
needed for an experiment. Indeed, concentrations around 1 g/L are usually required,
which prevent from using of nanoparticles that cannot be produced in high quantity
or those with a high cost. To remove the solvent, the aerosols pass through diffusion
dryers, made of a stainless steel mesh tube surrounded by silica gels. After solvent
removal, the dried nanoparticle beam is sent to the aerodynamic lens (see sec-
tion “Aerosol Technique Used for Neutral Biomolecule Production”, Fig. 8.6) to
be focused under vacuum. The aerosol distribution exiting an atomizer is polydis-
perse in size.
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For smaller-sized nanoparticles, from 2 to 100 nm, an electrospray source (see
section “Aerosol Technique Used for Neutral Biomolecule Production”) followed by
an ionizer (radioactive source or X-ray lamp) can be used. In this case the suspension
of nanoparticles with a buffer is pushed through a capillary. The electric field applied
to the capillary tip creates a Taylor cone producing small droplets. A sheath flow of
CO2 and air transports the droplets to a chamber, where their high number of charges
created by electrospray ionization will be reduced by the ionizer source. The sheath
flow participates also in the evaporation of the solvent. At the end, a very narrow size
distribution of nanoparticles (almost monodispersed) can be reached, with a density
of up to 107 particles/cm3. The liquid consumption compares favorably to that
required for an atomizer source. However, this type of source has not been used
often in a synchrotron facility. This is probably because only a 210Po ionization
source was available when those experiments started, which leads to difficulties due
to nuclear safety regulations. This problem was recently solved by the possibility of
using an X-ray lamp as an ionizer. However, as will be discussed in section “Aerosol
Technique Used for Neutral Biomolecule Production”, the difficulty of focusing
under vacuum nanoparticles with a diameter smaller than 30 nm represents a major
limitation in the use of the electrospray as a conventional nanoparticle source for soft
X-ray synchrotron studies.

Turbo Pump

Aerodynamic lens

1000 mbar

Aerodynamic lens

103 mbar 106 mbar

Interaction region

Nanoparticles

Turbo Pump

Fig. 8.6 Top: schematic drawing of an aerodynamic lens to focus a nanoparticle beam under
vacuum. Bottom: details of the current aerodynamic lens used by PLEIADES beamline [79] and a
picture of the easily interchangeable apertures and spacers that allow quick switching between
different lens geometries
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Aerosol Technique Used for Neutral Biomolecule Production
Kevin et al. [80] demonstrated for the first time that an aerosol technique could be
used to produce under vacuum fragile neutral biomolecules in order to be studied by
SR. The biomolecule is simply dissolved into a solution (1.5 g/L), which is sprayed
with an atomizer. After passing through the diffusion dryer, the aerosol of
bio-nanoparticle has a size distribution centered on 280 nm. After being focused
under vacuum by an aerodynamic lens (Fig. 8.6), the nanoparticle beam impacts a
hot tip placed a few millimeters from the synchrotron beam, in the spectrometer
chamber. The hot tip is usually a rod of a few millimeters in diameter and made from
copper or porous tungsten (for better efficiency of vaporization). A proportional–in-
tegral–derivative controller drives a heater cartridge to adjust and stabilize the
temperature. The bio-nanoparticles, impacting the hot tip, are flash vaporized and
create an almost continuous plume of neutral, intact biomolecules, if the temperature
of the hot tip is properly chosen. Peptides, polypeptides (such as gramicidin), fragile
organic molecules, and beta-carotene have been produced [76, 80–83]. One draw-
back of this technique is the perturbation induced by the hot tip on the pulsed high-
voltage fields applied to the mass spectrometers to extract the photoions, inducing a
loss in its resolution. If only mass spectrometry is required, decoupling the position
of the ion created by the SR and the ion’s mass spectrometer acceleration region has
solved this problem [84]. Flash vaporization of bio-nanoparticles has been used only
with VUV SR as an ionization source. An attempt to use this technique with the soft
X-ray photon was tried at PLEIADES beamline (see Fig. 8.7). A reflectron time-of-
flight spectrometer was used to detect any ions coming from the ionization of the
neutral parent molecule. If it was still possible to detect ion signals for photon energy
up to 100 eV (corresponding to the maximum photon flux of the beamline),
measurements around the different K-edges were not successful. This is probably
due to the difference in ionization cross sections between valence electrons and core
electrons. Also, it seems that the density of neutral molecules created by this
technique is insufficient to be able to run experiments that include electron spec-
troscopy or coincidence measurement.

Coupling Nanoparticle Sources to X-Ray Beam
The development, by McMurry and coworkers [85–88], of aerodynamic lens sys-
tems built from a succession of orifices with decreasing diameters along the stream
flow marked an important milestone in the possibility of focusing particles under
vacuum. Indeed, the submillimeter-sized particle beams created this way are intense,
due to the high transmission efficiency of the lens over a wide range of NP diameters
(30–1000 nm), and collimated, which make them particularly compatible with under
vacuum diagnostic techniques such as mass spectrometry or photoelectron
spectroscopy.

In brief, an aerosol source (see Sect. 4.3.2) transfers into gas phase, from the
atmospheric pressure, NPs mixed with a carrier gas (air, N2, He, Ar, etc.). After
passing through a diffusion dryer, the aerosol obtained is directed by a split flow
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device into three different flows: one going to the aerodynamic lens system, one to a
granulometry analyzer for characterization of the nanoparticles’ concentration and
size distribution, and one toward a gas exhaust line to equilibrate the gas flow. The
gas–particle mixture enters the aerodynamic lens via the critical orifice (or chocked
inlet orifice), a calibrated hole of around 200 μm, followed by a relaxation chamber.
Its role is to fix the mass flow rate into the system and to reduce the ambient pressure
to the operating pressure of the lens system. Focusing is accomplished by successive
compression and expansion of a carrier gas through the series of coaxial orifices (thin
plates) with different diameters (in the millimeter range). The NPs are progressively
separated from the gas streamlines, due to the inertia principle, and focused along the
lens symmetry axis. After exiting the accelerating nozzle of the lens into a differen-
tially pumped chamber, the collimated nanoparticle beam passes through a skimmer

Fig. 8.7 Signal of tryptophan obtained at 100 eV at the PLEIADES beamline by the technique of
flash vaporization of bio-nanoparticles. Left: without nanoparticle beam. Right: when the particles
impact the hot tip. At this high photon energy, the parent molecule is completely dissociated

8 Gas-Phase Near-Edge X-Ray Absorption Fine Structure (NEXAFS) Spectroscopy of. . . 465



to reach the interaction region inside the spectrometer chamber. The skimmer, in
this case, does not skim the nanoparticle beam, but has a role of limitation of
conductance to assure that the pressure in the spectrometer does not exceed
10�5 mbar. The nanoparticle beam, focused with the aerodynamic lens, provides a
continuously renewed sample. Charging effects, or degradation of the sample via
interaction with energetic radiation, cannot happen in this case. Figure 8.6 shows a
principle drawing of a typical aerodynamic lens arrangement and a dismounted lens
from [79].

The aerodynamic lens is able to focus nanoparticles into a beam of diameters
< 500 μm (FWHM). The beam is also highly collimated (sometimes less than
1 mrad). Different types of aerodynamic lenses exist, which have been experimen-
tally [86, 87, 89–92] or theoretically [85, 88, 93–95] characterized. Theoretical
simulations are complex and therefore are mainly limited to spherical nanoparticles,
quite often far from the real object under study, considering, for example, soot or
agglomerated particles. One important parameter is the Stokes number, which
describes a particle’s behavior in fluid flow when they are meeting an obstacle,
such as the element of an aerodynamic lens. This dimensionless number is a ratio
between the characteristic of the particle and the characteristic of the obstacle. It can
be express as the ratio between the kinetic energy of the nanoparticle and the
dissipated energy due to the friction forces with the fluid. If the Stokes number is
equal to zero, the particles will follow perfectly the fluid flow, but if the Stokes
number is much bigger than one, the particles are not influenced by the fluid flow and
they can impact either the diaphragm or the inner part of the lens and be lost. In
reference [85], different trajectories of an identical set of particles are presented, but
with different Stokes numbers. The best focalization is achieved with a Stokes
number equal to one. In order to test new geometries of lenses, Wang and McMurry
developed an “aerodynamic lens calculator” simulation software, where the geom-
etry of the lens can be defined, as well as the different conditions of operation (carrier
gas properties, nanoparticle properties, and lens conditions) [91].

Each set of orifices with different diameters will be able to focus different sizes of
particles. Ideally, by stacking a sufficient number of orifices, an aerodynamic lens
should be able to focus a wide range of nanoparticles. The lens geometries cited
above are able to focus and have transmission efficiencies close to 100 % for
particles with diameters above 30 nm. Below 30 nm, the Brownian motion of the
nanoparticles starts to play a non-negligible role and tends to defocus the beam
inside the lens, but also after the nozzle, which degrades the density and collimation
of the created beam. Being able to create an intense beam of nanoparticles with a
diameter below 10 nm is of crucial importance, since size and quantum effects start
to be present only in particles close to nanometer size [52, 96]. It is important to note
that most of the first calculations on a particle’s trajectories inside the aerodynamic
lens did not take into account diffusion effects [85, 86, 88]; this has been corrected
by newest studies [94, 95, 97]. However, it is possible to find lenses that have been
designed especially for focusing particles to below 30 nm [93, 98–100]. Another
approach, concerning charged nanoparticles, is to use the radio-frequency ions guide
technique to store and concentrate the nanoparticle at the SR interaction region
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before their analysis. Various kinds of nanoparticles have been studied with this
technique, which is more complex than a simple aerodynamic lens but does not have
a size limitation [101–104]. Also, different synchrotron radiation-based experimen-
tal setups with an aerodynamic lens system can be found [52, 79, 82, 84, 105].

4.3.3 Ionic Species
Today, the variety of ion sources available is very important, with new developments
appearing regularly and giving easier access to new classes of molecules. A typical
ion source comprises a desorption/desolvation method to place the species of interest
in the gas phase, and an ionization means to produce charged species. It is, however,
possible to categorize ion sources into two main classes: atmospheric pressure
ionization (API) sources and vacuum sources.

Sources functioning under reduced pressure include electron impact ionization of
vapor gas phase, as used by Thissen and coworkers [106]. This method, which may
be either pulsed or continuous, is applicable to gases and to sample with a sufficient
vapor pressure. Electron beam ion trap (EBIT) sources create highly charged ions at
rest by passing high current density electrons into drift tubes in which ions are
confined by magnetic and electrical fields [107]. An EBIT source has been used by
Epp and coworkers to perform soft X-ray spectroscopy on trapped highly charged
ions [108]. Lau and coworkers have used magnetron sputtering by argon atoms of
targeted metallic species to produce intense beams of neutral and ions
[109]. Gas-phase aggregation is achieved in a volume cooled by liquid nitrogen
and leads to an abundant cluster production. Owing to the relatively high flow of
gases, the source has to be vigorously differentially pumped by high-capacity
turbomolecular pumps. Laser vaporization has also been successfully used to pro-
duce intense cluster ion beams [110] suitable for spectroscopy at FLASH [50].

API sources are newcomers in this field and are based on the generation of ions at
atmospheric pressure prior to their introduction into the vacuum through an orifice or
a capillary differentially pumped. These ion sources have been successfully used by
Giuliani and coworkers [72] and by Schlathölter and coworkers [73, 111]. Both of
these groups have taken profit from the capabilities of electrospray ionization (ESI)
to place in the gas-phase variety of molecules and clusters [112]. The mechanism of
ESI has been a subject of considerable study [11, 113]. In ESI, a solution containing
a molecule of interest at concentrations of 10�4 to 10�6 mol/L is pushed through a
stainless steel needle at flow rates typically in the 1–20 μL/min. The needle is
polarized at 3–5 kV with respect to the sampling orifice of the mass spectrometer.
In combination with ion funnels, high ionization and transmission efficiencies can be
reached for electrosprayed ions [114]. Nanospray ionization, a variation on the
theme of electrospray, has drastically reduced consumption of matter, as flow rates
in the nanoliters per minute are required.

Other API ion sources appear particularly interesting, although they have not
been used for ion spectroscopy purposes. Atmospheric pressure photoionization
(APPI) is a method giving access to very hydrophobic compounds [115] and has
proven its potential in ionization of polycyclic hydrocarbons and fullerenes [116].
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Coupling the Ion Sources with the X-Ray Beam
The main difficulty encountered when performing mass-selected ion spectroscopy
lies in the confinement of high-enough quantity of ion in a precise region of space
where the interaction with the incident X-ray photon beam will take place. Photon
sources of high brilliance are required for this kind of spectroscopy, such as delivered
by SR sources and FELs. Three different kinds of experimental arrangements have
been combined with SR and FELs to perform X-ray spectroscopy: crossed-beam,
merged-beam, and ion-trapping setups.

Historically, mass and charge-resolved action spectroscopy has been achieved
using the so-called merged-beam technique. This method was developed by Peart
and coworkers in the 1970s for the study of electron impact processes on atomic ions
[117]. Later on, the method was adapted to the study of photoionization processes
using synchrotron radiation by Lyon and coworkers using the Synchrotron Radiation
Source (SRS) at Daresbury, UK [118]. In merged-beam experiments, ions, produced
from a plasma ion source, for example, are accelerated, selected by a magnetic mass
filter, and merged over tens of centimeters with monochromatic photons from
synchrotron radiation beamlines. Ion current in the 1–100 nA is produced after
mass selection at keV kinetic energy. Both ion and photon beams are allowed to
interact over 50 cm or more, in the μs time range [119–121]. Figure 8.8 presents a
typical merged-beam setup, as found on the PLEIADES beamline at SOLEIL
[122]. Fairly high target densities are obtained, but relatively elevated background
is generated by collisions of the fast ions with residual background gases. The use of
ion-trapping devices for X-ray spectroscopy has brought an interesting and

Fig. 8.8 Scheme of the MAIA merged-beam experimental setup on the PLEIADES beamline. The
ion optics used for the ion beam transport are represented in red. ECRIS electron cyclotron ion
source, E einzel lens, St set of horizontal and vertical steerers, S collimating slits, FC Faraday cup,
ED electrostatic deflector, IR interaction region, EQ electrostatic quadrupole, SR synchrotron
radiation, PD photodiode (Figure graciously provided by Jean-Marc Bizau, Orsay)
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complementary alternative to merged-beam setup for atomic, cluster, and molecular
ion studies [106, 121, 123].

Photoelectron spectroscopy has appeared as a subsequent development of the
merged-beam setup, with the pioneering work of Bizau and coworkers at Super
ACO in the 1990s in the VUV [124, 125]. However, recently crossed-beam arrange-
ments have appeared at FLASH for photoelectron studies on anions in the VUV
[126] and soft X-ray range [50]. In this kind of arrangements, ion beam is crossed
with the FEL radiation from FLASH. The photoelectron distributions are measured
with a hemispherical electron analyzer, as shown in Fig. 8.9, and ions are time-of-
flight analyzed. By matching the ion acceleration and the delay-line detectors with
the FEL pulsing frame, photoelectrons can be assigned to a specific ion mass,
without upstream ion selection.

Ion traps are devices using a combination of electric and/or magnetic fields to
confine charged species in vacuum. These devices, widely used in various fields of
analytical mass spectrometry, have found applications in spectroscopy [72, 74,
127–129]. Several setups based on ion trapping have been used to probe ions in
the X-ray regimes, using Penning traps [106, 130, 131], Paul traps [73, 111, 132] or
linear ion traps [10, 109, 133].

Ion-trapping experiments complement advantageously the merged-beam tech-
niques. First, these devices can be associated with a variety of ion sources, such as
electron impact ionization in vapor phase, sputtering sources, laser desorption, or
electrospray ionization. Second, ion traps compensate for a lower amount of ions in

Fig. 8.9 Experimental setup for cluster ion photoelectron spectroscopy (Reprinted with permission
from Bahn et al. [50]. # IOP Publishing & Deutsche Physikalische Gesellschaft. CC BY-NC-SA)
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the interaction region by longer interaction times, which may be extended up to tens
of seconds. Third, ion traps may be associated with other mass analyzers in hybrid
instruments, such as with time of flight or as stand-alone spectrometers. Finally, the
ability to repeat n-times the selection and activation steps opens up the possibility to
do successive tandem mass spectrometry (MSn).

The first coupling of an ion trap with synchrotron radiation was originally
reported in 1991 by Kravis and coworkers [134]. In this experiment, performed at
the National Synchrotron Light Source facility in Brookhaven (USA), the authors
investigated inner-shell photoionization and sequential ionization of atomic
dications produced by electron impact and stored in a Penning trap. In this
pioneering work, the incident radiation was not monochromatic, which complicated
the analysis of the results. The first coupling of ion-trapping devices with mono-
chromatic synchrotron radiation appeared almost simultaneously using a Penning
trap at Elettra (Italy) [106] and a linear ion trap at Bessy (Helmholtz-Zentrum
Berlin, Germany) [133]. In the Elettra experiment, a portable FT-ICR mass spec-
trometer (MICRA) was coupled to the gas-phase beamline [106]. Xenon radical
cations were produced by electron impact on xenon inside the trap and were
selected subsequently. Irradiation of these precursor ions with monochromatic
radiation in the extreme UV proved to be possible and is compared favorably
with merged-beam experiments. The MICRA mass spectrometer has very appeal-
ing capabilities. Its high mass resolving power of 73,000 may be very useful to
separate signal from the background. However, FT instruments suffer from lower
dynamics than ion-counting mass spectrometer, which makes detection limits
around 200 ions [131]. Nevertheless, the magnetic field used in Penning trap to
confine the ions has been elegantly used to perform X-ray magnetic circular
dichroism using the 7 T from the Bruker APEX mass spectrometer [131]. Fig-
ure 8.10 shows the setup, which was placed 4 m downstream the U52-PGM at
Bessy. Clusters were prepared by laser desorption on a rotating foils combined with
adiabatically expansion under vacuum of the clusters mixed with helium. XAS
measurements were performed with linear polarized radiation and XMCD with
circularly polarized radiation.

Alternatively, linear ion traps offer the advantage of higher detection dynamics
and higher column density, as interaction lengths up to 265 mm have been achieved
[109]. In this last setup, presented in Fig. 8.11, storage and irradiation take place in a
linear ion trap, and ion detection is achieved by a time of flight, giving a mass
resolving power of 300 in the Wiley–McLaren configuration and 1700 in the
reflectron configuration [109]. A similar coupling, based on a Paul trap and time-
of-flight detection of the ions, has been coupled to VUVand soft X-ray beamline [73,
132, 135, 136].

In 2012 Milosavljevic et al. [10, 137] reported the coupling of a commercial
linear ion trap with synchrotron radiation beamlines in the soft X-rays at the
SOLEIL synchrotron radiation facility, as shown in Fig. 8.12. This commercial
machine (LTQ XL from Thermo Finnigan) allows performing isolation, storage,
irradiation, and detection using the same linear ion trap device, making the system
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very compact. The quadrupole consists of rods with a hyperbolic profile, and each
rod is cut into three axial sections of 12, 37, and 12 mm length [138]. The ion
trapping is achieved by a combination of DC and RF fields applied to each rod. The
ion ejection is made through 0.25 mm height slots that had been cut along the
middle side electrodes. The ejected ions are converted using conversion dynodes
and the electron signal detected by two electron multipliers. Such ion ejection is
mandatory for the irradiation of the ion packet. This mass spectrometer is able to
reach a mass resolving power above 25,000 [139]. The LTQ from Thermo operates
in a helium gas bath at 10�3 mbar inside the trap, in contrast to the other
ion-trapping systems for which helium was pulsed to collisionally cool the ions.
Such a permanent helium pressure in the trap has been shown to lead to minor
evaporation of weakly bound clusters [112]. Another interesting feature of this
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Fig. 8.10 XMCD setup based on a Bruker APEX III mass spectrometer for metal cluster X-ray
spectroscopy (Reprinted from Peredkov et al. (2011) Journal of Electron Spectroscopy and Related
Phenomena, 184, 113 [131]. Copyright (2011), with permission from Elsevier)
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commercial instrument is the availability of various ion sources, such as atmo-
spheric pressure chemical ionization (APCI), atmospheric pressure photoionization
(APPI), atmospheric pressure matrix-assisted laser desorption/ionization
(AP-MALDI), and electrospray ionization (ESI). Such a diversity of reliable ion
sources allows accessing a variety of targets, ranging from biomolecules
[140–144], weakly bound aggregates [145, 146], or clusters [112].

Fig. 8.12 Scheme of the coupling of a LTQ XL mass spectrometer with the soft X-ray beamline
PLEIADES at SOLEIL synchrotron facility (Adapted with permission from Milosavljević
et al. [137])

Fig. 8.11 Setup based on a linear ion trap (Reprinted from Hirsch et al. [109]. # IOP Publishing.
Reproduced with permission. All rights reserved)
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5 Key Research Findings

5.1 Small Biomolecules

Gas-phase NEXAFS spectroscopy of biologically relevant molecules has attracted a
great deal of attention in recent years. The general idea is that gas-phase experiments
of relatively small molecules under very well-defined conditions can provide a
fundamental understanding of the structure and physicochemical properties of
certain compounds, as well as reliable data sets on their interactions with X-ray
irradiation. The latter can serve as a benchmark for theoretical modeling and,
hopefully, an extrapolation of the conclusions to real biological objects, thus
allowing modeling their interaction with X-rays. As an introduction to gas-phase
NEXAFS spectroscopy of large vital biopolymers such as DNA/RNA and proteins,
discussed in more detail later on, this subsection reviews recent results on bio-
molecules representing building blocks of biopolymers. These relatively small
molecules such as nucleobases and amino acids can be brought into the gas phase
by using simple thermal vaporization techniques (Sect. 4.3.1) and studied by inner-
shell spectroscopy. We also include a short paragraph (Sect. 5.1.2) reviewing recent
results on partial-ion-yield spectroscopy of small organic molecules, which is out of
scope of the present work. However, the experimental technique and the character-
istic ion yields are relevant to the X-ray absorption tandem mass spectrometry of
large biomolecules presented in Sect. 5.5.

5.1.1 Gas-Phase X-Ray Spectroscopy of DNA Components and Amino
Acids

Nucleic Acid Components
A number of studies on X-ray interaction with isolated DNA and RNA nucleobases
or with some of their derivatives have been reported so far, since a beam of free
nucleobases in the gas phase can be routinely formed using ovens and submitted to
tunable X-ray synchrotron radiation. A more detailed review on the recent progress
in the application of synchrotron-based spectroscopic techniques such as NEXAFS,
for the study of nucleic acids, can be found in Wu et al. [3].

Bolognesi et al. have performed both X-ray photoemission and NEXAFS spec-
troscopy of pyrimidine and halogenated pyrimidines, supported by calculations
[147–149]. The authors assigned and tabulated detailed N and C K-edge spectro-
scopic results, presenting core excitation energies obtained both from the experiment
and from the calculations, for pyrimidine and substituted pyrimidines. They have
shown that in fact all the carbon and nitrogen atoms in pyrimidine are affected by
halogenation due to the higher electronegativity of the halogen atoms compared to
substituted hydrogen. For example, a chemical shift of the π* core excitation to
higher energies at the substituted C atom due to an antiscreening effect has been
observed; also, the substitution of an H atom with a larger halogen atom induces a
chemical shift of the σ* core excitation to lower energies due to an increase of the
bond length [148]. Moreover, using resonant Auger electron-ion coincidence
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spectroscopy, Bolognesi et al. [149] have shown that the fragmentation of pyrimi-
dine triggered by a resonant core excitation depends only on the final state of the
singly charged ion.

Comprehensive gas-phase core-level studies on other isolated nucleobases,
including cytosine, uracil, and guanine, as well as their derivatives, have also been
performed recently. Feyer, Plekan, and coauthors have investigated tautomerism in
cytosine, uracil, guanine, 4-hydroxypyrimidine, S-methyl-2-thiouracil, and
2-thiouracil [150–154]. They have shown, for example, that population of tautomers
in the gas phase can significantly vary over the nucleobases and that a substitution of
hydrogen by a halogen atom can strongly influence the dominance of particular
tautomer. It should be also noted that Hua et al. [155] performed first calculations of
the N 1s NEXAFS spectra of the guanine and cytosine nucleobases and their
tautomers in order to investigate the potential of NEXAFS analysis to study
hydrogen-bond structure in DNA.

Fragmentation of DNA components following core ionization has been also
investigated in the Kukk group using synchrotron radiation in combination with
coincident detection of energy-resolved electrons and mass-resolved ions. They have
investigated site-selective carbon core ionization of gas-phase pyrimidine deriva-
tives [156], thymine and uracil and its derivatives [157, 158], and even thymidine
[159], which is the only neutral nucleoside to be investigated by X-rays in vacuo due
to its higher vapor pressure. The use of coincident spectroscopy allowed authors to
resolve an intensity of specific fragmentation channels as a function of the initial
core ionization site and the correlation between the ionized site and the bond
breakage locations. Moreover, in the case of a more complex thymidine molecule,
the authors reported a strong difference between valence and core ionization-induced
fragmentation, demonstrating a specificity of X-ray interaction with biomolecules
[159]. Along the same line of research, the group also investigated fragmentation of
DNA and RNA sugars following C 1s and O 1s ionization [160].

Amino Acids
Gas-phase X-ray spectroscopy of amino acids has been attracting great deal of
attention in recent years, since these biomolecules are still small enough to be
brought into the gas phase relatively easily using classical temperature-controlled
ovens, in contrast to their polymers – peptides and proteins. Recent studies include
coincident X-ray spectroscopy [161–163], as well as both core-level photoemission
and C, N, and O K-edge NEXAFS spectroscopy [164–167].

NEXAFS spectroscopic studies of isolated gas-phase amino acids allow for an
investigation of inherent properties of these compounds, without intermolecular
interactions occurring in solid or solvated samples that inevitably influence their
electronic structure and physicochemical characteristics. On the other hand,
gas-phase NEXAFS spectroscopy of relatively short chains of amino acids
(peptides) also allows for a controlled study of the intramolecular interactions in
biopolymers defining their structure and properties. For example, Feyer et al. [164]
reported detailed comparison between NEXAFS spectra of isolated amino acid
glycine (Gly) and a corresponding dipeptide glycylglycine (see Fig. 8.13). The
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later study is important as investigating the influence of polymerization of amino
acids to the NEXAFS spectra. Figure 8.14 presents NEXAFS C, N, and O K-edge
spectra of Gly-Gly compared to Gly [164]. The calculated transitions are also
indicated in the same figure. The might of NEXAFS spectroscopy is that it is
chemically sensitive – the resonant transitions associated with different C, N, and
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O atoms (chemical shift) can be distinguished, which is particularly expressed in the
case of the resonant transition to π*CN orbital either from N1 or N2. Moreover, the
dimerization of the molecule and its three-dimensional rearrangement also affect the
NEXAFS spectra, as with the internal hydrogen bonding between NH2 and NH
groups, the resonance associated with the N1 1s ! π*CN transition shifts with
respect to Gly by �0.6 eV to a lower photon energy.

5.1.2 Partial-Ion-Yield Spectroscopy of Small Biomolecules
The absorption of a soft X-ray photon by a relatively small gaseous molecule
produces a highly energetic core-excited state, which dominantly decays by a
nonradiative Auger process leading to molecular ionization and intensive fragmen-
tation due to the Coulomb repulsion [38]. Below the core ionization threshold, the
resonant photon absorption thus leads to an increased fragment ion yield, allowing
for NEXAFS action spectroscopy. Furthermore, the possibility to monitor the yield
of a selected ionic fragment as a function of the photon energy – the partial-ion-yield
spectroscopy [38, 168] – offers a number of advantages with respect to total electron
or total ion yield such as investigating channels that are highly selective with respect
to different types of resonances or detecting transitions otherwise hidden. This
method has been applied to study very interesting phenomena but, until recently,
only to small gaseous organic molecules such as formic acid [38] or phenol [169].

5.2 Clusters

Gas-phase clusters are a logical bridge between isolated species in the gas phase and
bulk materials. Inner-shell spectroscopy can provide deep insight into the electronic
structure of clusters thanks to its chemical specificity. The technique has proven to be
a very powerful tool for gas-phase spectroscopy and surface science, but its appli-
cation to clusters, either free or immobilized, is recent. For clusters, it is well known
that the bulk picture is at least partially inadequate. Indeed, in clusters a large part of
the atoms belong to the surface, where the electronic structure is different from the
rest of the material [170]. The study of cluster properties as a function of size
provides fundamental insights of importance in chemistry and physics. The first
observation of metal clusters in an ion trap was made by laser vaporization [171].

5.2.1 Atomic Clusters
Gas-phase optical spectroscopy of isolated clusters is not a trivial task. Measurement of
photon beam attenuation through dilute sample represents a straightforward mean of
accessing optical and magneto-optical properties of isolated cluster ions. Such mea-
surements have been reported for Mn+ [172, 173] and silver cluster ions using cavity
ring-down spectroscopy [174, 175]. However, the so-called photon-trap method is
hitherto restricted to the near UVrange. Using action spectroscopy, Lau and coworkers
have reported the first X-ray absorption of size-selected free metal clusters [109,
133]. This group has studied a variety of mass-selected atomic cluster ions produced
by a sputter-magnetron gas-aggregation source, such as titanium [133, 176], vanadium
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[131, 133, 176], cobalt [131, 133, 176], chromium [109, 176],manganese [176], silicon
[177, 178], iron [176], nickel [179], and niobium [131]. Following X-ray
photoabsorption, the mass-selected clusters may decay through emission of Auger
electrons leading to multiply charged clusters, which, in turn, may further evaporate.
Monitoring of the product ion abundance as a function of the photon energy provides a
mean formeasuring absorption spectra. X-ray action spectroscopy combinedwithmass
and charge-selected targets has been used to derive fundamental properties and trends
from the isolated atomic ion to increasing cluster size and up to the bulk. Inner-shell
electron binding energy spectra and HOMO–LUMO band gap have beenmeasured for
doped silicon clusters [177]. Energy core-level shifts appear to be sensitive to the local
electron density and can lead to structural assignments. A comprehensive study on
metallic clusters on homonuclear 3d transition metal ranging from Ti to Ni and
composed of 1–200 atoms has been carried out at the 2p X-ray absorption edge, as
exemplified for titanium in Fig. 8.15.

In combination with an applied magnetic field, this powerful technique has
allowed X-ray magnetic circular dichroism (XMCD) spectroscopy to be performed
on mass-selected clusters [130, 131, 180–182]. The feasibility of such implementa-
tion has been demonstrated on Co22

+ clusters [131]. Spin and angular momentum
could be determined for Co clusters composed of 8–22 atoms as a function of the
temperature [130]. The magnetism of Fe [180, 182], Co [182], and Ni [182] clusters

Fig. 8.15 X-ray absorption
spectra of size-selected
titanium species, showing the
trend from isolated atomic ion
to bulk titanium (Reprinted
figure with permission from
Lau et al., Physical Review
Letters, 101, 153401 (2008)
[133]. Copyright (2008) by
the American Physical
Society)
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has been investigated as a function of the number of constituting atoms. The effect of
a single impurity in silicon clusters could also be observed on magnetic
moments [181].

Photoelectron spectroscopy of isolated and mass-selected metallic clusters has
been recently reported using free-electron lasers, which allows compensating the low
target density with increased photon fluxes within the pulse. In a pioneering study at
FLASH in the VUV, the binding energy of 5d electrons of Pb cluster anions has been
measured as a function of size [126]. A metal to non-metal transition has been
evidenced, in agreement with previous theoretical calculations. Further refinement of
the electron spectrometer has allowed accessing higher photon energy in the soft
X-ray regime at 263.5 eV in Pb anionic clusters [50]. In contrast to valence-shell
ionization, inner-shell ionization produces a short-lived highly excited neutral. This
technique might provide information about the different relaxation dynamics of
valence and core-level holes.

5.2.2 Molecular Clusters
The fine structure of X-ray absorption spectra provides unique insights into the
electronic structure of molecular systems; core electron binding energies are
particularly sensitive to the local chemical environments (chemical shift). Efforts
in X-ray action spectroscopy of ionic clusters have been focused on atomic
clusters, and we are not aware of any studies of this kind for molecular clusters.
Ryding et al. [112] have studied ammonium bisulfate clusters at oxygen and
nitrogen 1s and at the sulfur 2p edges, as shown in Fig. 8.16, and at selected
stoichiometries, using the commercial linear ion trap system coupled to the PLE-
IADES beamline at the SOLEIL facility (described in Sect. 4.3). In this work,
careful analysis has allowed identifying X-ray-induced dissociation (XRID) from
collisionally activated dissociation. The ion trap used in this work operates at
relatively high helium pressure. Interestingly, XRID leads to loss of several
constituting units from the clusters. The effect of photoelectrons produced by
helium photoionization has been investigated and shown to be negligible. This
preliminary work has paved the way for the establishment of action spectroscopy
on mass-selected clusters as a general-purpose method for detailed structural
analysis of small molecular clusters. These species are of interest in atmospheric
chemistry for nucleation processes and represent model systems for hydrogen
bonds and intramolecular protolysis.

Daly and coworkers [183] have used ESI to produce silver-based nanoclusters in
the gas phase and studied the optical properties of this material using the SOLEIL
device coupled to a VUV beamline. Studies in the X-ray range of these clusters are
very likely to develop in a near future.

5.3 Nanoparticles

Nowadays, nanotechnologies are widespread in our daily lives. This has become
possible because even though syntheses of nanoparticles are complex, they can still
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be transposed into mass production units. The final size and composition of
nanoparticles can be well tailored by their production processes, whether colloidal
or polymer chemistry [184, 185] or laser pyrolysis [186, 187] is used. Thus, using
the aerosols techniques to transfer them into gas phase does not need further size
selection, assuming that no agglomeration process is present in the solution.

As discussed above, one of the main benefits of studying free nanoparticles is the
avoidance of the influence of a substrate on their physical and chemical properties.
An additional reason is the possibility of running in situ measurements of
nanomaterials which can, for example, easily react with oxygen. A striking example
is given by the recent study on pre-fullerenic nanoparticles by Ravagnan
et al. [188]. This NEXAFS spectroscopy study on free carbon nanoparticles gener-
ated by a pulsed microplasma source clearly demonstrated, for the first time, the
presence of distinct sp hybridization resonance [78]. It may sound surprising that
only two recent studies in which special care was taken to avoid sample oxidation,
either by in situ measurement [189] or by transporting the sample under vacuum
[190], claimed the eventual presence of two distinct sp and sp2 hybridization
resonances. By varying the time between the detection of electron and the discharge
in the plasma source, for which the NP size and structure evolve, Ravagnan
et al. demonstrated that the relative amount of sp and sp2 bonds varies all along
the growth of the NPs. This discovery may have an important impact in fields such as
astrochemistry or combustion.

Fig. 8.16 Soft X-ray spectra for losses of increasing number of monomers from ammonium sulfate
A(AS)6

+ cluster around the sulfur 2p-edge (Reprinted with permission from Ryding
et al. [112]. Published by The Royal Society of Chemistry)
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A detailed review of free nanoparticles studied by soft X-ray synchrotron radia-
tion is given by Antonsson et al. [52], gathering all the studies done before 2013. We
will concentrate on the two studies of near-edge spectroscopy reported by the
authors.

The first study is on solid nanoparticles produced from a sprayed aqueous
solution of sodium sulfate. When drying, the droplets give rise to Glauber’s salts:
Na2SO4.10H2O. This example highlights the ability of near-edge absorption spec-
troscopy in probing the local electronic structure of the absorbing atom. Indeed, if
the near-edge spectra of the sodium sulfate taken at the S 2p-edge (see Fig. 8.17)
display an identical structure to that obtained for the dry sodium sulfate [191], a shift
in photon energy of around 0.8 eV toward the higher photon energy is observed for
the Glauber’s salt structure. This could indicate a difference in the local chemical
environment of the absorbing sulfur atom between the dry and wet sample. More-
over, there exists a difference in shape of the feature at 181 eV, assigned to the S
2p ! d shape resonance [192]. In the absorption spectra at the O 1s-edge, features
associated with bound oxygen in the sulfate group, as well as in crystalline water, are
present, but signatures of liquid water are also visible. All these findings are in favor

Fig. 8.17 Total electron
yields from freestanding
sodium sulfate nanoparticles,
which present a Glauber’s salt
structure (given in inset) for
Na2SO4 (Reprinted from
Antonsson et al. (2013)
Chemical Physics Letters,
559, 1 [52]. Copyright (2013),
with permission from
Elsevier)
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of a higher number of water molecules than in pure Glauber’s salts. In addition, they
do not bind exclusively within the crystal water. Bonds with the sulfate group may
also exist, which induce the energy shift observed in the near-edge spectrum at the S
2p-edge. A very interesting point raised by the authors is that NaCl nanoparticles,
prepared in the same way, do not display strong evidence of water inclusion
[193]. Also, the in situ preparation of nanoparticles, by an atomization of a solution,
still conserves some of the properties of the solute.

The second study focuses on functionalized gold nanoparticles with mono- or
divalent thiol ligands and, more precisely, on how the ligands bind to the 47 nm +/�
10 nm gold nanoparticles. This work is in line with previous S 1s-edge NEXAFS and
XPS studies that demonstrate that dihydrolipoic acid is bonding with both sulfur
sites to gold nanoparticles [194, 195]. First, the absorption spectra of pure ligand
nanoparticles were recorded (see Fig. 8.18 a and b) for comparison to spectra
obtained with free functionalized gold nanoparticles (see Fig. 8.18 c and d). Three
different thiols were selected for this study: lipoic acid (LA), dihydrolipoic acid
(DHLA), and 11-mercaptoundecanoic acid (11-MUDA). All the features for the pure
ligand nanoparticle spectra are in accordance with the previous work of Dezarnaud
et al. [196]. The peak at 163.3 eV corresponds to the S 2p3/2 ! σ* (S–S) transition,
which is why it can be observed only in the LA spectrum, and the most intense
feature of all the different spectra corresponds to a superposition of the S 2p1/2 ! σ*

Fig. 8.18 Near-edge absorption spectra at the S 2p-edge, for (b) pure ligand nanoparticles (see
text) and for (d) functionalized gold nanoparticles with lipoic acid (LA), according to the schematic
reaction depicted in (c) (Reprinted from Antonsson et al. (2013) Chemical Physics Letters, 559,
1 [52]. Copyright (2013), with permission from Elsevier)
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(C–S) and S 2p1/2 ! σ* (C–S) transition. Even if the signal from the functionalized
nanoparticle (LA@Au) is lower than the pure ligand nanoparticle signal due to a low
density of ligand bound to the gold nanoparticles, interesting features in the spectra
can be seen. The authors report slight shifts of 0.15 eV and 0.30 eV toward higher
photon energies for 11-MUDA@Au and LA@Au, respectively, indicating chemical
bonding between the ligands and the nanoparticles. Moreover, the reaming feature
assigned to S 2p3/2 ! sigma* (S–S), with a relative intensity identical to the one
obtained with pure nanoparticles of LA, indicates that the S–S distance remains
constant when lipoic acid is bound to the gold nanoparticle. With deeper analysis of
the spectrum, the authors estimate that DHLA ligand could be present up to 20 %.
With this study, the authors demonstrate that LA binds mostly as dithiolane to gold
nanoparticles, which is in agreement with previous studies made with other spec-
troscopic techniques [197, 198].

In these two examples, the authors demonstrated the possibilities and the sensi-
tivity of near-edge absorption spectroscopy when free nanoparticles are coupled with
soft x-ray radiation. The element and the surface selectivity of the soft X-ray regime,
coupled with near-edge absorption or photoemission studies, could play an impor-
tant role in improving knowledge of the physical chemistry occurring at the surface
of the nanoparticles. Even if the number of these studies to date remains still
marginal, in the framework of nanomaterial studies, it should increase rapidly, as
dedicated source and end stations are now available for users in several synchrotrons
[47, 52, 79, 82, 84, 101].

5.4 Small Ions

In their pioneer work, Kravis and coworkers have investigated photoionization of
dication of argon [134] and xenon [199] stored in a Penning trap. The doubly
charged precursor ions were formed by electron impact ionization of neutral gas in
the trap, stored, and photoionized by a broadband synchrotron radiation beam (white
beam) from a bending magnet. The distribution of photoion charge states following
K-shell photoionization could be measured and showed abundant sequential photo-
ionization as a function of the irradiation time. This technique has the potential of
producing highly charged ions.

The first reports of monochromatic photoionization on atomic ions were pro-
duced in parallel by Lau and coworkers on transition metal at Bessy synchrotron
[133] and by Thissen and coworkers on xenon radical ion at Elettra synchrotron
(Trieste) [106]. These studies have been extended to krypton ion at SOLEIL
synchrotron [121, 123], as well as 3d elements such as calcium and copper at
Bessy synchrotron [179]. Ion trap experiments showed the potential to offer control
on the initial state of the target ion, allowing photoionization studies on either
electronic ground state or on metastable species. This specificity complements nicely
previous merged-beam experiment, in which the use of electron cyclone resonance
sources produces a manifold of excited species [121, 200].
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5.5 Biopolymer Ions

NEXAFS spectroscopy of large isolated gaseous biopolymer ions such as peptides,
proteins, and DNA has become possible only recently with development of ion trap-
based experiments (see Sect. 4). The method consists of coupling an ion trap with
brilliant third-generation soft X-ray synchrotron sources, allowing to reach both a
sufficient target density and preservation of the ion packet for a sufficient time (for
more details and an extended reference list on the coupling of an ion trap mass
spectrometer with a synchrotron photon beam, see a recent review article by Giuliani
et al. [72]). Large biopolymers are introduced into the gas phase by use of modern
ionization techniques such as electrospray ionization (ESI) (see Sect. 4).

Ion traps allow performing tandem mass spectrometry at the nth level. Therefore,
the NEXAFS spectroscopy of a particular precursor is actually performed as an
action spectroscopy, by collecting tandem mass spectra as a function of the activa-
tion photon energy (see Sect. 4.2.4).

The results represent a number of tandem mass spectra recorded as a function of
the photon energy scanned over C, N, or O K-edge in small steps. The NEXAFS
partial ion yields are finally obtained after normalization to the total ion current and
the photon flux.

Two experimental setups coupling ion traps with SR have been developed more
or less at the same time (see [72] for more details): Schlathölter and coworkers have
developed a setup that couples a Paul ion trap with the SR and using a time-of-flight
(ToF) analysis of the ionic products [135], and Giuliani and coworkers have devel-
oped a setup based upon coupling of a linear quadrupole ion trap mass spectrometer
(“Thermo Scientific LTQ XL”), equipped with ESI and nano-ESI probes, with SR
[143, 144]. In this section, we review recent results from NEXAFS action spectros-
copy of large biopolymer ions, namely, peptides, proteins, oligonucleotides, and
polycyclic aromatic hydrocarbons (PAHs).

5.5.1 Peptides
González-Magaña and coauthors have reported a pioneering study on the dissocia-
tion of the gas-phase protonated peptide leucine-enkephalin (Leu-Enk) [YGGFL +
H]+ ion upon soft X-ray absorption in the vicinity of the C K-edge [73]. The
experiment has been performed by coupling a Paul ion trap with a SR beamline
and by recording tandem mass spectra as a function of the X-ray energy. From the
MS2 spectra both the total photoabsorption yield and the partial ion yields of specific
fragments have been extracted and discussed. The authors named the technique as
near-edge X-ray absorption mass spectrometry (NEXAMS), since it corresponds to
NEXAFS spectrometry performed on condensed phase targets. Except that
NEXAMS is performed on gas-phase species, the advantage of incorporating the
mass spectrometry into the method allows the study of resonant core excitations and
core ionizations with respect to fragment specificity, i.e., specific bond breaking (see
Fig. 8.19). The authors could distinguish specific electronic transitions, such as C
1s ! π* excitations in aromatics at 284.4 eV or C 1s ! π*C=O transitions
corresponding to amide group along the peptide backbone at 288.4 eV. They could
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also correlate specific transitions to specific fragmentation channels and fragmenta-
tion intensity. Interestingly, it has been found that excitations in the aromatic side
chains lead to relatively little fragmentation in comparison with such excitations
along the peptide backbone. It should be also pointed out that the study reported by
González-Magaña and coauthors [73] clearly shows an intensive fragmentation of a
relatively short peptide chain (a pentapeptide) upon soft X-ray absorption, similarly
as found for its constituents – the isolated amino acids (see Sect. 5.1.1). However,
this is in contrast to the larger polymer, proteins [10], and will be discussed below.

We have recently studied NEXAMS of protonated substance P peptide (Arg-Pro-
Lys-Pro-Gln-Gln-Phe-Phe-Gly-Leu-Met-NH2), as well as its nanosolvation by a
controlled amount of water molecules produced by nanospray ionization using a
linear ion trap coupled with the PLEIADES beamline (Giuliani et al., to be
published). Preliminary results suggest that yield of specific fragments can be
strongly dependent on the location where photon energy is injected, i.e., on C, N,
or O atoms. Moreover, upon nanosolvation, the 1s excitation of oxygen atoms
related to water cluster seems to become very intensive process leading to abundant
water evaporation. Gas-phase NEXAFS of such systems allows distinguishing
characteristic resonances.

5.5.2 Proteins
To our knowledge, the first near-K-edge X-ray spectroscopy of a protein isolated in
the gas phase has been reported by Milosavljevic et al. in 2012 [10]. Using the
coupling of a linear ion trap with the PLEIADES soft X-ray beamline at the SOLEIL
synchrotron facility, we have performed C, N, and O near-edge ion yield

Fig. 8.19 Near-edge X-ray absorption mass spectrometry of a gas-phase protonated peptide
leucine-enkephalin [YGGFL+H]+ (Reprinted with permission from O. González-Magaña
et al. (2009) The journal of physical chemistry. A, 116, 10745 [73]. Copyright (2012) American
Chemical Society)
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spectroscopy of 8+ electrosprayed cations of cytochrome c protein (about 12 kDa).
The tandem mass spectra were recorded for defined photon energies that were
changed in small steps below and above the 1s core ionization thresholds.

Figure 8.20 shows a tandem ESI/photoionization mass spectrum of 8+ charge
state of cytochrome c protein recorded at the photon energy of 292 eV. Interestingly,
the protein ion appeared to be drastically less prone to fragmentation upon soft X-ray
irradiation in comparison with amino acids (Sect. 5.1.1) and peptides (Sect. 5.5.1).
Indeed, the main relaxation channels represent single and multiple ionization (elec-
tron ejection) accompanied with small neutral losses, which have been tentatively
assigned to CO2 losses according to the m/z difference, although it could also
correspond to detachment of neutral amino acid residues. The ejected electrons
from the Auger process can further trigger radiation damage [201].

Figure 8.21 shows the spectroscopy of the selected 8+ charge state precursor of
the cytochrome c protein over the C, N, and O K-edges [10]. As explained above, the
single precursor ionization can be exclusively a result of the resonant Auger decay
upon core 1s electron resonant excitations. Indeed, the partial ion yields that
correspond to the single ionization (blue circles in Fig. 8.21a–c) reveal spectral
features that perfectly correspond to the NEXAFS data obtained from thin organic

Fig. 8.20 Tandem ESI/photoionization mass spectrum of 8+ (m/z 1546) ions of cytochrome c
protein from equine heart, obtained after 600 ms of irradiation at a photon energy of 292 eV
(Reproduced fromMilosavljević et al. [10]). The inset shows a zoom in the mass regions around 9+
(m/z 1374) and 10+ (m/z 1237) charge states, normalized to the same dominant peak intensity. The
arrows mark the peaks’ separations of about m/z 4.9 � 0.1 and 4.5 � 0.3 for the 9+ and 10+
channels, respectively, corresponding to 44 Da, tentatively assigned to CO2 loss (Reprinted with
permission from Milosavljević et al., The Journal of Physical Chemistry Letters (2012) 3, 1191
[10]. Copyright (2012) American Chemical Society)
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Fig. 8.21 (continued)
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protein films [6, 7, 202]. In the C 1s energy domain, the peak at about 285.5 eV
(denoted as A in Fig. 8.21a) can be clearly assigned to the C 1s ! π* transitions
associated with the aromatic rings of amino acid residues. Furthermore, the next
closely lying shoulder at about 286.05 (denoted by an arrow in Fig. 8.21) has been
assigned to C 1s(C � R) ! π*C=C of the Trp residue [6]. The structure at 287.0 eV
can be assigned to σ*C�H resonance. The strong peak at 288.3 eV (denoted as B in
Fig. 8.21a) has been assigned to the C 1s ! π*amide transition. The energy position
of the later structure is in perfect agreement with the previously reported values for
NEXAFS spectroscopy on thin film of proteins (albumin, fibrinogen, lysozyme,
ovalbumin, collagen) [6, 7]. However, interestingly, the relative intensity of this
transition appeared to be much lower than expected. Indeed, the peaks
corresponding to a C 1s ! π*amide transition, as by a rule, dominate the NEXAFS
spectra of solid protein samples, peptides, and amino acids. The lower intensity can
be thus either a specificity that corresponds to the spectroscopy of large gaseous and
multiply charged biopolymer ions or an experimental artifact. The authors
suggested that an experimental influence could be due to carbon pollution of the
different optical elements of the SR beamline [10], which induces a very low photon
flux around the C 1s absorption edge (the so-called carbon deep), which was
difficult to handle in the data treatment. This possibility is also supported by the
fact that corresponding N and O 1s ! π*amide transitions are dominant, as
expected; moreover, the same was measured for the C K-edge for other trapped
protein ions in further experiments, after cleaning the photon optics (see Fig. 8.22).
The broad feature centered at about 293 eV (denoted as C in Fig. 8.21) is due to the
overlap of various transitions, mainly associated with the σ* resonance (C�C,
C�N, C�O, etc.) and dominantly related to valence and Rydberg transitions of
amino acid residues merging into a broad band. Single-ionization spectra over the N
1s and O 1s K-edges are also very similar to previous NEXAFS data on proteins and
polypeptides. The 1s ! π*amide [1s ! π*C=O(C = ONH)] transitions centered at
about 401.4 eV and 531.4 eV for N and O 1s, respectively, dominate the spectra.

The experimental results by Milosavljevic et al. [10] have shown that ions of large
biopolymers, such as proteins, can be investigated by means of the powerful
NEXAFS spectroscopy method, isolated under well-defined conditions in the gas
phase. For example, the typical resonant transitions have been well resolved by using
the present method, directly pointing to the primary protein structure, in line with
previous solid film NEXAFS studies. But at the same time, the present technique
avoids the drawbacks related to NEXAFS spectroscopy on thin organic films and
liquids, such as radiation damage occurring in condensed matter samples and an
uncontrolled influence of the environmental effects in the case of studying con-
densed crystalline or aqueous samples.

�

Fig. 8.21 Single, double, and total C, N, and O K-edge photoionization yields of the 8+ charge
state precursor of equine cytochrome c protein (Reprinted with permission fromMilosavljević et al.,
The Journal of Physical Chemistry Letters (2012) 3, 1191 [10]. Copyright (2012) American
Chemical Society)
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It is interesting to note that the gas-phase NEXAFS spectra of an isolated multiply
protonated (8+) protein agree perfectly with NEXAFS spectroscopy on neutral thin-
film protein samples. This may seem in contrast with previous microjet studies on
solvated amino acids (protein building blocks), where the changing of solution pH
(thus protonation/deprotonation of the biomolecule under study) has shown to affect
significantly the NEXAFS resonant lines [203–205]. However, one should keep in
mind that in the present case of a large gaseous protein ion, only a few protonated
amino acids (according to the charge state) inside the precursor actually contribute to
a possible chemical shift of the resonant transition; and resonant energy is addition-
ally smeared out due to the contribution from different C atoms, with respect to their
distance from the protonation site. Therefore, the overall effect can be negligible.
Indeed, this is shown in more recent measurements for different charge states of
ubiquitin protein [13]. Figure 8.22 presents single- and double-ionization yields of
the 5+ and 9+ protonated precursors of ubiquitin. The experiment was performed by

Fig. 8.22 Single (blue
circles) and double (black
squares) C K-edge
photoionization yields of
the 5+ (top) and 9+ (bottom)
charge state precursor of
ubiquitin protein. The single-
ionization yield is normalized
to the double-ionization yield
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coupling a commercial linear LTQ XL ion trap to the soft X-ray beamline PLEIA-
DES at the SOLEIL synchrotron facility. For both charge state precursors (5 and 9),
the ionization yields show the characteristic NEXAFS features corresponding to the
C 1s ! π* transitions in the aromatic amino acids at about 285.5 eV and the strong
peak at 288.3 eV due to the C 1s ! π*amide transitions in the peptide backbone.
Clearly, these resonant excitation energies appear to be the same for both charge
states, even though the level of protonation is significantly different.

The fact that the resonant core 1s transition energies to frontier molecular orbitals of
a large protein are not affected by its protonation appears to be even more interesting if
we consider the ternary structure of the protein. Actually, the protonation can alter its
structural arrangement if the protein is free to unfold, as a consequence of minimizing
the potential energy of the system [142]. Particularly, the 5+ protonated ubiquitin ion in
the gas phase is still dominantly folded, while the increase of protonation to 9+ induces
the unfolding of the protein [142]. Therefore, the tertiary structure of the 5+ ubiquitin
precursor is drastically different from the 9+ precursor. On the other hand, there is no
measurable difference in their C K-edge excitation to the molecular π* orbitals asso-
ciated with aromatics and the peptide backbone. Since the core 1s electron is localized
in the vicinity of the C atom, the present experiment shows that the frontier protein
orbitals also appear to be rather localized and do not depend strongly on the tertiary
protein structure.

Double-ionization yields of both precursors presented in Fig. 8.22 seem to exactly
follow the shape of the corresponding single-ionization yields below the core
ionization threshold. This confirms that double ionization below the threshold is
due to the multiple resonant Auger decay – the relaxation of the core-excited species
preceded by ejection of two Auger electrons. But, since the process is triggered by
the same electronic transition, the spectroscopic signature is the same, as seen in
Fig. 8.22. Nevertheless, above the threshold the 1s electron is directly ejected into
the vacuum, and normal Auger decay becomes operative, thus reducing drastically
single-ionization events on behalf of the double ionization. Therefore, the double-
ionization yield allows determination of the K-edge ionization threshold of a protein
under study. It is interesting to note that, in contrast to the resonant excitation, the 1s
threshold energies do depend on the precursor charge state. Clearly, the ionization
energy of the 9+ precursor is shifted upwards with respect to the 5+ one. However,
the shift should not be the consequence of the change in the electronic structure. In
the case of the protonated (positively charged) target, the departing electron also
needs to overcome the Coulomb barrier, which depends both on the protonation
level and the protein ternary structure [142].

5.5.3 Oligonucleotides
González-Magaña et al. [132] have investigated photon-induced fragmentation of
protonated oligonucleotides in a large energy domain from 30 eV to 600 eV. The
precursors under study were doubly protonated oligonucleotides [dGCAT + 2H]2+

or [dGTAT + 2H]2+ (the letters G, C, A, and T denoting the nucleobases guanine,
cytosine, adenine, and thymine, respectively), which were isolated in a Paul trap and
submitted to either soft X-ray radiation or the highly charged ions [132]. In this way,
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the authors aimed at performing a systematic study on differences and similarities
between ion- and photon-induced excitation and fragmentation mechanisms in
DNA. They found qualitatively similar fragmentation patterns for both types of
projectiles (ions and energetic X-ray photons). The measured fragmentation patterns
revealed that nucleobases appeared to be rather stable, while deoxyribose fragments
dominated the spectra.

The relative photoabsorption cross sections, as well as the photofragmentation
yields for protonated and nonprotonated nucleobases spanning over a wide photon
energy range, clearly show an expected increased ion production in the vicinity of C
and N core 1s ionization thresholds, as a consequence of the inner-shell core formation
triggering the Auger processes. However, the energy step was too coarse for fine near
K-edge spectroscopic structures to be studied. Still, the authors could compare the
yields of protonated and nonprotonated nucleobases as a function of the photon energy.
Interestingly, they found that the ratio between protonated and nonprotonated yields
depends strongly on ion velocity and photon energy. For example, a significant increase
of the yield of protonated bases relative to the nonprotonated fragments is measured at
resonant 1s excitation of the molecule (see Fig. 8.23).

Fig. 8.23 Ratios between
protonated and nonprotonated
nucleobase yields for T, A,
and G as a function of the
photon energy (Reprinted
figure with permission from
Lau et al., Physical Review A,
87, 032702 (2013)
[132]. Copyright (2013) by
the American Physical
Society)

490 A.R. Milosavljević et al.



5.5.4 Polycyclic Aromatic Hydrocarbons
Gas-phase polycyclic aromatic hydrocarbons (PAHs) have been also investigated by
means of near-edge X-ray absorption mass spectrometry [111, 206, 207]. The PAHs
are of great interest in many research fields such as astrochemistry/astrophysics and
combustion and analytical chemistry [111]. Moreover, the investigation of the
electronic properties of PAHs and the influence of certain processes such as hydro-
genation to the electronic structure, under well-defined conditions, may be relevant
for both the fundamental and applied nanosciences.

The experiments of Reitsma et al. [111, 207] have been performed by coupling an
ion trap time-of-flight (ToF) instrument with the soft X-ray beamline U49/2-
PGM1 at the BESSY II synchrotron facility. The ions were produced by an ESI,
trapped in an RF Paul trap, and the product ions were analyzed using ToF. The
authors have investigated the photoexcitation, photoionization, and photodissocia-
tion of gas-phase coronene cations C24H12

+ upon soft X-ray absorption in the C
K-edge region. The relaxation of superhydrogenated gas-phase coronene cation
upon resonant carbon (1s) ! π* transition at 285 eV was investigated by means
of NEXAMS and compared to calculations [207]. The results allowed for postulat-
ing the effect of superhydrogenation on the ionization and fragmentation of PAHs. It
has been found that superhydrogenation acts as a buffer that protects PAH molecules
against X-ray-induced destruction. NEXAMS of coronene is further investigated by
the same authors in more details [111]. NEXAMS spectra for a number of different
fragmentation channels, resulting from the inner-shell excitation or ionization of the
coronene precursor C24H12

+, were presented. The excitation of the carbon 1s
electron triggers the Auger process that leads to the formation of intermediate
vibrationally excited C24H12

2+ and C24H12
3+ cations that can relax by means of

ejecting H atoms. Figure 8.24 presents NEXAMS spectra for different coronene
dications as a function of the number of H atoms lost [111]. Figure 8.24 shows that
while the formation of intact dications is mainly triggered by C 1s ! π* transition at
about 285 eV, the formation of dications that lose 2, 4, and 6 H atoms occurs also at
higher photon energies, as a consequence of different resonant processes that can be
associated to σ* and Rydberg transitions. Moreover, the dications that lost H atoms
can be detected even above the core ionization threshold.

It should be noted that the gas-phase NEXAFS spectroscopy of neutral PAH
molecules has been reported, as well [206]. In their experiment, Fronzoni et al. [206]
used a custom-built resistively heated furnace made of stainless steel to sublimate
PAH samples into the vacuum chamber. The authors could regulate the sublimation
temperature and monitor the vaporization by measuring the valence photoelectron
spectrum of the heated sample. The experimental setup was based on a crossed
photon/molecular beam arrangement, allowing the core-level photoelectron spec-
troscopy. The measurements were performed at the gas-phase photoemission
(GAPH) beamline at Elettra synchrotron using a VG 150 mm hemispherical elec-
trostatic analyzer. The reported work represents a combination of experimental and
theoretical study of the C1s NEXAFS and X-ray photoelectron spectroscopy
allowing for a detailed investigation of the vibronic coupling in PAHs and the role
of this effect in such systems.
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6 Conclusions and Perspectives

In recent years, the gap between NEXAFS spectroscopy studies of condensed and
gas-phase matter has been shrinking. Indeed, the development of techniques allowing
placement of intact species of increasing size and complexity in the gas phase has
emerged, allowing study of polymers or nanoparticles. More recently, the advent of
ion-trapping experiments has opened up a new area in the study ofmass-selected targets.

In this chapter, we have reviewed novel experimental methods allowing perfor-
mance of gas-phase NEXAFS spectroscopy of large complex species. The chapter
includes a short presentation of SR sources that can provide a high-brilliance X-ray
photon beam. The inner-shell studies of diluted matter are extremely photon demand-
ing, particularly in the case of large particles that can be collected in the gas phase with
extremely low partial pressures. Therefore, development of new-generation X-ray SR
sources was a necessary step needed to perform such studies. The chapter further
includes descriptions of general techniques used to perform inner-shell studies, with a

Fig. 8.24 NEXAMS spectra for C24H12
+ (a), C24H10

+ (b), C24H8
+ (c), and C24H6

+ (d), illustrating
the strong dependence of the dehydrogenation on the photon energy (Reprinted with permission
from Reitsma et al. (2012) The Journal of chemical physics, 142, 024308 [111]. Copyright (2012),
AIP Publishing LLC)
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particular focus on X-ray action spectroscopy. Indeed, the more recent methods based
on action spectroscopy offer significant improvements regarding both the sensitivity
and selectivity of the technique in the case of low-density complex targets. We have
also described novel techniques for sources of gas-phase targets, as well as experi-
mental setups coupling the sources of large gas-phase targets with an X-ray beam.
Finally, we review results spanning from relatively small metallic and organic molec-
ular ions, over isolated DNA basis and amino acids representing building blocks of
large biopolymers and finally including full proteins and molecular clusters.

In the present chapter, we also review the results on gas-phase NEXAFS spec-
troscopy of nanoparticles. Nanoparticles play an important role in our everyday
lives, and in order to obtain the maximum amount of useful information on one
specific system, spectroscopic and imaging techniques are often used in parallel. It
has been shown that under-vacuum beams of nanoparticle have the advantages of
preserving the integrity of the targets, as well as cancelling any detrimental influence
of the substrate on the physical properties of the nanosystem, but also the advantage
of removing any aging problem as the sample is continuously renewed. Even if the
density of nanoparticles remains low in the beam, near-edge absorption spectroscopy
can be performed. Moreover, it offers a mean to probe functionalized free
nanoparticles where a sub-monolayer of ligands is attached to the particle. It is
important to note that another way to introduce nanoparticles under vacuum is to
couple the spectrometers with a liquid microjet, in which a solution containing
nanoparticles forms a jet under vacuum through a capillary. The liquid jet then
intercepts the synchrotron beam inside the spectrometer chamber, following which
the electrons created can be analyzed [208, 209]. A recent review on the different
experiments performed on nanoparticles can be found in Brown et al. [210], and this
clearly highlights the capabilities of this complementary technique in tackling
different questions regarding the nanoparticle/liquid interface. Moreover, wide vari-
eties of different kinds of nanoparticles can be studied, from multilayered to
functionalized or homogeneous nanoparticles. In addition, different synchrotrons
are now offering liquid microjet sources or even dedicated end stations [211–213].

The variety of samples that will be accessible to X-ray spectroscopy will undoubt-
edly increase in the forthcoming years. Indeed, analytical chemists have developed a
wide range of ionization techniques, such as atmospheric pressure MALDI, and
atmospheric pressure photoionization or ASAP probe, from which the atomic and
molecular community can profit. The current tendency is to increase the control on the
target. The benefit of mass and charge-selected spectroscopy has allowed to gradually
bridge the gap between the isolated atomic ion up to the bulk through the study of
continuously controlled cluster composition. For biomolecules, the effect of the charge
state on the spectroscopic properties could be evidenced for the first time. However,
control on the mass and charge may not be sufficient, and conformation-specific
experiments could be necessary. It is very likely that in the near future, experiments
will combine mass-selected targets using ion traps in combination with ion mobility to
reach conformationally selected targets. Thus, further studies will allow for reaching
unprecedented control of the target to gain deeper understanding of the physicochem-
ical and structural properties of complex systems.
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1 Definition of Topic

In this chapter, we will focus on the small-angle X-ray scattering (SAXS) technique
performed on planar samples in the grazing-incidence small-angle X-ray scattering
(GISAXS) geometry. This particular method of SAXS allows a fast, nondestructive
analysis of the near-surface electron density variations on the lateral length scale
ranging from several angstroms up to several hundreds of nanometers with
adjustable in-depth sensitivity down to several nanometers. Special emphasis will
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be given to GISAXS experiments with laboratory X-ray sources as these are much
more easily accessible as compared to synchrotron facilities.

2 Overview

The steadily growing research field of applied nanomaterials calls for development of
advanced analyticalmethods for rapid and nondestructive structural characterization.A
relatively simple grazing-incidence small-angle X-ray scattering (GISAXS) technique
is an efficient analytical tool for structural studies of layered nanomaterials and self-
assembled nanostructures. The feasibility to obtain statistically relevant parameters that
characterize position correlations and size distributions in the surface or embedded
nanoparticle assemblies or interface correlations in the layered nanostructures render
the GISAXS technique a valuable complementary tool to the standard real-space
investigation methods like transmission electron microscopy (TEM), scanning tunnel-
ing microscopy (STM), scanning electron microscopy (SEM), atomic force micros-
copy (AFM), etc. While a sophisticated sample preparation is often required for the
real-space imaging techniques, the GISAXS has no special requirements. This tech-
nique is especially valuable for a real-time tracking of the nucleation and growth phases
of nanomaterials preparation due to the longX-ray attenuation length in air and absence
of special requirements for the experimental setup.

In this chapter, we will review applications of GISAXS for in situ studies of
nanomaterial formation including the nucleation, agglomeration, self-assembly, and
reassembly phenomena. Majority if not all in situ GISAXS experiments of
nanomaterial formation have been performed at synchrotron facilities, taking the
advantage of their high X-ray photon flux and low beam divergence. Only the advent
of new micro-focusing X-ray sources coupled with high-performance reflective
X-ray optics has allowed such GISAXS in situ experiments in a laboratory as will
be demonstrated on several examples in this chapter.

3 Introduction

The tracking of temporal evolution of nanomaterials formation opens new possibilities
to tailor their properties for the envisaged application. As a representative example, we
quote formation of metallic nanoclusters on the substrates with different surface
energies that are popular as nucleation templates for carbon nanotubes or dedicated
substrates for surface-enhanced Raman scattering (SERS). The metal deposition time
has to be precisely controlled to avoid cluster coalescence into larger domains. Here, the
in situ GISAXS provides a precise monitoring of the metallic nanoparticle growth in
real time. Another example is an in situGISAXSmonitoring of etching the nanoparticle
surfactant shell by theUV/ozone processing.We can precisely identify the stop time for
the surfactant etching in order to avoid oxidation and agglomeration of nanoparticles.

The chapter is organized as follows. In the section Theoretical Background, we
discuss the essential theoretical ansatz suitable for description of the measured
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GISAXS reciprocal space maps. In the section Experimental and Instrumental
Methodology, we define basic GISAXS experimental geometry common to synchro-
tron beamlines. We highlight the latest advances in the laboratory GISAXS instru-
mentation. The section Key Research Finding is devoted to diverse in situ GISAXS
experiments. We illustrate the usefulness of the in situ GISAXS technique for
tracking the nanoparticles self-assembly at solid and liquid surfaces. A special
attention will be paid to ex situ and in situ GISAXS analyses of multilayers. The
coming trends in the GISAXS in situ experiments are compiled in Future Perspec-
tive. Conclusions summarize the presented topic.

4 Theoretical Background

The analysis of elastically scattered X-rays is performed in the reciprocal space. The

reciprocal space is defined by the transfer wave vector q
!¼ k

!
f � k

!
i where k

!
i and k

!
f

are thewave vectors of the incoming and scatteredX-raywaves, respectively (Fig. 9.1).

Generally, the amplitudeF q
!� �

of the scattered X-rays at the reciprocal point q
!
is

given by the Fourier transform of the electron density ρ r
!� �

[1–3]:

F q
!� �

¼
ZZZ

ρ r
!� �

e�i q
!
r
!
dV (9:1)

The scattered intensity I q
!� �

in the first Born approximation can be calculated as

follows:

I q
!� �

¼ F q
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:F� q
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e�i q
!

r1
!�r2!
� �

dV1dV2

¼
ZZZ

ρ~ r
!� �

e�i q
!
r
!
dV (9:2)

Fig. 9.1 Simplified geometry of a general SAXS experiment showing the incoming X-ray beam

with the initial wave vector k
!
i, the studied specimen having the transfer wave vector q

!
, and the

scattered X-ray radiation with the final wave vector k
!
f
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This equation states that the measured intensity of the scattered X-rays in the
reciprocal space is directly proportional to the Fourier transform of the electron

density autocorrelation function ρ~ð r!Þ in real space. As in the following discussion,
we focus on the in situ studies of the nanoparticle assemblies and growing interfaces,
and we introduce simplifications of Eq. (9.2). In the case of particles or clusters, we
deal with ensemble of similar scattering entities and their position correlations. For

monodisperse systems it is reasonable to introduce a function P q
!� �

¼ F q
!� ����

���2
also called form-factor function, describing the distribution of scattered X-ray
intensity in the reciprocal space by a single entity of ensemble, i.e., particle or
cluster. In the case of ensemble with no particle correlations, known as dilute system,
the final scattered intensity is simply given by [1–3]:

I q
!� �

¼ NP q
!� �

(9:3)

where N is the total number of scattering entities in ensemble. In the case of
polydisperse particle systems, a further generalization is required that is systemati-
cally handled in the literature [1–3]. In the case of dense particle assemblies where
the particle position correlations play a role, we define the pair-correlation function
g(r) which gives the probability of finding the neighboring particle at the distance r.
For spherical particles we can simplify the observed scattered X-ray intensity to the
form [1–3]

I qð Þ � P qð ÞS qð Þ (9:4)

where S(q) is the interference function given by the integral transformation of the
pair-correlation function g(r) as follows [4]:

S qð Þ ¼ 1þ 4πN

ð1
0

g rð Þ � 1ð Þ sin qr
qr

r2dr (9:5)

From the experimental point of view, the pair-correlation function of particle assem-
bly with a low size dispersion is easily accessible if the average particle form-factor
is available. In many cases the average particle form-factor can be directly measured
in dilute system using Eq. (9.3). The aim of the in situ SAXS experiments is to track
the changes of the particle correlations in the assembly and/or the agglomeration of
individual particles into larger entities. Here, the interference function S(q) gives access
to the temporal changes in the particle position correlations. On the other hand, the
changes in the form-factor function P(q) give information on the temporal changes of
the average particle shape and size. The GISAXS in situ experiments are aimed to track
the evolution of the particles or clusters on a surface or buried in the subsurface region
[5]. The typical GISAXS experimental geometry is shown in Fig. 9.2.

The presence of sample surface in the GISAXS measurement geometry breaks
the symmetry in the reciprocal space. It is suitable to define the parallel component

qk of the transfer wave vector q
!

that lies in the x-y plane and the perpendicular

510 P. Siffalovic et al.



component qz which is projection of q
!
onto z axis in the reciprocal space. A specific

feature of GISAXS geometry is the existence of the specularly reflected X-ray beam
accompanied by the diffuse scattering originating from surface roughness and
subsurface defects. In the case of particle/cluster assembly on a surface, generally,
four scattering channels add up coherently with different phase shifts and produce
the observed scattering pattern. Moreover, a strong interplay between the X-ray
waves scattered by the particle assembly and the surface occurs at the incident and
scattered angles close to the critical angle for total external reflection from the
surface [6]. This significant enhancement of the scattered intensity at the critical
angle also known as the Yoneda peak [7] is routinely employed to increase the
sensitivity of the in situ GISAXS measurements. It is not the intention of this chapter
to explain the theoretical basis of the multiple scattering events typical for GISAXS
geometry. A detailed treatment of the X-ray scattering within the framework of the
distorted wave Born approximation (DWBA) can be found elsewhere [8–12]. Let us
just remark that the number of multiple scattering channels can be reduced and the
probing X-ray depth increased by increasing the angle of incidence above the critical
angle for total external reflection [13]. Moreover, if the scattering angles from the
particle/cluster assembly are 2–3 times larger than the critical angle, the data
evaluation using the first-order Born approximation given by the Eq. (9.2) has a
good validity. If the full DWBA theory has to be used, a large number of numerical
computer codes with graphical user interface are freely available [12, 14–17].

Another system of interest for the in situ GISAXS studies are interfaces between
two materials, e.g., in layered nanostructures. Using the in situ GISAXS, we can
elucidate the interface formation, its modification, and diffusion processes occurring
along and across the interface. The scattered X-ray intensity from a single isotropic
rough interface can be obtained by rewriting the Eq. (9.2) [6, 8, 11, 18]:

I q
!� �

�
ð
ei qzj j2C rkð Þ � 1

� �
eiqkrkdrk (9:6)

Here, C(r) is the autocorrelation function of the interface height function z(r) which
is directly accessible by surface scanning probe techniques [19–21]. The subscripts k
and z refer to the parallel (in-plane) and perpendicular (out-of-plane) components,
respectively, of the real and reciprocal space vectors (Fig. 9.2). In the case of small

Fig. 9.2 A sketch of
GISAXS measurement
geometry
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surface roughness defined by the condition qzj j2C rk
� �

<< 1, the Eq. (9.6) can be
further simplified and reads

I q
!� �

�
ð
C rk
� �

eiqkrkdrk (9:7)

In this case, the scattered X-ray intensity profile along qk is proportional to the power
spectral density (PSD) of the interface roughness that is Fourier transform of the
surface autocorrelation function C(r). A direct implication of Eq. (9.7) for the in situ
GISAXS experiments is the possibility to track temporal evolution of the interface
PSD in the low roughness limit. The absence of the qz component in Eq. (9.7) plays
an important role in data interpretation near the Yoneda peak. Even though the
existing multiple scattering channels add up with a different but constant phase shift
along qk , the final intensity profile still can be related to the PSD of surface
roughness. Moreover, utilizing a small grazing-incidence angle near to the critical
angle, we can restrict the scattering volume to the subsurface region of few nano-
meters given by the penetration depth of the evanescent X-ray wave. This allows
surface-sensitive in situ GISAXS observation of the roughness evolution during the
interface growth or the etching process.

In the case of multiple interfaces, the constructive interference of all partially
scattered X-ray waves by local roughness has to be taken into account. Summing up
all relevant scattering terms, one can derive the following formula for the total
scattered X-ray intensity [8, 11, 18]:

I q
!� �

�
XN

j, k
Qjk T

i
jT

i
kT

f
j T

f
k

���
���ei qjzzj�qkzzkð Þ (9:8)

Qjk ¼
1

qjzq
�
kz

e�
1
2 σjqjzð Þ2þ σkq�kzð Þ2
� �

ΔρjΔρk
ð1
0

rJ0 qkrk
� �

eqjzq
�
kzCjk rkð Þ � 1

� �
dr (9:9)

The position of the j-th interface within the multilayer stack is given by zj. The
Fresnel transmission coefficients for the incident wave to reach the j-th interface and
for the scattered wave to reach the detector are given by Tj

i and Tj
f, respectively. The

Cjk(r) is the generalized cross-correlation function that correlates the roughness
between the j-th and k-th interfaces [8, 11, 18]. The Eq. (9.8) is summing up all
the scattered X-ray waves with the respective phase shifts and transmitted ampli-
tudes from N interfaces. Experimentally, extraction of a single interface roughness of
a particular layer is difficult due to many cross-correlation terms in Eq. (9.9).
Theoretical models describing the growing interface show dominance of the rough-
ness replication at longer spatial frequencies over the shorter ones that leads to a
strong attenuation of high spatial frequencies of interface roughness during the
growth process and significant attenuation of Cjk(r) cross-correlation function at
small r values [20]. Therefore, even in the simplest case of interfaces with similar
autocorrelation functions, the final scattered intensity along qk cannot be easily
related to the average PSD of the interfaces. The situation is even more complicated
in the case of grazing-incidence and grazing-exit geometry. Here, a full DWBAwith
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multiple scattering events at critical incidence and exit angles has to be taken into
account as described elsewhere [8, 11, 18]. Employing the grazing-incidence and
grazing-exit geometry, we can tune the penetration depth and limit the number of
interference terms in the formulas (9.8) and (9.9) [13]. In this way the in situ
GISAXS can provide unique roughness information of each individual interface
during the growth process.

5 Instrumentation

The small-angle X-ray scattering instrumentation can be divided into two major
groups: synchrotron-based and laboratory instruments. The key difference is in the
source of X-rays. The synchrotron insertion devices like wiggler and undulators
produce the X-ray radiation with high brilliance and low divergence [6, 22]. High
photon fluxes of the order of 1012 photons/s at the sample position are available,
allowing in situ SAXS/GISAXS/GIWAXS experiments [23–25]. The X-ray-induced
sample damage becomes a serious issue at such high photon fluxes and has to be
always checked and avoided [26]. On the other hand, the limited exposure does not
allow systematic studies and many times only the proof-of-principle experiments are
possible. The brilliance of available tabletop X-ray sources is compared to the
brilliance of insertion devices at the second-generation synchrotron facility in
Fig. 9.3.

The major drawback of the laboratory SAXS/GISAXS instrumentation is low
brilliance of the X-ray sources. From our experience, the flux of 108 photons/s at
sample position is the lowest acceptable limit to perform realistic in situ SAXS/
GISAXS experiments with temporal resolution of few seconds on strongly scattering
systems, like metallic nanoparticles and thin metallic films. The aim of this chapter is
to provide information on possible in situ SAXS/GISAXS experiments with con-
temporary laboratory instrumentation.

The laboratory SAXS/GISAXS system is composed of four main parts starting
with an X-ray source (Fig. 9.4). The standard SAXS/GISAXS systems are operating
at characteristic Cu Kα (E(Kα1) = 8047 eV) lines, but the alternatives based on lower
(Cr, E(Kα1) = 5414 eV) or higher (Ga, E(Kα1) = 9251 eV) X-ray energies are also
available [27–29]. The conventional water-cooled sealed-off X-ray tubes with line
focus are utilized preferentially in line collimating SAXS systems based on Kratky
block collimator [1]. Their low brilliance excludes application with point collimating
systems. The most frequent laboratory SAXS/GISAXS systems are equipped with
various micro-focusing X-ray sources. These allow a higher electron beam power
load at the anode than the conventional line-focusing X-ray tubes. A low total power
of the order of 50 W allows even air-cooled operation of micro-focusing X-ray
sources (Incoatec). The modern micro-focusing X-ray sources coupled with the
reflective X-ray optics achieve the total flux of 108 photons/s [30, 31]. The reflective
optics is based on elliptically or parabolically shaped multilayer mirrors with laterally
graded period of the Goebel type in the single- or double-bounce configuration also
termed as Montel optics [32, 33]. The available collimating Montel optics with
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parabolic mirrors delivers the X-ray beam of the 1 mm diameter with the angular
divergence as low as 0.5 mrad. The beam size has to be further restricted by
collimating slits or pinholes. The focusing Montel optics with elliptical mirrors is
capable of producing focused X-ray beams with the sizes below 250 μm in diameter

Fig. 9.3 A chart comparing the X-ray brilliance of available tabletop X-ray sources with
synchrotron

Fig. 9.4 The SAXS/GISAXS laboratory installation of NanoSTAR system (Bruker AXS) at the
Institute of Physics, SAS (Slovakia)
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(FWHM). However, the typical beam divergence of 5 mrad seriously restricts the
achievable resolution in the reciprocal space. In particular cases such as the in situ
studies of nanoparticle colloids with the average size below 20 nm, this kind of optics
provides higher photon flux density than the parallel-beam optics [29]. The high-
performance micro-focusing rotating X-ray anodes (Rigaku) and liquid-metal-jet
X-ray sources (Excillum) [34–37] provide the highest X-ray brilliance for the pres-
ently available laboratory SAXS/GISAXS setups.

The second important part of each SAXS/GISAXS system is the collimator. The
main role of collimator is to reduce the beam size and divergence. Moreover, it
removes parasitic scattering surrounding the primary X-ray beam. The best angular
resolution is achieved with the beam size matched to the point spread function of the
X-ray detector and the beam divergence of the order of 0.1 mrad. These strict
criteria are, however, in many cases sacrificed in order to preserve higher photon
flux at the sample position. In general, the collimator unit is composed of two
pinholes or motorized slits in an evacuated tube. The final divergence is given by the
geometrical restraints set by the size of pinholes and their distance [38]. The
primary disadvantage of the pinhole collimating units are inherently long evacuated
tubes and inability to provide further monochromatization to the X-ray beam
exiting Montel optics. The SAXS/GISAXS systems using vacuum collimators
reach the resolution limit of approximately 200 nm in real space. Any enhancement
of this number is possible only at the cost of very large and bulky installations. The
conventional collimating pinholes are fabricated from polycrystalline metals like
Pt, Ir, or W. The side effect of pinhole collimators based on polycrystalline metals is
a strong small-angle parasitic scattering that is usually suppressed by a third
dedicated anti-scatter pinhole placed directly in front of the measured sample
[39]. The latest advances in collimating pinhole research allowed fabrication of
scatterless slits with a very low parasitic scattering made of single crystal Si or Ge
[40]. Hence, the modern SAXS/GISAXS systems based on single crystal pinhole
collimator do not require the third anti-scatter pinhole anymore. The high-
performance SAXS/GISAXS systems based on the liquid-metal-jet anode X-ray
generator and vacuum collimator equipped with single crystal pinholes reach the
total flux of 108 photons/s at the sample position.

An alternative approach in the design of beam collimation system is the use of
compressing X-ray diffractive optics [41, 42]. In contrary to the pinhole or slit
collimation systems, where the spatial filtering is employed to reduce the size and
divergence of incoming beam (Fig. 9.5a), the diffraction collimator uses two suc-
cessive X-ray diffractions to compress the beam size, one of them at least being
asymmetric (Fig. 9.5b). Monolithic channel-cut design is used to guarantee mechan-
ical and thermal stability. Compression ratio up to 20 times can be achieved by
sophisticated design. The two X-ray diffractions eliminate inherently the parasitic
scattering from the Montel multilayer optics and provide a high-quality primary
beam for the SAXS/GISAXS experiments. The added value of the channel-cut
collimation is monochromatization depending on the X-ray diffraction used. For
example, the channel-cut compressor based on Ge 220 diffraction provides a clean
Kα1 X-ray line at the exit. Utilizing Ge 111 diffraction with larger intrinsic integral
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intensity improves the throughput but worsens the spectral purity as the character-
istic X-ray lines Kα1 and Kα2 are not separated completely and Kα2 leak is present
after the channel-cut compressor tuned at Kα1. For the GISAXS experiments, the
one-dimensional compression is fully sufficient as the angular sample acceptance in
the perpendicular plane is inherently strongly limited at small incidence angles
typical in the grazing-incidence geometry. The laboratory SAXS/GISAXS system
equipped with an asymmetric channel-cut collimator can reach the resolution of
500 nm in real space at the 2.5 m overall instrumental length [42]. Such a space-
saving setup is another advantage of the channel-cut compressors comparing to the
long-slit or pinhole collimation systems.

The third basic part of each SAXS/GISAXS system is the evacuated experi-
mental chamber. It usually accommodates a sample alignment positioner com-
posed of linear and rotation stages. Recently, the hexapod positioning unit with six
degrees of freedom has become popular for the sample alignment due to its
compact dimensions compared to conventional sample positioners (Fig. 9.6).
The experimental chamber for in situ SAXS/GISAXS studies has usually enough
room for various testing units including tensile stage for stress–strain measure-
ment, humidity chamber, heating and cooling plates, and similar. The standards for
absolute calibration of the reciprocal space and intensity should be implemented
in the experimental chamber as well. An independent evacuation option for
the collimator and flight tubes should enable SAXS/GISAXS measurements in
ambient air conditions.

The flight tube connects the experimental chamber and a two-dimensional
(2D) X-ray detector – the last basic part of the SAXS/GISAXS system. The length
of the flight tube together with the beam size, beam divergence, and point spread
function of the 2D detector defines the achievable resolution in the reciprocal space.
In front of the 2D detector, twomovable beamstops are located – one for the primary
beam and the other one for the specularly reflected beam in the case of GISAXS
measurement. The beamstops protect the 2D detector against the damage coming
from the high-intensity primary and reflected beams and allow prolonged exposure
without overflow of A/D converters. Traditional 2D X-ray detectors for the SAXS/
GISAXS measurements are imaging plates, multiwire gas detectors, and

Fig. 9.5 Collimator setups: (a) slit collimation based on spatial filtering, (b) crystal collimation
based on the asymmetric X-ray diffraction
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scintillators coupled to CCD or CMOS cameras [38]. The imaging plates are not
suitable for the in situ operation due to a long readout time. The multiwire or
multistrip gas detectors filled with Xe gas are suitable for lower intensities as
their global counting rate is typically 106 photons/s which is a serious limitation
especially for the time-resolved GISAXS studies. Here, the scintillators coupled to
CCD or CMOS detectors are the most suitable with the limitations imposed only by
the background noise and the usual 16-bit dynamic range. Recently, the PILATUS
series detectors with directly coupled CMOS to biased Si chips have proved to be
useful for in situ operation due a fast readout time in milliseconds and adjustable
zero background operation [43–45]. For GISAXS measurements, the detector
should be mounted on a translation stage as there is no relevant information
below the sample horizon (see Fig. 9.2). The SAXS/GISAXS systems may be
complemented by synchronized detectors for diffraction (WAXS) placed directly
behind the sample stage [23].

For some applications of the SAXS/GISAXS technique, the nature of the sample
requires a special design of the setup. The first example is the in situ GISAXS
monitoring of the thin-film growth in a dual ion-beam sputtering chamber shown in
Fig. 9.7.

Here, a micro-focusing X-ray source (Incoatec, 30 W IμS source) is attached to
the frame of the deposition vacuum chamber and precisely aligned using a heavy-
duty hexapod positioner. The chamber is equipped with UHV compatible Be entry
and exit windows for the X-rays. The anti-scatter pinhole is mounted on a three-axis
vacuum manipulator placed directly in the vacuum chamber. The elliptical Montel
optics with the focus located on the sample is utilized in order to maximize the
scattered X-ray intensity. The angle of incidence and the sample position can be
finely adjusted by the vacuum manipulator with three degrees of freedom. The
scattered X-rays are recorded by a 2D PILATUS 200 K detector mounted directly

Fig. 9.6 The high-performance laboratory SAXS/GISAXS system equipped with 250 W liquid-
metal-jet X-ray source (Excillum). The experimental vacuum chamber uses a hexapod to align the
sample in the X-ray beam. Installation at the Institute of Physics, SAS (Slovakia)
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on the vacuum flange. This system allows the monitoring of the thin-film growth on
the time scale of a few seconds for taking one GISAXS pattern. The acquired
GISAXS patterns provide information on the evolution of interface roughness,
while the thickness information is monitored simultaneously by the in situ spectro-
scopic ellipsometry.

Another custom-designed solution is the adaption of GISAXS measurement
geometry to studies of nanomaterials confined to the air/water interface. In particular,
the self-assembled mono- and multilayer arrays of metallic and metal-oxide
nanoparticles at the air/water interface are attractive templates for many applications
[46]. Figure 9.8 shows a laboratory GISAXS setup with a Langmuir trough with high
compression ratio [47].

Precise adjustment of the incidence angle is provided by robust translation and
rotation stages holding a micro-focusing X-ray source (Incoatec, 30 W IμS source).
The X-rays scattered from the air/water interfaces are passing inside an evacuated
flight tube and are detected by a PILATUS 100 K detector. The GISAXS data are
correlated with the other in situ techniques including spectroscopic reflectometry,
surface tension measurement, and optical microscopy installed at a common
workbench.

Fig. 9.7 Installation of in situ GISAXS solution attached to dual ion-beam sputtering equipment at
the Institute of Physics, SAS (Slovakia)
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6 Some Topical Applications

6.1 Time-Resolved Studies of Nanoparticle Self-Assembly

The metallic, metal-oxide, and oxide nanoparticles have been studied intensively for
many applications [48–53]. In particular, their ability to spontaneously order called
self-assembly opens new possibilities for a simple and effective bottom-up approach
to formation large ordered templates of macroscopic dimensions. The self-assembled
nanoparticle arrays find applications in gas sensors [54], strain gauges [55, 56],
surface-enhanced Raman probes [57, 58], calibration standards, and future electronic
and spintronic devices. In the following section, we will illustrate how the time-
resolved in situ GISAXS technique helps to clarify physical and chemical processes
behind the nanoparticle self-assembly [47].

The first example documents the self-assembly of colloidal iron oxide
nanoparticles. These nanoparticles with low size dispersion less than 10 % are easily
produced as colloidal solutions in large quantities by wet chemical synthesis methods
[59]. The iron oxide nanoparticles are synthesized as the core–shell particles with a
crystalline core and a shell composed of organic molecules. The outer organic shell,

Fig. 9.8 Installation of in situ GISAXS for liquid interface studies at the Institute of Physics, SAS
(Slovakia)
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so-called surfactant shell, prevents from the nanoparticle agglomeration. A stable
nanoparticle colloidal solution can be produced in a polar or nonpolar organic solvent.
A simple evaporation of the colloidal solution is known to produce the self-assembled
nanoparticle mono- and multilayers depending on the nanoparticle concentration of
the initial solution. A relatively long penetration depth of X-rays in common organic
solvents predetermines them as a good local probe of the nanoparticle ordering.
Therefore, the GISAXS technique can be used to study selectively the nanoparticle
self-assembly in the volume of a colloidal drop or close to its surface. It is also possible
to adjust the nanoparticle concentration to form a self-assembledmonolayer as utilized
in the following example of the time-resolved in situ GISAXS studies of the nanopar-
ticle agglomeration and ordering in the drying colloidal drop [60]. The sketch of the
experimental geometry along with the selected GISAXS patterns is shown in Fig. 9.9.

The probing X-ray beam was aligned to hit sample surface at the grazing-
incidence angle of 0.1� and was subsequently translated upward in order to avoid
the X-ray scattering from the sample surface. In this experimental configuration, we
were able to distinguish between the nanoparticle self-assembly in the colloidal drop
volume (Fig. 9.9, case I) and at the drop surface (Fig. 9.9, case II). The X-ray
scattering from the drop surface was accompanied by an intense scattering streak
originating from the long-range surface roughness correlations visible as a narrow
streak along qz direction in the GISAXS pattern (Fig. 9.9, case II). The GISAXS
pattern was evaluated and successfully fitted with the form-factor function of a single

Fig. 9.9 The GISAXS measurement geometry and snapshots of the GISAXS pattern taken during
evaporation of the colloidal nanoparticle drop [60]
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spherical nanoparticle and a constant interference function. This means that no
positive evidence of the nanoparticle self-assembly in the drop volume or close to
the drop surface was found [60]. In order to identify the region of nanoparticle self-
assembly in the drying colloidal nanoparticle drop, we developed a time-resolved
scanning measurement mode [61]. The principle of the vertical scanning together
with the reduced GISAXS reciprocal space maps is shown in Fig. 9.10.

The vertical scanning scheme is based on a fast and repeated acquisition of many
GISAXS patterns during the vertical oscillation of the sample surface across the
primary X-ray beam. Adjusting a suitable scanning speed and the detector acquisi-
tion time so as to avoid smearing effects, we were able to collect a large number of
reciprocal space maps from different evaporation stages of the drying colloidal drop.
During one oscillation loop, we were able to distinguish between three types of
scattering from the drying drop that corresponded to three zones in real space labeled
as Z0, Z1, and Z2 (Fig. 9.10). The experimentally relevant zones Z1 and Z2 can be
assigned to the scattering from the drying drop surface and volume, respectively. The
time-resolved integrated cuts in the reciprocal space along qz and qy directions are
also shown in Fig. 9.10. Similarly to the case II in Fig. 9.9, we observe a strong
scattering streak when passing from the zone Z0 to Z1, corresponding to surface
scattering from the drop surface. No nanoparticle self-assembly could be identified

Fig. 9.10 The principle of the vertical scanning mode. The plots show temporal evolution of
selected cuts of the GISAXS patterns [61]

9 In Situ X-Ray Reciprocal Space Mapping for Characterization of. . . 521



from the scattering data along qy direction when the X-ray beam passed the drop
surface. Similarly, the time-resolved data originating from the drop volume were
fully described by a model based exclusively on the nanoparticle form-factor
function. Using the additional time-resolved horizontal scanning mode, the drop
contact line was finally identified as the origin of the nanoparticle self-assembly [61].

A drying colloidal drop provides the self-assembled nanoparticle monolayer over a
very limited area. Large and homogenous areas of self-assembled nanoparticles can be
prepared as Langmuir films at the air/water interface. Using a modified Langmuir-
Schaefer deposition, such self-assembled nanoparticle layers can be reliably trans-
ferred onto an arbitrary support [47]. The time-resolvedGISAXS can provide valuable
data on the formation of a self-assembled nanoparticle monolayer at the air/water
interface [62]. Figure 9.11 shows GISAXS patterns (i.e., reciprocal space maps) for
Langmuir layer of silver nanoparticles at different surface pressures measured with a
laboratory GISAXS equipment (Fig. 9.8). For low surface pressures below 16 mN/m,
we observe the Bragg truncation rods [6] of self-assembled nanoparticles modulated
only by the nanoparticle form-factor function. For higher surface pressures, the
maximum of truncation rod intensity progressively shifts from the critical exit angle,
given by the Yoneda peak position, toward the higher qz values as can be seen in
Fig. 9.11 at surface pressure of 20 mN/m. This is a clear indication of a transition from
the closed nanoparticle monolayer to a bilayer that is accompanied by appearance of a
new interference function along the qz direction comprising the vertical correlation of
nanoparticles in the second layer. At even higher surface pressures (Π = 26 mN/m in
Fig. 9.11), the appearance of individual Bragg diffraction spots confirms the existence
of the vertically correlated nanoparticle multilayer. Theoretical simulations of the
intensity distributions in the reciprocal space can unambiguously determine the kind
of the observed nanoparticle vertical correlations [63].

Figure 9.12 shows the calculated GISAXS reciprocal space maps for three differ-
ent cases of vertically correlated nanoparticle multilayers. The stacking of nanopar-
ticle monolayers without any lateral offsets between the two successive nanoparticle
layers is shown in Fig. 9.12a. In this case the Bragg spots positioned along the Bragg
truncation rods are vertically aligned with the Bragg spots located along qz direction at
qy ¼ 0 also termed as the detector scan direction. In the case of ABAB stacking, the
Bragg maxima along the Bragg truncation rods are vertically offset with respect to the
Bragg maxima along the detector scan as can be seen in Fig. 9.12b. The last case
shown in Fig. 9.12c is the reciprocal space map of the vertically uncorrelated
nanoparticle multilayer. Here, the intensity along the Bragg truncation rods is smeared
which indicates a constant interference function along the qz direction.

In the following we will describe in more detail the temporal evolution of the
changes in reciprocal space during a continuous compression of the nanoparticle film
at the air/water interface employing the high acquisition rate of modern PILATUS
detectors [62]. Knowing the speed of barriers compressing the nanoparticle layer, the
time can be recalculated to surface area of the nanoparticle layer. Figure 9.13 shows
the evaluated intensity, maximum position, and width (FWHM) of the Bragg
truncation rod as a function of the surface area occupied by the nanoparticle layer
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during its continuous compression. During the initial compression stage, the isolated
self-assembled islands of nanoparticles are merging into continuous nanoparticle
monolayer. This stage is indicated by a continuous increase of the Bragg truncation
rod intensity. The mean nanoparticle distance is constant at this stage. Approaching
the surface pressures above 10 mN/m, we observe a slight compression of the
interparticle distance. The possibility to observe directly this highly nonequilibrium
transient stage in the nanoparticle self-assembly process is a unique ability of the

Fig. 9.11 The GISAXS reciprocal space maps of the self-assembled nanoparticle layer at the
air/water interface measured at different surface pressures
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time-resolved GISAXS measurement scheme as this transition stage would relax
under the steady-state conditions. The nanoparticle monolayer collapse and forma-
tion of the second nanoparticle layer is observed as reversal in the apparent
interparticle distance and changed slope in the Bragg truncation rod intensity
(Fig. 9.13b). The comprehensive interpretation of the measured GISAXS data and
supplementary simulations can be found elsewhere [62].

A repeated application of the Langmuir-Blodgett technique gives possibility to
prepare nanoparticle multilayers with different kinds of vertical correlation between
the successive monolayers as described above. In the case of vertical correlation, these
ordered assemblies are nothing else than three-dimensional nanoparticle crystals in the
language of crystallography. A simpler and faster method of their preparation is the
solvent evaporation-driven growth from highly concentrated colloidal solutions. Here,
we give example of the time-resolved GISAXS study of the kinetics of the three-
dimensional nanoparticle crystal growth froma colloidal solution of silver nanoparticles
dropped onto silicon substrate [64]. The time-resolved GISAXS measurements were
performed at the photon energy of 12.65 keV. This energy is high enough to penetrate
the drying colloidal drop and at the same time is still sufficient to provide reasonably
high scattering cross section to perform time-resolved measurements with a single-
frame exposure of 0.5 s. Further experimental details can be found elsewhere [64].

2.5

3.0 log(intensity
(arb. units)

10.20
9.980
9.760
9.540
9.320
9.100
8.880
8.660
8.440
8.220
8.000

2.0

1.5

1.0

–1.5 –1.0 –0.5 0.0

qy (nm–1)

q z
 (

nm
–1

)

0.5 1.0 1.5

2.5

3.0 log(intensity
(arb. units)

10.20
9.980
9.760
9.540
9.320
9.100
8.880
8.660
8.440
8.220
8.000

2.0

1.5

1.0

–1.5 –1.0 –0.5 0.0

qy (nm–1)

q z
 (

nm
–1

)

0.5 1.0 1.5

2.5

3.0 log(intensity
(arb. units)

10.20
9.980
9.760
9.540
9.320
9.100
8.880
8.660
8.440
8.220
8.000

2.0

1.5

1.0

–1.5 –1.0 –0.5 0.0

qy (nm–1)

q z
 (

nm
–1

)

0.5 1.0 1.5

a b

c

Fig. 9.12 The calculated reciprocal space maps of the nanoparticle multilayers with different
vertical correlations [63]
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The measured GISAXS reciprocal space map of the nanoparticle three-dimension
crystal with a large number of Bragg maxima is shown in Fig. 9.14a. The measured
diffraction maxima correspond to the nanoparticle crystal with the face-centered
cubic (fcc) symmetry and the [111] direction oriented along the substrate normal. In
the following we will focus on the temporal evolution of the Bragg diffraction
maxima indexed as 111 and 222. Figure 9.14b shows the difference between the
fitted widths (FWHM) of 111 and 222 Brag maxima as a function of the drying time.
The colloidal nanoparticle solution was dropped in situ at time 0 s and completely
dried at the times longer than 300 s. The observed colloidal crystal (i.e., before
complete solvent evaporation) can be successfully described by the short-range order
paracrystalline model [65] with the exception of the interval 125–155 s when a
nonequilibrium transient phase with the long-range order appears. This is indicated
by equal widths of 111 and 222 Bragg peaks which is in contradiction with the
cumulative disorder of paracrystalline model. A systematic explanation of the
observed phenomena is given in reference [64]. This in situ example also demon-
strates how an adequate temporal resolution can help to reveal a short-living
transient phase in the crystallization process.

The post-processing of self-assembled nanoparticle templates by annealing, etch-
ing, or overcoating by another material is important for many applications [66]. In
the following two examples, we will illustrate how the in situ GISAXS can help to
analyze the nanoparticle reassembly processes accompanying the UV/ozone etching
used for the surfactant shell removal of self-assembled iron oxide nanoparticles. This
is essential, e.g., for gas sensing applications. Figure 9.15 shows the measured
GISAXS reciprocal space maps of the self-assembled iron oxide nanoparticles
before and after etching in UV/ozone reactor [61].

Fig. 9.13 The intensity, maximum position, and width of the Bragg truncation rod during
continuous compression of the nanoparticle layer
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The removal of the nanoparticle surfactant shell leads to the nanoparticle
reassembly evidenced by the appearance of a new broader Bragg truncation rod at
lower qy values. The scanning electron microscope (SEM) studies revealed agglom-
erated nanoparticle clusters with a characteristic percolation length that corresponds
to the measured Bragg truncation rod at qy ¼ 0:2 nm�1. The time-resolved GISAXS
provides a unique insight into the kinetics of the nanoparticle reassembly directly in
the UV/ozone reactive environment. Figure 9.16a shows the temporal evolution of
the integrated cuts in the reciprocal space along qy direction at the critical exit angle.

The etching of the nanoparticle surfactant shells reduces the lateral correlation
length and hence the nanoparticle short-range order as indicated by a gradual
decrease of the Bragg truncation rod intensity at qy ¼ 0:9 nm�1 . The analysis of

Fig. 9.14 (a) The measured GISAXS pattern of the three-dimensional nanoparticle crystal com-
posed of self-assembled silver nanoparticles. (b) The temporal evolution of difference of the Bragg
peak widths of 111 and 222 diffractions
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the GISAXS data also shows that the truncation rod shifts toward higher qy values
which indicates a shortening of the interparticle distance by 1 nm during the etching,
in accord with the SEM observations of the final reassembled state [61]. The
intensity increase of the newly formed Bragg truncation rod at qy ¼ 0:2 nm�1

follows the same kinetics as the interparticle distance reduction (Fig. 9.16b bottom)
and scales linearly with the square root of time in initial stages (Fig. 9.16b top) which
suggests the diffusion-like agglomeration of nanoparticles during the surfactant shell
removal. The second example demonstrates how the in situ GISAXS combined with
the in situ GIWAXS probes the silver nanoparticle oxidation and reassembly simul-
taneously during the UV/ozone etching process [61]. The GISAXS pattern cuts at
the critical exit angle along the qy direction are shown in Fig. 9.17a and b.

We distinguish here the two GISAXS regions due to considerably different length
scales addressed in real space. The first one, termed as GISAXS (Fig. 9.17b), shows
the initial nanoparticle correlations of the order of few nanometers. Assuming the
hexagonally close-packed order of silver nanoparticles, the initial interparticle dis-
tance is estimated to be 9.4 nm. The second one, termed as HR-GISAXS
(Fig. 9.17a), shows the correlations in the nanoparticle assembly of the order of
hundreds of nanometers. Here, the lateral correlation length of approximately
240 nm in real space corresponds to the agglomerated clusters of silver oxide
nanoparticles. The temporal evolution of pie-integrated GIWAXS patterns is
shown in Fig. 9.17c. Based on the available time-resolved reciprocal space data,
we can propose the following etching scenario of the silver nanoparticle monolayer.
In the first phase the UV/ozone etching removes the surfactant shell of silver
nanoparticles. This is observed as a steady decrease of the Bragg truncation rod

Fig. 9.16 (a) The temporal evolution of the reciprocal space cuts along qy direction. (b) The
integral intensity of the newly formed Bragg truncation rod and the interparticle distance as a
function of the etching time
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intensity (Fig. 9.17b) which indicates extinction of the nanoparticle short-range
order. The second phase is controlled by the ozone oxidation of the exposed silver
nanoparticle cores. Here, Ag 111 diffraction is gradually replaced by several AgO
diffraction lines. The third phase is characterized by a slowly proceeding agglomer-
ation of the silver oxide nanoparticles into ordered clusters as indicated by the
gradual formation of a new Bragg truncation rod at qy ¼ 0:026 nm�1 shown in
Fig. 9.17c. A comprehensive data analysis supported by a simulation based on the
paracrystal model is given in reference [67].

Fig. 9.17 Temporal evolution of selected cuts along qy in the reciprocal space during the etching of
silver nanoparticle monolayer at three different length scales [67]

9 In Situ X-Ray Reciprocal Space Mapping for Characterization of. . . 529



6.2 Time-Resolved Studies of Thin-Film Growth

The nucleation and growth of thin films is of utmost importance for functionality of
current electronic and photonic devices. The ability of the real-time GISAXS thin-
film growth monitoring opens new possibilities to tailor the final film parameters. For
example, the in situ monitoring of the interface morphology of the GMR/TMR (giant
and tunnel magnetoresistance) devices [68] and X-ray mirrors [69] is crucial for
achieving their good performance. In this section we will demonstrate how the in situ
GISAXS in laboratory conditions can probe the nucleation and growth of thin films.

The growth of thin films is conventionally divided into the three representative
groups based on the balance of surface energies [20, 21, 70–74]. The Frank–van der
Merwe (FM) growth model is described by continuous lateral growth of a single
atomic layer on the previously closed atomic layer. The opposite case is the growth of
layers in the form of islands also known as Volmer–Weber (VW) growth model. A
combination of the layer-by-layer and island growth mechanisms is termed as
Stranski–Krastanov (SK) growth model. Experimentally, the measured power spectra
density (PSD) of surface roughness for the FM growth mode is well described by a
monotonously decreasing function, whereas the PSD of surface roughness for the VW
and SK growth modes has a maximum that corresponds to the lateral correlation
length of the surface islands. The in situ GISAXS offers the time-resolved measure-
ments of the surface roughness PSD as described by Eq. (9.6). The competing surface
characterization techniques such as the atomic force microscopy (AFM), scanning
tunneling microscopy (STM), scanning electron microscopy (SEM), high-resolution
low-energy electron diffraction (HRLEED), or reflection high-energy electron diffrac-
tion (RHEED) are either too slow to follow the real-time growth process or unable to
work at relatively high processing pressures typical for sputtering or chemical vapor
deposition (CVD). Here, the in situ GISAXS offers an exceptional capability to track
the interface morphology in the reciprocal space in real time [5, 11, 75].

The synchrotron-based in situ GISAXS monitoring of deposition process pro-
vides the highest-quality data with the millisecond time resolution [24, 75] but
cannot be used for everyday needs of technology because of obvious reasons.
Figure 9.18 shows the scheme of a dual ion-beam sputtering apparatus equipped
with GISAXS probe and spectroscopic ellipsometry for in situ monitoring [76] that
was implemented in the laboratory (Fig. 9.7).

In the first example, we present studies of the W layer growth by the ion-beam
sputtering that was performed as a part of development of W/B4C multilayer X-ray
mirrors with ultrashort period. Based on the balance between the temporal resolution
and the GISAXS data quality, the 8 s integration time for one GISAXS pattern was
used. Assuming the W deposition rate of 0.14 Å/s, the sub-monolayer sensitivity of
the real-time deposition monitoring was achieved. Figure 9.19a and b show selected
GISAXS patterns of the W layer growing on the SiO2 and Si substrates taken at the
thicknesses of 0.5 nm, 1 nm, and 2 nm. The growth of W on SiO2 follows the VW
island-like growth model. This is especially well visible from the distinct side
maxima at the W thicknesses of 0.5 nm and 1 nm. On the other hand, the growth
of W on Si is characterized by a low surface roughness and absence of any side
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Fig. 9.18 (a) Geometry of a dual ion-beam sputtering equipment. (b) The 3D view of in situ
GISAXS mounted on the sputtering chamber
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maxima in the GISAXS patterns at the early stages of the layer growth that suggests
applicability of the FM growth model.

The growth of the W islands and their coalescence into continuous layer can be
analyzed in the reciprocal space. Figure 9.20 shows series of the reciprocal space cuts
along the qy axis at the critical exit angle as a function of the deposited average W
thickness. The evolution of the side maximum position as obtained from the cut fits is
shown as well. It shifts to the lowerqy values with the increasing averageW thickness.
This suggests that the initial small separation between the isolated W islands is
steadily increasing due to the coalescence of smaller islands into larger ones [77].

In the following, we present the GISAXS measurements on periodic multilayers
composed of two different materials. A simplified representation of the reciprocal
space of a periodic multilayer is shown in Fig. 9.21. The most remarkable features
are the Bragg points due to the multilayer periodicity surrounded by the Bragg sheets
coming from resonant diffuse scattering on rough and at least partly correlated
interfaces. The positions of the Bragg points are given by the Bragg equation and
the intensity distribution along the Bragg sheets is given by the Eq. (9.8).

The intensity and width of the Bragg sheets along the qz axis at the different qk
values are given by the number of vertically correlated interfaces at particular PSD
spatial frequency. Therefore, the cross-correlation function in a multilayer stack
affects any lateral cut along qk in the reciprocal space, and straightforward extraction
of PSD of a particular interface is impossible. Another limitation that precludes an
unambiguous determination of the PSD function of a particular interface is the loss
of the phase information in the GISAXS pattern. Using appropriate growth models
we can, however, estimate an average PSD of interfaces in the multilayer stack
[20, 79–84]. A comprehensive discussion of the problem is out of the scope of this
chapter and is given elsewhere [8, 78].

An example of the GISAXS pattern of Mo/Si multilayer with a series of
periodically spaced Bragg sheets is shown in Fig. 9.22a. The Bragg condition for
constructive interference is not fulfilled at the grazing angle of incidence of 0.7�;
hence, the Bragg sheets originate exclusively due to coherent interference of the
X-rays diffusely scattered on multiple interfaces of the multilayer stack. The average
thickness and rms roughness of the Mo and Si layers were determined by simulation
of the X-ray reflectivity (XRR) that is shown in Fig. 9.22b. The determination of the
layer thicknesses by XRR is preferred to GISAXS because of a simple simulation
relying exclusively on Fresnel equations. Figure 9.22c shows the fitted width
(FWHM) of the second Bragg sheet along the qz axis as a function of qy values.
The Bragg sheet width is inversely proportional to the number of vertically corre-
lated layers at the particular roughness spatial frequency assuming the autocorrela-
tion functions of each contributing interfaces are similar. The intensity decay of the
second Bragg sheet along the qy values is shown in Fig. 9.22d. The plot in Fig. 9.22c
shows that the number of vertically correlated interfaces Neff is quite constant up to
qy values of approximately 0.2 nm�1. Within this qy range, we can assume fully
correlated interfaces and estimate the autocorrelation function of an average interface.
A good model for the average autocorrelation function is the one proposed by
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Sinha [86] having only two key parameters: the lateral correlation length ξ and the
scaling parameter H (Hurst parameter). A simulation of the second Bragg sheet
intensity together with the best suited parameters of the average autocorrelation
function is shown in Fig. 9.22d. A more precise estimation of the average autocorre-
lation function using the GISAXS pattern would include an appropriate growth model
like that of Edwards–Wilkinson [87] and can be found elsewhere in literature [88].

The in situ GISAXS measurement significantly simplifies the interface morphol-
ogy characterization. During the growth of the multilayer stack, we can distinguish
independently the contribution of each particular interface to the total scattered
X-ray intensity. Moreover, adjusting the angle of incidence close or even below
the critical reflection angle, we can significantly suppress the scattered X-rays
originating from the already deposited layers. The observation at the critical exit

Fig. 9.20 The reciprocal space cuts at the critical exit angle as a function of the deposited W
thickness. The white dots indicate the position of side maximum in the measured intensity profile

Fig. 9.21 Schematic representation of the reciprocal space for a periodic multilayer [78]
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angle on the other hand amplifies the scattered X-ray intensity due to the Yoneda
resonance and allows short acquisition times. The impact of the multiple scattering
channels on the distribution of the total scattered X-ray intensity was already
discussed in the theoretical section within the DWBA approach.

The last example concerns the in situ GISAXS studies of a periodic W/B4C
multilayer growth in the dual ion-beam sputtering equipment shown in Fig. 9.18. The
multilayer has nominal period thickness of 2.1 nm. Figure 9.23 shows theGISAXSdata
obtained during the deposition of the first 15 periods. The final GISAXS reciprocal
space map after deposition of 15 periods is shown in Fig. 9.23a. The integral cuts along
the qz and qy directions as a function of time are shown in Fig. 9.23b and c, respectively.
The integrated areas are denoted by the two white boxes in Fig. 9.23a. The temporal
evolution of the cuts along the qz axis, also called detector scans, reveals 15 deposited
periods that are distinguished by periodic abrupt changes in the scattered X-ray
intensity when theW layers are deposited. This happens due to a much larger scattering
cross section of W than B4C. On the other hand, the accumulated phase shifts during
deposition of the B4C layers are responsible for a regular but slow intensity drifts in the
reciprocal space. The appearance of Fig. 9.23b is affected also by different deposition

Fig. 9.22 X-ray characterization of the sputtered Mo/Si multilayer: (a) GISAXS pattern, (b) X-ray
reflectivity and simulation, (c) measured width of the second Bragg sheet as a function of qy, and (d)
the intensity of the second Bragg sheet as a function of qy [85]
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rates forWand B4C. The deposition time ofW is shorter because of a higher sputtering
rate of 0.14 Å/s for W when compared to 0.06 Å/s for B4C. The qz position of the first
Bragg sheet evolves during thefirstfive periods and then stays constant, while thewidth
of the Bragg sheets is getting narrower with the increasing number of periods, being
finally restricted by a shallow probing depth of the incoming X-ray beam. This depth
was adjusted by the angle of incidence of 0.2� which is below the critical angle for W
reflection at the Cu Kα X-ray line. The most interesting information stems from the
temporal evolution of the cuts along the qy reciprocal space axis which can be identified
with the shape of the integral roughness PSD function of interfaces within the probing
X-ray depth (Fig. 9.23c). Here, we can notice a transient state in the scattered X-ray
intensity that persists up to the deposition of approximately the first seven periods as
can be seen in Fig. 9.23c. As already shown at the beginning of this section, the growth
of W layer on the SiO2 substrate can be described by the VW growth model. The
growth of the W islands is, however, interrupted by the FM growth of the first B4C
layer. The secondW layer cannot fully recover the VW growth due to the B4C spacing
layer. This situation repeats in less and less extent unless a sufficient number of periods
is deposited (approximately seven in our case). Subsequently, the steady-state FM-like

Fig. 9.23 Time-resolved reciprocal space probing by GISAXS during the growth of W/B4C
multilayer. (a) The final GISAXS reciprocal space map. (b) The temporal evolution of (b) vertical
cuts at qy = 0 nm�1 and (c) horizontal cuts at the critical exit angle
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growth of W and B4C layers leads to a high-quality multilayer with low interfacial
roughness. A more detailed analysis accompanied by simulations will be published
elsewhere [76]. Here, it has been shown that the in situ GISAXS technique provides
information on transient stages of the multilayer growth and individual roughness of
each interface comparable only to ex situ transmission electron microscopy studies of
the multilayer cross sections. Nevertheless, the nondestructive character and inherently
statistical information provided by GISAXS are unique features of GISAXS.

7 Future Perspectives

In the previous section we demonstrated that the modern X-ray sources with photon
fluxes at the level of 108 photons/s can be employed for the in situ time-resolved
GISAXS studies of sufficiently scattering samples, typically containing metal atoms.
The latest advances in the development of high-flux laboratory sources including
progress in the liquid-metal-jet X-ray generators opened new possibilities to perform
the time-resolved in situ studies also onweakly scattering materials such as polymers.

As an example we introduce a GISAXS/GIWAXS study of the annealing of the
P3HT–PCBM (poly(3-hexylthiophene)) and ([6, 6]-phenyl-C61-butyric acid methyl
ester) polymer blend used as the active layer in organic solar cells. The time-resolved
GISAXS/GIWAXS studies performed on synchrotron [89, 90] were able to track the
crystallization of P3HT and the formation of a percolated structure with P3HT- and
PCBM-rich domains known as the bulk heterojunction (BHJ). The laboratory GISAXS/
GIWAXS apparatus (Fig. 9.6) based on the liquid-metal-jet X-ray generator delivers 109

photons/s after collimating Montel optics. The ex situ GISAXS/GIWAXS measure-
ments on the P3HT–PCBM films before and after thermal and solvent annealings
were performed. The measured GISAXS and GIWAXS patterns are shown in
Fig. 9.24a and c, respectively. The solvent and thermal annealings support phase
separation and formation of BHJ with a typical distance of 30 nm between the two
phases that is visible as a pronounced broad peak at approximately 0.2 nm�1 inGISAXS
(Fig. 9.24b). The BHJ phase separation is accompanied by an increase of the P3HT
crystalline phase which is evidenced by the enhanced intensity of P3HT 100 and
200 diffraction peaks (Fig. 9.24d). The 20-fold higher intensity of the liquid-metal-jet
X-ray generator comparing with the conventional micro-focus X-ray tube allows
GISAXS/GIWAXS time-resolved studies on the polymer thin films with the temporal
resolution better than 10 s.

Resolution improvement of the laboratory SAXS/GISAXS equipments is another
important development during recent years. Our studies using the channel-cut
diffractive optics for the X-ray beam compression demonstrated possibility of
ultracompact GISAXS setups with the resolution up to 500 nm in real space. The
standard commercially available SAXS/GISAXS systems achieve maximum reso-
lution of approximately 200 nm in real space. Using a linearly compositionally
graded GeSi channel cut with the compression ratio of 21, we were able to produce
the X-ray beam with the size 1.3 � 0.2 mm2, divergence 0.5 � 0.07 mrad, and
intensity 1 � 106 photons/s [41, 42]. For the tests of resolution, periodic ripples on
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Si substrate produced by ion-beam etching [91] with a period of 60 nm were used.
The GISAXS patterns measured on a synchrotron beamline and on the laboratory
setup are shown in Fig. 9.25a and b, respectively.

The lower photon flux of the laboratory setup is responsible for the lower number
of visible Bragg truncation rods in the GISAXS pattern when compared to the
synchrotron measurement. On the other hand, the fitted width of the Bragg trunca-
tion rods is comparable to that from the synchrotron measurement. The high
background of the laboratory GISAXS measurement results from air scattering as
the setup was not evacuated. The synchrotron quality Montel optics coupled to the
liquid-metal-jet X-ray sources (Fig. 9.6) holds promise of more than 20-fold inten-
sity enhancement after the compression by the channel-cut optics which can open a
new field for high-resolution time-resolved in situ SAXS/GISAXS laboratory mea-
surements confined solely to synchrotrons before.

The highest brilliance laboratory X-ray sources based on the liquid metal jets are
limited to few characteristic emission lines. In the following we outline a strategy
toward a future laboratory high-brilliance, multiple-wavelength X-ray source capa-
ble of generating X-rays at common K lines of metals like Cu, Co, and Cr which are
suitable for anomalous SAXS/GISAXS studies. These experiments have been

Fig. 9.25 GISAXS patterns of identical sample measured on (a) synchrotron and (b) laboratory
setup. (c) Comparison of the reciprocal space cuts along the qy direction
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widely employed at synchrotron beamlines by tuning the X-ray radiation close to the
absorption edges of specific elements. The anode of the new laboratory X-ray source
will be based on a liquid jet of colloidal metallic nanoparticles. A highly concen-
trated dispersion of colloidal nanoparticles is injected into a focused electron beam.
If required, an infrared laser will be used to evaporate the nanoparticle-supporting
solvent. Using different kinds of the nanoparticles, we can effectively tune the X-ray
wavelength emission. Moreover, a mixture of two or more kinds of nanoparticles
will generate the dual- or multi-wavelength X-ray emission. The point-like, microm-
eter-size X-ray source can be simply collimated or focused using two-dimensional
hybrid Montel X-ray optics. The breaking nature of this nanoparticle X-ray source is
the ability to emit continuously X-ray radiation at two or more characteristic energies
at the same time. Such a laboratory source for the anomalous SAXS/GISAXS
measurements is schematically shown in Fig. 9.26.

Large changes of the atomic scattering factor at the absorption edges of chemical
elements are used to enhance the scattering signal from particular atoms and/or
clusters and provide additional chemical sensitivity to the SAXS/GISAXS tech-
niques. The energy-selective, two-dimensional solid-state detector will be used to
measure simultaneously scattering patterns at two X-ray energies. A successful
implementation of this nanoparticle-powered X-ray source will enable new physics,
chemistry, and biology in laboratories and will rationalize exploitation of the syn-
chrotron and free-electron laser beamtimes.

8 Conclusions

In this chapter we have addressed various in situ time-resolved SAXS/GISAXS
studies of nanomaterials including nanoparticles and thin films. At the beginning we
reviewed a standard SAXS/GISAXS instrumentation and presented a wide range of

Fig. 9.26 Sketch of a nanoparticle-powered, dual-wavelength X-ray source
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setups suitable for the time-resolved studies in laboratories. The basic theory
required to understand the reciprocal space data measured by GISAXS was
presented. A significant part of the chapter was devoted to various examples of the
in situ nanoparticle self-assembly studies. We demonstrated how the pair-correlation
function of the nanoparticle assembly can be probed in situ during various processes
affecting the nanoparticle ordering. A special emphasis was given to the analyses of
the X-ray scattering from surfaces and buried interfaces. The experimental data of
the time-resolved in situ GISAXS study of the multilayer growth were presented and
discussed. Finally, we have shown how the last generation of laboratory high-flux
X-ray generators can stimulate further development of the time-resolved in situ
SAXS/GISAXS studies in laboratory conditions.
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1 Definition of the Topic

We discuss here what important knowledge can be gained by X-ray diffraction
(of course, more specifically, we talk of X-ray powder diffraction) experiments on
nanoparticles and nanomaterials in general. Historically, the uses of X-ray diffraction
have been to investigate (a) the crystal structure of materials at the atomic scale and
(b) their microstructure, a broad term meaning deviations from perfect crystalline
order on a scale that is larger than the atomic one but still microscopic. In fact,
macroscopic properties of materials tend to depend on both of those. For
nanomaterials, the focus is to understand how the small crystal domain extension
and related phenomena influence properties that differ – often in a very useful way –
from the parent crystalline material. This means that the focus is on the microstruc-
ture, due to the fact that reduced domain extension is a (strong) deviation from
crystal order – this is by definition something that extends to infinity. Of course there
exist crystalline phases that are stable only at the nanoscale – and in such case, the
crystal structure determination still is very important. In this contribution, we shall
review all modern experimental methods and especially – as this is the core of the
method – the data analysis techniques currently used, from the oldest, based on the
Bragg formalism to interpret crystal diffraction, to the newest, relying on atomic-
scale modeling.

2 Overview

2.1 Nanoparticle Characterization

The great discovery that for many materials a crystal size in the nanometer range
strongly affects properties and opens large avenues to applications has spurred a
concerted effort to understand why and how that happens, in the way that the
resulting changes in properties can be understood and optimized for applications.
If we think of the reduced size as an imperfection or a defect of the crystal structure
(by definition, a perfect crystal extends to infinity), this is a case in which structural
defects determine the material properties. To understand the importance of defects
on tuning materials properties, the example of silicon is illuminating: all modern
electronics – up to computers and handheld devices – are made possible by careful
insertion of defects (doping) in otherwise perfect silicon crystals. Therefore, a
complete and meaningful characterization of a nanoparticle (NP) must include its
ideal atomic structure – that of an infinite crystal of which the NP represents a small
portion – and its defects, starting from the finite and rather small size, the shape, and
other defects which may be induced by the small size (as surface distortion and
reconstruction) or independent from it.

2.1.1 The Goal: Atomic Structure and Microstructure
The most important analysis goal for NP is to determine the complete structure of a
NP (or a system thereof), how that is affected by the synthesis method, and how that
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correlates with materials properties. With complete structure here we mean both the
atomic structure of the “parent” crystal (crystal structure), of which the NPs repre-
sent small portions, and themicrostructure, including all the defects – first of all, size
and shape – that differentiate NPs from the parent perfect crystal. While crystal
structure is of course an average property, and therefore it is the same for all
individual NPs contained in a macroscopic sample, microstructure is stochastic in
nature. A defect with a small probability will be present in some NPs and absent in
many more. Surface amorphization will lead to as many differently structured NPs as
there are in the sample, even if all the rest is identical. Size and shape themselves in
most cases are statistically distributed in a synthesized NP batch, so much that in
many cases synthesis progress is measured with respect to the narrowness of the
resulting size/shape distribution. Therefore, while the detailed global atomic struc-
ture of a single NP is very informative, it automatically excludes the most important
information – that about the statistical distribution of defects. X-ray powder diffrac-
tion (XRPD) measures, instead, the averaged diffraction signal from a huge (mac-
roscopic) ensemble of NPs; therefore, it contains information about the statistics of
the NPs in the sample. While experimentally XRPD is an “easy” method, data
analysis is a complex endeavor, especially when complex statistical microstructural
information is desired. In the following, we will illustrate the state of the art in the
experimental and data analysis methods for XRPD, showing the wealth of informa-
tion that can be obtained therefrom.

2.1.2 Diffraction Versus Microscopy
Nanomaterials are complex systems. This makes their physicochemical characteri-
zation a rather difficult task, the smaller the NPs, the complex the task. Therefore,
extracting information about crystal structure, defects, size, shape, and composition
is commonly performed through the combination of different characterization tech-
niques, typically spanning from microscopy, diffraction, and spectroscopy. Among
these, transmission electron microscopy (TEM), often used in high-resolution mode
or in combination with electron diffraction, has been playing the role of leading
technique, particularly for characterizing the distribution of NP size and their
morphology. The successful impact of (HR)TEM in the field of nanoscience and
nanotechnology in the last decades, particularly when compared to that of X-ray
diffraction techniques, is easily understandable after considering (i) the importance
of directly visualizing unpredictable sizes and shapes of newly synthesized NPs
(although just a 2D projection becomes available, unless an extremely time-
consuming tomographic 3D reconstruction is carried out) and (ii) the deficiency of
conventional XRPD Bragg-based methods in characterizing very small NPs, which
has typically limited their use to verifying the phase purity of new materials and,
sometimes, to rough domains size estimation. However, since one of the goals of
nanomaterials characterization is achieving the statistical distribution of defects, then
investigating a larger sample volume using diffraction (or scattering) techniques
should be considered a more appropriate approach, bringing the analysis to the most
suitable statistical level. In this view, in fact, we have to consider the local nature of
the microscopy probe, which typically involves a number of investigated NPs as
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small as 500, i.e., extremely shrunk if compared to the several thousands of NPs
sampled by X-ray scattering techniques. An additional important advantage of X-ray
diffraction versus microscopy refers to its sensitivity to atomic species, which makes
the technique a valuable route to investigate sample stoichiometry and phase com-
position of complex mixtures of NPs or multiple nanosized components of different
chemical composition. We will show, throughout this chapter, that diffraction is a
powerful complementary tool to microscopy for nanomaterials characterization,
particularly when the so-called total scattering methods are used.

3 Experimental and Instrumental Methodology

3.1 X-Ray Powder Diffraction (XRPD)

3.1.1 General Theory
We will consider a parallel beam (plane wave) of monochromatic radiation, that is,
with a single constant wavelength λ (if we think about a particle beam, as it is
allowed by the De Broglie ambiguity, all particles travel parallel to each other and
have the same speed and energy). When the beam interacts with something
(an obstacle or target) placed in its path, some particles will deviate and perhaps
exchange energy with the target. Here we will only consider the case when no energy
exchange happens (elastic scattering) – that is, the outgoing particles have the same
energy as the incoming ones (or, identically, the same wavelength λ). Therefore, only
the direction of motion of the scattered particles is affected. We define now the wave
vector k of the incoming particles as the vector that has the same direction as the
incoming beam and length k = |k| = 1/λ; similarly, the wave vector k0 of a scattered
particles has also length k0 = |k0| = k = 1/λ, while its direction is now the one of the
scattered particle. Define also q = k0 � k as the scattering vector (see Fig. 10.1).
[Note: physicist prefer alternative definitions of the wave vectors and scattering
vectors; these differ by a factor 2π, and as both definitions are broadly used, we will
hereafter use capital symbols for the physicists’ vectors, as Q = 2π q, K = 2π k,
. . .]. We will also assume that there is no delay between collision and scattering; this
means that the scattered wave starts with the same phase as the incoming one
(coherent scattering). In the X-ray case, elastic scattering is always coherent,
while with other widely used diffraction probes (neutrons), this may not be the
case. If 2θ is the angle between k and k0, the length of q is q = |k � k0| = 2k
sinθ = 2 sinθ/λ [and of course, Q = 4π sin θ/λ].

In a diffraction experiment, we measure then the angular distribution of the
scattered particles. The quantity we measure is the differential cross-section
dσ/dΩ, defined as follows: if I0 is the intensity (number of particles per unit area
and per unit time) incident on the target, the number of particles detected per unit
time in a small detector window covering a small solid-angle dΩ around any given
(2θ,φ) direction is equal to I0 � dσ/dΩ(2θ,φ) � dΩ (Fig. 10.2).
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The measured dσ/dΩ at several directions contains information about the struc-
ture of the target. To see how precisely, we must go into the scattering process for
waves.

The incoming beam is represented by a plane wave, whose amplitude in any point
r is given by I0

1/2 exp(2πikr). The scattered wave from a point target located at r1 is
represented instead by a spherical wave, whose amplitude in any point R is given by

I
1=2
0 b

e2
πikr1 e2πik R�r1j j

R� r1j j

Fig. 10.1 Representation of the three wave vectors k, red; k0, blue; and q = k � k0, green, for a
probe coming from the k direction which is elastically and coherently scattered by a target (red
circle) in the k0 direction, which forms angles 2θ with the k direction and φ around k with respect to
a reference (here vertical) plane

Fig. 10.2 The scattered radiation is collected in a small detector window placed around direction
(2θ,φ) with respect to the incoming beam. If the window is placed at a distance R from the target and
has a (small) area dS and the normal to its surface forms an angle ψ with the direction of the
scattered beam, then it covers a solid-angle dΩ = dS cosψ/R2. If I0 is the incident intensity on the
target, then the observed intensity is defined as the product of I0 � dΩ � dσ/dΩ(2θ,φ)
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Here b is the scattering length of the point scatterer; it is a measure of its scattering
effectiveness. For large R and small r1, the spherical wavefronts become again
approximately planar, so there we can approximate it as

I
1=2
0 b

e2
πikr1 e2πik R�r1j j

R� r1j j � I
1=2
0 b

e2
πikr1 e2πik

0 R�r1ð Þ

R

Here we used the fact that, by definition, (R�r1) and k0 are parallel. See Fig. 10.3 for
clarity. If we have N point scatterers, we have to sum the amplitudes of the resulting
waves, obtaining

I
1=2
0

R
e2πik

0R
XN
j¼1

bje
�2πi k0�kð Þrj ¼ I

1=2
0

R
e2πik

0R
XN
j¼1

bje
�2πiq rj

Now suppose we capture this wave on a small surface dS, whose normal forms an
angle ψwith the scattered wave direction. The signal per unit time measured on dS is
then the square modulus of the wave amplitude times the area orthogonal to the
wavefront dS cosψ. This yields

I
1=2
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R
e2πik
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XN
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�2πi q rj

�����
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dS cosψ ¼ I0
dS cosψ
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bje
�2πiqrj
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�����
2

¼ I0dΩ
XN
j¼1

bje
�2πiqrj

�����
�����
2

and from the definition, the sum within the square modulus in the last term is just the
elastic coherent scattering differential cross section

at large R,
again ≈ plane wave

solid angle : dΩ = dS cos y

2θ

ψ

Scattered spherical wave
O

Incoming beam
plane wave

R–r1

R

I0
b e2πik·r1 e2πik�· (R-r1)

k�
k

r1I0

I0
b e2πik·r1 e2πik�R–r1�

|R – r1|

|R – r1|

e2πik·r

Fig. 10.3 Elastic scattering process – from plane wave (incident beam) to spherical wave
(scattered beam) to plane wave once more (detected beam)
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Before removing some approximations (like, that the atoms are point scatterers), we
specialize the former equation to the case of an infinite perfect crystal. Then instead
of a finite set of N atoms, we have an infinite repetition of a set of N atoms that
represent the content of one unit cell, translated by all the vectors of an infinite
lattice. A lattice vector L is an integer linear combination of three basis vectors a, b,
c, L = l1a + l2b + l3c, where l1, l2, l3 are any integer. The position vector of a
generic atom is then L + rj and

dσ

dΩ
qð Þ ¼

X
L

XN
j¼1

bje
�2πiq rjþLð Þ

�����
�����
2

þ U
X
H
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j¼1

bje
�2πiHrj

�����
�����
2

δ q�Hð Þ

Here we have used Poisson’s summation formula and

– U is a constant (theoretically infinite) representing the total number of lattice
nodes.

– δ(x) is the “infinitely sharp peak” (Dirac’s δ) function.
– Η is a node of the reciprocal lattice. This is another lattice, with H = h1a* +

h2b* + h3c*, with h1, h2, h3 integers and related to the crystal (direct) lattice by
relations aa* = bb* = cc* = 1 and ab* = ac* = bc* = a*b = a*c = b*c = 0.
Therefore, dσ/dΩ is represented by a lattice of sharp peaks (Bragg peaks) whose
weights (intensities) are given by the sum in |.|2 in the last term.

Now we specialize a bit more into X-ray scattering. This affects only
the scattering lengths bj. X-rays interact with electrons, and the elastic
coherent scattering length of one electron is the classical (Thompson) electron radius
re = e2/(4πε0 mec

2) = 2.8179 � 10�15 m [SI units]. The scattering length of an
atom with Z electrons would then be Z re. This is true only at very small q, however;
because the electron cloud of an atom is relatively not small compared to X-ray
wavelengths, the atoms are not point scatterers for X-rays. However, to good
approximation, the electron cloud is spherically isotropic, so we can simply substi-
tute the fixed scattering lengths b with the X-ray atomic form factors f(q), one for
each atomic species, depending only on the magnitude q of the scattering vector q
and with f(0) = Z re. [Hereafter we will adopt the usual crystallographic scattering
length units, or electron units, in which re = 1 so it can be omitted, and it will never
be mentioned any more]. Similarly, to account for uncorrelated harmonic thermal
motion, a factor T(q) for each atom (Debye–Waller factor) is sufficient. Finally,
considering also that some atoms may be present with a probability o < 1, we have
the corrected expression
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(10:1)

Last but not least, we specialize to X-ray powder diffraction. A powder is a very
large ensemble of particles (crystals) with all possible spatial orientations and with a
spherically uniform distribution of orientations. So we need to average the differen-
tial cross section over all possible orientations. This is done easily and it results to

dσ

dΩ

� �
qð Þ ¼
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f 2j qð Þo2j þ 2
XN
j>k¼1

f j qð Þf k qð ÞTj qð ÞTk qð Þojoksinc 2πqdjk
� �

(10:2)

where djk = | rj�rk | is the interatomic distance between the jth and kth atom and sinc
(x) = sin(x)/x is the sine cardinal function. This is the Debye scattering equation for
a general set of atoms. If we start from the expression from an infinite crystal, we
have instead

dσ

dΩ

� �
qð Þ ¼

X
H

XN
j¼1

f j qð ÞTj qð Þoje�2πiHrj

�����
�����
2

δ q� Hð Þ (10:3)

Here averaging only affects the δ�function argument, where the lengths q and
H replace the vectors q and H.

Comparing the two forms of the XRPD scattering equation leads to some
important conclusions. We need, however, to address also the effects brought
about by crystal defects. Generally, crystal defects will lead to replace the
δ�function with a broadened profile. This will be clarified better in Sect. 3.1.
Moreover, additional scattering will appear also between the Bragg peaks (diffuse
scattering). [Note that the distinction between Bragg and diffuse scattering is
heuristic only, being there no way to differentiate them exactly]. The integrated
intensities of the Bragg peaks, however, will not be affected by crystal defects, and
they depend only on the (average) content of the unit cell. At variance, the Bragg
peak shape and breadth will encode all information on crystal defects, crystal size,
and shape. This has been the basis of classical Bragg analysis methods – both for
structure solution (finding out the positions of the atoms in the unit cell, their thermal
vibration factors and site occupancies) and of defect analysis, as it will be recalled in
the next sections. For small NPs, however, this distinction starts to lose meaning.
Bragg peaks broaden enough that they are not separable and integrated intensity
values have considerable errors. Moreover, the “diffuse scattering” increases and
becomes very difficult to separate. Discarding it, moreover, would mean discarding
an important part of information. Therefore, in recent years, the use of the full Debye
scattering equation – without the simplifications deriving from an assumption of
periodicity – has been more and more frequently used, in spite of its complexity, as
the sinc sum nominally contains a number of terms proportional to the square of the
number of atoms in the whole NP. We will expand on this topic in Sect. 4.2.2.
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As a last remark, X-rays are scattered also inelastically and incoherently (i.e.,
actually, the vast majority of the X-ray scattering processes with matter). Of partic-
ular importance are processes where an X-ray photon is converted into another X-ray
photon with lower energy. The main processes in this category are Compton
scattering and fluorescence. Fluorescence lines are known for all elements, and
with careful choices of incident energy and detector setup, they can be eliminated –
at least at synchrotron sources. Compton scattering is quite weak and very close in
energy to the incident radiation, so it cannot be eliminated with existing methods;
however, it is fairly easy to calculate it and subtract it from the elastic scattering
signal. Other forms of scattering do not cause spurious signals in an X-ray detector,
but still they cause absorption of the primary and scattered beam while they travel
through the sample, so special corrections have to be devised in order to obtain
undistorted data.

3.2 Instrumentation: Laboratory and Synchrotron

As most other experimental techniques based on the radiation–matter interaction,
also XRPD requires a source of radiation, a sample holder (with its specific envi-
ronment), and a radiation detector; the latter is meant to measure the diffracted
intensity not directly down the impinging direction (as in most absorption-based
spectroscopies), rather at different scattering angles (in the most common situations).
Of course, beam conditioning (limitation of beam divergence, filtering or monochro-
matization, positioning of antiscatter slits avoiding spurious radiation, etc.) is also
necessary and heavily depends on the overall diffraction geometry, equipment, and
radiation source. Since there exist many different combinations of sources, optics,
sample nature, size and shape, and detectors, the instrumentation part is here split
into “independent” portions, which, after being assembled in suitable configurations,
can give rise to a large variability of versatile equipment (the diffractometers). The
interested reader can find more details on XRPD instrumentation in the nice book by
Guinebretière [1].

Sources The most common radiation source in the lab is the X-ray tube, which,
operating at a typical power of 2 kW, can provide photon fluxes at the sample close
to 108 ph/s. Commercially available anode materials are Ag, Mo, Cu, Co, Fe, and Cr,
spanning, with their Kα characteristic lines, the 22.2–5.4 keV energy range
(λ = 0.559–2.290 Å). Unless specific requirements are necessary (e.g., to avoid
Fe/Ni/Co fluorescence effects or to reach high Q values, Q = 4πsinθ/λ, for pair
distribution function studies; see below), nearly ubiquitous is the use of Cu-Kα
radiation (λ = 1.5416 Å for the unresolved α1,2 doublet). This gives a good range of
accessible d values, a limited overlap (for moderately complex materials), and
reasonably treatable transparency/absorption effects.

Boosted sources, allowing a max. tenfold increase of flux, at the expenses of a
significantly higher cost and maintenance requirements, are rotating anodes.
While originally developed for point focus experiments (small molecule or protein
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single-crystal diffractometry), they have also been recently adapted, and improved,
for other kinds of instrumentation: as highly brilliant microfocus sources (down to
diameters of 70 μm) for scanning SAXS and WAXS (small and wide-angle X-ray
scattering) experiments or for providing line-focus beams for XRPD. In these cases,
only Cu, Co, Cr, and Mo radiation sources are available on the market, with the
interesting option of double-element anodes, providing two-wavelength beams.

Definitely more appealing for the material scientist, and for the nanoworld, are
X-rays generated at synchrotron sources, where extremely high brilliance, energy
tunability, nearly null beam divergence, polarization, and “flashing” time structure
can be independently, or simultaneously, exploited in devising specific advanced
experiments. Fluxes at the sample close to 104–106 higher than lab sources are
normally achieved, making fast data collections on nanomaterials possible. For a
high-quality pattern from poorly scattering nanomaterials, with the best detectors
(see below), acquisition times of minutes are normal; when fast transformations are
to be qualitatively observed, acquisition times down to 1 ms are currently possible.
The wavelength (or the energy) of modern synchrotron sources is continuously
tunable in a given range (5–38 keV for the X04SA-MS beamline at SLS [2],
6–80 keV for the ID22 beamline at ESRF [3]). The X-ray beam is commonly very
parallel (divergence roughly down to 0.001�, depending on conditions) and narrow
(from few mm to <1 μm with specialized optics).

Detectors Disregarding the physical nature of the X-ray detection event and its
conversion into a machine-readable electrical current, several different kinds of
detectors are normally used:

(i) Point detectors (0D), capable of measuring a tiny solid angle (typically, a few
seconds of a solid radians – or less), used in scanning mode, either by a
continuous movement of the motors of the arm on which they are set (and
sampling the integrated intensity at predefined time intervals corresponding to
typical 2θ steps of 0.001–0.02�) or in a step-scanning mode, by measuring for a
fixed time each fixed 2θ point, sequentially over a large angular range. Some-
times such detectors can be equipped with collimators or even (multi)analyzer
crystals that bring the angular resolution down to 0.001� or less, at the cost of a
huge loss in intensity. For this reason, (multi)analyzer crystals are usually only
installed at synchrotron sources [4]. Analyzers not only increase the angular
resolution but also select only the scattered radiation coming at a given angle
from a very narrow region at the geometrical instrument center, so reducing
drastically the background. However, sequential acquisition mode and very
poor detection efficiency lead to very long acquisition times.

(ii) 1D (strip) detectors, which typically possess a large number (>100) of mea-
suring channels, typically covering from 1 to over 120� (2θ), mounted on a
moving arm [as in (i)] but providing (at least) >50 times larger total counts.
This is due to two factors: (a) there is no possibility of introducing a collimator
or analyzer on the diffracted beam; therefore, no efficiency loss is introduced in
this way, while other measures must be undertaken to safeguard the data
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quality; (b) the number of parallel channels can be quite large (e.g., over 60,000
in the large Mythen II detector (120� coverage, 0.0037� resolution) installed at
the X04SA-MS beamline of the Swiss Light Source [2, 5]), and of course the
efficiency is proportional to the number of channels. In order to cover the
unavoidable blind spots, the total acquisition time is often partitioned between
two or more slightly different detector positions. The time spent in moving the
detector can be kept to a small fraction of the total time.

(iii) 2D imaging detectors, based on a number of different technologies, which
simultaneously collect either entire Debye–Scherrer rings (form which clear
textural features are likely to emerge) or large arcs thereof. This increases in a
significant manner the collected intensity and the direct visualization of the
reciprocal space, which sometimes provides valuable information, well beyond
the aseptic list of angles and intensity counts within a xy file. Such detectors can
be easily shifted away from, or close to, the sample, or moved on a goniometer
circle, so that different angular ranges become available, at the expenses of
resolution changes if a too short distance is chosen (though making a large
2θmax value accessible) and of time spent on moving and acquiring in different
positions. For powder diffraction at synchrotrons, very valuable are 2D detec-
tors coupled with high-energy (40–100 keV) beams, where the sample is in a
flat transmission container (vide infra) and the detector is frontally located. The
high-energy beam overcomes the difficulty of a small 2θmax (30–45�) by still
reaching a high Q = 4π sinθ/λ through the shorter wavelength λ – and this is
the setup of most PDF-specialized beamlines like the 11-ID-B at the Advanced
Photon Source.

(iv) Static energy-dispersive detectors (E = hc/λ), which are used in “crowded”
sample environments (e.g., high pressure cells), where, at fixed 2θ0 position(s) in
the presence of a non-monochromatic (“white”) beam, the XRD pattern is col-
lected as an intensity versus energy trace [using Bragg’s law, λ = 2d sinθ, in its
equivalent formulation: E = hc/(2d sinθ0)].

Samples Typically constituted by incoherent particles of sizes below 10 μm (down
to a few nm for very small nanoparticle specimens), powder samples need to be
confined in suitable sample holders, which must not disturb, or affect, the collected
data, ideally giving no contribution at all. While this is possible if thick (or, better
said, nontransparent to X-rays) specimens are deposited as flat plates in the hollow of
a so-called Zero Background Plate (suitably cut silicon or quartz monocrystals) in
the Bragg–Brentano geometry (depicted in Fig. 10.4a), conventional powder dif-
fractometry typically uses aluminum, plastic, or glass sample holders (for flat
samples in reflection mode) or thin capillaries (borate glass, or, more rarely, Kapton
or silica, for specific experiments) in transmission mode (Debye–Scherrer geometry;
see Fig. 10.4b). Accordingly, the contribution of the scattering of these materials
adds up to the true sample-dependent XRPD trace, from which it must be eliminated
prior to (or modeled within) the final data analysis. This is normally done using a
phenomenological description (e.g., in classical Rietveld-like approaches) or
requires an intense series of parallel experiments and data treatment if a total

10 X-Ray Powder Diffraction Characterization of Nanomaterials 555



scattering method, highly relevant for nanomaterials, is adopted [6]. At synchro-
trons, the Bragg–Brentano geometry is impossible due to the parallel nature of the
beam; a similar geometry (but with fixed-incidence angle α (small, 1–10�) and
variable reflection angle 2θ�α) is sometimes used, although it is very difficult to
correct the data, especially when an analyzer is not used. The Debye–Scherrer
geometry (Fig. 10.5b) is very often used, and with high-energy sources
(>40 keV), often also the thin-plate transmission geometry (Fig. 10.5b) is used in
combination with 2D detectors.

Summarizing, without taking into account the many variations which can be
devised for samples of different nature (bulk materials, thin films, colloidal suspen-
sions, etc.), for different optical elements geometrically defining, filtering, and
monochromatizing the X-ray beam, Table 10.1 summarizes the most useful, and
popular, combinations (a few rarer ones, requiring, in some cases, curved samples,
are also included for completeness). In fact, the geometry of a powder diffractometer
is mainly determined by the shapes of the sample and of the beam and does not
depend upon the source or the other components.

4 Key Research Findings

4.1 Bragg Methods of Analysis: An Overview

4.1.1 Crystal Structure Solution
The determination of the crystal and molecular structure for crystalline materials
(inorganic, organic, and organometallic species) has become, in the last 20 years, a
pervasive activity; this has been favored by the dissemination of automatic X-ray

Fig. 10.4 Schematics of the basic geometries used for X-ray powder diffraction (diffraction from
polycrystalline materials), not to scale: (a) Bragg–Brentano geometry, with flat sample mode in
parafocussing geometry (the standard mode for phase identification and quantitative analyses
performed in the laboratory); (b)Debye–Scherrer geometry, with cylindrical sample in transmission
mode, suitable for colloidal suspensions of nanoparticles and/or air-sensitive materials confined
within a glass, plastic, or quartz capillary (the custom geometry for nanomaterials studies at
synchrotrons). X, X-ray source; S, Sample; D, Detector; θ, Bragg angle as for Bragg equation.
Sample to detector distance may vary from ca. 150 mm for bench (transportable) X-ray diffrac-
tometers to more than 700 mm in large synchrotron setups. Also beam divergence (here exagger-
ated) can vary, from >1� (in the lab) to less than 0.01� (at synchrotrons)
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diffractometers, efficient structure solution and refinement software, and, as sad as it
can appear, by the quest for low-quality (or low-relevance) papers by newly founded
journals accepting, mostly for commerce, nearly all contributions. The tremendous
increase of “small molecules” structural knowledge is witnessed by the exponential
increase of the structures deposited in the Cambridge Structural Database [7],
paralleled by that of the Inorganic Crystal Structural Database managed by FIZ in

Fig. 10.5 Schematics of the most important geometries used for X-ray powder diffraction at
synchrotrons with parallel beam, not to scale: (a) Debye–Scherrer geometry, with cylindrical
sample in transmission mode, suitable for powders as well as colloidal suspensions of nanoparticles
and/or air-sensitive materials confined within a glass, plastic, or quartz capillary. (b) Thin-plate
transmission geometry, with a flat sample container (consisting of a box with two closely spaced flat
surfaces orthogonal to the beam, here schematized with two vertical parallel lines) in transmission
mode with frontally installed 2D detector. The third (fixed incidence on flat sample, not shown)
resembles the Bragg–Brentano configuration (Fig. 10.4a) except that the beam is parallel and much
smaller than the sample area, the incidence angle (α) is fixed and small (1–10�), and the reflection
angle (2θ�α) is variable. This geometry is better suited to analyzer detectors and even so it needs
important angle-dependent corrections because the sample-illuminated volume changes with 2θ

Table 10.1 Summary of the different X-ray powder diffraction geometries for laboratory and
synchrotron sources. In the latter case, diffractometers are mostly one-off constructions and
therefore not especially named; we list the ideal detector type, instead

Laboratory sources

Sample
shape

Geometry Diffractometer

Cylindric Debye–Scherrer (Transmission) Debye chamber, parallel-beam
diffractometer

Curved Guinier (Focusing) Guinier chamber, Seeman-Bohlin
diffractometer

Flat Bragg–Brentano (Mostly in reflection mode;
rarely in transmission)

Parafocussing diffractometer

Synchrotron sources

Sample
shape

Geometry Ideal detector type

Cylindric Debye–Scherrer (Transmission) 0D (analyzer), 1D detectors

Flat Fixed incidence (Reflection) 0D (analyzer)

Flat Thin-plate (Transmission) 2D detectors, high energy
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Karlsruhe [8], per se significant in terms of strengthening the statistical value of
structural correlation methods [9], conformational analyses [10], and crystal engi-
neering studies [11].

Of lower numerical impact (less than 0.5 % of the total), crystal structures
determined by powder diffraction methods also began to appear in the last decade.
Ab initio structural determination by XRPD [12] becomes indeed necessary only
when the size and quality of the “single crystalline domains” lower to a level that
crystal mounting, conventional data collection, and diffraction data analyses (in the
“single-crystal” mode) are not a viable choice. In these cases, provided that the
“molecular” complexity is not too large (typically, <30 nonhydrogen atoms in the
asymmetric unit, though striking exceptions to this rule-of-thumb are known),
structures can be solved, and (approximate) models defined, to an accuracy level
way below that attainable by conventional single-crystal techniques. However, as
often proposed, poor information is better than no information at all.

Noteworthy, structure solution from a single nanocrystal or a collection thereof,
by X-ray diffraction methods in the standard Bragg approach (in which the inte-
grated intensities of well-separated peaks, or disentangled overlapping reflections
are used as the primary source of information), is not possible, as it turns out to be
extremely difficult to deal with extremely broad, and often asymmetric, peaks in
reciprocal space, no matter which radiation source (X-ray tubes, rotating anodes, or
synchrotrons), diffraction geometry, and X-ray detectors are adopted.

Therefore, nearly all X-ray diffraction studies of nanocrystalline matter rely on
structural models taken from the bulk, and, whenever possible, only slight modifi-
cations of the pertinent parameters [lattice periodicity, stoichiometry and (dis)order-
ing, thermal agitation] are introduced in model refinement procedures, normally (but
not uniquely) performed by least-squares methods in whole-pattern profile matching
procedures (the Rietveld method [13]). In this approach, peak positions are deter-
mined by strict symmetry and metrical relationships, (integrated) peak intensities
depend on the atomic positions within the unit cell, and peak shapes are modeled by
(flexible) analytical functions, phenomenologically describing the intensity spread in
the angular space.

Accordingly, the final models, derived from initial guess of the structure, heavily
depend on what is normally assumed for the bulk structure, only minor modifications
being expected. Under these circumstances, we cannot speak of “true” crystal
structure solution by diffraction methods (if powders, suspensions, or polycrystalline
thin films are employed). However, recent advances in the instrumental and (nano)
crystal handling (mounting and centering) have shown that down to the limit of
10 μm3 [14] (still larger than those used by precession electron diffraction methods
on nanosized samples [15]), single-crystal techniques can fruitfully be employed.
Therefore, if pushed to these limits, the structure of nanomaterials can be solved (i.e.,
determined) on samples of very limited size. However, an important question still
remains open: Is such a specimen representative of the entire sample? As naïve as it
can appear, questions of this type are only rarely considered, or answered, particu-
larly in the immense field of nanoscopic (imaging) techniques which encompass the
nanoworld.
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More importantly, while nanocrystals and nanoparticles are often viewed as small
portions of the bulk materials, this has been proven to be an erroneous oversimpli-
fication. Numerous studies have shown that even nominally single-phase NPs (e.g.,
Au, CdSe, PbS, Fe3O4, etc.) contain core and shell regions that are very different in
the atomic order and/or stoichiometry (see, e.g., [16]). While only an average crystal
structure (in terms of lattice periodicity) is maintained, local distortions, changes in
stoichiometry, compositional gradients, and size-dependent strains may (jointly)
occur. In these cases, their accurate analysis and quantitative estimation become
difficult by conventional methods, opening the way to a bevy of unconventional
techniques, including total scattering methods (widely discussed later in this
chapter).

4.1.2 Traditional Methods for Size and Shape Analysis
As early as 1918, at the verge of the development of diffraction methods for the
study of crystalline materials by diffraction methods, Scherrer [17] proposed a
simple formula relating the broadening of diffraction peaks in powder diffraction
patterns to crystallite size (L). Scherrer’s equation reads as

L ¼ Kλ

β cos θ

where 2θ is the Bragg angle, λ is the radiation wavelength, and β is the peak breadth,
obtained after subtracting the instrumental line broadening, in radians; K is a
dimensionless factor, with a typical value of about 0.9 (but varies with the actual
shape of the crystallites – from 0.62 to 2.08) [18]. The peak breadth is also
sometimes denoted as Δ(2θ). Strictly speaking, L is the volume-averaged crystal
dimension normal to the diffracting hkl plane under consideration, and β is the
integral breadth of the full intensity distribution (originating from the sample
only), i.e., the width of a rectangle having the same area and the same height as
the peak. Interestingly, upon changing the 2θ-axis into the scattering vector modulus
s = 2sinθ/λ, simple algebraic transformations lead to a simplified version of
Scherrer’s equation which allows the straightforward estimate of L by L = K/β(s).

When crystals possess a significantly anisotropic shape, that is, when their “sizes”
cannot be described by a scalar quantity L, a more complex treatment becomes
necessary. This is particularly true for platy shaped or acicular materials, which
typically show severely broadened peaks in the presence of the narrow(er) ones.
Even under the assumptions that these effects are attributed to size effects only (and
not to crystal strain or other kind of defectiveness) and that monodisperse crystal
size/shapes are present in the actual specimen (both hypotheses being difficult to
verify), several numerical techniques have been used to properly model, in recipro-
cal space, the peak width variability, mostly by a phenomenological approach.
Indeed, L is then described by a vectorial approach (i.e., L = Lhkl or L = Lθϕ, in
polar coordinates), for example, by linear combinations of Miller indexes products
(as implemented in the GSAS [19] and PSSP [20] Rietveld-refinement codes) or by
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symmetrized spherical harmonics (as found in other popular programs, from TOPAS
[21] to FULLPROF [22] and MAUD [23]).

The basic equations for the two approaches are
– for Stephens’ model [24]

L�1
hkl /

X
HK L

SH K Lh
HkKlL

with H + K + L = 4 and up to 15 independent SHKL coefficients in the triclinic case
(symmetry conditions apply for higher symmetry crystal systems), although more
simplified versions have been proposed in earlier literature.

– for spherical harmonics, in Järvinen’s formulation [25]

L�1
hkl /

X
ij

CijYij θhkl,ϕhklð Þ

with Cij taken as coefficients (set to zero for specific crystal systems) for the real
spherical harmonics of even order, Yij, i = 0, 2, 4, . . . and j = �i, �i+1, . . . , i–1,
i (as in hydrogen atomic orbitals). Also here, slightly different formulations, relying
on alternative algebraic descriptions, have been used. Significantly, a parallel for-
mulation for cubic materials showing high-order “shapes” of a particular property
Phkl (say, domain size in nanocrystalline tetrapods, specific crystal morphology
inducing textural effects, etc.) exist, in which cubic harmonics Kij(θhkl,ϕhkl) are
used, in

Phkl ¼ P
X
ij

kijKij θhkl,ϕhklð Þ
" #

where kij are the coefficients, i = 0, 4, 6, 8, . . . (but not 2), j = 1 (only occasionally,
2, in Laue class m-3), and Kij(θhkl, ϕhkl) typically contain polynomials in xn + yn +
zn, with n even and 0 � n � i (x, y, z being the Cartesian coordinates related to θ
and ϕ by the usual trigonometric transformations).

A more modern approach to size-broadening anisotropy has been proposed by
Popa and Balzar, [26] who combined the spherical harmonics approach to predefined
size-distribution models, here, the nearly ubiquitous (for nanomaterials) lognormal
function. Still phenomenological, this new complex method was proven to be able to
fit difficult patterns where conventional profiles fail and to provide accurate esti-
mates of both the volume- and area-averaged apparent crystallites. These estimates
can be further used in least-squares refinements of physically sound models, even if
the complexity of the approach does not ensure the uniqueness of the provided
solution, which can be (partially) validated by additional microscopic, say TEM,
information.

Another popular, though old, method developed for estimating size effects is the
Warren–Averbach analysis [27], which, based on Fourier transformation of the
whole peak profile(s), can be used to extract size information of simple materials,
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such as metals and alloys, and, simultaneously, strain effect. After careful back-
ground subtraction, the entire experimental profile, h(x), is subjected to removal of
the instrumental contribution g(x) by the so-called Stokes decomposition; practi-

cally, given that h xð Þ ¼
ð
f xð Þg x�uð Þdu , the pure sample-dependent f(x) can be

retrieved by using the convolution theorem of Fourier transforms, which turns the
Fourier coefficients into simple factors of conventional multiplications. Then, the
cosine coefficients of f(x) An(L) are retained, and, if strain is considered negligible,
the plot of An(L) versus L leads, ideally, to a concave curve (d2An(L)/dL

2/ P(n)> 0,
P(n) being the distribution of column lengths – n cells long – in the hkl direction).
Extrapolation onto the L axis of the line tangent to the An(L) curve at L = 0 gives
<L>a, the sought average area-weighted crystal size. It is however well known that
experimental artifacts twist the overall shape of this curve toward an unphysical
“hook effect” [28]. In such a case, estimation of accurate size values becomes
cumbersome. Actually, the method is able to provide other important microstructural
information: the full P(n) (i.e., size) distribution and, if an accurate measurement of
well-separated diffraction peaks, belonging to different orders of the same “diffrac-
tion plane” (hkl, 2h2k2l, etc.) is available, also strain parameters. The method is exact
if the strain distribution in the crystallites is Gaussian and is still a good approxima-
tion otherwise provided the crystallite lattice distortions are small.

More recently, using the whole powder pattern modeling (WPPM) approach,
Scardi and Leoni [29] have proposed a physically based convolutory approach, in
which the entire profile is reproduced by the following formula:

I d�ð Þ ¼ k d�ð Þ
ð
dLC Lð Þe2πiLd�hkl

where d* is the modulus of the diffraction vector in reciprocal space (d*hkl in Bragg
conditions); k(d*) includes constant, or known, d*-dependent geometrical and
structural terms (Lp, |F|2,absorption, etc.); L is the Fourier length (the conjugate
variable of d*); and C(L) can be factorized into terms describing different instru-
mental and physical effects (nanocrystal size and shape, strain, faults, etc.). This
Fourier-based approach is made convenient by the mathematical simplicity of the
convolutory approach, which turns into simple multiplication of suitable functions in
reciprocal space.

In the absence of other broadening sources, the size and shape of crystalline
domains (taken as simple convex forms, like a sphere or any other regular solid
defined by a unique size parameter D – diameter or edge) generate an intensity
distribution defined by

I d�,Dð Þ ¼ k d�ð Þ
ðD0

hkl

0

dLAS L,Dð Þe2πiLd�hkl

Here, AS(L, D) is the Fourier transform of the diffraction profile, and D0
hkl is the

maximum Fourier length (which depends on the actual shape of the crystal domain).
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Values of AS(L, D) and D0
hkl for simple shapes can be computed and can be found in

Ref. [30]. More complex formulae are required if a polydisperse system with known
(or refinable) column length distribution needs to be considered. A detailed analysis
can be found in Ref. [31].

Finally, a very recent report [32] proposed a global approach to phase identifica-
tion, structure refinement, characterization of anisotropic crystallite sizes and shapes,
and texture analysis using TEM scattering patterns, incorporated in a Rietveld-like
approach and using Popa’s formalism [26].

4.1.3 An Overview of Traditional Methods for Strain and Defects
Analysis

Size effects are often accompanied, in real materials, by lattice strain and by variable
(chemical and metrical) defectiveness. Therefore, a number of tools have been
devised to tackle the quantitative determination of the structural parameters defining
deviation from ideal periodicity, which, depending on their nature, require specific,
and versatile, approaches.

A simple and, to some extent, very general use of the peak width variation in
reciprocal space, determined by independent profile fitting procedures, and possibly
expressed in terms of the integral breadth β (defined above), allows evaluation of size
and (micro)strain (the latter being defined as ε = ΔL/L). Taking into account that the
size (βL) and strain (βe) effects have a different functional dependence on θ, (1/cosθ
and tanθ, respectively), and assuming their additivity in breadth β = βL + βe, it is
possible to disentangle both contributions, by plotting βcosθ versus sinθ; since
βcosθ = kλ/L + 4εs sinθ (εs = <ε2>1/2, the root mean-square strain), the intercept
and the slope of the best linear regression allows the derivation of L and εs. This is
the so-called Williamson–Hall method, originally proposed more than 50 years ago
[33] and subsequently modified [34, 35] to include more subtle effects. A couple of
examples are provided in Fig. 10.6, for data collected of heavily strained ball-milled
Ni powders [36]. A recent case in the realm of nanocrystalline materials (magnetite
nanocrystals, possessing a partially oxidized maghemitic shell) can be found in
Frison et al. [16], from which Fig. 10.7 is taken.

As anticipated, the WPPM approach can include a number of physical effects –
other than size and shape, provided that an analytical expression of the Fourier
coefficients of the peak broadening is known (both the real and imaginary term
contributions – the AD

hkl and iB
D
hkl terms – become necessary). To this goal, strain,

dislocation, and even twin and deformation faults have been properly included in the
WPPM code, following Warren–Averbach (or Stokes–Wilson [38], Ungár [39], and
Warren–Velterop [40] formulations, respectively). The field has been nicely
reviewed in The “state of the art” of the diffraction analysis of crystallite size and
lattice strain [41], where the interested reader is referred to.

1D defects are normally related to the presence of planar subunits or slabs of finite
thickness, stacking in space along their normal direction, with possible in-plane
shifts. Beyond the well-known case of “classical” stacking faults of metals, alloys,
and layered metal sulfides (widely treated by Bragg as well as by non-Bragg
approaches), other kinds of defects, such as polytypism, antiphase domains,
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intergrowth, and polysynthetic twinning, can affect several other classes of
materials. They include important technological-functional materials such silicon
carbide, micas, metal oxides, layered double hydroxides, and, recently, even molec-
ular solids like the drug cimetidine [42]. Inspired to the work of Warren for an
infinite sequence of layers [43], innovative approaches have been implemented in
recursive algorithms, taking a finite sequence of stacking into account. An example
is represented by the Diffax approach [44], originally developed by Treacy
et al. back in the 1990s, mostly for zeolites intergrowth, and later modified by
Leoni (Diffax+, [45]).

Whole pattern profile matching for faulted materials has also been proposed by
Tsybulya et al. [46] who recognized that, in the field of nanostructured materials, the
principal limitation of the Rietveld approach lies in its fundamental assumption,
which implies a 3D-ordered structural model. With a specific interest toward
1D-faulted stacking of regular, biperiodic layers, an innovative approach, based on
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the Kakinoki–Komura theory [47], taking into account stacking probabilities of
random (i.e., uncorrelated) faults, has been developed and implemented in a soft-
ware code [48]. Examples of applications of the method include metals and alloys,
layered minerals, and nanostructured carbons [49]. An alternative approach, based
on the Rietveld method, has been briefly proposed by Casas–Cabanas et al. in 2006
[50], with little follow-up.

The case of 2D defects is treated in detail in Sect. 4.2.2.

8

0.020

0.015

0.010

β 
co

sθ

0.005

0.000
0.05 0.10 0.15

sin θ
0.20 0.25

10

B1

a

b

B3

In
te

ns
ity

 (
a.

u.
)

12 14

2θ (degrees)

16 18 20

Fig. 10.7 (a) Low-angle region synchrotron XRPD data of two oxidized Fe3-δO4 nanomagnetite
samples, labeled B1 and B3 in the original paper, showing very broad (110), (210), and (211)
superstructure peaks (marked by the arrows), attributed to cation vacancies ordering. (b) Integral
breadths (β) versus angle (sinθ) in the Williamson�Hall plot for B3 sample: red points refer to the
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Magnetite�Maghemite Nanoparticles in the 5–15 nm Range: Correlating the Core�Shell Com-
position and the Surface Structure to the Magnetic Properties. A Total Scattering Study, Chem.
Mater. 2013, 25: p. 4820–4827; Copyright 2013, American Chemical Society)
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4.2 Total Scattering Methods

Total scattering methods refer to the measurement and the subsequent analysis of the
complete diffraction pattern, which – in the case of imperfect crystalline materials, as
NPs always are – contains (if we adopt the usual heuristic partition) both elastic
scattering contributions coming from the average periodicity (Bragg scattering) and
from local nonperiodic deviations from the average (diffuse elastic scattering). These
methods were first routinely applied for the analysis of liquid and amorphous
systems and only lately to powders of crystalline materials displaying disorder. As
explained in Sect. 3.1, in nanocrystalline materials, in addition to the reduced
coherent domain size, a large variety of structural defects may be observed, and
therefore the application of the total scattering methods is an appropriate way to
study such kind of systems disentangling the contribution of the different kinds of
defects and quantifying their amount. In any experimental pattern, however, the
diffuse scattering produced, by definition, by defects and disorder adds to the
unavoidable background produced by the parasitic scattering (e.g., sample holder
and air scattering). In the course of a total scattering analysis, it is therefore
mandatory either to perform an accurate data correction in order to disentangle the
sample scattering from the total observed diffraction pattern or to model and
calculate the extrinsic background. For the data correction, nowadays dedicated
experimental procedures and software packages have been developed to perform
this task, the main ones being GudrunX and PDFGetX3 [51, 52]. Typically, in
addition to the standard sample measurement, the diffraction patterns of the extrinsic
background sources (e.g., sample holder, air, or when present the suspending liquid)
are acquired and then subtracted from the first after properly scaling each experi-
mental pattern for the angle-dependent absorption effects.1 In Sect. 2.1.1, the Debye
scattering equation (DSE, Eq. 10.2) was introduced; it is the basic equation of total
scattering analysis and it can be derived, under the assumption described therein, by
a spherical average of the coherent elastic scattering differential cross section. The
DSE spans both the reciprocal (q) and, via the correlation distances dij = |ri�rj|
between the positions of the ith and jth atom, the real space (r). As it will be shown later,
the correlation distances are one of the most important quantities in the total scattering
analysis since they also define the pair distribution function (PDF). In this section, the
twomain topics of total scattering analysis will be presented: the direct space approach
– known as PDF analysis – and the reciprocal space approach or DSE method. This
distinction arises from the space, direct or reciprocal, in which the observed data are
analyzed. In both cases, there are pros and cons which will be also discussed in the
following, and, as one might expect, we suggest that, rather than alternative, they are

1To determine experimentally the absorption coefficients of the sample and sample holder, trans-
mission measurement can be performed before or after the diffraction measurement. PDFGetX3 is
quite successful, however, in performing heuristic absorption corrections avoiding those additional
measurements.
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complementary in that the combination of the twomethodsmay be often the bestway to
get the “full” picture of real NPs.

4.2.1 Direct Space Analysis: The Pair Distribution Function
The first real space approach in crystal structure determination based on the use of
the pair distribution function (PDF) was suggested by Warren in the 1930s [53], but
it was only much later that the PDF analysis found its rigorous definition and almost
systematic application through the work of Egami and coworkers [54].

What the PDF Is and How to Obtain It
The distribution of N point-like atoms at positions rj, j = 1 . . . N, can be described
by the atomic local density function n(r)

n rð Þ ¼
XN
j¼1

bjδ r� rj
� �

where bj are the atoms’ scattering lengths. The autocorrelation function of n(r)
provides the atomic pair density function ρ(r)

ρ rð Þ ¼ 1

N

ð
dr0n r0ð Þn r0 � rð Þ ¼ 1

N

XN
i, j¼1

bibjδ r� dij
� �

, dij ¼ ri � rj

and the latter’s spherical average ρ(r) is given by

ρ rð Þ ¼ 1

4πr2N

XN
i, j¼1

bibjδ r � dij
� �

, dij ¼ dij
�� �� ¼ ri � rj

�� ��
ρ(r) is the pair distribution function (PDF). The PDF is a one-dimensional function
that has peaks at positions corresponding to the interatomic distances; thus, it is a
histogram-like pattern that, because of the large number of atoms in the crystal,
becomes a quasi-continuous distribution function. It therefore provides a very
intuitive but essential picture of the structure of the material, which is independent
from its ordered state. The fact that atoms (for X-rays at least) are extended objects
having a (spherically isotropic) scattering length density leads to complications,
however; each term bibjδ(r�dij) must be replaced by an appropriate function which
is the convolution of the densities of the two atoms. This complication is not
needed in the case of (elastic nuclear) neutron scattering, for instance, where the
scatterers (the nuclei) extend over a few fm, which is much less than the typical
diffraction wavelengths (~1 Å), while the electron cloud that scatters X-rays extends
over a few Å. Each term still is a peaked function, however less sharp than a Dirac’s δ.
Analytically it can be very complex, much more so after spherical averaging. A
successful simplification is to assume that all atomic density functions are proportional
to each other, so the convolution-square profile can be factored out.Moreover, we have
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to take into account the atomic thermal motion, which further spreads the atomic
positions by a Gaussian function with a rms amplitude equal to that of the atomic
motion. However, in reciprocal space, the picture is much simpler. In fact, the Fourier
transform of ρ(r) is (apart from a trivial factor) the differential cross section
(cf. Eq. 10.1)

ð
d3rρ rð Þe�2πiq�r ¼ 1

N

XN
i, j¼1

f i qð Þf j qð ÞTi qð ÞTj qð Þoioje�iQ�dij ¼ 1

N

dσ

dΩ
Qð Þ

Hereafter we will use the capital variable Q = 2πq (Q = |Q| = 2πq) as much as
possible, as it is far more popular, while keeping the lowercase variable for the
Fourier transforms as they are much simpler this way. Here we have also
reintroduced the Debye–Waller factors Tj and the site occupancies oj, in agreement
with Eqs. 10.1 and 10.2 (in the following, we will however assume that all the site
occupancies oj are 1 so we eliminate them). To see that the equality holds, it is
sufficient to write the square modulus in Eq. 10.1 as a double sum, as here. The
spherical average of the differential cross section is given in Eq. 10.2, where this
operation results simply in the substitution of the complex exponential with (real)
sinc functions. Now, as in Eq. 10.2, we can split the double sum in a part (self-
scattering) containing only the terms with i = j and another containing all the rest,
that is,

1

N

XN
j¼1

f 2j Qð Þ ¼ F2
� �

Qð Þ

where we emphasize that the self-scattering is just the average of the squared
scattering factors. The Debye–Waller factors Tj here have been intentionally
dropped, as it is correct, because no thermal motion can change the distance of
one atom from itself (i.e., djj = 0). Now we can define the scattering function

S Qð Þ ¼ 1

f 2
� �

Qð Þ
1

N

dσ

dΩ
Qð Þ

¼ 1þ 1

N

XN
i 6¼j¼1

f i Qð Þf j Qð Þ
f 2
� �

Qð Þ Ti Qð ÞTj Qð Þsinc Qdij
� �

(10:4)

Here, assuming that the fs are proportional to each other, the terms fifj/<f 2> are
approximately constant (no Q dependence). So we have recovered a situation close
to a set of point scatterers. The S(Q) can be obtained directly from the data; the only
operations needed are (a) calculating <f 2> (easily done knowing even approxi-
mately the composition of the sample) and (b) evaluating the proper scale factor,
which also can be done if the maximum experimental Q is sufficiently high so that
S(Q) ~ 1 in the high Q part of the pattern. In fact, the nontrivial part of S(Q) goes to
zero at high Q because of the Debye–Waller factors, which are Gaussians. These
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tasks can be entrusted to widespread programs, like the above-cited GudrunX and
PDFGetX3.

Once we have the S(Q), we still need to see what it corresponds to in direct space.
We recall the orthogonality relationship between sinc functions:

ðþ1

0

4πq2dq sinc 2πqrð Þ sinc 2πqr0ð Þ ¼ 1

2π2

ðþ1

0

Q2dQ sinc Qrð Þ sinc Qr0ð Þ

¼ δ r � r0ð Þ
4πrr0

(10:5)

This is obtained recalling that sinc(x) = sin(x)/x is the spherical Bessel function of
order 0, j0(x) and using the relevant relationship [55]. We can use this to transform
S(Q)�1 (the constant 1 would make the integral divergent). Especially, we are
interested in the reduced scattering function

G rð Þ ¼ 4πr
1

2π2

ðþ1

0

Q2dQ sinc Qrð Þ S Qð Þ � 1½ 	

¼ 2

π

ðþ1

0

QdQ sin Qrð Þ S Qð Þ � 1½ 	 (10:6)

This is the most common form of the PDF as a sine-Fourier transform. Another
widely used form is g(r) = G(r)/(4πrn0), where n0 is simply the number density N/V,
V being the volume occupied by the NP. There are still two points to be clarified:

1. In S(Q)�1 (Eq. 10.4), there appear other Q-dependent factors, namely, the
Debye–Waller factor products Ti(Q)Tj(Q). Their effect is that, instead of a scaled
Dirac’s δ function as in Eq. 10.5, each sinc term results in a sharp Gaussian

1

dij

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2π u2i

� �þ u2j

D E
 �r exp � r � dij
� �2

2 u2i
� �þ u2j

D E
 �
0
@

1
A

where<uj
2> is simply the mean-square thermal oscillation amplitude of atom j. The

δ peaks are hence Gaussian-broadened and their width contains information about
the thermal motion amplitudes.
2. The integration cannot be extended to 0 and to +1, because of obvious exper-

imental limitations. The most important is the truncation at the maximum exper-
imental Qmax value; in fact, if S(Qmax)-1 has not substantially reached its
asymptotic value (0), fast truncation oscillations result that may obscure the
interatomic distance peaks of G(r). The same holds for the truncation at the
minimum Qmin, with slow oscillations that do not disturb so much. Another
consequence of the Qmin truncation is that the small-angle (SAXS) signal is
almost always entirely lost. This results in a smooth negative baseline for g(r)
and G(r) (for g(r) we must subtract a correction term γ0(r) and accordingly a term
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4πrn0γ0(r) to G(r) [56]. This small negative baseline goes quickly to zero at large
r, however, and does not hamper the PDF analysis.

The Local Structure
A consolidated trend in modern technology is pointing toward getting more and
more structurally complex and/or disordered nanomaterials. Thus, in the context of
the structural analysis of such systems, the expression local structure, which refers to
the atomic neighboring environment at the length scale of nanometers or less, clearly
gets its full meaning and importance. In fact, in a system with very limited size, the
modification of the atomic positions and/or composition of even a small part of it is
exactly what makes it functional. The structural analysis of such systems clearly
cannot be performed on the simplifying assumption of an extended periodic lattice
but requires a complex modeling of the many effects determined by the given
structural complexity, such as surface relaxation and/or compression, atomic dis-
placement, lattice expansion, contraction and distortion, and interface effect. The
following section reports a selection of some recent results in the modeling and
analysis of NP systems by the PDF analysis.

Modeling and NP Analysis
The most popular approach in the PDF analysis probably is the so-called real-space
Rietveld, a full-profile fitting method analogous to the Rietveld method but where
the function being fit is the PDF, nowadays integrated in well-known software like
PDFfit2 and PDFgui [57]. Parameters in the structural model, and other experiment-
dependent parameters, are allowed to vary until a best fit of the PDF calculated from
the model and the data-derived PDF is obtained, using a least-squares approach. The
structural parameters included in the PDF model are the unit cell parameters, atomic
positions in the unit cell expressed in fractional coordinates, anisotropic thermal
ellipsoids, and the average atomic occupancy factor for each site – thus, exactly the
same as those obtained from a Rietveld analysis, but with the local structure, in the
sense defined above, being fit as a difference, which contains information about
short-range atomic correlations. The similarity of such approach with the conven-
tional Rietveld method is also the reason of its success; in fact, if the Rietveld
analysis provides evidences suggesting that a local structural distortion of the
average structure exists, then it is easy to incorporate it in the PDF model and
proceed with the analysis using a very similar approach, but in real space.

The “real-space Rietveld” approach was used by Michel and coworkers [58] in a
highly cited work to obtain the structure of ferrihydrite, an important nanomineral
component of many environmental and biological systems. They performed a PDF
total scattering analysis on synthetic ferrihydrite with three distinct average coherent
scattering domain sizes of about 2, 3, and 6 nm (Fhyd2, Fhyd3, and Fhyd6 samples,
respectively). Using the G(r) against the observed data, they refined the unit cell
dimensions, atomic positions, displacement, site occupancy factors, and other
model-dependent parameters, obtaining, for all the three samples, a single-phase
model with the hexagonal space-group P63mc, a unit cell with average dimensions
of a ~5.95 Å and c ~9.06 Å, and chemical formula Fe10O14(OH)2. They described
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the ferrihydrite nanoparticles as 3D packing of clusters of 13 iron atoms and
40 oxygen atoms, with a central tetrahedrally coordinated Fe, connected by
m4-oxo bridges to 12 peripheral octahedrally coordinated Fe atoms; these are in
turn arranged in edge-sharing groups of three, with adjacent clusters connected by a
common pair of edge-shared octahedra, the overall arrangement creating a cubane-
like moiety corresponding to four edge-shared Fe octahedra (see Fig. 10.8). Worthy
of note, the proposed model has been questioned, opening a thick debate on the
subject [59]. The best fit for the three datasets are shown in Fig. 10.9.

Chupas and Chapman have obtained excellent results applying the PDF method
to study, in situ, several systems of high-functional relevance like TiO2- and Al2O3-
supported catalytic Pt NPs [60, 61], silver-containing zeolite mordenite for radio-
logical iodine capture [62], and solid acids [63]. At the basis of their results,
performed by means of synchrotron total scattering measurement, there is an exten-
sive use of the differential-PDF (d-PDF). The idea underlying the d-PDF closely
refers to the data correction mentioned in the introduction of this section, whereby
the scattering signal of the support is being subtracted by the experimental total
scattering pattern in order to recover the atom–atom correlations arising from the
supported clusters only. To this aim, however, great care has to be taken since any
changes in the structure of the support during chemical and/or thermal treatment

Fig. 10.8 Polyhedral representation of the hexagonal unit cell for ferrihydrite. The bonded atoms
(yellow) define a cubane-like moiety that connects the basic structural motif of the model (Reprinted
with permission from: F.M. Michel, L. Ehm, S.M. Antao, P.L. Lee, P.J. Chupas, G. Liu,
D.R. Strongin, M.A.A. Schoonen, B.L Phillips, J.B. Parise, The Structure of Ferrihydrite, a
Nanocrystalline Material, Science, 2007, 316: p. 1726–1729, Copyright 2007, AAAS)
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need to be quantified. Thus, first the PDFs of the support samples are measured to
guarantee that the support does not change during the experimental conditions and
then it is subtracted from other experimental patterns acquired. Example of such
d-PDF is shown in Fig. 10.10.

In Fig. 10.11, we show an example of an in situ PDF and its corresponding
d-PDF, which was used by Chupas and coworkers to successfully follow the
reduction or PtIV and examine the mechanism of particle formation and growth
during in situ measurements [59]. However, as the authors pointed out, the weakness
of this kind of PDF studies is the difficulty in analyzing particle shape and size in real
samples where dispersion of particle sizes/shapes is present.

Fig. 10.9 Plots of the observed PDF G(r) (gray line), refined fit of the model overlaid (solid black)
and difference up to 20 Å for each of the three samples: Fhyd6 (a), Fhyd3 (b), and Fhyd2 (c)
(Reprinted with permission from: F.M. Michel, L. Ehm, S.M. Antao, P.L. Lee, P.J. Chupas, G. Liu,
D.R. Strongin, M.A.A. Schoonen, B.L Phillips, J.B. Parise, The Structure of Ferrihydrite, a
Nanocrystalline Material, Science, 2007, 316: p. 1726–1729. Copyright 2007, AAAS)
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In the track of PDF early studies, dedicated to truly disordered and/or
noncrystalline materials, Chapman and coworkers reported [64, 65] the formation
of an ordered noncrystalline phase obtained by rapid solidification of the melt
Al–Fe–Si alloy studied by ex situ as well as in situ experiments. On a related subject,
Doan-Nguyen and coworkers [66] investigated nickel NPs, finding that, below a
certain size, the scattering signal and the resulting PDF from these systems changed
from that of the bulk close-packed FCC structure to an amorphous-like scattering
signal closely matching, after properly rescaling, that observed in bulk metallic
glasses. However, their work presented an inception of advance use of the PDF
method since they eventually calculated the G(r) from an atomistic model of
icosahedral Ni particles (see Fig. 10.12) demonstrating that the calculated pattern
was consistent with the observed one. Such results interestingly prove the power of
the total scattering approach in modeling noncrystallographic structures even
though, as stressed by the authors their selves, the PDF modeling requires samples
having great structural, dimensional, and shape uniformity; otherwise sample poly-
dispersity may limit the information available in the PDF.

A further alternative for performing a PDF analysis is shown by the work of
Farrow and colleagues [67], which focused on the microstructure of CoPi and CoBi
catalysts films by X-ray PDF analysis correlating then the results with catalytic
activity measurements. The PDF experimental data were analyzed by means of
atomistic nanoparticle models created from the CoO(OH) structure and the authors’
recently developed SRREAL and SRFIT programs [68]. NP models were created
using a nanoparticle template approach where a geometric shape is used to carve out
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analysis to nano-scale structural studies in catalysis, Catal. Today, 2009, 145: p. 213–219, Copy-
right 2009, Elsevier)
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a finite-size nanoparticle model from the 3D crystal structure, thus obtaining the
control not only of the crystal structure but also of the dimensions of the nanopar-
ticle. They used a template of variable dimensions and location, with the axis of the
cylinder aligned with the c-axis of the CoO(OH) structure and performing circular
cuts in the hexagonal layers. Having the atomistic nanoparticle models, the final PDF
pattern was then calculated from the Debye pattern, thus dropping the periodic
boundary conditions used in the examples presented above and typical of many
crystallographic approaches. Figure 10.13 shows the refined PDF fits and the
extracted average models for CoBi and CoPi catalysts (grown from borate- and
phosphate-rich solutions, respectively). In particular, the CoBi model was charac-
terized by three layers and a diameter of the layers being approximately 35 Å.
Interestingly, despite the modeling allowed CoPi the flexibility to form layers, the
fit results excluded such configuration, suggesting that the coherent domains of the
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catalyst consist of single-layer clusters like those shown in Fig. 10.13, whose
arrangements were thus disordered within the film. Finally they could prove that
the dimensional reduction of cobalt oxide catalysts can extend beyond the Co oxide
cluster units.

Finally, Petkov and coworkers have complemented their resonant PDF experi-
ment on metallic nanoparticle alloys, like PtAu [69] and PtPd [70], with an extensive
use of computer simulations. Even though far from being trivial, the PDF experiment
are used to obtain the so-called partial PDF, that is, the PDF pattern where only the
atom–atom correlations of a selected atomic species are present. Resonant PDF
experiment are usually performed far above and just below the K-absorption edge
of a specific element, the contribution to the total measured intensity of the selected
atom being suppressed in the pattern collected below the edge. The partial PDF is
then obtained after weighing two experimental atomic PDFs and taking a difference
between them to eliminate particular atomic pair correlations that appear in the two
PDFs but with different weight contributions. The task of extracting of a partial PDF
is nowadays implemented in dedicated software, like MIXSCAT [71]. On the
computational side, they strengthened their modeling, employing the Reverse
Monte Carlo technique in order to access disordered atomic configurations which
would be otherwise prohibited by the translational symmetry encoded in the PDFgui
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approach. Such approach allowed them to compare different models: perfectly
ordered, randomly disordered, and core–shell structure (which is a kind of partial
order). Once more, however, the size and shape of the NPs were estimated by TEM
analyses, whose statistical robustness, as stated in Sect. 2.1.2, is by far lower than an
X-ray scattering experiment.

4.2.2 Reciprocal Space Analysis: The Debye Scattering Formula
Another way of analyzing the XRPD data within the total scattering approach is to
build up an atomistic model of the NP(s) in the sample and then use the Debye
scattering equation or DSE (Eq. 10.2) to calculate the XRPD diffraction pattern of
the model NP system. Upon a good match with the data, one can be satisfied that the
model realistically describes the sample. This method has several advantages upon
the former:

1. The sample can be anything. It can contain one or more kinds of NPs, each
distributed in a range of different sizes and shapes. Parameters that depend on the
NP dimensions can be accounted for easily; the size dependence of lattice
parameters, for instance, can only be analyzed in this way [72]. Amorphous
parts can be included in the modeling too or measured separately and considered
as a fractional component of the sample. This means that complex samples,
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including NP polymorphs or composite and hybrid materials, which are very
important for applications, can also be analyzed this way [73, 113, 120, 123],
provided that the various components each leave some signature in the diffraction
pattern.

2. There is no need to measure the pattern to high Q values, up to where the S(Q) is
already “dead,” having reached its asymptotic constant value. In fact, while the
high Q-tail region is very important for a successful Fourier transformation from
S(Q) toG(r), it contains only scant information compared to that already included
in the medium-Q range. The higher Q-range, as it is well known, allows for a
more precise resolution of the atomic positions. Of course, there is scant need of
that if the atomic positions are themselves statistically “blurred” by disorder, as it
is often the case with NPs.

3. Although a proper background subtraction, including instrumental (sample con-
tainer and environment scattering) and sample background (Compton, on occa-
sion the suspension liquid), is always better, it is in principle not needed. A
phenomenological modeling of the background is sufficient in many cases, at
least when the background is a simple, smooth curve, easily reproduced with a
polynomial of low to moderate degree.

4. The sensitivity to the NP shape and size distribution is unrivaled and has been
proven in very complex cases. In fact, anisotropic Bragg peak broadening has
been shown to be a very powerful and accurate method for revealing particle
shape even using conventional Bragg methods [26]. The higher accuracy of
DSE-based methods has broadened the horizon of size/shape analysis to include
bivariate distributions and multiphase mixtures [113, 120].

Since reciprocal space modeling is more convenient from the experimental point
of view, it allows for a more detailed insight into the microstructure, and especially it
is suitable also for complex samples. The drawback is only one – complexity. First,
building atomic-scale models of NPs is not a trivial task. Second, and more impor-
tantly, evaluating the Debye scattering equation (Eq. 10.2) where the summation
extends on a number of terms that is formally equal to the square of the number of
atoms (or the sixth power (!) of the NP diameter) is a daunting endeavor. Nowadays
it can be performed also on large-scale atomic ensembles, obtained e.g., from MD
simulations [74, 75]. Of course, increasing computer power [76] is a reason of this
success; other reasons are algorithms that permit to pre-encode the huge interatomic
distance set (growing as N2) into a much smaller binned/sampled set that grows only
as N1/3.

Theory and Implementations in Data Analysis Software Tools
The problem of evaluating the DSE for large atomic clusters means taking into
account a large number of interatomic distances and the associated scattering
lengths. Of course, in situations where there is a minimum of symmetry, one expects
many of the distances to be exactly the same; therefore, the distances that are equal
can be taken as one and the associated scattering lengths summed. This is helpful in
cases with high symmetry, but not really a solution, as the number of distances
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anyway increases as N2. However, the freely distributed software DISCUS [141] is
able to handle small NPs in this way. The first breakthrough was in 1991 [77], when
binning of the large set of interatomic distances was applied. In this case, all
distances that fall in a discrete interval from (k�1/2)Δ to (k + 1/2)Δ (with
k integer) are considered as one, equal to kΔ, and the associated scattering lengths
summed. The main advantage is that the set of interatomic distances is converted
into a set of binned distances, whose cardinality grows as the NP diameter or as N1/3

only. However, binning requires Δ to be kept very small (0.001–0.0001 Å) not to
lose information. The implementation is simple, so this is the most commonly used
method. For instance, the freely distributed Debyer (http://debyer.readthedocs.org)
software package uses this method. A much better solution is to sample the 1D
scattering length density ρ(r). Sampling here is meant in the sense of the
Whittaker–Nyquist–Kotelnikov–Shannon sampling theorem [78]. A difficulty
that arises is the very large bandwidth (the domain extension of the Fourier
transform) of ρ(r). The bandwidth is infinity for a Dirac’s δ function; even when
thermal motion is accounted for and the δs are smoothed to narrow Gaussians, the
bandwidth is still very large. This means using a small sampling step, even smaller
than that used for binning. Cleverer – and more complex – is the convolution–-
sample–sharpen method [79], where a positive peaked function with positive band-
limited Fourier transform (a Gaussian, most commonly) is pre-convoluted to the
ρ(r). The bandwidth is then reduced to that of the convoluting Gaussian, and this
can be chosen to be equal or slightly larger than the bandwidth of the data (i.e.,
2 qmax or Qmax/π). The sampling step then can be chosen as about Δ = π/Qmax, that
is, the Shannon–Nyquist limit (10–20 % less is recommended for numerical
reasons) which yields Δ ~ 0.03–1.0 Å, as extremes, typically 0.1–0.3 Å. Finally,
once the diffraction pattern of the sampled density is evaluated, it can be divided by
the Fourier transform of the convoluting function – removing all effects of the
convolution (dividing in reciprocal space is equivalent to deconvoluting in direct
space). Note that division requires a positive Fourier transform, and this is why
binning fails (the Fourier transform of a bin – a rectangle function – is not
positive). The details and numerical analysis of the Gaussian sampling method
can be found in [80, 81], together with a long list of early applications of the DSE
method. Other very important algorithmic improvements in the evaluation of
powder diffraction patterns via the DSE are:

– Exploiting lattice periodicity for crystalline NPs in order to reduce from the start
the number of interatomic distances to be sampled or binned. Take a NP consisting
of L lattice points, with each unit cell containing C atoms. Then we first evaluate
the distinct interatomic distances between the atoms in the unit cell; these will be at
most C2/2, often much less depending on cell symmetry. The distances between
lattice points will be at most 8 L (4 L taking inversion symmetry into account),
because of a fundamental property of lattices (the distance vectors between the
lattice points limited by a finite region of space are just the lattice points contained
in a doubly extended space region) See [80, 82] for details. At the end, we must
consider only 2LC2 original vector distances instead of L2C2.
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– Chemical disorder, represented as site occupancy disorder, where the probability
that an atom in a given site is smaller than one, is already intrinsically
implemented in the DSE (Eq. 10.2), and it is a simple matter to factor out the
occupancy factors oj. Then they can be changed and refined separately. Correla-
tion between occupancy of neighbor sites must be taken into account separately,
however, depending on the nature of the interaction. In its simple form, alterna-
tive occupation of sites that are too close together to be simultaneously occupied
can be taken into account (exactly!) by lower-thresholding the interatomic dis-
tances and “shifting” those that are too short to the “self-scattering” term (see
Sect. 3.2.1), omitting, of course, the sinc and T factors, as it is appropriate.

– Fast transform of a sampled scattering density having a uniform step Δ.
Details are given in [79, 80]. As all fast transforms, this not only speeds up
greatly the evaluation of the diffraction pattern, it is also more robust with respect
to roundoff errors, a delicate argument when using Gaussian-sampled scattering
densities.

– Finally, the effect of various kinds of disorder (paracrystallinity, elastic strain,
stacking disorder) can be much more efficiently represented in correlation space
instead of configuration space. In fact, disorder is stochastic in nature. Powder
diffraction gives the average diffraction pattern of a huge number of NPs, and
each of them will have a different atomic configuration (even assuming that they
have the same size and shape to begin with!). Therefore, modeling disorder in
configuration space means considering a vast number of configurations (large
enough to be representative) and repeating the DSE calculation as many times.
Instead, one can work in correlation space. In a (nano)crystal, each of the dij
interatomic distance vectors will be found exactly identical in very many copies.
Disorder will change the “exactly identical” to “approximately equal.” If the
spread is not large, the set of approximately equal vectors can be represented by a
(generally anisotropic) Gaussian distribution, whose first and second 3D
moments coincide with the original distribution. Therefore, only one distance
again needs to be considered. The Gaussian broadening (or its 1D equivalent after
spherical averaging that must be evaluated numerically – but this is a small
burden) can be then introduced in the DSE in a way that is similar to the
Debye–Waller factors. The main difference to that case is that the Gaussian
variance will be a function of d. This would lead to any sort of complications,
except that in the Gaussian sampling method, we already broaden every distance
d – the length of each vector d – by a Gaussian of fixed variance; it is simple then
to add the intrinsic (disorder-related) variance to the fixed sampling variance and
obtain a sampled set that already contains disorder. Of course, evaluating the
intrinsic variance for each d vector slows slightly the generation of the sampled
scattering distribution, but it is still extremely faster than considering a large (and
statistically representative) number of starting configurations. This trick works
with paracrystallinity [83] (even strongly anisotropic [84]) and microstrain [82,
85]. For stacking disorder [82], similar tricks are known, as the probability of
finding two crystal planes of specified types at any given separation can be
calculated, and then the interplanar interatomic distances can be evaluated and
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averaged using the computed probabilities between the possible different pairs of
planes. Note also that the intraplanar interatomic distances need not be computed
more than once. Again, as before, a slightly more complex calculation involving a
single-disordered cluster replaces the necessity of averaging over a huge number
of configurations.

Debussy [71] is the only available DSE software packages that implements all of
these algorithmic improvements (or shall do so in the forthcoming version 2.0). It is
because of these accelerations that it can be used to compose a diffraction pattern as a
sum of several thousands of separate NP patterns. Many of those (those
corresponding to a single phase) are separately summed according to a parametrized
uni- or bivariate size distribution, where also the lattice parameter, Debye–Waller
factors, and site occupancies are left free to vary, depending on particle size/shape
according to a specified (parametrized) law. Disorder (anisotropic paracrystallinity,
soon stacking disorder) is also implemented, although at the Gaussian sampling
stage, so without the possibility of parametrization and refinement while fitting the
observed pattern. The resulting summed patterns, together with calculated and
separately measured background components, are then scaled together to fit the
observed data using SVD, which is extremely precise and robust. All this can be
cyclically repeated within a suitable refinement algorithm, optimizing the parameters
governing the size/shape distribution of each separate phase and the related lattice
parameter, occupancy, and size-dependent laws. In the next section, we will exem-
plify those unique capabilities.

Characterization of Different Classes of Materials and Complex Systems
Most of the recent pertinent literature reports on the Debye function analysis of
noble metals and semiconductors, in the characterization of small defective
nanoparticles investigation [86–91] and metal-supported catalysts [92], and for
the advanced modeling of specific structural defects (see the next paragraph).
Very few are the examples in which DFA has been the main characterization tool
for a more complete analysis. However, DFA is a highly versatile approach, which
has been successfully applied by us to characterize different classes of nanosized
materials, each of them showing its own level of complexity. Cases of application
refer to metals, oxides, ceramics, organic compounds, and metal-organic polymers;
the investigated systems include single or multiple phases and complex
nanocomposites. The characterization typically enabled a multiple scale study
providing quantitative (sample volume-averaged) information on (i) the crystal
structure (atomic arrangement, defects and strain, at the atomic scale), (ii) the NP
size and shape and their distributions (nanometer scale), and (iii) the composition
(phase amount and NP stoichiometry). In the systems we have investigated, the
extracted values have played an important role in the interpretation of the material
functional properties. This paragraph is dedicated to the presentation of some
paradigmatic cases; additional examples can be found in Refs. [93–95]. All the
experimental data used in the applications here presented, unless differently spec-
ified, underwent the data treatment procedure described in Sect. 3.2 before the
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complete DFA was performed. Therefore, patterns were corrected for (angle-
dependent) offsets and absorption effects, and extra-sample scattering contributions
were subtracted. Unless differently specified, a pattern modeling free of any
phenomenological component was also carried out.

Characterization of Magnetite–Maghemite Core–Shell NPs in the 5–15 nm Size
Regime Thanks to their peculiar magnetic properties, iron oxide NPs are materials
of great interest in many technological (high-density storage media, ferrofluids,
electronic devices, catalysis) and biomedical applications (magnetic resonance
imaging, hyperthermia, targeted drug delivery) [96, 97]. We focused our interest
on Fe3O4 (magnetite) NPs and on its oxidized counterpart, γ-Fe2O3 or, equivalently,
Fe2.67O4 (maghemite), whose super-paramagnetic properties originate from a rather
complex interplay of structural, compositional, and surface effects, depending on
both NP size and oxidation state. In order to facilitate the comprehension of the DFA
on these nanomaterials, it is useful to briefly describe the main features of their
crystal structures. Magnetite shows an inverse spinel structure (Fd-3m) in which
oxygen atoms (Wyckoff position 32e) form a closed-packed cubic lattice, Fe3+ ions
(Wyckoff position 8a) are located in the tetrahedral sites, and a 1:1 mix of Fe2+ and
Fe3+ ions (Wyckoff position 16d ) fill the octahedral sites. The easy oxidation of Fe2+

in air is well known to cause (i) iron diffusion outwards (leaving vacant sites in the
crystal lattice); (ii) lattice parameter contraction (aMagnetite = 8.3967(3) Å [98],
shrinks to aMaghemite = 8.3457(�) Å [99]), and (iii) formation of nonstoichiometric
magnetite–maghemite core–shell NPs (Fe3-δO4, δ < 1/3), or of pure maghemite
(δ = 1/3), as a consequence of partial and complete oxidation, respectively. More-
over, iron vacancies can either be randomly distributed, without any change of the
starting crystal space group, or partially/totally ordered; in these cases, the space-
group transforms into cubic P4132 [100] or tetragonal P41212 [101]. Within such a
framework, the physicochemical characterization of these NPs and the correct
assessment of the core–shell magnetite–maghemite composition is not an easy
task. Indeed, a combination of complementary techniques, typically including
XRPD (structure and phase purity), TEM (NP size distribution), and Mössbauer or
other spectroscopies (sample oxidation state) is commonly used. Our DFA [16, 102]
was applied to a large set of samples prepared according to suitable modifications of
the coprecipitation protocol [103] and under a variety of synthetic conditions
(concentration, pH, T, oxygen-rich or oxygen-free environments). Synchrotron
X-ray scattering data were collected at the X04SA-MS beamline of SLS, in
Debye–Scherrer geometry, using the beam energy of 15 and 16 keV and 0.3 mm
glass capillaries. The DFA of these materials has been addressed to two main goals:
(a) simultaneously characterizing the iron oxide NPs in terms of structure, stoichi-
ometry, core–shell composition, average size, and size distribution, all within an
organic framework. Such a characterization was then used to correlate structural and
microstructural sample properties to their magnetic behavior; (b) predicting NP size
and stoichiometry effects on lattice parameter variations. This study enabled us to
derive, within reasonable approximations, a global law that might be applied to
similar systems.
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The pattern modeling was performed by applying the two-stage strategy of the
Debussy Suite and three main computational steps: (1) atomistic models of pure
Fe3O4 nanocrystals of spherical shape were generated ending up with the sampled
interatomic distances of a discrete population of NPs of increasing size, Δr of
subsequent spheres being equal to�0.33 nm; (2) pattern simulations were calculated
by assuming a lognormal size-distribution function with adjustable average size
(<D>) and width (σ), a size dependence for the lattice parameter, atomic
Debye–Waller factors, and sof of Fe in the octahedral site [Fe(oct)]; (3) model
parameters were optimized through the simplex method [104]. Adopting the log-
normal function is justified by experimental observations and many theoretical
models; using a single lattice parameter for a core–shell NP is, in this case, an
acceptable approximation, thanks to the close similarity of either the end-member
lattice values or their bulk moduli, as also confirmed by the lack of evident peak
broadening attributable to strain. Despite the very close similarity of magnetite and
cubic maghemite in terms of crystal structures and lattice parameters, and the peak
broadening due to the very small crystal domains, the total scattering approach and
the DFA, for the first time applied to this kind of iron oxide NPs, allowed many
relevant results to be achieved. Among these, both the number-based and the mass-
based NP size and size distribution are derived, whose average values may show a
large discrepancy when sizes are broadly distributed, as in our samples (showing a
monodispersity index σM/<D>M in the 0.3–0.5 range – Fig. 10.14, panel D – and
<D>M � 1.7<D>N). This is an important issue when NP size is to be correlated to
volume-based magnetic properties. During the analysis, a (never detected before)
lattice expansion emerged in the majority of the samples upon decreasing the crystal
domain size below 5 nm (magenta curve in Fig. 10.13, panel A) while simulta-
neously the Fe(oct) sof undergoes a progressive decrease due to the NP oxidation
(green curve in Fig. 10.14, panel A), according to which a lattice contraction is
expected. The lattice expansion is therefore attributed to surface relaxation effects, a
phenomenon that will be later discussed. However, it does not influence too much
the average lattice parameters which, indeed, show a very good linear mutual
correlation with the sample stoichiometry (<3�δ>) calculated from the Fe(oct)
sof values (Fig. 10.14, panel C) and spanning from pure maghemite
[<3�δ> = 2.675(4)] to barely oxidized magnetite [<3�δ> = 2.988(6)]. More-
over, adopting an idealized model with a uniformly oxidized shell (i.e., neglecting
any compositional gradient), both the average and the size-dependent core–shell
composition of all investigated samples have been determined in terms of Rcore and
Rshell (Fig. 10.14, panel E). These values play an important role in the interpretation
of the magnetic properties, which were explored in samples showing low (C3),
medium (B9), and high (B1, B3, B10, and B11) oxidation levels and, for the B
subset, a rather similar size (<D>M � 10 nm).

The magnetization (M) curves versus applied field (H) at 2 and 300 K are shown
for the 10 nm-sized B9 and the 20 nm-sized C3 samples in Fig. 10.15 (panel A), both
approaching at 2K the saturation magnetization (Ms) of bulk magnetite MsB

~92 emu/g. Zero-field-cooled and field-cooled (ZFC, FC) magnetization curves,
obtained as a function of the temperature (2–300 K) at the applied field
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H = 200 Oe, are shown in panel B and clearly indicate that the broadness of the
maxima of the ZFC curves strongly depend on the sample average particle size and
the degree of polydispersity (these values are also reported in the Table, in
Fig. 10.15). Interestingly, the NP core diameter provided by DFA well matches the
diameter of magnetic domains (<D>Mag), independently derived from the magne-
tization curves through Chantrell’s equations [105] (see Table in Fig. 10.15),
highlighting a prevailing role of the magnetite core in determining the NP magne-
tization. Such a hypothesis is further supported by two additional results: (i) the
dependence of Ms on increasing the thickness of the oxidized shell for samples

0.16
a c

d

e

b

8.40

8.39

8.38

8.37

8.36

La
tti

ce
 c

on
st

an
t (

Å
)

8.35

0.5

9

6

3

0
2 4 6 8

RCore

R
S

he
ll

10 12 14

0.4

σ M
 / 

<
D

>
M

0.3
10 15 20

<D>M (nm)
25 30

8.34
2.65 2.752.70 2.80 2.85

<3-δ>

2.90 2.95

A
B
C
D
E
F

3.00

0.14

0.12

0.10

0.08

0.06

0.04

0.02

0.00

0.10

0.08

0.06

0.04

N
P

s 
F

ra
ct

io
n

N
P

s 
F

ra
ct

io
n

0.02

0.00

0 5 10 15 20

Mass distribution
Number distribution
Lattice parameter
sof

25

8.40 1.00

0.98

0.96

0.94

0.92

0.90

so
fF

e(
O

ct
)

0.88

0.86

0.84

0.82

8.39

8.38

8.37

8.36

La
tti

ce
 p

ar
am

et
er

 a
 (

Å
)

8.35

8.34

8.33

0 5 10 15

D (nm)

20

Fe3O4

γ-Fe2O3

25

100

75

50

w
%

25

0

Fig. 10.14 (a) Number- and mass-based frequency distributions (shaded and solid histograms,
respectively) for a selected sample of magnetic iron oxide nanoparticles. Green and magenta lines
represent the dependence of the octahedral Fe site occupancy factor and a0 lattice parameter on NP
size, respectively. (b) For the same sample shown in (a), the red curves indicate the weight %
partitioning of the core (magnetitic) and shell (maghemitic) regions versus NP size (continuous and
dashed lines, respectively). In both a and b panels, the abscissa is the NP diameter, in nm. (c) Linear
correlation (red line) of the average lattice parameters with the sample stoichiometry (<3�δ>),
calculated from the Fe(oct) sof values and spanning from pure maghemite [<3�δ> = 2.675(4)] to
barely oxidized magnetite [<3�δ> = 2.988(6)]; the blue dashed line refers to the subset of NPs
with sizes above 10 nm. For the meaning of the A to F labels (referring to different groups of
materials), see the original paper [101]. (d) Plot of the monodispersity index of the different samples
versus NP size. (e) Size-dependent core–shell composition of all investigated samples in terms of
Rshell versus Rcore correlation (Reprinted with permission from: R. Frison, G. Cernuto,
A. Cervellino, O. Zaharko, G. M. Colonna, A. Guagliardi, N. Masciocchi,Magnetite � Maghemite
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having similar average size and different Rcore/Rshell ratio (Fig. 10.15, panel B) and
(ii) the observation of very broad “superstructure” peaks in the diffraction pattern of
many samples, which reveal a partial ordering of the Fe ion vacancies in the oxidized
shell and suggest the occurrence of smaller coherent domains forming a polycrys-
talline layer at the NP surface. Such a “fragmented” maghemite shell (possessing a
partial structural order), never detected – to the best of our knowledge – on samples
oxidized at room temperature (as in this case), might explain its negligible contri-
bution to the magnetization of the investigated samples. As a final remark of this
brief description of structure–property correlations, an additional advantage pro-
vided by the DFA characterization is the possibility of estimating an “effective”
magnetic anisotropy constant, typically taken as KM = 25 kB TB/V (kB is the
Boltzmann constant, TB the blocking temperature, and V the NP volume). This
relation is valid for a collection of NPs within an ideally perfect monodisperse
sample [106]. However, since our samples show relatively broad particle size
distributions, we modified it to include the complete mass-based size distribution
of a collection of spherical NPs (as provided by DFA) and evaluated the magnetic
anisotropy constant K0

M. The reader can appreciate the two sets of values in the
Table of Fig. 10.2 and refer to the original paper for more details.

To complete this paragraph dedicated to the DFA of iron oxide NPs, we present an
overall general law, with a single adjustable parameter (Ω):

a ¼ 1� xð ÞaMaghemite þ x aMagnetite

� 
1� Ω

D

� �

where Ω = 4γ/(3Β), γ is the surface tension, B the bulk modulus, and
x = 3(<3�δ>� 8) (x = 0 for maghemite and x = 1 for magnetite). This law has
been derived from the entire ensemble of NPs, under the main assumption that the
surface conditions of all particles in all samples are identical. In such a case, the
lattice parameter variations due to stoichiometry and to particle size can be usefully
combined, taking into account the interplay between bulk elastic energy and surface
tension [107]. The derivation of the law, as detailed in the original paper [16], relies
on the following additional assumptions: (1) the magnetite–maghemite system can
be considered an ideal solid solution (Vegard’s law); (2) each nanocrystal behaves as
an isotropic medium, which makes the uniform isotropic strain a scalar parameter;

�

Fig. 10.15 (continued) the bottom panel). (b) Dependence of the saturation magnetization versus
the Rshell/R ratio. In the top insert, the experimental detection of broad superstructure diffraction
peaks, indicative of partial vacancy ordering; in the bottom one, the Rcore/Rshell versus R trend for
the various samples described in the bottom panel. Here, different physicochemical parameters of
the studied materials are synoptically collected (Reprinted with permission from: R. Frison,
G. Cernuto, A. Cervellino, O. Zaharko, G. M. Colonna, A. Guagliardi, N. Masciocchi, Magnetite
�Maghemite Nanoparticles in the 5–15 nm Range: Correlating the Core� Shell Composition and
the Surface Structure to the Magnetic Properties. A Total Scattering Study, Chem. Mater. 2013, 25:
p. 4820–4827; Copyright 2013, American Chemical Society)
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(3) Ω does not change with respect to x (this assumption is largely justified by the
similarity of the bulk moduli (B): 186 GPa for magnetite [108] and 203 GPa for
maghemite [109]). Worthy of note, this law predicts an inflation of the cell parameter
upon decreasing the NP size while keeping constant the oxidation degree. According
to Ref. [106], this is a common behavior for oxides, meaning that the surface tension
must be negative.

Investigating the Role of Citrate in Biomimetic Apatite Nanoparticles Biomi-
neralization is the very complex process by which living organisms assemble
organic–inorganic composites, typically forming structures with hierarchical orga-
nizations able to show exceptional functional properties and aptitude to adaptation
[110]. Bone is one of the most representative systems in which the organic matrix of
collagen microfibrils (alternating the so-called overlap and gap zones) acts as a
template where the deposition of the mineralized component (a nanosized and
defective hydroxyl calcium phosphate) takes place. Intrafibrillar mineralization is
thought to form from an amorphous precursor (spherical nanoparticles are com-
monly reported), infiltrating the gap region and subsequently transforming into thin
platelets of nanometer sized nonstoichiometric apatite crystals [111, 112]. However,
the comprehension of the mechanisms enabling the strict control over these minerals
in terms of structure, composition, growth, and morphology are still far from being
clearly understood. On this side, there is a great deal of interest for the relevance both
on the fundamental knowledge and as source of inspiration for preparing biomimetic
materials with advanced biomedical applications. One of the open debates concerns
the role of either non-collagenous proteins or small molecules such as citrate. In a
recent solid-state NMR study, citrate has been estimated to amount about 5.5 wt% of
the total organic component and to play the role of stabilizing the thickness and the
morphology of apatite platelets, through hydroxyl citrate groups strongly binding to
Ca2+ ions on (10–10) crystal facets [113]. However, considering the hexagonal
symmetry of the apatite crystal structure, citrate molecules cannot induce the pecu-
liar platy morphology of bone apatite (which develops parallel to the hexagonal axis
rather than orthogonal to it, as one would expect). We therefore investigated citrate-
bio-inspired apatite NPs, precipitated at increasing maturation times (5 min, 4 h, and
96 h), by ex situ X-ray total scattering modeling and quantitatively characterized the
NCs in terms of structure, composition, size, and morphology [114]. We also cross
coupled the DFA results on the size and shape of crystal domains with those obtained
by atomic force microscopy (AFM), i.e., we used a microscopic technique whose
nanometer length scale resolution disregards the NP crystalline or amorphous nature.
The goal of this combination was to reconstruct the ACP-to-apatite transformation
process at molecular scale resolution and to disclose a plausible mechanism inducing
the platy morphology of crystals.

Synchrotron X-ray scattering data (collected at the X04SA-MS of SLS using a
beam energy of 16 KeV and 0.5 mm glass capillaries) were processed by the DFA,
adopting a three-component model: the crystal structure of calcium-deficient
hydroxyapatite (CDHA) [115] was used to generate two distinct bivariate

10 X-Ray Powder Diffraction Characterization of Nanomaterials 585



populations of nanocrystals, having hexagonal (Hex) and platy morphologies
(Fig. 10.16, panel A), and the experimental pattern of an amorphous (ACP) powder
was added to the pattern model to account for this additional component (the blue
trace in the best fit shown in Fig. 10.16, panel B). To best match the experimental
data, a number of adjustable parameters were involved in the pattern model. In
particular, the size and shape distributions of the bivariate population of CDHA
nanocrystals were modeled through the bivariate lognormal function with five
adjustable parameters (the average/standard deviation pairs of the size distributions
along two growth directions and their correlation angle); among the structural
parameters, we refined the atomic site occupancy factors of the two Ca and the
hydroxyl O atoms and all the isotropic atomic Debye � Waller factors, while, to
limit the number of parameters, those of the phosphate O atoms were constrained to
the same value.

From a modeling point of view, it is useful for the reader to have more details
about how we managed the platy morphology without introducing a trivariate size-
distribution function, which in itself is too complex to be extracted from even the
best possible diffraction data. We firstly generated the population of hexagonal
prisms through a layer-by-layer construction and under the assumption of two
independent “growth” directions, one along the sixfold symmetry c-axis and the
second one in the orthogonal ab plane, up to 15 nm in ab and 50 nm along c. In order
to deal with the platy CDHA shapes, bivariate populations, addressed by Lc along c,
and, in ab, by anisotropic parallelogram-shaped bases with fixed 1:2 a/b ratio, were
built. These populations were used together with the hexagonal base prisms previ-
ously defined and constrained to the same NC size distribution and stoichiometry
values, in a biphasic (crystalline) pattern model. Such a combination of hexagonal
and platy shapes is a way to approximate a trivariate size distribution through
estimation of the shape anisotropy of the ab-base (in addition to the anisotropy
due to the crystal elongation in the c-axis direction), without introducing too many
unnecessary parameters. Such anisotropy can be measured by the ratio A of the base
polygon principal inertia moments (in our model, A = 1 for the hexagonal base,
A = 6.17 for the platelet base). Since this measure is linear in the mass fraction, an
effective average base anisotropy <A> was derived through the mass fractions of
the two populations, hexagonal and platelet (normalized to the total crystalline
components, which differ only for the anisotropy of the ab-base shape). Therefore,
mass fractions % reported in the table of Fig. 10.16 also contain information about
the degree of anisotropy in the ab plane (the corresponding values of the <A>
parameter range between 2.6 and 5.8 for the subset of carbonated apatite samples –
cAp – here shown).

For the investigated samples, the DFA provided the following: (i) the relative
abundance of ACP and hexagonal-/platy-shaped CDHA (table of Fig. 10.16), which
are detected as distinct components at each maturation time; (ii) the bivariate size-
distribution maps (Fig. 10.17) and the average crystal size and shape (Fig. 10.16,
panels C and D); (iii) the (size-dependent) site occupancy and Debye–Waller factors
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of CDHA Ca and hydroxyl O atoms (the Ca/P ratio controls the NP dissolution
properties; see [116] and the original paper [113] for more details), and (iv) the
citrate surface density. Looking at the evolution of the samples with the precipitation
time, DFA results indicate, after 5 min, a nonnegligible amount of ACP (ca. 18 wt%)
coexisting with a majority of tiny, platy CDHA crystalline domains, ca. 2.5 nm thick,
6.0 nm wide, and 9.6 nm long. Upon maturation, larger crystals of preferential
hexagonal shape develop, while the content of ACP progressively decreases. More-
over, apatite crystals show also the tendency to become more stoichiometric. Inter-
estingly, all samples show a broad distribution of crystal lengths along the c-axis,
while they are narrowly distributed in the ab plane (Fig. 10.17c). Such a finding
agrees well with the mechanism, hypothesized in bone mineralization, of citrate
molecules stabilizing the apatite crystals thickness. Moreover, the citrate surface
density of 1 molecule/(n nm)2 was estimated, with 1.6 < n < 2.0, very close to the
value previously reported for avian and bovine bone [112].

�

Fig. 10.16 (continued) location contains the DFA quantitative estimates of the weight fractions in
the carbonated CDHA samples. (c) Size estimates of the hex- component (bars refer to the width of
the lognormal distribution, and not to the statistical errors) of the six samples characterized in [113]:
<Lc> is average length along c,<Dab> is the diameter of the equivalent circle in the ab plane. The
insert summarizes the aspect ratios <Lc>/<Dab>. (d) Maturation time dependence of the average
thickness, <T>, of the platy NPs. (e) Correlation between NP thicknesses measured by DFA and
AFM experiments
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Even more interesting is the comparison between DFA and AFM results. AFM
analysis shows that unusual tiny platelets form at the earliest stages of precipitation,
amorphous in nature, as witnessed by the ACP diffraction trace in Fig. 10.16b. The
coherence length of these NPs was estimated by the reduced G(r) function (shown in
the inset of Fig. 10.16b, green top curve) and well matches the slightly polydisperse
ACP NP thicknesses of 1.1 
 0.5 nm measured by AFM. On increasing the
maturation time, NPs appear in the AFM images (not shown here) as thicker but
still platy NPs. Unexpected results were obtained when we compared the average
thickness (TDFA), width (WDFA), and length (LDFA) of crystal domains provided by
DFA and those determined by AFM. The inset of Fig. 10.16, D, clarifies how
thickness (T), width (W), and length (L) are assigned to the platelets (either crystals
or NPs) and the mutual orientation of crystallographic axes and NP surface. Impor-
tantly, crystal thickness systematically fits that of NPs (TDFA � TAFM) until 4 h
maturation (Fig. 10.16e), while width and length are systematically smaller in
crystals than in NPs (not shown here). Therefore, at low and medium maturation
time, the NPs must be single-crystal domains along TAFM and multiple crystal
domains along WAFM and LAFM. Moreover, the coincidence of TDFA and TAFM
(the shortest sizes) indicates that crystals are oriented with their (10–10) plane
parallel to the NP surface imaged by AFM (compare Fig. 10.16a). Therefore,
assuming that crystal nuclei start to form within platy amorphous NPs, the results
found in this study enabled us to infer the anisotropic growth of apatite along the
crystallographic a- and b-axes (breaking the hexagonal symmetry and giving rise to
platy crystals). Indeed, the growth is expected to stop in one direction, because of the
finite thickness of the parent amorphous platelets (TAFM) and the further binding of
citrate on the surface, but to freely continue in the other directions within each NP,
therefore increasing WDFA and LDFA. A more detailed description of a plausible
mechanism inducing the platy morphology in bio-inspired apatite NCs can be found
in the original paper. It shows, for the first time, the role of citrate in driving the
formation of platy apatite NCs similar to those formed in bone under the control of
acidic non-collagenous proteins, collagen fibrils, and, likely, citrate molecules.

Size and Shape Dependence of the Photocatalytic Activity of TiO2

Nanocrystals The excellent photochemical activity of nanosized titanium dioxide
crystals have attracted the interest of many for their potential applications in fields
such as solar-energy capture, air and water pollutant decontamination, water-
splitting reactions, and fabrication of smart textiles [117–119]. Many investigations
have been addressed to clarify the dependence of the functional properties on the
occurring polymorphs (anatase, rutile, and brookite) or on a mixture thereof, on the
particle size and shape, and on the structural defects. In particular, structural and
morphological anisotropy of nanocrystalline TiO2 seems to deeply affect the local
stereochemistry of the surface atoms and the development of defects and, therefore,
to determine the optical bandgap value and the efficiency of charge separation and
migration. In this view, TEM/HRTEM techniques are commonly applied to get
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information about the particle shape and aspect ratio. However, the complete
understanding of the structure–property relationship of this material seems not to
be fully achieved [120]. In this study [121], the DFA approach has been used to
quantitatively characterize a number of TiO2 samples containing very small aniso-
tropically shaped nanocrystals (NCs, with average sizes well below 10 nm) and to
correlate the photocatalytic activity with both the average size and NCs aspect ratio,
simultaneously derived within the coherent framework of the total scattering DFA
characterization. Samples were prepared by the sol–gel route, employing different
conditions for the A and C (acidic, HCl and CH3COOH, respectively) subgroups and
for the B (basic, NaOH) specimens (see the original paper for details). Since our
interest in titania nanoparticles dealt with the appealing goal of tailoring suitable
coatings for smart textiles, all preparations were carried out by keeping the temper-
ature low enough to grant the formation of very small (still active) materials, while
any heat treatment (which is well known to increase crystal size, crystal perfection,
and photocatalytic activity) was deliberately avoided. Data were collected at rt at the
X04SA Material Science Beamline at SLS, Paul Scherrer Institut, using a 0.3 mm
glass capillaries and a 0.620639 Å X-ray beam. Differently from the previous cases,
scattering signals from the empty glass capillary and from air were added to the
model pattern and suitably scaled to the experimental trace rather than being
subtracted.

All TiO2 samples showed the evident trace of nanocrystalline anatase and, in the
A- and B-type samples, a small amount of brookite (already evidenced by others in
analogous preparations). Accordingly, bivariate sets of atomistic clusters of increas-
ing size were created for anatase (sizes up 15 nm in the ab plane and 30 nm along the
c-axis) and for brookite (up to 6 and 10 nm in ab and along c, respectively). Due to
the importance, in this study, of the NCs aspect ratio, it is worth noting that the
choice of prismatic crystals approximated by a simple square prism, although each
NCs in our samples is expected to have its own shape, is justified by two main
reasons: (1) the level of shape information that can reliably be extracted – as a
statistical distribution – is the prism aspect ratio, as long as the principal axes of the
base remain comparable, and finer details are likely lost in the experimental trace and
(2) the crystal symmetry. For anatase (in agreement with the space-group I41/amd
and a recent report on NCs shape different from the bipyramidal morphology of
macroscopic crystals), the chosen polyhedron might not be very far from reality. For
brookite, the orthorhombic space group (Pbca) suggested us to use a trick: we
permuted the axes of the ICSD entry 36408, in order to have c as the longest axis
and a and b of nearly equal lengths, further treated by a common growth parameter
to match the bivariate size-distribution model.

The most relevant findings of this analysis are summarized in Fig. 10.18. The best
fit in panel a and the 2D maps of the bivariate lognormal size distribution (panels b
and c) for the two polymorphs refer to the sample B1. The molar fraction (χ) of
brookite was estimated in the 20–32 % range, when present. These values were used
to normalize the sample photocatalytic activity (k, i.e., the kinetic constant of
methylene blue degradation, in the first-order approximation) by assuming anatase
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as the only active polymorph (this approximation does not change the validity of our
results). The average sizes (the diameter of the equivalent circle in the ab plane, Dab;
the domain length along the c-axis, Lc; and the diameter of the equivalent sphere,
Deq), in nanometers, are reported in the table of Fig. 10.18. There is the clear effect of
the different acid (CH3COOH vs. HCl) in inducing larger particles with significantly
increased anisotropy and aspect ratios well above 2 (C1 and C2 samples). To
compare the photochemical activity of all the samples, the kinetic constants were
derived from methylene blue (MB) discoloration under isothermal conditions. They
are shown in Fig. 10.18, D, as a function of Deq and exhibit a clear trend of k: it
lowers at increasing size with the exception of A1 and AHW, the samples with the
smallest crystal sizes also possessing the smallest (mass-derived) aspect ratios. This
finding confirms that both size and shape affect the photochemical activity and that a
rather complex interplay among NC facets extension and surface/volume atomic
ratio controls the electron transfer to MB. Finally, the occurrence of metal ion
vacancies in sol–gel titania NPs, also quoted in previous reports [119], was estimated
in our samples in the range 0.90–0.96 (Ti sofs are given in the table of Fig. 10.18),
the lower values being observed in acidic preparations. These defects, most likely
distributed on the surface, have different concentration in small versus large clusters,
as indirectly supported by the Debye–Waller factors that systematically show higher
values at increasing size in the ab plane of the anatase NCs, which can be seen as a
compensation to the surplus of intensity due to an average occupancy factor that is
overestimated for larger clusters.

Amorphous–Crystalline Interplay in SiO2–TiO2 Nanocomposites One of the
most appealing goal in the field of nanoscience and nanotechnology is designing
multifunctional nano-objects able to synergistically combine distinct properties of
individual components. Crystalline–amorphous composites are among the most
interesting hybrids. Those combining amorphous silica and titanium dioxide NPs
are of relevance for preparing materials with excellent photocatalytic activity (from
the crystalline titania NPs) and remarkable adsorption properties (from the porous
silica), in order to overcome the relatively low surface area of pure titania NPs, as
required, for example, in environmental applications (wastewater and air pollution)
[122, 123].

Sol–gel SiO2/TiO2 composites were prepared at low temperature (80 �C) by
tuning the Si/Ti molar ratios (50:50, 65:35, and 80:20) and the samples aging time
(24, 48, and 120 h). When embedded in an amorphous silica (am-SiO2) matrix, the
growth of pure anatase is favored, as we observed also in our samples. These systems
were investigated through a combination of the DFA approach and the radial
distribution function (RDF) method [124]. The pattern modeling was carried out,
as in the previous cases, by generating a bivariate population of D4h prismatic
anatase crystals of variable shape and size (platelets to rods); in order to reproduce
a satisfactory (and wavy) amorphous trace (see Fig. 10.19a), the experimental
diffraction patterns of pure SiO2 samples were used as an initial estimate, and
50 additional Chebyshev polynomial coefficients were also necessary (and refined
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by linear least squares). Satisfactory fits were obtained for all samples; Fig. 10.19a
shows the best match of three of them (one for each of the three silica–titania
nominal compositions at the medium aging time of 48 h). Disclosing the effect of
the amorphous silica matrix on the NCs size and shape distributions upon varying
the Si/Ti ratio and the aging time was one of the most interesting results. The 2D
maps synoptically collected in Fig. 10.19b indicate a strong correlation, occurring in
all samples, between the two independent growth directions (along the c-axis and in
the orthogonal ab plane) and a clear dependence of the size/shape distribution on
both the composition and the sample aging: the distribution becomes wider upon
aging and narrower upon increasing the amorphous silica content. Average NCs size
and shape (derived from the previous 2D distributions and reported in Fig. 10.19b as
Deq, σeq, and aspect ratios) show weak, but detectable, systematic effects: smaller
sizes are formed at low aging times and at larger silica fractions; progressively more
anisotropic shapes are favored from larger amorphous content.

The RDF analysis enabled us to investigate the sample amorphous component,
once we realized that the corresponding calculated traces (provided by the Debussy
as separate signals) did not exactly match the experimental patterns of pure SiO2 (see
Fig. 10.20a), suggesting the formation of possible short-range distortion of the
amorphous matrix or the presence of some contamination. The G(r) curves are
shown at the bottom of Fig. 10.20a for the three-sample group with increasing
amount of silica and 96 h of aging time (the other samples show similar features).
Unexpectedly, besides the Si–O and Si–Si interatomic distances (at 1.5 and 3.0 Å,
respectively), a weak shoulder at 2.0 Å and a more pronounced one at 3.7 Å are
clearly visible in the 50:50 sample and still weakly perceptible in the others (more
TiO2-diluted). These two distances correspond to the Ti–O and Ti–Ti distances in
corner-sharing TiO6 octahedra, respectively, thus giving evidence of the presence of
amorphous titania (am-TiO2). We also estimated its weight fraction (by comparing
the DFA-derived integral areas under the crystalline and amorphous traces) for all the
composites (see Fig. 10.20b). A significant percentage (about 16 %, 14 %, and 10 %
of the total weight in the 50:50, 65:35, and 80:20 samples, respectively) turned out to
be am-TiO2, with small fluctuations depending on aging and on the accuracy of the
method. A final part of this study has been dedicated to understand how the TiO2/
SiO2 interplay influences the electronic, sorptive, and photocatalytic properties of
the nanocomposites, which the interested reader can found in the original paper.

Defects and Strain Analysis in Nanoparticles and Nanomaterials
We here focus on the most relevant structural defects occurring in nanocrystalline
materials, which are intended as deviations of the atomic arrangement from ideally
periodic repetition of a unit cell content. As already mentioned in Sect. 4.1.3 for

�

Fig. 10.19 (continued) and shape of the anatase polymorph. The samples are all aged at 80 �C and
prepared using the specified Si/Ti rations (left) and aging times (top). The values in each panel refer
to size and shape parameters, in the Deq(σeq) and aspect ratio form
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Bragg methods, this kind of defects can be subdivided in different classes, depending
on their origin and dimensionality. They can arise from local compositional changes
(vacancies, substitutional, or interstitial variations), or by (geo)metrical modifica-
tions of structural subunits, related by random or correlated shifts. In small NPs, they
usually form during crystals growth and/or as a consequence of volume to surface
energy balance due to the largest fraction of atoms located at the surface layers
compared to the interior of the NPs. In several cases, compositional, geometrical,

0

5×105

4×105

3×105

2×105

1×105

0

a

b

In
te
n
si
ty

20

Si-O Si-Si

Ti-O

2 3

100

90

80

70

60

50

W
ei

gh
t f

ra
ct

io
n 

/ %

40

30

20

10

0
ST50A ST50B ST50C ST65A ST65B ST65C ST60A

Anatase

SiO2

Amorphous TiO2

ST60B ST60C

4 5 6
r (Å)

G
 (

r)

7 8 9 10

Ti-Ti

Ti-Ti

40 60

2 q (Degrees)

80 100 120

Amorphous ST50C
Amorphous ST65C
Amorphous ST80C
Amorphous SC

Fig. 10.20 (a) The amorphous components obtained during DFA analysis for three selected
samples (top) and the reduced G(r) functions obtained therefrom, showing the effect of Ti inclusion
in the amorphous silica matrix (bottom). (b) Weight percentage estimates of anatase, amorphous
titania, and amorphous silica obtained by coupling analytical data and DFA analysis (Reprinted with
permission from G. Cernuto, S. Galli, F. Trudu, G. M. Colonna, N. Masciocchi, A. Cervellino,
A. Guagliardi, Investigating the Amorphous–Crystalline Interplay in SiO2/TiO2 Nanocomposites by
Total Scattering Methods, Angew. Chem. Int. Ed. 2011, 50: p. 10828–10833, Copyright 2011,
Wiley)

10 X-Ray Powder Diffraction Characterization of Nanomaterials 595



and surface aspects are simultaneously present and may be strongly correlated,
making the theoretical approach, and the subsequent data analysis, highly complex.
Different examples of structural defects affecting important classes of nanomaterials
are here discussed. Due to the extent of the field, examples are mostly picked up
from the cases in which the Debye and/or PDF approach has been used for data
analysis.

Direct modeling by the Debye equation of (partially) disordered systems within
1D stacking fault approach has been pioneered by Espinat et al. [125] and Vogel and
Gnutzmann [126] and progressively used for metals and metal alloys, kaolinite
[127], and turbostratic carbons [128, 129]. Adopting the probability approach of
Warren [42] combining different kinds of faulting, Debye simulations have been
used by Oddershede et al. [130] to confirm the presence of deformation stacking
faults in nitrogen-expanded austenite samples, at the same time ruling out the
occurrence of growth faults. The effect of planar faults on the position and the
broadening of diffraction peaks in fcc nanocrystalline materials have been recently
theoretically revised considering the finite extent of the planar sequence and a new
method to calculate the probability correlation function [131]. The most interesting
result is that the fault position within a spherical NP affects the planar correlation in a
different way, resulting in an almost perfect fcc sequence when it is located near the
NP boundary and in a much large correlation when located near the center. There-
fore, when dealing with 1D stacking fault defects, the assumption that the interplanar
transitions are the same throughout the crystallite for any crystallite size is, in
principle, incorrect. However, the method is limited to the case of a single fault
occurrence within the NP, and its extension to higher density of faults becomes too
complex, which turns its application to real cases less appealing.

A highly sophisticated model of closed-packed fcc and hcp sequences, where
four-layer blocks influence in a probabilistic way the occurrence of the next layer,
has been very recently proposed by Longo et al. [85] and applied to nanosized
spherical cobalt NPs, the size and shape distributions of which are simultaneously
refined within the Debye equation frame. Interestingly, the faulted sequences can be
completely uncorrelated, or a range of correlation can also hold, defining (according
to the Kakinoki’s matrix formalism [132]) how many foregoing layers determine the
statistical occurrence of the next one. A degree of local order is reported to appear in
the completely random close packing after the assumption that a range of correlation
is effective. Such a result corroborates the theoretical analysis that the fcc and hcp
phases of cobalt evolve, with different growth mechanisms, from a disordered parent
polytype in which ordered blocks and disordered stacking regions alternate
[133]. Unraveling the cobalt close packing is of high relevance as many magnetic
and catalytic properties depend critically on it.

A more general approach to stacking faults (but not only) has been implemented
in the DISCUS suite of programs, which allows simulation, and refinement, of
complex user-defined systems, at the expense of extremely long CPU usage and
intense programming. Specifically, DISCUS can generate disordered atomic struc-
tures and compute the corresponding single crystal or powder diffuse scattering,
both the Debye pattern simulation and the full atomic pair distribution function
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(PDF), with the aid of powerful Monte Carlo simulation capabilities and the gener-
ation of nanoparticles domain structures. Sophisticated imperfections in the lattice
such as strain, fault probabilities, and relaxation effects, in particular at the NP
surface (surface relaxation effects), can be also refined, besides fundamental prop-
erties (size, anisotropic shape, and atomic structure), by means of an evolutionary
algorithm. DISCUS approach is reported mainly for II–VI semiconductor NPs. A
nice application to thioglycerol-stabilized ZnO nanoparticles can be found in [134],
where a further comparison of the Debye pattern simulation to the ones obtained
using conventional Rietveld modeling is also presented (see Fig. 10.21, panel A).

A more complex multiple twinning effect is typically observed in noble metal
NPs (Au, Ag, Pt, Pd), whose applications span from catalysis to optoelectronic and
surface plasma resonance properties, therefore covering many fields of interest. At
very small sizes, noble metal NPs are known to form particles having decahedral and
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R.B. Neder, C. Kumpf, Ensemble modeling of very small ZnO nanoparticles, Phys. Chem. Chem.
Phys., 2011, 13: p. 498–505, Copyright 2011, Royal Society of Chemistry; N. Masciocchi,
P. Cairati, F. Saiano, A. Sironi, Two-Dimensional Polytypism of “Crystalline” (C5Me5)ReO3,

Inorg. Chem., 2000, 35: p. 460–463; Copyright 2000, American Chemical Society)
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icosahedral symmetry, that is, atomic arrangements that the simple fcc unit cell of the
corresponding bulk material is not able to describe, due to the occurrence of
unconventional crystallographic features (like the presence of local fivefold sym-
metry axes) [135].2 Reinhard et al. [136] reported on unsupported silver NPs that, at
sizes smaller than 5 nm, show the icosahedral structure, while in larger NPs of 9 nm,
the fcc structure of the bulk metal is found. The transition from fivefold symmetric to
twinned fcc gold NPs during thermally induced growth is reported by Vogel
et al. [91], while Kaszkur [86] applied the Debye equation to investigate the surface
relaxation occurring in palladium nanocrystals on chemisorption of oxygen and
interaction with inert gas and hydrogen. The coexistence of fcc and noncrystal-
lographic structure types (which might be energetically favored) is also reported in
very small thiol-passivated gold NPs (estimated size in the 2.0–4.1 nm range). In this
case, the occurrence of icosahedral and decahedral structures made the DFA the only
possible modeling approach, as reported by many authors [85–87].

Other classes of defective nanomaterials feature the formation of 2D defects. This
is the case of rod-shaped subunits, or extended polymeric chains, which typically
arrange in parallel bundles, with stronger interactions within one direction than
perpendicularly to it. Ideally, the extreme uncorrelated disorder is found in purely
nematic phases, as found in several technologically relevant liquid crystalline phases
[137]. However, partial crystallinity is sometimes preserved even if strongly aniso-
tropic forces are at work, with specifically relevant stereochemical control. 2D
polytypism is a generalization of the more common polytypic, monodimensional,
stacking of 2D layer; it typically arises from the possibility of building a similar
motif both with different packing operators, often related to the nearly equivalent
packing of neighboring chains of equal or different polarity. While the overall
“crystal size” can be micrometric (or even larger), coherent domains
(of stereoregular sequence) are much smaller, thus suitably falling in the 10–50
nanometers range (and pertinent to this discussion). Though rarer than 1D counter-
parts, 2D polytypes are indeed experimentally found, also for truly molecular
systems. Notable examples include the elusive 4-iodo-40-nitrobiphenyl (INB) system
[138] (the structure of which is driven by the stability of the Ar-NO2���I-Ar supra-
molecular synthon – Ar = arene), where the presence of a small amount of the
dinitro-derivative (DNB) contaminant occasionally reverts (max. once per chain) the
ordered sequence. Modeling of the powder diffraction trace, performed by DISCUS
using the explicit Fourier transform, the faulted chain model shown in Fig. 10.22,
panel B, on 20 � 20 � 20 cells (about 106 atoms), afforded some diffuse scattering
and markedly asymmetric (111) or split (022) peaks, fully consistent with the
broadening and lowering of peak intensity (compared to the ideal ordered Fdd2

2Since these nanoparticles differ from the truly periodic fcc arrangement by folding, ideally, about
their centers of mass, and not by extending their faults in 1D (along one stacking direction) or in 2D
(in a plane), they can nominally be associated to 0D defectiveness (of a rather different type than
point defects, typically associated to strain). Obviously, quasi-crystals of icosahedral or decagonal
point symmetry (which can be considered periodic in a >3D hyperspace) belong to a completely
different class than noble metal NPs.
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structure) observed in the INB powder pattern. Significantly, depending on the
extension of the ordered domains (i.e., on lowering the size of homopolar domains),
a progressive change from polar Fdd2 crystal (SHG active) to macrotwinned, and
statistically disordered (microtwinned) crystals, can be generated.

On the same line, and driven by the similarity of the crystal packing energy of
parallel and antiparallel chains of piano-stool molecules, falls the organometallic
Cp*ReO3 molecule (Cp* = pentamethylcyclopentadiene) [140], with a highly
debated crystal structure. In that study [141], (i) the presence at low angles of
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through Total Scattering Analysis, Cryst. Growth Des. 2012, 12: p. 3631–3637; Copyright 2012,
American Chemical Society)
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broad, but well-defined, space-group forbidden peaks, (ii) a marked asymmetric
broadening of some peaks, and (iii) a structured background level were suitably
simulated on nanocrystals, by the Debye interference function and by the explicit
Fourier transform, [142] and on infinitely thick crystals, by the DiffaX recursive
algorithms, all methods reinforcing the proposed polytypic arrangement (shown in
Fig. 10.22, panel C).

As the final example of this paragraph, we discuss a paracrystalline approach to
strain, which we proposed in a recent paper, aiming at defining specific microstruc-
tural features showing up, in the diffraction traces, as a not easily predictable peak
broadening effect, not monotonic with θ, nor (apparently) determined by a simple
(continuous) hkl dependence. This has been observed in a number of coordination
polymers (Ru(CO)4, [83] and porous metal-organic frameworks [143]) and has been
attributed to correlation effects between polymetallic chains (Fig. 10.22, panel A,
shows the undistorted model), with 1D motifs packing in a parallel fashion but with
their center of mass – in the direction normal to chain propagation – nearly, but not
exactly, periodic (see Fig. 10.22, panel B). Taking advantage of the seminal work by
Hosemann, Bagchi, and Welberry [144, 145], the effects of two-dimensional corre-
lated shifts were analyzed in reciprocal space upon modification of the Debye
equation. Specifically, by defining damped correlations (in real space) between
chain axes locations in ab (not any longer exactly C-centered), a probabilistic
description of the interatomic vectors in that plane was considered. For simplicity,
we report here the equation valid for a 2D net, with 1D displacements:

Pa dð Þ ¼ Ka � exp � 1

2

d� d0ð Þ2

2σ2a 1� r
mj j
a s

nj j
a


 �
0
@

1
A

where d is the vector separating two chains (in ab), ra and sa are the so-called
longitudinal and transversal correlation coefficients, and m and n are the distance
(in lattice units) of the pertinent chain. σa is the limiting statistical variance (i.e., the
maximum amplitude of uncorrelated shifts) of the packing periodicity along the
a axis. Deviation of ra and sa from unity represents the loss of correlation for
moieties lying along a and for the laterally displaced ones, respectively. A similar
definition relates Pb(d ) to rb, sb, and σb parameters, for shifts occurring along b, in
the 2D displacements model (graphically shown in Fig. 10.22, panel C). The best
match of the Debye simulation is shown in Fig. 10.22, panel D, and was obtained
after adjusting the correlation coefficients to the values ra = 1.00, sa = 0.97,
rb = 0.97, sb = 1.00, and σa = σb = 3.0 Å.

A similar approach was used to investigate the more complex structural features
of [Ag(4-NO2-pz)]3 and [Cu(4-NO2-pz)]3 (4-NO2-pz = 4-nitropyrazolate) in which
the phenomenon of correlated shifts and faulted stacking of trimeric molecules of
D3h idealized geometry were found to simultaneously happen [146]. After deter-
mining the average crystal structure through ab initio X-ray powder diffraction
techniques on high-resolution synchrotron data, randomly distributed defects within
the molecular sequences were modeled and, then, crossed-coupled with the size and
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shape information on nanocrystalline coherent domains derived from tailored Debye
function simulations with those obtained from SEM images on significantly bent and
polyfragmented multidomain particles. The multiple scale approach enabled us to
infer the mechanism of structural disorder disrupting crystal periodicity.

5 Conclusions and Future Perspectives

In the complex field of NP characterization, XRPD stands as a fundamental pillar. It
is a very old and very simple experimental method that is enjoying a new Renais-
sance because of constant improvements and incremental advances. These are due
mainly to progress in instrumentation, especially at synchrotrons but also, very
importantly, at the laboratory scale. XRPD is suited to almost every conceivable
sample, from laboratory-created ideal samples to real-world wall scrapings, and the
preparation requirements – apart from producing the sample itself, of course – are
minimal. It is also a nondestructive tool and is well suited to follow sample evolution
in non-ambient conditions. It is also fundamentally a “tail-heavy” method: data as
collected are not immediately meaningful, and a more or less complex analysis
procedure must be carried out to obtain the desired information. This makes XRPD a
medal with two faces. The ugly face is that, even after the experiment has been
successfully completed, most of the work must still be done. This is at variance with
other methods – for instance, electron microscopy – that yield immediately under-
standable data. Note, however, that the process of inspecting and extracting infor-
mation out of a large set of EM micrographs can be as burdensome or even more
when some statistical information is needed. XRPD data contain already the prop-
erly averaged information, because a XRPD pattern contains signals from huge
numbers of single NPs. The happy face is that the information contained in a
XRPD pattern, and that is possible to extract there from, is quite large, as it is spread
on a range of different scales, from the fine details of the atomic structure to
microstructure effects that range up to the scale of NP size, which is several orders
of magnitude larger. Depending on the sought-for information and on the nature of
the system, various analysis methods can be applied which yield surprisingly
detailed results. As the information is extracted from a simple 1D graph (the
diffraction pattern), it is often a good rule – by common sense – to seek for at least
partial confirmation of the results obtained by other methods, either imaging or
spectroscopic or analytical methods. Nevertheless, the power of the XRPD tech-
nique is amazing, even being so simple and almost rough as experiment, being
however able to supply detailed knowledge about very dirty and complex matter.

As future perspectives, the availability and development of data analysis software
stands up in front. The number, kind, and capability of analytical programs available
for XRPD is increasing constantly, eventually reducing, in the near future, the
burden of data analysis. On the other hand, broad instrumental improvement is
still expected in the medium term, on laboratory equipment, as well as on dedicated
synchrotron beamlines, the former exploiting the technological fallout of the later. A
larger step forward will happen – is happening – as the new FEL X-ray sources come
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on line. In one of the many new applications of FELs, powder diffraction patterns are
obtained by illuminating one by one with the FEL particles traveling in a jet. This
extends the applicability of the method to materials that are not suited for conven-
tional XRPD because of their tendency to coalesce or react whenever stuffed
together in a confined volume. Again, a new infancy for this centenary method?.
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1 Definition of the Topic

X-ray absorption fine structure (XAFS) is an absorption spectroscopy which pro-

vides the material local structure with a bond distance of less than sub-Å precision.

It does not require any long-range order nor special environment. Therefore, it is the

suitable technique to characterize the catalytic nanomaterials under working con-

ditions. This chapter presents an overview of the principle, emerging technology,

and applications of XAFS in characterizing nanomaterials in catalysis.

2 Overview

Catalysts are materials that accelerate the reaction rate. The structure characteriza-

tions are difficult using diffraction methods because catalysts are often used as

nanoclusters highly dispersed on oxide surfaces. In addition, the structures before,

during, and after catalytic reactions are different from each other, and the in situ

observation techniques of catalyst structures are highly required. X-ray absorption

fine structure (XAFS) method is the most appropriate technique to investigate the

catalyst nanomaterial structure under working conditions. We will review the

history and principle of XAFS, followed by experimental setup and preparation

of the sample. The analysis of XAFS will be briefly described, where the error

estimations using Hamilton ratio method are discussed. We will mention its appli-

cation to nanoparticles – monometallic and bimetallic under reaction conditions.

We also describe the two emerging technologies in XAFS, called as ultrafast time-

resolved XAFS and polarization-dependent total reflection fluorescence XAFS

(PTRF-XAFS), which can provide new structural information we never have had

with other characterization methods. Finally, we discuss its future perspective.

3 Introduction

Catalysts are materials that accelerate chemical reactions which are widely used to

create energies and new materials as well as improve the environment. Catalysts

may be divided into three categories: molecular, heterogeneous, and biocatalysts.

Molecular catalysts and biocatalysts function primarily in solution, and their active

site structures are often determined by nuclear magnetic resonance (NMR) or by

X-ray crystallography following crystallization from a solvent. Heterogeneous

catalysts, in contrast, represent active species (primarily in a metallic state) dis-

persed on solid surfaces. Metal nanoclusters are particularly important as hetero-

geneous catalysts. In these materials, optimal catalytic performance is typically

obtained through intimate contact between the metal nanoclusters and its solid

support, and so the catalyst has to be characterized in its supported form. The

present review focuses on such heterogeneous catalysts, in which the surface

nanostructure is crucial. These materials do not exhibit long-range order and

hence are not readily analyzed via X-ray crystallography. Electron microscopy,
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however, is a good candidate for the characterization of these catalysts, since it

allows assessment of the morphologies of nanomaterials, as well as the atomic

locations, in addition to chemical analysis on the nano-level as the result of newer

developments in spherical aberration correction techniques [1]. Recently, electron

microscope imaging under catalytic conditions has been made possible using

differential pumping or electron transmission windows [2]. Even so, it remains

challenging to measure bond lengths with 0.001 nm precision. If the nanoclusters

are dispersed at a relatively high concentration, a partial distribution function (PDF)

analysis can be applied as discussed later [3, 4], although the use of this technique

with dilute samples on oxide supports such as SiO2 and Al2O3 would be difficult.

In this chapter, we discuss the applications of X-ray absorption spectroscopy to

the analysis of catalytic materials, in particular the use of X-ray absorption fine

structure (XAFS). XAFS is a unique technique that provides useful information

about both bond lengths and ligands. The XAFS phenomenon was first observed by

Fricke in 1920 [5], although the initial theoretical analysis was performed by

Kronig [6, 7]. Kronig considered the use of both long-range- and short-range-

order theories in the understanding of XAFS and concluded that the long-range-

order theory was the most appropriate. Following the work of Shiraiwa [8],

Kostarev [9], and Kozlenkov [10], Lytle proposed a short-range-order interpreta-

tion of EXAFS [11] in the late 1960s, while in 1971 Sayers reported an analysis

based on the Fourier transform in k-space [12]. At the same time, synchrotron

radiation, a strong X-ray source well suited to XAFS measurements, became

available at Stanford University [13, 14]. Subsequently, XAFS was widely applied

to the analysis of nanomaterials. Lytle et al. applied XAFS to metal catalysts while

performing an in situ characterization of Ru during an oxidation process [15] and

also used XAFS to elucidate the inner structures of various bimetallic nanoparticles

[16]. Koningsberger and Iwasawa observed the structural changes during various

reactions and used these data to determine the associated reaction mechanisms [17,

18]. Since XAFS was found to provide information concerning the dynamic

processes of nanomaterials under reaction conditions, it was increasingly applied

to the analysis of catalysts.

Figure 11.1 shows a typical X-ray absorption spectrum for Pt foil around the Pt

L-edges. In such spectra, the absorption coefficient, μ, is expressed as follows:

μt ¼ ln I0=Itð Þ; (11:1)

where Io, It, and t are the incident and transmitted X-ray intensities and the

thickness of the sample, respectively. As the sample is irradiated with X-rays

whose energy is scanned, μ abruptly increases at energy values specific to elements.

This energy for a given element is known as its absorption edge and results from

excitation of core electrons to unoccupied states and to the vacuum level (equal to

the Fermi level in a solid) to generate free electrons or photoelectrons. The 1s, 2s,

2p1/2, and 2p3/2 core electron energy levels are the most often used and are termed

the K-, L1-, L2-, and L3-edges, respectively. XAFS provides information

concerning local electronic states and geometric structures around the
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X-ray-absorbing atom. The absorption spectrum near the edge (�10 to 50 eV) is

complicated and is referred to as X-ray absorption near edge structure (XANES)

where excited electrons are trapped by unoccupied states and/or undergo multiple

scattering by surrounding atoms. On the other hand, the fine structures appearing

more than 50 eV are referred to as extended X-ray absorption fine structure

(EXAFS) which results from the interference between outgoing photoelectrons

and the electrons backscattered by the surrounding atoms, as shown in Fig. 11.2.

The scattering in the EXAFS region can be explained in a simple manner by

considering that the oscillation associated with a single-scattering event has a

sinusoidal waveform, as expressed in Eq. (11.2):

11000 12000 13000 14000 15000

0.5

1.0

1.5

L1 edge

L2 edge

EXAFS

Photon Energy /eV

XANES

L3 edgeA
bs

or
ba

nc
e

Fig. 11.1 Pt L-edge X-ray

absorption fine structure

Outgoing photoelectron Backscattered electron

Central atom

Surrounding atom

Fig. 11.2 An X-ray-excited photoelectron moving out of the central atom (yellow) is scattered by
the surrounding atoms (blue). Some of the scattered electrons are reflected back to the central atom

where they interfere with outgoing photoelectrons to produce EXAFS oscillations
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χ kð Þ ¼ NS20F kð Þ
kr2

e�2k2σ2e�2r=λ sin 2kr þ ϕ kð Þð Þ: (11:2)

Here, F(k), Φ(k), N, σ, r, λ, and S0
2 are the backscattering amplitude, phase shift

function, coordination number, Debye–Waller factor or mean square displacement,

bond length measured for the X-ray-absorbing atom, mean free path length, and

amplitude reduction factor. The term k represents the wave number of the photo-

electron calculated from

k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m

ℏ2
hν� EBð Þ

r
; (11:3)

where m, hν, and EB are mass of electron, photon energy, and binding energy of

core electron, respectively.

EXAFS is sensitive to the local structure around the X-ray-absorbing atom and

thus allows the specific structural analysis of elements by selecting a particular

atom. The resulting EXAFS oscillation has a sinusoidal form against k such that the
Fourier transform of the data generates a pseudo-radial distribution function in

which the peaks correspond roughly to specific bonds. The exact bond length and

coordination number are determined through curve fitting analysis in the r-space or
k-space using the theoretically or empirically determined phase shift and back-

ground amplitude functions. The advantage of XAFS is that it does not require the

sample to be in a particular form, and thus it is applicable to noncrystalline

materials such as liquids and amorphous substances. Therefore, XAFS can be

employed to determine the local structures of catalyst nanoclusters deposited on

support surfaces.

A further advantage of XAFS is that it allows in situ analysis in the presence of

various ambient gases, since the X-rays readily penetrate the gas phase. This is

important with regard to the structural analysis of catalysts, since their structures

may differ before, during, and after reaction.

Below, we discuss the applications of XAFS to the analysis of nanoparticle

catalysts, in particular in situ and time-resolved XAFS studies, beginning with a

summary of the history of XAFS and the associated experimental apparatus. In

addition, a single-crystal oxide system using polarization-dependent XAFS capable

of providing three-dimensional (3D) structures is considered.

4 Experimental and Instrumental for XAFS Measurements

XAFS spectra can be acquired in several modes – transmission, fluorescence, and

electron yield – and choosing the appropriate mode for a given experiment is

crucial. Here, we briefly describe the transmission mode, which is the most funda-

mental mode and also the most frequently used.

The first step of any XAFS measurement is sample preparation, and here, there

are three important factors: a suitable edge jump value, a suitable absorption
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coefficient, and sample uniformity. The total absorbance of a sample at the target

wavelength can be calculated from the X-ray absorption cross sections [19] of all

the elements in the sample. The difference in the absorption coefficient before the

edge (pre-edge) and just after the edge (post-edge) is referred to as the edge jump

(Δμ). Since the amplitude of the EXAFS oscillation is proportional to the edge

jump, a small edge jump value will generate a small oscillation in the EXAFS

region, thus giving a poor signal-to-noise (S/N) ratio. It is thus recommended to

adjust the sample thickness until the Δμ value is close to unity. This does not mean

that the edge jump must always be unity; in the case of a sample with significant

background X-ray absorption and a low concentration of the target element, the

total absorbance will be quite large when Δμ is unity, and so the transmitted X-ray

intensity will be too low to be detected with a suitable S/N ratio, and the effects of

stray X-rays and higher harmonics will become important. Thus, the total absor-

bance of a sample should be maintained below 3 to 4 even if this means that Δμwill
be less than unity. The first and second criteria are thus sometimes mutually

exclusive, and a suitable absorption coefficient is generally the more important of

the two. In fact, when using synchrotron radiation and/or a prolonged data acqui-

sition time, it is possible to obtain suitably intense XAFS oscillations with a Δμ in

the vicinity of 0.1. At values less than 0.1, however, it is advisable to instead use a

fluorescence yield method [20]. The last factor, which remains extremely impor-

tant, is the uniformity of the target samples, since an inhomogeneous sample

thickness will result in severe distortion of the XAFS spectra. Powdered samples

are most commonly used in XAFS measurements, and a mortar and pestle are

typically employed to provide fine, homogeneous sample grains. In the case of

small sample amounts, the specimen may be mixed with a filler or binder composed

of elements with low atomic numbers, and this binder should be chemically inert to

avoid any reaction with the sample. Carbon black, boron nitride, starch, flour,

cellulose, and mineral oils are typically used for this purpose. There are three

ways to prepare powdered samples. When working in the transmission mode,

samples should be well dispersed and the areal density of the material as presented

to the X-ray beam must be uniform. One useful means of assembling samples is to

coat a commercial adhesive tape such as a Scotch® tape with the sample in the form

of fine particles. Other approaches are to form a sample pellet using a tableting

machine or to place a well-mixed sample into a sample cell with X-ray transparent

windows, as in Fig. 11.3.

XAFS cells for holding liquid or powdered samples can be prepared rather

simply by drilling a hole (several millimeters in diameter) and milling a slot in a

plate of an appropriate material, such as a plastic, Teflon®, or a metal. To allow for a

vacuum, threaded, sealable plugholes must also be included. Finally, a pair of thin

Kapton® films may be affixed to either side of the cell as windows. The optimal

window thickness is approximately 250 μm but will vary somewhat depending on

the absorption energy of the target element. If the sample has to be cooled to

cryogenic temperatures, the cell should be made of a material that exhibits good

thermal conductivity, such as Cu or Al, and will require sufficient thermal contact,

such as through an indium foil, with the cold finger of a helium cryostat.
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To allow the measurement of small variations in the absorption coefficient

μ(E) in EXAFS spectra, the data acquisition process must generate an S/N ratio

better than 103 in the region from 600 to 1000 eV above the absorption edge. As

well, in order to resolve XANES features, the energy resolution of the X-ray beam

should be less than 1 eV. Synchrotron radiation is an ideal light source for XAFS

since it is able to provide 1010 photons/s with a small angular spread.

A typical configuration for transmission XAFS measurements is shown in

Fig. 11.3b. The intensity of the X-ray flux is determined both before and after the

sample, yielding I and I0, respectively, by ionization chambers. A third ionization

chamber can also be installed to obtain internal standard measurements using a

reference metal foil or chemical compound for energy calibration. The data acqui-

sition time required to obtain a complete XAFS spectrum varies between 20 and

60 min when using a conventional step-scanning monochromator. This can be

reduced to several minutes by the Quick XAFS measurement or even several

Fig. 11.3 Typical XAFS (a) cell and (b) measurement system
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seconds if an energy dispersive method (dispersive XAFS) is employed. These

techniques will be reviewed in more detail in Sect. 6.3.

In order to obtain reliable results from EXAFS, it is important to acquire spectra

using the largest possible k-range. The EXFAS equation implies that experimental

data collected up to a high kmax will increase the number of independent fitting

parameters as the available k-range (Δk) increases. As a result, we can reduce the

correlation between the parameters Ni and σi, as will be discussed in the analysis

section. Moreover, this allows improved discrimination between close peaks during

the Fourier transform. The distance resolution in an EXAFS spectrum, ΔR, is
expressed as

ΔR ¼ π
2Δk

:

Therefore, a measurement requires a Δk value of approximately 16 Å�1 if two

peaks for which ΔR = 0.1 Å are to be resolved by the Fourier transform.

5 XAFS Analysis

As described in the “Introduction,” EXAFS data allow analysis of the types of

surrounding atoms and their structural parameters, including coordination numbers,

bond lengths, and disorder. In contrast, the electronic states and symmetry of

nanomaterials are obtained from the XANES region. In this section, we describe

a standard data analysis procedure. Many EXAFS data analysis software packages

are currently available [21]. Although each has its advantages and disadvantages,

they all have a common feature with regard to the analytical procedure. A basic

EXAFS oscillation is expressed by the following equation, the single coordination

version of which has already been presented as Eq. (11.4):

χ kð Þ ¼ S20
X

i

NiFi kið Þ
kir2i

e�2k2i σ
2
i e�2ri=λ sin 2kiri þ ϕi kið Þð Þ: (11:4)

Here, the EXAFS oscillation is summed over the ith shell.

The standard EXAFS analysis procedure involves fitting the experimental data

to determine a structural model, using Eq. (11.4), and applying a nonlinear least

squares fitting method in which Ni, ri, σi
2 and ΔEi0 are optimized. ΔEi0 represents

the change in the original kinetic energy of the photoelectron as described in the

following equation:

ki ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � 2m

ℏ2
ΔEi0

r
: (11:5)

Since the original kinetic energy of the photoelectron in the unknown com-

pound, E0, is not always equal to the value used in the calculation of the phase shift
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and backscattering amplitude functions or that of the reference compound, it is

necessary to adjust ΔEi0 during the curve fitting process.

The overall data analysis process is described by the flow chart presented in

Fig. 11.4.

The first step is the estimation of the energy threshold, E0, in which the first

inflection point on the edge is typically used. Another means of approximating E0 is

to use the halfway point of the absorption edge jump. Rough estimations such as

these are sufficient because the value of E0 will be further refined during the curve

fitting analysis. The EXAFS oscillation, χ(k), is obtained from the measured

absorption coefficient μ(E) by the equation χ kð Þ ¼ μ Eð Þ�μbkg Eð Þ
μ0 Eð Þ , where μbkg(E) is

the smooth portion of the absorption coefficient in the post edge region. The post-

edge smooth curve can be obtained by polynomial fitting, moving average, cubic

spline, and smoothing spline [22], and the goodness of smoothing can be estimated

using the Cook–Sayers (CS) criterion [23]. The value of μ0(E) is estimated from the

edge jump, and its energy dependence can be calculated from Victoreen’s

coefficients [24].

EXAFS spectra consist of sums of damped sine waves corresponding to longer

path lengths. The EXAFS data are weighted by k1 or k3 so as to emphasize the

contributions of low or high Z (atomic number) neighbors, respectively. These

weighted spectra are Fourier transformed to r-space. Since the EXAFS oscillation is

the sum of sinusoidal curves, the Fourier transform generates peaks at positions

Fig. 11.4 Data analysis flow chart
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corresponding to the atom locations. The heights of these Fourier transform peaks

represent the average kn-weighted EXAFS amplitudes and are affected by the

scattering atoms, the k-weighting, and the Fourier transform windows. The Fourier

transform will have real and imaginary parts, although only the modulus of the

Fourier transform is given in the literature. It is noteworthy that this modulus

includes no phase information and will give unusual peaks if two shells are close

to one another. In this case, it is recommended to present both the modulus and the

imaginary part because these data are helpful with regard to distinguishing between

true and ghost peaks by comparison of the imaginary part [22].

It should be noted that the position of the peak in r-space is shifted to shorter side
by approximately 0.2–0.4 Å because of the negative slope of the phase shift

function. Both accurate bond lengths and other structural parameters can be

obtained by curve fitting procedures. This curve fitting analysis depends on the

proposed model structures, meaning the pairs of absorbing-neighboring atoms

chosen for analysis. The credibility of the data fitting relies on appropriate knowl-

edge of the target system’s chemical composition, which has been obtained by other

techniques. Prior to the curve fitting, however, the Fi(ki) and Φi(ki) functions must

be obtained. There are two approaches. The first employs experimentally derived

phase shifts and backscattering amplitudes extracted from the EXAFS data for

reference compounds. These experimental standards are generally not complex but

must be carefully prepared and handled, since the usefulness of the data they

provide depends on the quality of the standard compound and the separation of

the target atomic pairs from other neighbors in the standard compound. The sample

purity has an especially direct effect on the credibility of the resulting data, and it is

thus recommended to use a simple compound in which there is a single neighboring

atom that has a single interatomic distance and for which the purity has been

ascertained by X-ray diffraction. Another approach is to use a theoretical standard

generated using a computer program such as FEFF, GNXAS, or EXCURVE. These

theoretical standards can include multiple scattering if higher coordination shells

are analyzed. Thus, if one wishes to analyze a complex system, the theoretical

approach is desirable. Although the reliability of the theoretical approach has

improved, it is necessary to apply these theoretical functions to the analysis of

EXAFS data for standard compounds to evaluate their validity.

The EXAFS data will be fitted in k-space or r-space with the appropriate fitting

parameters. The goodness of fit is estimated from the associated Rfactor, expressed

by the following equation:

Rfactor ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i
χexperiment
i kð Þ � χfiti k, α½ �ð Þ

� �2
r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i
χexperiment
i kð Þ

� �2
r ; (11:6)

where χiexperiment(k), χifit(k), and [α] are the experimental data, the theoretical fitted

data, and the fitting parameters, respectively. The goodness of fit can often be
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estimated using the chi-square (χ2) test, as in Eq. (11.7), below. Here, we use Rν
instead of χ:

Rνj j2 ¼ M

N M� nð Þ
X

i

χexperiment
i kð Þ � χfiti k, α½ �ð Þ

� �2

ε2i
: (11:7)

Here, N, n, and εi represent the number of data points used for data fitting, the

number of fitting parameters, and the error of the ith data point.M is the degrees of

freedom estimated from the Nyquist theorem, as follows:

M ¼ 2Δk Δr
π

þm m ¼ 0, 1, 2ð Þ; (11:8)

where Δk and Δr are the k and the r window widths, respectively. Although Stern

proposed a value of 2 for m [25], one of the authors (KA) recommends a conservative

value of zero for m, which prevents the use of too many fitting parameters [26].

When |Rν|
2 is less than 1, the fitting is accepted, while a value greater than

1 signifies that the fitting is not acceptable. Although the χ2-test is the most

reasonable and absolute criterion for the goodness of fit, it is difficult to apply in

practice because the error (εi2) estimation (especially the systematic error estima-

tion) for each data point is difficult.

In contrast, the R factor is calculated using Eq. (11.6) in a straightforward

manner. Hamilton has proposed the use of a modified F test (termed the Hamilton

test) to estimate the error and to assess the validity of the model structure in the

analysis of X-ray diffraction data [27], and this test can also be applied to EXAFS

analysis. Essentially, the Hamilton test is a relative statistical test method, in which

the ratio of two R factors is compared as a means of ascertaining the validity of a

new (or old) model based on an old (or new) one, using a confidence level and the F

distribution. During this process, two fitting results are obtained for the same data

applying two different degrees of freedom, thus generating two R factors. In the first

fitting procedure, one obtains R1 in the best fitting results with a quantity of data

point and a quantity of fitting parameters equal toM (determined by Eq. (11.8)) and

n, respectively. In the second fitting, certain fitting parameters are restricted under a

specific hypothesis. The R2, R factor obtained in this second fitting will be inferior.

The ratio of the two R factors, R ¼ R2=R1, is then compared with a tabular value,

Rb,M�n, p, where b and p are the number of restricted fitting parameters and

significance level, respectively. If R > Rb,M�n, p, the hypothesis “the two fitting

results are essentially the same” is rejected, while ifR < Rb,M�n, p, the hypothesis is

accepted at the p significance level.

Here, we consider two examples in which the Hamilton test is employed.

(Example 1) Error Estimation

In this example, a curve fitting analysis is performed for which Δk = 3–15 Å�1.

The Fourier filtering range is Δr = 1–2 Å with four adjustable parameters,
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N, r, ΔE, and σ, and the R for the best fit value is R1 = 0.02. What, then, is the error

in r? In this example, the r term is fixed at a value slightly different from the optimal

value, r + Δr, and the other three parameters are optimized. Here, b = 1 since r is

fixed. A value of R2 = 0.03 is then obtained. In this case, M = 2 ΔrΔk/π = 8. In

the initial optimization process, we used n = 4 parameters such that 4 (=(M � n))
degrees of freedom were left. When estimating the error bar at the 10 % significance

level, the Hamilton ratio R1, 4, 0:1 ¼ 1:462 is approximately equal to 0.03/

0.02 = 1.5. Thus, at the 10 % significance level, the error bar should be Δr.

(Example 2) Validity of Two-Shell Fitting
In this example, the presence of Pd–C in Pd nanoparticles is assessed, applying the

curve fitting of Pd nanoparticles with two shells using eight parameters. The r-range
and k-range are 1.197–3.007 Å and 3.00–16.75 Å�1, respectively. Under these

conditions, M becomes 15.85. One-shell fitting based on solely the Pd–Pd interac-

tion is also carried out. In this case, the number of restricted parameters (b) is four
since the parameters for Pd–C are fixed. The resulting R factors are R1 = 0.0038

(with both Pd–C and Pd–Pd shells being adjusted) and R2 = 0.006 (if only the

Pd–Pd shell is adjusted and no Pd–C contribution is considered). Thus, R ¼ 0:006
0:0038

¼ 1:57, R4, 8:0:25 ¼ 1:354, R4, 8, 0:1 ¼ 1:550, and R4, 8, 0:05 ¼ 1:838. Therefore, the
presence of Pd–C has been demonstrated at a significance level of 10 %.

6 Key Research Methods and Findings on Catalytic
Nanomaterials Characterized Using XAFS

6.1 Application of XAFS to Nanoparticles

One of the most fundamental goals of nanoparticle (NP) studies is to understand

the factors governing the 3D arrangements of atoms and their geometry in the NPs.

A practical advantage of EXAFS is its sensitivity to the partial radial distribution

function of the absorbing atoms and their neighbors within the local range (about

6Å). Due to the finite size effect, the differences between NPs and the bulkmaterial

produce dramatic changes in EXAFS results, including a reduced amplitude due to

smaller coordination numbers and a different oscillation period due to the change

in bond lengths compared to those in the bulk. In addition, important information

concerning the disorder in NPs is also derived from EXAFS spectra. During the

last decade, the combination of different structural analysis techniques, such

as high-angle annular dark field scanning TEM (HAADF-STEM), high-energy

XRD, time-of-flight mass spectrometry (TOF-MS), and density functional theory

(DFT) calculations, with EXAFS has allowed quantification of the number of

atoms in NPs, as well as visualization of their geometry on the sub-nm to

2–3 nm size range.
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6.1.1 Monometallic Nanoparticles
In this subsection, we review general analysis strategies and discuss recent studies

in which the quantitative geometric properties of monometallic nanoparticles

(MMNPs) have been elucidated.

A number of studies aimed at understanding both ligand-protected and oxide-

supported MMNPs have been reported. The majority of these MMNPs possess a high

degree of symmetry and their sizes and properties can be controlled by various

synthetic approaches. As such, a regular polyhedron (including cuboctahedral, ico-

sahedral, truncated decahedral, truncated octahedral, and hexagonal close packing) is

a good approximation of a nanocluster. Many of these nanoclusters have a closed

shell that are often characterized by “magic numbers” of metal atoms, as shown in

Fig. 11.5. This approximation is justified for relatively small clusters (consisting of

about 10–1000 atoms) and also by theoretical calculations that have shown that the

regular polyhedron model is energetically the most favorable [28–31].

The strategies for elucidating the sizes and shapes of symmetrical MMNPs from

EXAFS data can be roughly categorized as either the single-scattering (SS) or multi-

ple-scattering (MS) path approach. The SS path approach allows determination of the

first nearest coordination numbers (N1st) of regular clusters (i.e., symmetrical

nanoclusters). Montejano-Carrizales et al. have analytically characterized several

regular polyhedral clusters as a function of the cluster size L (defined as L = NE�1,

where NE is the number of atoms along the edge of a regular polyhedron) [32].

Fig. 11.5 Atomic configurations and magic numbers for several representative clusters [167]
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N1st cubooctahderal closed packedð Þð Þ ¼ 24L 5L2 þ 3Lþ 1
� �

10L3 þ 15L2 þ 11Lþ 3

N1st icosahedral non-closed packedð Þð Þ ¼ 6L 20L2 þ 15Lþ 7
� �

10L3 þ 15L2 þ 11Lþ 3

:

In contrast, Calvin et al. used a simple sphere with radius R for approximation

purposes and obtained the value of N1st by the following equation:

N1st � 1� 3

4

r

R

� �
þ 1

16

r

R

� �3
� �

Nbulk
1st ;

where r is the average bond length associated with the N1st for the nanocluster and

N1st
bulk is the first coordination number for the bulk [33]. This approach can provide

good estimations in the case of larger clusters if the number of atoms in the

nanocluster is larger than 100, such that L = 3, and also if the size distribution is

relatively broad. In practice, these two approaches work well for calculating the N1st

values for nanoclusters, but are not effective for the estimation of shells with longer

bond lengths, such as the second, third, and fourth coordination numbers (N2nd,

N3rd, N4th) because the sizes, shapes, and surface orientations of nanoclusters are

also affected by an MS contribution to the nanocluster EXAFS data [34]. Therefore,

this MS contribution must be suitably described in order to extract the additional

information from the EXAFS data.

Frenkel et al. have proposed a means of discriminating between models with

different atomic packing and morphology [35]. This technique involves the calcu-

lation of the average pair radial distribution function (RDF, Q(r)) as in Eq. (11.9)

for N1st, N2nd, N3rd values and then comparing this calculated value with the RDF

value derived from observed EXAFS data:

Q rð Þ ¼ 1

n

Xn

i¼1
Qi rð Þ, Qi rð Þ ¼ dni

dRi
: (11:9)

Here, n is the number of identical atoms in a nanocluster,Qi(r) is the partial RDF for

atom i, and dni is the number of neighbors within a spherical shell of thickness dRi.

The coordination numbers (N1st, N2nd, N3rd) within a given shell in a model cluster

can be estimated using

Norder ¼
ðRf

Ri

Q rð Þdr; (11:10)

where the order value will be the first, second, or third coordination number and Ri

and Rf define the range of the spherical shell.

This RDFmethod has demonstrated superiority in determining monodispersed Au

and Pt NPs with HAADF-STEM data [36–39]. Figure 11.6 presents the experimental

results andmodel calculations for the coordination numbers (N1st, N2nd, N3rd) within a
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given shell for icosahedron and cuboctahedron clusters [37]. The experimental results

for the coordination numbers were N1st ¼ 6:5� 1,N2nd ¼ 0,N3rd ¼ 8� 1 . The

coordination number for the first shell (N1st) agreed with the calculated values of

6.46 and 5.54 for the icosahedron (Au13) and cuboctahedron (Au13) in the limit of

error. In the case of the N2nd value, however, dramatic differences were observed. For

the icosahedron model, the value of N2nd was zero, while the value obtained using a

cuboctahedron or a truncated octahedron was 1.85.

Another important factor in the EXAFS analysis of NPs is the effect of disorder

in the NP structure, as reflected in the Debye–Waller factor σ2, since this disorder
attenuates the EXAFS oscillations and may produce misleading data concerning the

coordination number and thus lead to incorrect conclusions during nanocluster

modeling. The σ2 effect can be expressed as the simple sum of static and thermal

(or dynamic) terms, as in Eq. (11.11).

σ2 ¼ σ2static þ σ2thermal (11:11)

A simple and practical means of reducing the thermal term is to acquire the EXAFS

oscillations at cryogenic temperature. Figure 11.7a shows an example of this

approach. This figure demonstrates that the amplitude intensity within the higher

k region, which is often attenuated by the thermal term, is dramatically increased at

cryogenic temperatures. Imaoka et al. have precisely synthesized both the Pt12 and

Pt13 clusters shown in this figure by controlling their unique molecular level

formula based on a stoichiometric adjustment [40]. The number of atoms and the

Fig. 11.6 Experimental results and model calculations for icosahedron and cuboctahedron

clusters [39]. The values in black and green boxes and the red line are experimental values, and

their uncertainties are compared against the model structures (Reproduced with permission from

Ref. [39]. Copyright 2007, AIP Publishing LLC)
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sizes of the clusters were subsequently determined by electrospray ionization (ESI)-

TOF-MS and HAADF-STEM. In order to understand the unique oxygen reduction

reaction (ORR) activity of the Pt12 and Pt13 clusters, EXAFS analyses were carried

out at cryogenic temperatures below 30 K. Figure 11.7b shows that the oscillation

amplitude for Pt12 is slightly smaller than that for Pt13. Assuming the presence of

light elements such as carbon or nitrogen near the surface platinum atoms, the first

coordination number (N1st) for the Pt–Pt interaction in the Pt13 clusters was found to

be 6.5, which is in good agreement with the theoretical N1st value calculated

assuming an icosahedral cluster model (N1st = 6.46). This result is also consistent

with the particle sizes proposed by Frenkel et al. [34]. Conversely, the N1st value of

5.2 obtained for the Pt12 clusters shows a minimal difference in the intrinsic ORR

activities (a 2.5-fold higher activity for Pt12 compared to Pt13). To ascertain the
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Fig. 11.7 (a) k3-weighted Pt LIII EXAFS spectra of Pt12, Pt13, and Pt foil at 30 K and (b) Fourier
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structure of Pt12, several plausible models were examined based on DFT calcula-

tions. These models suggested that Pt12 has a deformed coordination, while Pt13
exhibits the well-known icosahedral atomic coordination found in stable cluster

series.

The growth mechanisms and the resulting structures of nanoclusters under

synthesis conditions such as H2 reduction are also highly important issues in

nanocluster studies. However, the disorder expressed by the Debye–Waller factor

σ2 directly affects the amplitude of EXAFS oscillations at higher temperatures.

Therefore, it is important to select a reliable means of eliminating the correlation

between σ2 and S0
2 or N. Correlated Einstein and Debye models are both commonly

used to analyze thermal σ2 terms. Sevillano et al., however, recommend the Debye

model for nearly isotropic systems since this approach is both simple and

reliable [41].

Roldan et al. estimated the Debye temperature of ligand-free, size- and shape-

selected Pt NPs supported on γ-Al2O3, based on the correlated Debye model [38]. In

the case of bulk Pt, they found that the increase in the Debye temperature was

affected by size, shape, support interactions, and adsorbate effects, as shown in

Fig. 11.8. It is worth noting that there is some correlation between the shapes of NPs

and their Debye temperatures, even in the case of NPs having similar average

sizes [38].

In addition to changes in the Debye–Waller factors for NPs, it is important to

consider the apparent contraction of lengths due to the asymmetric radial distribu-

tion effect. The EXAFS formula given in Eqs. (11.2) and (11.4) is based on

a Gaussian radial distribution. However, the real distribution deviates slightly

from a Gaussian radial distribution, exhibiting a gentle slope on the longer bond

length side. Clausen et al. demonstrated that Cu NPs exhibit an apparent bond

contraction when analyzed using Eq. (11.2) [42]. Bunker et al. proposed a cumulant

Fig. 11.8 Debye

temperature for γ-Al2O3-

supported Pt NPs as a

function of first-nearest-

neighbor coordination

number (N1st). The insets

show corresponding models

of fcc-Pt NP shapes. S1 to S4

are the sample numbers.

Diameters obtained by

HAADFS-STEM: 1:0� 0:2
nm for S1, S2, and S4 and 0:8
� 0:2 nm for S3

(Reproduced with permission

from Ref. [38]. Copyright

2010, APS Journals)
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analysis of EXAFS data in a non-Gaussian distribution system using the following

equation [43]:

χ kð Þ ¼ NS20F kð Þ
kr2

e�2k2σ2þ2=3C4k
4

e�2r=λ sin 2kr þ ϕ kð Þ � 4

3
C3k

3

	 

: (11:12)

Here, the bond lengths are shortened due to the influence of the k3 term. In the case

of a moderately non-Gaussian system, therefore, Eq. (11.12) may be used.

Yokoyama et al. reported that Pt NPs stabilized in NaY showed a shorter bond

length after cumulant corrections had been applied [44]. Kang et al. found a

negative thermal expansion effect in small Pt NPs (0.9 nm in diameter) [45] during

EXAFS measurements between 165 and 573 K under He and H2. Following the

cumulant correction, they found bond lengths of 2.70 and 2.75 Å in He and H2,

respectively, at 165 K. At the higher temperature of 573 K, they observed shorter

bond lengths than those measured at 165 K, suggesting that the unusual negative

thermal expansion could be due to the metal–support bonding interaction.

Finally, it is helpful to briefly consider another potential tool for the character-

ization of NPs [46, 47]. Recently, Petkov et al. and Nishigaki et al. have demon-

strated the possibility of applying a high-energy XRD (HEXRD) technique to the

analysis of ligand-protected Au NPs. These groups investigated the atomic structure

of Au NPs using a well-designed combination of HEXRD, EXAFS, matrix-assisted

laser desorption/ionization (MALDI)-MS, TEM, and DFT. The resulting data

showed that HEXRD together with the PDF analysis technique allows the analysis

of diffuse (i.e., non-Bragg type) XRD patterns and generates 3D structural infor-

mation, such as nearest neighbor atomic distances and coordination numbers, for

noncrystalline materials exhibiting some degree of structural coherence and peri-

odicity [4]. In addition, this approach allows elucidation of the structures of 3D NPs

through the application of reverse Monte Carlo simulations followed by ab initio

structural determination.

6.1.2 Bimetallic Nanoparticles

Fundamental Conditions Required for the Analysis
of Bimetallic Nanoparticles
Several equations must be satisfied to allow for the analysis of bimetallic NPs.

A bimetallic nanocluster is composed of two different elements, A and B, and the

EXAFS oscillations correspond to the bond lengths and coordination numbers of

both elements. In the analysis of bimetallic systems, therefore, several conditions

must be satisfied, as follows [16, 48]:

1. The bond length determined for element A (RAB) equals that determined for

B (RBA).

2. The coordination numbers determined for elements A and B satisfy the follow-

ing relation:
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CANAB ¼ CBNBA;

where CA and CB are, respectively, the molar coefficients of elements A and B in the

chemical formula of the compound, which can be determined by chemical analysis

using inductively coupled plasma (ICP), X-ray fluorescence, and other techniques.

If the above two conditions are not satisfied within the limits of error, the

reliability of the results are in doubt.

In principle, the absolute values for the Debye–Waller factor as determined from

each XAFS oscillation should be equal to one another within the limits of error.

However, determination of the absolute value of the Debye–Waller factor can be

challenging and so this is not always the case. However, if a reference compound

containing the same atomic pair is analyzed, the difference between the squares of

the Debye–Waller factors for the reference and unknown compounds at the two

edges shown in Eq. (11.13) should be the same:

Δσ2A�B ¼ Δσ2A�B, unknown � Δσ2A�B, ref
Δσ2B�B ¼ Δσ2B�A, unknown � Δσ2B, unknown

Δσ2A�B ¼ Δσ2B�A

: (11:13)

Bimetallic nanoparticles (NPs) may be roughly classified into two categories, as

shown in Fig. 11.9 [49, 50]. One category consists of segregated NPs, while the

other contains alloyed NPs.

Alloyed Nanoparticles
Alloy nanoparticles may be classified as either random or ordered. In a random alloy,

the ratio of the coordination numbers of homoatomic and heteroatomic pairs should

equal the component ratio. However, an ordered alloy has a definite coordination

number ratio derived from its ordered structure. For example, in bulk Cu3Au, each Cu

atom is surrounded by fourAu and eight Cu atoms,whileAu is completely surrounded

by Cu. FePt has an ordered metallic form known as L10, and Shinoda et al. have

prepared FePt nanoparticles using a polyol process [51] in which Pt and then Fe are

sequentially reduced to give a core (Pt)–shell (Fe) structure. When a sample of this

material was heated to 573 K, the PtFe nanoparticles transitioned to PtFe L10 ordered

Fig. 11.9 Classification of bimetallic clusters
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particles with Fe–Pt and Pt–Pt bond lengths of 0.269 and 0.272 nm, respectively [52].

Phase transitions may also occur as the result of gas-phase absorption [53]. Knecht

et al. investigated PdAu in the form of dendrimers and found that the coordination

number ratio changed linearly with the composition, indicating the formation of an

alloy [54]. However, the total coordination number around Au was greater than that

around the Pd atoms, and thus it was concluded that a quasi-random alloy with a

Au-rich core was obtained.

The coordination numbers in Table 11.1 were obtained for PdCu nanoparticles and

demonstrate a trend similar to that observed for a random alloy [49, 55], such that the

coordination number tracks the metal composition. However, the coordination num-

ber for heteroatomic pairs is always larger than that for homoatomic pairs. Figure 11.10

summarizes the heterobond to homobond coordination number ratios. In the case of a

random alloy, a linear plot results with a slope of 1 or �1, as shown by solid line in

Fig. 11.10. However, the actual data plots tend to deviate from a straight line in an

upward direction, indicating that the homoatomic pair is preferred over the

heteroatomic pair. The coordination number trend can be simulated by assuming

Table 11.1 Coordination numbers for PdCu nanoparticles as determined from XAFS

Cu:Pd Cu–Cu Cu–Pd Pd–Cu Pd–Pd

4:1 6.0 (6.2/6.1)a 1.8 (1.6/1.8) 7.2 (6.2/7.0) 0.8 (1.6/0.7)

3:2 3.9 (4.7/3.2) 3.8 (3.1/4.2) 5.5 (4.7/6.3) 2.2 (3.1/2.2)

1:1 2.8 (3.9/2.7) 5.0 (3.9/5.1) 5.1 (3.9/5.1) 2.8 (3.9/2.7)

1:4 0.8 (1.6/0.7) 7.0 (6.2/7.0) 1.8 (1.6/1.8) 6.0 (6.2/6.1)
aThe first and second numerals in parentheses show the coordination numbers derived from

random alloy and heterobondphilic models
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that the energy of the Pd–Cu interaction (EPdCu) is lower than those of the Pd–Pd and

Cu–Cu (EPdPd, ECuCu) interactions and that the difference in these energy values may

be described by ΔEPdCu ¼ EPdCu � EPdPd þ ECuCuð Þ=2ð Þ ¼ 4RT. PdCu is known to

form intermetallic compounds or ordered alloys such as Pd3Cu or PdCu. In the case of

PdCu NPs, the structure is intermediate between a random and an ordered alloy due to

themobile character of the atoms in theNPs.Although an ordered alloymight bemore

stable than a random alloy, smaller particles will have more mobile atoms, especially

at the surface, such that the entropy factor may concur with the energy term. The

balance between an intermetallic compound and a solid solution may be quite subtle.

PtRu nanoparticles, heated to 1173 K and rapidly cooled to RT, form a random alloy

[56], while PdTe and RhTe NPs preferentially form heteroatomic pairs or intermetal-

lic NPs [57].

Segregated Nanoparticles
In the case of a segregated cluster, the coordination numbers for homoatomic pairs are

larger than those for heteroatomic pairs. These structures can be further divided into

core–shell and cluster-in-cluster types. The “core” of the core–shell structure gives a

total coordination number nearly equal to the bulk value, while the coordination

numbers for the atoms in the “shell” are lower than the bulk value because the surface

atoms are less coordinated. A cluster-in-cluster structure is formedwhen each element

initially forms clusters of like atoms, following which these clusters agglomerate to

form larger clusters. Clusters of both atoms may be located on the surface, and hence

the total coordination numbers are less than those in the bulk, and the coordination

number for the homoatomic pair is larger than that for the heteroatomic pair.

PtAu bimetallic nanoclusters have been prepared by the deposition of Pt onto Au

nanoclusters previously prepared through a sputter deposition technique [58, 59].

Figure 11.11 shows the resulting Pt and Au K-edge EXAFS data for these clusters.

Both the Pt and Au atoms were assessed using the L3-edge, although these edges

were separated by only 350 eV. For this reason, the Au L3-edge appears in the

center of the Pt EXAFS oscillations, meaning that the L3-edge EXAFS analysis of

these PtAu NPs did not generate useable data, even though these NPs were found to

function very well as fuel cell cathode catalysts [59, 60]. The Pt and Au K-edges,

however, were well separated such that the analysis of these PtAu NPs was

possible, and the coordination numbers shown in Table 11.2 could be obtained.

In the case of both Pt and Au edges, homoatomic pairs were more favorable than

heteroatomic pairs, such that NPt–Pt, NAu–Au > NPt–Au, NAu–Pt, indicating a segre-

gated structure. The total numbers of atoms around the Pt and Au atoms were 9.2

and 12.4, respectively, demonstrating a Pt shell with a Au core. Table 11.2 presents

the calculated values based on the core–shell model, which are evidently in good

agreement with the experimentally observed data. These experimental values

correspond well to the values derived from the model structure depicted in

Fig. 11.12, in which two Pt shells cover an Au core.

PtPd NPs supported on SiO2 with various compositions were prepared from PVP

(polyvinylpyrrolidone)-protected bimetallic nanoclusters [61–63], and the associ-

ated coordination numbers determined by EXAFS were given in Table 11.3 [63].
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The coordination numbers of the homoatomic pair were larger than expected

from the composition and random alloy model, indicating the segregation structure.

However, the total coordination numbers of Pd and Pt were less than 12, indicating

not a core–shell but a cluster-in-cluster-type structure [63]. Careful investigation of

the coordination number determined by XAFS can provide information about the

inner structures of bimetallic NPs.

6.2 In Situ XAFS

XAFS is a potentially suitable technique for in situ/operando experiments [64]. Due

to the exceptional ability of X-rays to transmit through materials, various cell

designs become possible, in which the incident, emitted, or transmitted X-rays

are properly monitored by detectors. As a result, numerous cells have been
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Fig. 11.11 (A and B) XAFS spectra and (a and b) oscillations derived from the Pt and Au K-edges

Table 11.2 Coordination numbers around Pt and Au atoms in NPs

Coordination number for the scattering

metal (Pt)

Coordination number for the scattering

metal (Au)

Absorber Experimental Calculateda Experimental Calculateda

Pt 7.2 � 2.9 6.7 2.0 � 0.8 2.1

Au 2.7 � 2.7 2.3 9.7 � 2.9 9.6
aCalculated based on the model structure depicted in Fig. 11.12
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developed to date, and dynamic structural and electronic analyses of active species

under working conditions have been conducted. This section primarily focuses on

in situ XAFS studies applied to the analysis of catalysts under reaction conditions.

6.2.1 Principles of the In Situ XAFS Cell
The structure of a cell strongly depends on the X-ray energy, the reaction phase or

atmosphere (vacuum, gas, or liquid), and the temperature. Since the cell is usually

made on a smaller size scale than a realistic reactor and tuned to obtain the best

spectrum, the chemical state of a catalyst might not be the same as in an actual

reactor even if the temperature, gas atmosphere, and reaction time are finely

adjusted. Therefore, to understand the catalysis more accurately, simultaneous

evaluation of the catalytic performance is very important. The use of a conventional

product analysis technique such as gas chromatography (GC) during the reaction

would be one means of simultaneously evaluating the catalytic activity, although

the time required for each analysis could be as long as 20–30 min, which is much

longer than the time required for an XAFS measurement (less than 1 min per

Fig. 11.12 Structural model

for a PtAu nanocluster. Gray
and yellow balls represent Pt

and Au atoms, respectively

Table 11.3 XAFS data for PtPd bimetallic alloy nanoparticles

Pt:Pd Pd–Pd Pd–Pt Pt–Pd Pt–Pt

1:4 6.9 (7.7/8.2)a 1.4 (1.1/1.2) 6.1 (4.5/4.7) 4.1 (7.5/5.2)

1:2 6.2 (6.3/6.9) 2.8 (1.9/2.4) 5.0 (3.8/4.7) 5.7 (8.2/5.0)

1:1 5.1 (4.5/5.6) 3.7 (3.0/3.7) 3.2 (3.1/3.7) 6.5 (8.3/5.9)

2:1 5.2 (3.0/5.0) 5.8 (3.8/4.7) 2.7 (1.9/2.4) 5.6 (8.9/6.9)
aValues in parentheses indicate the coordination numbers derived from core–shell and cluster-in-

cluster models, respectively [63]. The cluster-in-cluster model is shown to agree with the exper-

imentally observed data
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spectrum). If a transient process is being investigated by XAFS to determine how

the active sites are formed or how they respond to changes in reaction conditions,

gas-phase analyses using mass spectroscopy or gas-phase infrared

(IR) spectroscopy are preferable because they have comparable time resolutions

to that of XAFS [65]. In addition to the gas-phase analysis, simultaneous observa-

tions of the catalytic sample using XRD, IR, and Raman spectroscopy can be used

to obtain information regarding the lattice, the adsorbates, and both, respectively, in

conjunction with XAFS [66]. These techniques thus represent powerful tools for the

investigation of various properties of catalysts under reaction conditions.

In Situ XAFS Cell for Gas-Phase Reactions over Solid Catalysts
When the sample is a solid and is well suited to analysis by transmission mode

XAFS and the reaction is conducted in the gas phase, the design of the cell is very

simple, and two types of cell are usually used. One type has almost the same

structure as cells used for other spectroscopic analyses, such as IR spectroscopy

(Fig. 11.13, type I) [67], while the other is a capillary type (Fig. 11.14, type II).

In the case of the type I cell, the body is made of glass [68] or a metal such as

stainless steel [67]. The sample is pressed into a wafer (pellet) and set in the center

of the cell, and heaters are attached around the wall at the center of the cell. Both

ends of the cell are equipped with water jackets to cool the regions around the

windows, and o-rings are often used to seal the cell. The X-rays enter through a

window on either side of the cell and pass through the sample before exiting from

the other side. The only substantial difference between this apparatus and an IR cell

is the window material. The windows should be as transparent as possible to the

X-rays and therefore should be composed of light elements such as beryllium [69]

or certain plastics. Although the window part is cooled with water jackets, it is

advisable to situate the windows far from the sample area. When the measurement

Thermocouple

Water Jacket

Gas Inlet/Outlet

Heater

Gas Inlet/Outlet Gas Inlet/Outlet

Water JacketWater Jacket

Window

SampleX Ray

Window

Water Jacket

Fig. 11.13 Typical example of a type I XAFS sample cell
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is conducted with high-energy X-rays (over 20 keV), attenuation by the reactant

gases will have little effect. For example, when 20 keV X-rays pass through a cell

filled with a gas mixture composed of 5 % thiophene in hydrogen at atmospheric

pressure with a 300 mm path length, the μt value attributed to gas-phase absorption
is approximately 0.02. It is therefore possible to construct an elongated cell in

which the windows are situated far from the heaters so as to avoid direct contact

between the heated gas and the windows [70]. In addition, this type of apparatus

prevents direct contact of the heated gas with the windows when introducing the

reactant gas from the side of the cell near the windows such that it flows to the

center of the cell where high temperature reactions occur. Ichikuni et al. succeeded

in observing the carburization of Nb supported on mesoporous silica up to 1223 K

with this type of cell [70]. Using this structure, many types of plastics may be

employed as windows. As an example, acrylic resin disks were used in a cell built

for the analysis of Rh catalysts under high pressure (3 MPa) during CO2 hydroge-

nation conditions where thickness of the disks was 3 mm (μt = 0.15 per disk in Rh

K-edge) [67]. Acrylic resin is convenient because it is readily available, relatively

hard, and transparent to visible light, making it possible to see the inside of the cell.

Polyimide is also often used as a window material due to its good transparency to

X-rays and tolerance to chemicals and high temperature (up to approximately

573 K) [71]. Consequently, this material would be suitable for the analysis of

pressurized reactions of organic compounds. Type I cells are now widely used for

XAFS experiments and some facilities are equipped with cells available to visiting

users [72].

The type II cell is similar to the tubular reactors used for catalytic reaction tests.

As shown in Fig. 11.14, the temperature of the cell is controlled by an inert gas

pumped into a surrounding hood and the reactant gases pass through a catalyst bed.

Therefore, if conditions such as temperature, pressure, and flow rate are properly

controlled, it can be regarded as reproducing realistic reaction conditions. In the

case of the type I cell, there are some pathways by which the gas can move without

contacting the sample, while the type II cell avoids this problem. However, there

Gas inlet

Heated inert gas

Sample

HoodX Ray

Gas outlet

Fig. 11.14 Schematic of a

type II cell
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are still challenges with tubular cells. Firstly, the walls of the cell function as the

X-ray window and so must be made of a material that is transparent to X-rays. In

addition, the walls should be resistant to heat and internal pressurization. To

meet all these requirements, glass capillaries are often used [73], since these can

be used at 723 K under an internal pressure up to 5 MPa. Beryllium [74] and AlN

[75] have also been used for this type of cell. Usually these cells are made with very

thin tubes less than 1 mm in diameter, and therefore, the incident beam must be

properly focused and aligned. In addition, due to the tube curvature, the sample

thickness differs along the vertical direction. If an XAFS spectrum is obtained as

the sum of transmitted beams passing through different thicknesses, the spectrum

can be deformed compared with the one observed for a sample with a uniform

thickness. Deviation of the beam position can affect the spectrum as well, and the

ability to adjust the sample thickness is somewhat limited. Despite these issues,

experiments using tubular cells have reported good results to date, due to precise

alignment of the optical equipment and highly focused beams. In particular, the

tubular cell has been used to allow the spatial analysis of catalyst beds. It is

commonly believed that the chemical state of active species differs depending on

their position in the reactor, since the reactant gas composition varies between the

entrance and the exit. Doronkin et al. applied this technique to the study of a catalyst

during the selective catalytic reduction (SCR) of NOx by NH3 [76]. They clearly

observed variations in the chemical states of active sites (Cu or Fe) even within a

10 mm long catalyst bed, as shown in Fig. 11.15. These results indicated that the

interpretation of XAFS data obtained for a bulk sample under working conditions

should be conducted with care, taking into account the presence of different phases.

Fig. 11.15 Operando XAFS

observations of a tubular cell

filled with Cu-SAPO-34

under NH3 oxidation

conditions (Reproduced from

Ref. [76]. Copyright 2014,

American Chemical Society)

634 W.-J. Chun et al.



Both of these cell types may be used for the operando analysis of catalysts, but

they may also be employed for the observation of the phase transition processes of

various materials under controlled atmospheres.

In Situ XAFS Cell for Liquid-Phase Reactions over Solid Catalysts
Liquid-phase reactions are also vital in the chemical industry, and so it is important

to investigate the structural changes of catalysts under working conditions in order

to determine the active phases and to elucidate the reaction mechanism. Compared

to gas-phase reactions, cell designs for solid catalysts in liquids require special

concepts for windows because of the higher X-ray absorption and heat conductivity

of liquids. The same type II cells used for gas-phase reactions may be employed, but

with some modifications. Recently, an experiment with supercritical water was

reported in which an AlN tube was used as the cell [75]. As in the case of gas-phase

reactions, real-world reaction conditions may be more closely reproduced with

tubular cells. The diameter and the thickness of the walls should be optimized

depending on the conditions, although the same apparatus used to study gas-phase

reactions can be employed.

When a type I cell is used for liquid-phase reactions, the windows must be set

close to the sample, as shown in Fig. 11.16, in which the inner space has a width of

2 mm.

In such cases, it is impossible to avoid direct contact of heated reactants with the

windows, and therefore the window materials must be able to withstand high

temperatures and pressures, as well as certain chemicals. Beryllium can meet all

these requirements and so it has been used to form X-ray windows, although it is

toxic when inhaled or absorbed through the skin, and so careful handling is

liquid inlet

liquid
outlet

Sample

Window (c-BN
welded to stainless
steel frame)

Cu gasket

Heater

M12 Bolt

X Ray

Fig. 11.16 Schematic drawing of the XAFS cell used for analysis of a high-pressure liquid phase
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necessary, such as working in a ventilation hood with plastic gloves [77]. As noted

in the previous section, polyimide is another good material for X-ray windows,

since it will withstand exposure to many chemicals and tolerates heat up to 500 K.

At approximately 573 K, however, polyimides soften and swell, which could lead to

plugging of small inner spaces such as that in the cell shown in Fig. 11.16.

Polybenzimidazole and other engineering plastics [78] exhibit good stability upon

exposure to chemicals, heat, and pressure, such that no degradation is observed

when disks of this material are used at 553 K under 4 MPa in direct contact with

organic solvents [79]. However, this material may not be used above 723 K. Cubic

boron nitride (c-BN) is a thermally and chemically stable inorganic material, and, in

the apparatus in Fig. 11.16, sintered c-BN disks are used as windows (800 μm thick,

4 mm wide) [80]. Theoretically, this material can resist temperatures up to 1625 K

and pressures up to 10 MPa. In practice, the cell was found to tolerate 723 K at

ambient pressure and 613 K at 3 MPa [81]. (Unluckily, the company (SEI) stopped

supplying the material in 2015).

When studying reactions in which solid catalysts are suspended in a liquid, the

catalysts should be kept uniformly mixed to allow for suitable XAFS analysis. An

autoclave-type cell enables both XAFS and attenuated total reflectance Fourier

transform infrared (ATR-FTIR) measurements in such cases [82]. Here, the sample

is suspended in the solvent within the cell, and XAFS and ATR-FTIR data are

acquired simultaneously while heating and stirring the reaction mixture

(Fig. 11.17). Experiments using autoclaves are of interest, because the direct visual

observations of reactions inside autoclaves are typically difficult, so indirect obser-

vation of the formation of new crystalline substances might provide useful infor-

mation regarding the synthesis of new materials.

It is important to note that slight fluctuations in pressure will produce serious

deformations in the XAFS background, due to the high density of the liquid

medium, which could in turn affect the analysis of the XAFS spectra (Fig. 11.18).

Motor for
stirrer

Motor for
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Fig. 11.17 Operando XAFS and ATR-FTIR cells for the Au LIII-edge XAFS of Au/CeO2 during

hydrogenation of nitrobenzene (Reproduced from Ref. [82] with permission of The Royal Society

of Chemistry)
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Precise control of the reactant flow rate is required to suppress this effect. When the

reaction is between a gas and a liquid over a solid catalyst, it is advisable to stop the

reaction and separate the solid catalyst from the liquid by sedimentation [83] or

filtration [84] in order to reduce the density and composition fluctuations.

6.2.2 Simultaneous Measurements of Catalyst with Various Methods
XAFS gives information about local structures around the X-ray-absorbing atom.

Usually, additional analyses with other techniques are conducted separately to

study complimentary properties of the material. In such cases, due to the difference

in conditions, including the shape of the reactor, the amount of sample, the gas flow

rate, the temperature distribution, and so on, it is challenging to exactly reproduce

the same reaction conditions with different instruments. Thus, obtaining a perfect

time-resolved correspondence between multiple data sets requires much care.

Simultaneous observations of the same sample under the same conditions with

different spectroscopic methods are ideal and provide much useful information

about catalysts, and in situ XAFS combined with XRD, UV, and IR spectroscopy

has been reported [85]. In one example, combined operando XAFS and FTIR

analyses of nickel phosphide catalysts were performed under hydrodesulfurization

(HDS) reaction conditions [86, 87]. The supported Ni2P catalyst was found to be

active for the HDS of diesel fuel, and its performance was shown to be higher than

that of industrial catalysts [88]. Significant work has performed with the aim of

clarifying the cause of the high efficiency of Ni2P during HDS. According to

structural analysis of spent catalysts by ex situ XAFS and XRD, the bulk Ni2P

structure is stable under HDS reaction conditions [81, 89]. However, it was also

found that sulfur was strongly bound to the Ni2P surface and appeared to work as a

promoter rather than as a poison. In order to confirm the role of sulfur species and

elucidate the reaction mechanism, a combined operando XAFS and FTIR study

was carried out, using the cross-shaped cell shown in Fig. 11.19. Here, both the

X-ray and IR beams pass through a sample set in the center of the cell and both of

the spectra are acquired in the transmission mode. The IR spectrometer was

equipped with an optical fiber (ZnSe) capable of transmitting the IR beam to the
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Fig. 11.18 Pt LIII-edge

XAFS data for a Pd–Pt/SiO2

catalyst during the HDS

reaction of a model oil at

553 K and 4 MPa. The

baseline is deformed due to

the liquid pump pulsations

11 X-Ray Absorption Fine Structure Analysis of Catalytic Nanomaterials 637



desired location, as shown in Fig. 11.20. Figure 11.21 presents the result of this

combined analysis, at the onset of the HDS reaction over an MCM-41-supported

Ni2P catalyst. The green data points indicate changes in the XANES data at

8333.3 eV, which are proportional to the amount of surface Ni–S species

[65]. These values can be directly compared to the IR adsorption due to the aliphatic

ν(CH) region and the amount of H2S produced as observed at m/z = 34 by mass

spectrometry. It was found that Ni–S species were formed immediately after the

X-ray

IR

CaF2

Gas

Gas

Gas

Gas

Gas

Sample

Water jacket

Fig. 11.19 Schematic of an in situ XAFS and IR cell [86]

Fig. 11.20 Experimental apparatus consisting of an IR spectrometer (JASCO VIR-9500) inside

an XAFS experimental hutch (PF-AR NW10A)
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reaction started. Following approximately 5.5 min of reaction time, the XANES

values exhibit a slower rate of change although S still accumulates. In contrast, the

IR band absorption and production of H2S are negligible up to 20 min, after which

both suddenly increase. These results indicate that the sulfur introduced at the initial

stage of the reaction formed Ni phosphosulfide (NiPS) and that, when the NiPS

concentration reached a certain level, the catalytic HDS reaction of thiophene

began and tetrahydrothiophene appeared as a reaction intermediate on NiPS.

The combination of time-resolved XAFS and FTIR elucidated the active struc-

ture and the intermediate species formed during the HDS of thiophene. In this

example, consecutive events which could not be followed with a single method

were captured using three techniques, allowing analysis of the overall reaction

process on the catalyst. The catalyst substrate often consists of metal oxides that

contain lighter elements such as silicon, aluminum, and magnesium. Since the

absorption edge energies for these elements are typically low, measurements are

usually conducted under ultrahigh vacuum (UHV) conditions. However, the sub-

strates play an important role in the catalysis process, so it is of significant interest

to know how these atoms behave under ambient conditions. For this reason, using a

cell as thin as 0.8 mm, in situ Al K-edge XAFS measurements of USY and ZSM-5

zeolites have been performed [90].

Various electrochemical devices, including fuel cells and sensors, have also

been investigated by XAFS [91]. The performance of these devices is evaluated

while applying the currents or potentials expected under regular operating condi-

tions. In the case of fuel cells, increasing the lifetime of the platinum catalyst on the

electrode is a crucial step in developing marketable devices, and so the deactivation

process mechanism has been intensively studied. Due to the complicated multilay-

ered structure of a fuel cell, however, successful experimentation requires an

apparatus in which there is a path by which X-rays can reach the active

components [92].
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Fig. 11.21 XANES data at

8333.3 eV (green circles)
together with IR absorption in

the aliphatic ν(CH) region
(red stars) and the formation

of H2S (blue circles) during
HDS at 513 K [86]
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6.2.3 General Notes Regarding In Situ XAFS
As synchrotron radiation facilities have progressed, the available X-ray beam

intensities have increased, and photon flux values much greater than 1010 cm�2 s�1

are available. Although such high-brilliance sources are necessary for high-quality

time- and space-resolved XAFS measurements, their use also requires special care

to prevent damage to the X-ray windows and the sample. Figure 11.22 shows a

photograph of an X-ray window made of acrylic resin following a 24 h XAFS

operando experiment with an X-ray energy of approximately 11 keV using a

focused bending beam line at the Photon Factory (a 2.5th-generation synchrotron

radiation source). Discoloration is observed at the center of the window. Very slight

but discernible discolorations are also seen when using inorganic materials such as

SiO2 and Al2O3, presumably representing color centers due to oxygen defects.

There are currently many synchrotron radiation facilities that require special pre-

cautions to prevent radiation damage to cells and specimens.

An important point regarding the Debye–Waller factor in in situ EXAFS

analysis should also be considered. Under reaction conditions, high temperature

may increase the Debye–Waller factors due to increasing levels of thermal

disorder (Fig. 11.23) [93]. The EXAFS amplitude at high temperatures decreases

such that the coordination number derived from EXAFS analysis becomes

smaller if the Debye–Waller factor estimation is invalid. The effect of deviation

of the Debye–Waller factor for an observed scattering can be estimated by

the analysis of standard compounds with similar structures at the same temper-

ature. Another means of addressing this problem is to apply a combination of

other experimental techniques, such as XRD, and simulation techniques such

as molecular dynamics (MD), Monte Carlo (MC), and reverse MC (RMC)

[94, 95]. The cumulant expansion analysis may be helpful though much care

about the convergence of the expansion should be paid at high temperatures.

Fig. 11.22 Acrylic resin

window disk after use in in

situ experiments
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6.3 Time-Resolved XAFS

XAFS has the potential to elucidate the mechanisms of dynamic processes such as

chemical reactions or phase transitions of materials, since XAFS spectra can be

obtained from any material without long-range order in any environment, as noted

in Sect. 6.2. To observe such dynamic processes, the XAFS spectrum should be

obtained within a time span of several seconds or preferably milliseconds or

shorter. However, a conventional XAFS system working in the step-scan mode

cannot acquire an entire XAFS spectrum within such short timescales because the

monochromator must stop at each discrete energy value to measure the signal. The

energy range of an XAFS spectrum is usually more than 1000 eV, and thus several

tens of minutes are required to acquire an XAFS spectrum. Figure 11.24 shows two

typical time-resolved XAFS methods: Quick XAFS (QXAFS) and dispersive

XAFS (DXAFS). In a QXAFS system, the monochromator is moved rapidly and

the signals are measured continuously and simultaneously (known as “on the fly”)

[96]. The typical measurement time required for a QXAFS spectrum is between

several hundred milliseconds and several seconds. QXAFS does not require any

changes in the experimental setup from the conventional step-scan mode and

various detection methods can be applied, such as the transmission mode, fluores-

cence mode, and electron yield method. QXAFS has been widely applied to observe

the formation of Pd NPs [97], Pt NPs [98], and Au NPs [99], the catalytic reactions
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Fig. 11.23 Temperature dependencies of the Debye–Waller factors of bulk RuS2 and Ru(0)

(Reproduced from Ref. [93]. Copyright transfer 2007, with permission from Elsevier)
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of zeolite catalysts [100], the growth of Au thin films [101] and HfOx films [102],

the reduction of hematite and calcium ferrite [103], and Pt catalysts on the cathode

of a polymer electrolyte fuel cell under working conditions [104]. In contrast,

monochromators are not used in DXAFS systems [105]. Rather, a curved single

crystal, known as a polychromator, is used, and the incident X-ray direction is

gradually moved against the lattice plane of the crystal to achieve different Bragg

angles on the surface of the polychromator. X-rays with different energies are thus

dispersed at different angles and focused at the sample location, as shown in

Fig. 11.24. Transmitted X-rays from the sample with different energies are detected

simultaneously by a position-sensitive detector such as a position-sensitive propor-

tional counter (PSPC), a photodiode array detector (PAD), or a charge-coupled

detector (CCD). Consequently, an entire XAFS spectrum can be acquired simulta-

neously. The time resolution of a DXAFS system depends on the detector time

constant, since there are no physical movements of optical components as there are

in the case of monochromators. The typical acquisition time per spectrum ranges

from microseconds [106] to several seconds. In principle, fluorescent X-rays cannot

be obtained with these systems. DXAFS has been also applied to the study of

automobile catalysts [107, 108] and PtSn NPs on γ-Al2O3 [109] or active carbon

[110], formation of PdZn nanoparticles on a ZnO substrate [111] or Rh

nanoparticles in a liquid phase [112], a catalytic reaction of Re clusters [113] or

Rh nanoparticles on γ-Al2O3 [114], the photodeposition of Rh NPs on TiO2 [115],

the decomposition of Rh clusters by CO absorption [116], and other processes.

DXAFS and QXAFS can be applied to the study of irreversible changes on these

timescales.

Fig. 11.24 Schematic of QXAFS and DXAFS instrumentation
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In the case of faster processes occurring in less than a microsecond, one may use

a pump–probe method that requires reversible or repeatable processes. Both pump

and probe lights produce pulse shapes. A laser is the most commonly used pump

source and synchrotron radiation may be applied as the probe light. The typical

pulse duration for a synchrotron light source is 100 ps

In the 1980s, the recovery of bonds between carbon monoxide (CO) and

myogloobin (Mb) was observed by pump–probe XAFS [117]. The bonds were

initially broken by irradiation with a pulsed Nd:YAG laser, and the reconstruction

of the CO–Mb bonds was observed by measuring the Fe K-edge through XAFS

spectra. Chen et al. employed a pulsed laser with a pulse duration of 5 ps and a

wavelength of 351 nm [118], operating at a 1 kHz repetition rate. Only those X-ray

signals synchronized with the laser irradiation were acquired. They observed

photoexcitation of a Ni–porphyrin complex dissolved in piperizine. Two piperizine

molecules were found to be bonded to one Ni atom in the ground state. The

peperidine molecules detached from the Ni atom immediately following the laser

excitation and then reconnected to the Ni atom. This work determined that the

excited state of the Ni complex had a lifetime of 28 ns, based on the XAFS data, and

also allowed estimation of the bond lengths between Ni and the porphyrin N by

analyzing EXAFS oscillations [118]. There have been several studies focusing on

excited states of metal complexes in the liquid phase. Chen et al. also observed the

photoexcitation state of a Cu complex [119], and Chergui et al. studied the excited

states of Fe[bpy3]
2+ [120] and a Re complex [121], while Nozawa et al. observed Fe

[phen3]
2+ [122] and Sato et al. experimented with a Ru[bpy3]

2+ [123] complex in

the liquid phase. A photoexcitation state of an Os complex has also been reported

[124]. In addition, dynamic processes in functionalized materials such as

dye-sensitized solar cells and photocatalysts have been elucidated [125–127]. The

photoexcitation state of WO3 has also been studied by XAFS in conjunction with a

400 nm pulse laser [128]. WO3 is a visible, light-sensitive photocatalyst used for the

water splitting reaction with a band gap of approximately 2.6 eV. In WO3, electrons

in the valence band can be excited to the conduction band during the

photoabsorption process. The valence and conduction bands are primarily com-

posed of O 2p and W 5d orbitals, respectively, and the d electron density of W

atoms is increased following photoexcitation. W LIII XANES spectra with and

without laser excitation are shown in Fig. 11.25. The absorption intensity around

10,216 eV is observed to decrease 150 ps after the excitation, indicating an increase

in the electron density of W.

Although transient XAFS measurements are a powerful tool for the observation

and determination of short-lived species, practical experimentation is very chal-

lenging, since very long data acquisition times are needed to obtain XAFS spectra

with good S/N ratios. Recently, drastic advances in transient XAFS methodology

have been achieved in Advanced Photon Source (APS) at Argonne National

Laboratory [129] and Swiss Light Source (SLS) at Paul Scherrer Institute

[130]. Pumped lasers have normally been operated at 1 kHz; however, the rate of

X-ray pulses obtained from a synchrotron facility is more than 1 MHz. Most of

these X-rays are not used in transient XAFS measurements. However, the new APS
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and SLS systems employ high-repetition, high-power lasers capable of emitting

pulses at several hundreds of kHz up to several MHz. The repetition rates of

transient XAFS measurements can thus be increased to more than several hundred

kHz. This strategy has enabled the acquisition of transient XAFS signals in much

shorter time spans [129] and the analysis of transient species that would not have

been identified using a conventional 1 kHz system [127]. There has also been

progress in transient XAFS experiments. The time resolution of transient XAFS

experiments is usually equal to the pulse duration of the X-rays, which is typically

100 ps when employing a synchrotron radiation light source. A special operation

[131] or special techniques [120] such as low alpha mode [132] or the slicing

method [133] are necessary to achieve a time resolution less than 100 ps. X-ray

free-electron lasers (XFEL), however, provide coherent, intense, and very short

duration X-ray pulses, with durations of several tens of femtoseconds. The photo-

excited state of Fe[bpy]2+ was successfully observed using an XFEL at LCLS

[134]. Photoexcitation of iron(III) oxalic acid in aqueous solution was also suc-

cessfully observed by XFEL in a Japanese study at SACLA at Nishi-Harima area

[135]. Additional XFEL facilities, such as the XFEL facility in Europe or the FEL

facility in Switzerland, are now under construction. XFEL X-ray pulses thus have

shown significant potential to allow progress in pump–probe XAFS

experimentation.

Fig. 11.25 XAFS spectra

and differential XAFS spectra

of photoexcited and ground-

state WO3
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6.4 PTRF-XAFS: Application of XAFS to Single-Crystal Model
Surfaces

XAFS is a powerful technique capable of providing information about the local

structure around an X-ray-absorbing atom with sub-Å resolution. The application of

XAFS to metal species dispersed on an oxide single-crystal surface, which can be

regarded as a good model of an actual oxide-supported metal catalyst, should

provide helpful information about the structures of the metal species and

metal–support interactions. In this section, polarization-dependent total reflection

fluorescence (PTRF)-XAFS technique for determining 3D structure of metal spe-

cies deposited on a single-crystal surface is described.

6.4.1 Basics of Polarization-Dependent Total Reflection Fluorescence
(PTRF)-XAFS Technique

The angular dependence of EXAFS oscillations is expressed as in Eqs. (11.14) and

(11.15) [136]:

χ kð Þ ¼ 3
X
i

cos2θiχi kð Þ for K-edge and LI-edge absorption: (11:14)

χ kð Þ ¼
X
i

χi kð Þ 0:7þ 0:9 cos2θið Þ for LII and LIII-edge absorption: (11:15)

Here, χ(k), θi, and χi(k) are the overall EXAFS oscillation, the angle between the

electric vector E
!� �

of the incident X-rays and the ith bond direction, and the partial

EXAFS oscillation accompanying the ith bond, respectively, as shown in

Fig. 11.26a. When θi is 0�, the maximum contribution from the ith scattering

atom is obtained.

The selection of the K-edge or LI-edge is more effective as a means of assessing

the polarization dependence of the bond direction compared to the use of the LII- or

LIII-edge, as can be predicted based on the dependence of χ(k) on θi. Various metal

species have been studied in this manner on a TiO2(110) single-crystal surface,

since TiO2 is a typical transition metal oxide and its single-crystal surfaces,

especially TiO2(110), have been extensively studied [137]. As shown in

Fig. 11.26b, the TiO2(110) surface has an anisotropic structure, and polarization-

dependent XAFS data of metal species deposited on TiO2(110) may be acquired by

applying various polarization directions, such as [001], 110
� �

, and [110]. Conse-

quently, we can obtain information regarding the orientations and bond directions

of the metal species. Moreover, when the polarization is directed toward the

substrate (E
!
//[110] in Fig. 11.26c), we are able to elucidate the metal–support

interaction more selectively. However, when XAFS is applied to a single-crystal

system, we often face difficulties in terms of the low concentration of metal species

on the small surface area in conjunction with high background scattering from the

substrate. In conventional powder oxide-supported metal systems, the typical oxide
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surface area is 100 m2/g, such that it is possible to obtain suitable S/N ratios from

XAFS data due to the abundance of metal species in the X-ray optical path.

Conversely, a single-crystal oxide surface typically has an area of only a few

cm2, and the quantity of metal species contained thereon is only around

10�10 mol. Although surface XAFS using Auger electrons or secondary electrons

has been developed, it is primarily applied to light elements such as C, N, and S

[138, 139] because X-ray absorption edges of heavier elements (Ni and Cu) are

above 4 keV, and thus the X-rays penetrate significantly into the bulk to create

numerous background photoelectrons, which in turn greatly deteriorates the S/N

ratio. In a grazing incidence X-ray configuration, the X-rays undergo total reflection

and thus cannot penetrate into the bulk (or at least do not penetrate more than a few

nanometers) [140]. Consequently, the surface sensitivity of the X-rays is enhanced.

Thus, the total reflection and fluorescence detection XAFS modes have been

combined. The fluorescence method provides the XAFS signal of the dilute system,

since the probability of a fluorescence decay process for a core hole is greater than

that for the Auger decay process in the hard X-ray region. Consequently, an XAFS

signal can be obtained for a metal species on a single-crystal surface with a

coverage as small as 1013 cm�2 [141]. Furthermore, in situ studies, which are not

Fig. 11.26 (a) Definition of the angle θi between the polarization direction E
!� �

and the ith

bonding direction. (b) A TiO2(110) surface with nomenclature (units are nanometers). (c) Three
possible orientations for PTRF-XAFS measurements when using TiO2(110) as a substrate surface
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possible with the electron yield method, can be carried out. This technique is known

as polarization-dependent total reflection fluorescence X-ray absorption fine struc-

ture (PTRF-XAFS) [142].

6.4.2 Setup for PTRF-XAFS Measurements
To achieve precise total reflection conditions, the sample is set on a 6-axis goni-

ometer as shown in Figs. 11.27 and 11.28. When using ultra-high vacuum (UHV)

PTRF-XAFS equipment [143], the goniometer is also placed under UHV condi-

tions. The goniometer is made of aluminum in order to lessen the weight load on the

stepping motors, and the rotational center of the goniometer is fixed to coincide

with the sample surface. Three rotational axes (θ, Φ, and Ψ ) are driven by bakeable

vacuum stepping motors, while X, Y, and Zmotions are introduced from outside the

UHV chamber using standard stepping motors. After adjustment of the total

reflection conditions, the fluorescence signal is collected by a multi-element

solid-state detector (SSD) as illustrated in Fig. 11.27. The SSD is placed outside

the chamber and the fluorescence signal is extracted through a Be window attached

to the UHV flange.

Figure 11.28 shows the setup used for three different sample configurations, in

which the electric vector is parallel to the surface (s-polarization) and perpendicular
to the surface (p-polarization). If the surface symmetry is less than threefold, two

directions parallel to the surface can be distinguished, a typical example being

TiO2(110) as depicted in Fig. 11.26b, c.

6.4.3 Application of PTRF-XAFS to Metal Species on Single-Crystal
Surfaces

The following sections review some of our group’s work concerning metal species

on single-crystal oxide surfaces as characterized by PTRF-XAFS.

Sample θ ψ

SSD

Z

Y X

X-ray
φ

Fig. 11.27 A 6-axis

goniometer (X, Y, Z, θ, Φ, Ψ )

for precise control of total

reflection conditions [143]

(Reproduced with permission

of the International Union of

Crystallography)
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Metal Complexes on TiO2(110)
Copper is one of the easily aggregated metals on a TiO2(110) surface when

evaporated at room temperature. This is due to the low stabilization energy of Cu

on the TiO2(110) surface and/or the small activation energy associated with Cu

diffusion, suggesting that the strength of the Cu-bridging oxygen bond is not

sufficient to fix the monatomic Cu. It is possible to obtain atomically dispersed

Ni on TiO2(110) because Ni has a greater formation energy with oxygen than with

Cu [142]. Therefore, organometallic Cu may be used to stabilize metal complexes

in the presence of suitable ligands [144, 145]. However, if the oxide support surface

is premodified with an organic ligand that strongly fixes metal atoms through

covalent bonds prior to the deposition of metal atoms, a well-defined atomically

dispersed metal species can be obtained without the synthesis of organometallic

Z

X-ray

ψ

SSD SSD

Y X

E

X-ray

E

X-ray

E

φ

θa b

c

SSD

Fig. 11.28 Configuration of the 6-axis goniometer used for measurements against three different

polarization directions: (a) s-polarization E
!jjsurface

� �
, (b) p-polarization E

!
⊥surface

� �
, and (c) a

second s-polarization perpendicular to the direction of (a) [143] (Reproduced with permission of

the International Union of Crystallography)

648 W.-J. Chun et al.



compounds. This preparation method has been referred to as the premodified

surface method and allows various organic compounds to be made available for

premodification purposes and also provides fine-tuning of the surface metal struc-

tures [146–148]. As an example, we have successfully synthesized surface Cu

complexes on TiO2(110) through the evaporation of Cu on a surface premodified

with ortho-mercaptobenzoic acid (o-MBA), as shown in Fig. 11.29a, such that the

carboxylic group acts to bind to the TiO2 substrate [147]. In this case, the mon-

atomic Cu species was stabilized by bond formation with sulfur atoms of the

corresponding MBA molecules and with bridging oxygen atoms on the TiO2(110)

substrate surface. The Cu–S bond length was found to be 2.19 Å, while the distance

associated with the Cu–O interaction was 1.85 Å. The Cu–S and Cu–O bond angles

to the surface normal were 45� and 43�, respectively. The 3D structure of the Cu

species was determined by initially applying a preliminary curve fitting analysis to

each spectrum for the three different polarization directions so as to confirm the

formation of Cu–S and Cu–O bonds. An iteration method was subsequently

employed, using the FEFF code [149] to simulate the polarization-dependent

EXAFS oscillation of a given real-space structural model until a reasonable

model was obtained that generated simulated spectra in good agreement with the

observed spectra. As shown in Fig. 11.29b, the spectra calculated based on the final

structural model (Fig. 11.29a) were in good agreement with all the observed spectra

in all three different polarization directions. The S–Cu–O angle was also estimated

to be 177�, which was quite close to the expected value of 180�.
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Fig. 11.29 (a) Structure of Cu/o-MBA/TiO2(110). (b) Cu K-edge PTRF-EXAFS spectra, in

which black solid and red dotted curves indicate observed and calculated EXAFS oscillations,

respectively [147] (Reproduced by permission of the Royal Society of Chemistry)
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The effect of the mercapto group position of MBA on the final Cu structure was

also examined. This work demonstrated the formation of similar surface com-

pounds (linear S–Cu–O) onm- and p-MBA-modified TiO2(110) surfaces. However,

the orientations of the S–Cu–O structure on the o- andm-MBA-modified TiO2(110)

surfaces (40–45� inclined from the surface normal) were different from that on the p-
MBA-modified TiO2(110) surface (60

� from the surface normal). Figure 11.30a, b

shows a model structure and the PTRF-EXAFS spectra for Cu/p-MBA/TiO2(110).

Note that the amplitude of the EXAFS oscillation in the [110] direction is

smaller than that in the other two directions, which is in contrast to the results in

Fig. 11.29b. This difference originates from the increased planar orientation of the

Cu–S and Cu–O bonds of the Cu species compared with that in Cu/o-MBA/

TiO2(110) (see Eq. (11.14) regarding the polarization dependence of χ(k)).
These results suggest that the selection of an organic linker molecule enables fine-

tuning of the orientations and configurations of metal structures. The chemical

reactivity of the Cu species is also expected to vary with their configurations on

the TiO2(110).

The applicability of this premodification method was also extended to another

metal. Following the premodification of the TiO2 surface with o- or m-MBA

compounds, atomically dispersed Au species were successfully obtained,

even though Au normally aggregates to form 3D nanoclusters (see section

“Three-Dimensional (3D) Nanoclusters on TiO2(110)”) when it is evaporated
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Fig. 11.30 (a) Structure of Cu/p-MBA/TiO2(110). (b) Cu K-edge PTRF-EXAFS spectra, in

which black solid and red dotted curves indicate observed and calculated EXAFS oscillations,

respectively [147] (Reproduced by permission of the Royal Society of Chemistry)
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directly onto a bare TiO2(110) surface. Figure 11.31a, b shows the structural model

and PTRF-EXAFS spectra for Au/o-MBA/TiO2(110), respectively. In this case, Au

atoms were sandwiched between a sulfur atom and a bridging oxygen atom, similar

to the structure of Cu/MBA/TiO2(110). In contrast, a TiO2(110) surface

premodified with thiophene carboxylic acid (TCA) did not generate atomically

dispersed Au, although it was possible to disperse Cu on a TCA-pretreated surface

[146, 148]. The failure of thiophene to fix atomic Au can be explained based on the

different affinities of Au atoms for the S atoms in TCA and in MBA. To the best of

our knowledge, no Au–thiophene compounds have been reported in the literature;

however, there are many examples of Au–mercaptobenzene compounds.

Small Nanoclusters on TiO2(110)
Goodman et al. have proposed that the Pd dimer is the most stable and also the

smallest moiety that may be deposited on a TiO2(110) surface [150]. Chun

et al. observed Mo dimers on TiO2(110) that had a similar local structure to that

of bulk MoO3 and found that the octahedral local structure was tetrahedrally

distorted. The difference between the Mo and Pd dimers on TiO2(110) is in the

direction of the dimer axis in addition to the valence state. In the case of the Mo

dimer, the Mo–Mo bond is directed in the 110
� �

direction (perpendicular to the

bridging oxygen row), while the Pd dimer is oriented in the [001] direction (parallel

to the bridging oxygen row). These Mo dimers have been shown to change their
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Fig. 11.31 (a) Structure of Au/o-MBA/TiO2(110). (b) Au L3-edge PTRF-EXAFS spectra, in

which black solid and red dotted curves indicate observed and calculated EXAFS oscillations,

respectively [148] (Reproduced by permission of the Royal Society of Chemistry)
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structure during the CH3OH oxidation reaction, undergoing cleavage and reforma-

tion of Mo–Mo bonds [151, 152].

Tanizawa et al. created Cu trimers on a TiO2(110) surface using the reaction of

Cu(dpm)2 (dpm = dipivaloylmethanate or 2,2,6,6,-tetramethyl-3,5-heptanedione)

[144, 145] with bridging oxygen atoms, followed by low-temperature in situ

reduction at 363 K, as shown in Fig. 11.32a [145]. The Cu trimer underwent strong

interactions with the bridging oxygen atoms and exhibited an inclined molecular

plane against the surface normal, with an inclination angle between the Cu3 plane

and TiO2(110) surface normal of approximately 30�. The Cu trimer was

transformed to a hexamer during in situ H2 reduction at 473 K (Fig. 11.32b). In

this process, Cu growth took place in the vertical direction, which corresponds to

the [110] direction of fcc Cu. Recently, our group also identified Ni trimer

growth along the [001] direction when a small amount of Ni was evaporated on

a stepped TiO2(110) surface. The Ni atoms in the trimer were located at the step

edge, at which oxygen dangling bonds were present and directed toward the

trimer [153].

Two-Dimensional (2D) Nanoclusters on TiO2(110)
PTRF-XAFS is also a powerful tool for the investigation of nanoclusters containing

from several to tens of atoms or of low-dimensional (2D or 1D) clusters on single-

crystal surfaces. Fujikawa et al. observed self-regulated Ni growth on a TiO2(110)

surface by scanning tunneling microscopy [154]. They found that monolayers or

bilayers of Ni clusters having specific sizes were produced in a stable manner and

that the number of clusters increased with increasing deposition amounts below 0.2

monolayers (ML), suggesting the presence of a metal–support interaction that stabi-

lized a defined cluster structure. Koike et al. investigated Ni cluster structures by

PTRF-XAFS and determined that a one-atom-thick Ni layer was formed, with its fcc

(110) plane parallel to the TiO2(110) surface, as shown in Fig. 11.33 [155]. They

proposed that the stability of this layer was based onmultiplemetal–oxygen bonds and

lattice matching.Multiplemetal–oxygen bonds (36Ni–O bonds for the 42Ni atoms in

each cluster) stabilized the structure since the six Ni atoms associated with the

bridging oxygen atoms (0.24 nm � 5 = 1.2 nm) were a good fit with the five oxygen

atoms (0.296 nm � 4 = 1.18 nm) in the [001] direction, because the Ni�Ni distance

in the 110
� �

direction between the Ni rows on the bridging oxygen atoms of 0.62 nm

matched the separation of the bridging oxygen rows. Surface anions have also been

found to play an important role in the structures and dispersion ofmetal species.An fcc

(110) structure has been shown to be stable on a TiO2(110) surface in the case of both

Ni and Cu hexamers, evidently because the anion arrangements stabilize the fcc(110)

structure. The Ni and Cu structures, however, exhibit different growth modes. In the

case of Ni, 2D clusters are formed as shown in Fig. 11.33 and the cluster height begins

to increase at 0.2 ML. In contrast, Cu trimers form on the surface and then undergo

upward growth, as shown in Fig. 11.32. This difference could be due to the different
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strengths of the Cu–O and Ni–O interactions. The Ni–O interaction is stronger

than that of Cu–O, and so Ni–O clusters grow in two dimensions, while Cu–Cu

bonding is preferred over Cu–O bonding such that Cu–Cu bonds form in the vertical

direction.
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Fig. 11.32 (a) Cu trimer model structure (left) and its polarization-dependent EXAFS oscilla-

tions (right). Black solid and red dotted curves show the observed and simulated spectra,

respectively. (b) Cu hexamer model structure (left) and its polarization-dependent EXAFS oscil-

lations (right). Red and gray spheres indicate oxygen and Ti atoms, respectively, while Cu atoms

are blue [145] (Copyright 2003, American Chemical Society)
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Three-Dimensional (3D) Nanoclusters on TiO2(110)
Gold NPs deposited on oxide supports have attracted significant attention because

Au NPs show very different catalytic properties from those of bulk Au [156, 157].

Goodman et al. reported that a (1 � 3) Au bilayer was extraordinarily active for CO

oxidation [158]. Since the Au–oxide interaction is weak, 3D nanoclusters of this

metal are readily obtained. Our group applied angle-resolved total reflection

fluorescence XAFS (AR-TRF-XAFS), acquiring XAFS signals every 10–15�, as a
means of performing a precise structural analysis [159]. As a result, we determined

the size and morphology of Au nanoclusters on a TiO2(110)-(1 � 1) surface and

found two possible structures for Au nanoclusters approximately 1 nm in size: a

cuboctahedron and an icosahedron. A detailed analysis by AR-TRF-XAFS revealed

that Au nanoclusters preferentially adopt the icosahedral Au55 structure [160], and

this structure was also found on the more highly reduced TiO2(110) � (1 � 2)

surface [160].

Metal Species on Other Single-Crystal Oxide Surfaces
The PTRF-XAFS technique can also be applied to other single-crystal oxides such

as SiO2, MgO, and Al2O3. Gota et al. studied Cu on Al2O3(0001) � (1 � 1) andffiffiffiffiffi
31

p � ffiffiffiffiffi
31

p� �
R� 9� surfaces using total reflection fluorescence XAFS [161]. They

found that Cu dimers and clusters were created on the (1 � 1) surface and that

larger Cu clusters were generated on the reconstructed surface. These results

suggested the absence of Cu–O interactions on the surfaces, although this was not

confirmed by assessing the polarization dependence of the XAFS data. Shirai

et al. applied PTRF-XAFS to the study of Co oxide on an α-Al2O3(0001) surface

Fig. 11.33 Model structure

of the 2D Ni clusters on

TiO2(110) derived from

PTRF-XAFS analysis. Red
and purple spheres indicate
oxygen, and black spheres
indicate Ti. Blue spheres are
Ni atoms [155] (Copyright

2008, American Chemical

Society)
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prepared by chemical vapor deposition of Co2(CO)8 [162] and identified the

epitaxial growth of seven layers of Co3O4 spinel particles, with the (001) plane of

the Co3O4 parallel to the α-Al2O3(0001) surface. The (001) plane of Co3O4 showed

high catalytic activity for the CO oxidation reaction at low temperatures. This same

team also investigated Pt species on Al2O3(0001) and found that a one-atom-thick

layer of Pt clusters was stabilized on the α-Al2O3(0001) surface [163]. Contrary to

the results of Gota’s work, the Pt–O bonds were found to lie along the [110]

direction. Asakura and Ijima studied Mo species on MgO(001) and

α-Al2O3(0001) � (1 � 1) surfaces and observed tetrahedral or square pyramidal

Mo species, respectively [164].

7 Concluding Remarks and Future Perspective

The above discussion shows that XAFS is a powerful tool for the characterization of

NPs dispersed on oxide surfaces, which represent very important materials in cata-

lytic processes. Conventional XAFS provides the local structure around the active

sites. The beauty of XAFS is that it allows the assessment of a catalytic system under

actual reaction conditions and can determine changes in catalyst structures with a

time resolution ranging frommilliseconds to seconds, using Quick XAFS. Dispersive

XAFS can also be used to follow faster processes if the transmission mode is

available. If the material changes are repeatable, we can also apply the pump–probe

method and obtain picosecond time resolution. Simultaneous measurements using

XAFS in conjunction with other methods can allow analysis of the reaction mecha-

nisms of NP catalysts. Although greater X-ray intensity values may be required to

produce statistically valid data in some cases, it is important to pay attention to

sample damage, especially when the beam is focused on the sample.

The PTRF-XAFS technique allows the determination of the 3D structures of

highly dispersed metal species supported on single-crystal surfaces, together with

an analysis of metal–support interfacial bonds. This technique thus provides insight

into the structural chemistry and material functions, especially at catalyst surfaces.

In the future, it would be beneficial to improve the time resolution of the PTRF-

XAFS technique, since PTRF-XAFS usually requires acquisition times on the order

of 10 h in order to obtain a good S/N ratio for each spectrum. Another drawback

of PTRF-XAFS is its limited capability to assess liquid/solid interfaces since

the liquid phase generates a large amount of scattering and deteriorates the

S/N ratio. Recently, our group has developed a high-sensitivity polarization-depen-

dent fluorescence XAFS method that works well even in the presence of a liquid

phase, based on the use of a log spiral spectrometer for fluorescence signal

detection [165].

Although this review has not considered high-energy-resolution emission spec-

troscopy [166], this is a promising technique for the study of nanomaterials with the

aim of understanding the electronic states. In such applications, higher-

performance fourth-generation X-ray sources, such as XFEL, ultimate synchrotron

radiation, and energy recovery linacs (ERL), are required. It is anticipated that, over
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the next decade, a more thorough understanding of the chemical behavior of

nanomaterials will be obtained through the use of XAFS and its derivatives using

such fourth-generation X-ray sources.
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Kurtz CA, Chen LX, Young L (2011) Development of high-repetition-rate laser pump/X-ray

probe methodologies for synchrotron facilities. Rev Sci Instrum 82:073110

130. Lima F, Milne CJ, Amarasinghe DCV, Rittmann-Frank MH, van der Veen RM, Reinhard M,

Pham V-T, Karlsson S, Johnson SL, Grolimund D, Borca C, Huthwelker T, Janousch M, van

Mourik F, Abela R, Chergui M (2011) A high-repetition rate scheme for synchrotron-based

picosecond laser pump/X-ray probe experiments on chemical and biological systems in

solution. Rev Sci Instrum 82:063111

131. Radu I, Stamm C, Pontius N, Kachel T, Ramm P, Thiele JU, D€urr HA, Back CH (2010)

Laser-induced generation and quenching of magnetization on FeRh studied with time-

resolved X-ray magnetic circular dichroism. Phys Rev B 81:104415

132. Abo-Bakr M, Feikes J, Holldack K, W€ustefeld G, H€ubers HW (2002) Steady-state

far-infrared coherent synchrotron radiation detected at BESSY II. Phys Rev Lett 88:254801

133. Beaud P, Johnson SL, Streun A, Abela R, Abramsohn D, Grolimund D, Krasniqi F,

Schmidt T, Schlott V, Ingold G (2007) Spatiotemporal stability of a femtosecond hard–X-

ray undulator source studied by control of coherent optical phonons. Phys Rev Lett

99:174801

134. Lemke HT, Bressler C, Chen LX, Fritz DM, Gaffney KJ, Galler A, Gawelda W, Haldrup K,

Hartsock RW, Ihee H, Kim J, Kim KH, Lee JH, Nielsen MM, Stickrath AB, ZhangW, Zhu D,

Cammarata M (2013) Femtosecond X-ray absorption spectroscopy at a hard x-ray free

electron laser: application to spin crossover dynamics. J Phys Chem A 117:735

662 W.-J. Chun et al.



135. Obara Y, Katayama T, Ogi Y, Suzuki T, Kurahashi N, Karashima S, Chiba Y, Isokawa Y,

Togashi T, Inubushi Y, Yabashi M, Suzuki T, Misawa K (2014) Femtosecond time-resolved

x-ray absorption spectroscopy of liquid using a hard X-ray free electron laser in a dual-beam

dispersive detection method. Opt Express 22:1105

136. Shirai M, Iwasawa Y (1996) Total reflection fluorescence EXAFS. In: Iwasawa Y (ed) XAFS

application to catalysis and surface. World Scientific, Singapore, p 332

137. Diebold U (2003) The surface science of titanium dioxide. Surf Sci Rep 48:53

138. Stohr J (1998) SEXAFS. In: Koningsberger DC, Prins R (eds) X-ray absorption principles,

applications, techniques of EXAFS, SEXAFS, and XANES (vol 92) chemical analysis, vol

92. Wiley, New York, p 443

139. Stohr J (1993) NEXAFS spectroscopy, Springer series in surface sciences. Springer, Berlin

140. Parratt LG (1954) Surface studies of solids by total reflection of X-rays. Phys Rev 95:359

141. Koike Y, Ijima K, Chun WJ, Ashima H, Yamamoto T, Fujikawa K, Suzuki S, Iwasawa Y,

Nomura M, Asakura K (2006) Structure of low coverage Ni atoms on the TiO2(110)

surface polarization dependent total-reflection Fluorescence EXAFS study. Chem Phys Lett

421:27

142. Asakura K (2012) Polarization-dependent total reflection fluorescence extended X-ray

absorption fine structure and its application to supported catalysis, Catalysis, vol 24. RSC

Publishing, Cambridge, p 281

143. Chun WJ, Tanizawa Y, Shido T, Iwasawa Y, Nomura M, Asakura K (2001) Development of

an in-situ polarization-dependent total reflection fluorescence XAFS measurement system.

J Synchrotron Radiat 8:168

144. Tanizawa Y, Chun W-J, Shido T, Asakura K, Iwasawa Y (2001) Three-dimensional analysis

of the local structure of Cu on TiO2(110) by in-situ polarization dependent total reflection

fluorescence XAFS. J Synchrotron Radiat 8:508–510

145. Tanizawa Y, Shido T, Chun WJ, Asakura K, Nomura M, Iwasawa Y (2003) Three-

dimensional local structure analysis of Cu species on TiO2(110) surface studied by

polarization-dependent total reflection fluorescence X-ray absorption fine structure(PTRF-

XAFS). J Phys Chem B 107:12917

146. Chun WJ, Koike Y, Ijima K, Fujikawa K, Ashima H, Nomura M, Iwasawa Y, Asakura K

(2007) Preparation of atomically dispersed Cu species on a TiO2(110) surface premodified

with an organic compound. Chem Phys Lett 433:345

147. Takakusagi S, Nojima H, Ariga H, Uhehara H, Miyazaki K, ChunWJ, Iwasawa Y, Asakura K

(2013) Fine tuning and orientation control of surface Cu complexes on TiO2(110)

premodified with mercapto compounds: the effect of different mercapto group positions.

Phys Chem Chem Phys 15:14080

148. Asakura K, Takakusagi S, Ariga H, Chun WJ, Suzuki S, Koike Y, Uehara H, Miyazaki K,

Iwasawa Y (2013) Preparation and structure of a single Au atom on the TiO2(110) surface:

control of the Au-metal oxide surface interaction. Faraday Discuss 162:165

149. Ankudinov AL, Ravel B, Rehr JJ, Conradson SD (1998) Real-space multiple scattering

calculation and interpretation of XANES. Phys Rev B 58:7565

150. Xu C, Lai X, Zajac GW, Goodman DW (1997) Scanning tunneling microscopy studies of the

TiO2(110) surface: structure and the nucleation growth of Pd. Phys Rev B 56:13464

151. Asakura K, Chun WJ, Iwasawa Y (1999) Anisotropic arrangement of Mo species highly

dispersed on TiO2(110) surface. Jpn J Appl Phys 38–1:40

152. Asakura K (2010) Catal today. Atomic aspects of surface chemical reactions. 157:2

153. Uehara H, bin Hanaffi MH, Koike Y, Fujikawa K, Suzuki S, Ariga H, Takakusagi S, Chun

WJ, Iwasawa Y, Asakura K (2013) Anisotropic growth of a Nickel trimer formed on a highly-

stepped TiO2(110) surface. Chem Phys Lett 570:64

154. Fujikawa K, Suzuki S, Koike Y, Chun WJ, Asakura K (2006) Self-regulated Ni cluster

formation on the TiO2(110) terrace studied using scanning tunneling microscopy. Surf Sci

600:L117

11 X-Ray Absorption Fine Structure Analysis of Catalytic Nanomaterials 663



155. Koike Y, Fujikawa K, Suzuki S, Chun WJ, Ijima K, Nomura M, Iwasawa Y, Asakura K

(2008) Origin of self-regulated cluster growth on the TiO2(110) surface studied using

polarization-dependent total reflection fluorescence XAFS. J Phys Chem C 112:4667

156. Hutchings GJ, Edwards JK (2012) Application of gold nanoparticles in catalysis. In: Roy LJ,

Wilcoxon JP (eds) Frontiers of nanoscience, vol 3. Elsevier, Amsterdam, p 249

157. Haruta M (2004) Gold as a novel catalyst in the 21st century: preparation, working mecha-

nism and applications. Gold Bull 37:27

158. Chen MS, Goodman DW (2004) The structure of catalytically active gold on titania. Science

306:252

159. Chun W-J, Miyazaki K, Watanabe N, Koike Y, Takakusagi S, Fujikawa K, Nomura M,

Asakura K (2011) Angle resolved total reflection fluorescence XAFS and its application to

Au clusters on TiO2(110) (1 � 1). J Ceram Soc Jpn 119:890

160. Chun W-J, Miyazaki K, Watanabe N, Koike Y, Takakusagi S, Fujikawa K, Nomura M,

Iwasawa Y, Asakura K (2013) Au clusters on TiO2(110) (1 � 1) and (1 � 2) surfaces

examined by polarization-dependent total reflection fluorescence XAFS. J Phys Chem C

117:252

161. Gota S, Gautiersoyer M, Douillard L, Duraud JP, Lefevre P (1996) The initial stages of the

growth of copper on a (1 � 1) and a (√31 � √31) R � 9� α-Al2O3(0001) surface. Surf Sci

352:1016

162. Shirai M, Inoue T, Onishi H, Asakura K, Iwasawa Y (1994) Polarized total-reflection

fluorescence EXAFS study of anisotropic structure analysis for Co oxides on α-Al2O3(0001)

as model surfaces for active oxidation catalysis. J Catal 145:159

163. Asakura K, Chun W-J, Shirai M, Tomishige K, Iwasawa Y (1997) In-situ polarization

dependent total reflection fluorescence XAFS studies on the structure transformation of Pt

clusters on α-Al2O3(0001). J Phys Chem B 101:5549

164. Asakura K, Ijima K (2001) Polarization-dependent EXAFS studies on the structures of Mo

oxides dispersed on single crystals. J Electron Spectrosc 119:185

165. Uehara H, Uemura Y, Ogawa T, Kono K, Ueno R, Niwa Y, Nitani H, Abe H, Takakusagi S,

Nomura M (2014) In situ back-side illumination fluorescence XAFS (BI-FXAFS) studies on

platinum nanoparticles deposited on a HOPG surface as a model fuel cell: a new approach to

the Pt-HOPG electrode/electrolyte interface. Phys Chem Chem Phys 16:13748–13754

166. de Groot F, Kotani A (2008) Core level spectroscopy of solids. CRC Press, Boca Raton

167. Frenkel A (2007) Solving the 3D structure of metal nanoparticles. Z Krist 222:605

664 W.-J. Chun et al.



Contribution of Small-Angle X-Ray
and Neutron Scattering (SAXS and SANS)
to the Characterization of Natural
Nanomaterials

12

Loı̈c Barré
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1 Definition of the Topic

Small-angle neutron scattering (SANS) and small-angle X-ray scattering (SAXS) are
well-established techniques that have been successfully used in nanoscale structure

determination of synthetic or manufactured systems used in soft matter or materials

domain. In this chapter, we examine the application of such techniques to determine

features of natural nano-materials encountered in the petroleum and new energy

industry.
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2 Overview

Successful implementation of industrial processes depends partly on understanding

of systems in use conditions. Hence, for transformation of natural materials, a good

knowledge of structure and behavior of these materials in process conditions is

desirable. Among natural materials, few of them are nanostructured, and very few

techniques are available to characterize these systems in thermodynamic and

hydrodynamic conditions close to one encountered in the industrial process.

Small-angle scattering (SAS) techniques, either X-ray or neutrons, has the

potential, but its use is sometimes limited to manufactured or synthetic systems.

Laboratory SAXS equipments become more popular but remain sparse, especially in

industrial environment. Large-scale facilities such as synchrotron or neutron cen-

ters have been used for academic research but open now more and more to

industrial issues. The aim of this chapter is to discuss the contribution of SAXS
and SANS to the characterization of natural nano-materials.

Two different nanostructured materials will be examined here. The first one comes

from heavy cuts of petroleum where the largest and most aromatic molecules – the

asphaltenes – self-associate. The behavior of such aggregates generally impairs

processes. This aggregation behavior will be examined in the bulk as well as at

liquid/liquid or liquid/solid interfaces. A special attention will be paid to observation

close to use conditions. The second ones are geomaterials, including sedimentary

rocks and gas and oil shales. For these materials, the pore size distribution (open

versus closed porosity, accessibility of pores to various fluids) is of primary interest

leading to a better understanding of gas storage and transport mechanisms and their

controls.

We will show, through the study of these two nanostructured materials, how SAS
techniques contribute to the characterization of such systems.

3 Experimental and Instrumentation

This chapter doesn’t intend to go in detail in small-angle scattering theory. Several

references could be consulted [1–5] for that. In the same way, this section will not

detail the advanced technology used in modern scattering instrumentation. The idea

is rather to give keys that enable to appreciate the benefits and limitations of the

techniques.

3.1 Basic of Small-Angle Scattering (SAS)

3.1.1 Description of SAS Experiment
A typical scattering experiment aims at measuring the scattering intensity produced

by a sample illuminated by a monochromatic beam (λ) of X-ray or neutron

(Fig. 12.1). This scattering intensity is related to the sample fluctuations or inho-

mogeneities at nanometer length scale. Assuming an elastic interaction, the
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difference between incident and scattered wave vectors at angle 2θ, respectively, ki
(|ki| = ki = 2π/λ) and ks (|ks| = ks = 2π/λ), enables to define the scattering wave

vector q (q = ks � k0). If fluctuations have no preferential orientation relatively to

q, the scattering pattern will be isotropic. In the following, isotropic scattering is

assumed and the module q of wave vector q will be used. By construction:

q ¼ 4π

λ
sin θ (12:1)

3.1.2 Length Scale and Wave Vector
For systems presenting periodic inhomogeneities, the scattering pattern will present

a correlation peak. The Bragg law 2d sinθ = λ could be used to relate the period

d of inhomogeneities to the observed scattering angle 2θ at peak maximum. By

combining the Bragg law to Eq. 12.1, one finds:

q ¼ 2π

d
(12:2)

For a porous system, it was shown [6] that the linear scale of radius R of pores is

related to the measured q scale by the relation:

q � 2:5

R
(12:3)

More generally, q is related to the inverse of a characteristic length in direct space.

It means that large particles or pores will scatter at small q values and conversely.

The wave vector q is seen as an inverse length probe. The consequence is also that

the multi-scale description of a structure requires acquiring data in a large q range.

The usual q values accessible by SAXS or SANS instruments are in the range

5 10�3– 0.5 Å�1. This range could be extended with USAXS and USANS down to

Fig. 12.1 Schematic representation of SAS experiment
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10�4 Å�1. The corresponding length in direct space varies from nanometer up to

few micrometers.

3.1.3 Beam/Matter Interaction and Atomic Scattering Length
It is well known that X-ray interacts with electrons, whereas neutrons interact with

nucleus. Atoms are often considered as individual scatterers, and atomic scattering

length is used to quantify the magnitude of the interaction. For X-rays, the atomic

scattering length b is simply the product of atomic number Z by the scattering

length be of one electron (be = 2.81 10 �13 cm). For neutrons, there are no simple

rules and tabulated [3] values are used. Table 12.1 shows the main atomic scattering

lengths for X-ray and neutron used here. It’s worth noting that H and D have very

different values.

3.1.4 Coarse Graining: Scattering Length Densities, Contrast

Scattering Length Density
As mentioned previously, small-angle scattering is sensitive to fluctuation down to

the nanometer length scale. Nevertheless, this scale is almost one order of magni-

tude larger than the atomic scale, and atomic scattering length is usually averaged in

order to simplify scattering intensity modeling. The way of averaging is to sum the

atomic scattering length of each atom over a volume representative of a phase, a

particle, or a region where the scattering properties of matter do not vary. We use

for that scattering length densities (SLDs or noted ρ):

SLD ¼ ρ ¼ 1

V

X
i

nibi (12:4)

where ni is the number of atoms of type i in the volume V. This volume could be the

unit cell for a crystal or the molecular volume for liquid or amorphous solid. Note

that the calculation of SLD requires at least the knowledge of composition and mass

density.

Table 12.1 Main X-ray

and neutron atomic

scattering length (from

Ref. [3])

Atom Z

Scattering length b (10�12 cm)

X-ray neutron

H 1 0.28 �0.374

D 1 0.28 0.67

C 6 1.69 0.66

N 7 1.97 0.94

O 8 2.25 0.58

Na 11 3.09 0.36

Al 13 3.65 0.35

Si 14 3.93 0.42

S 16 4.50 0.28

K 19 5.34 0.37
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Using this definition, no fluctuation occurs if a simple liquid is considered and

the resulting intensity should be null. Experiments confirm almost this point: a

small scattering intensity is in fact observed. This small signal, ascribed to isother-

mal compressibility of the liquid, shows no or little q-dependence.

Contrast
If two phases are mixed but present fluctuations, we can calculate the magnitude of

SLD fluctuations. If we consider silica nanoparticles (SiO2, d = 2.65 g cm�3) in

water (H2O, d = 1 g cm�3), their X-ray SLDs are, respectively, 2:65�6:02 1023

28þ2�16ð Þ
3:93þ 2 � 2:25ð Þ10�12 ¼ 22:4 1010cm�2 and 1�6:02 1023

16þ2�1ð Þ 2:25þ 2 � 0:281ð Þ10�12 ¼
9:4 1010cm�2. From these values, the X-ray contrast Δρ = (SLDSiO2 � SLDH2O)=
13 1010 cm�2 could be defined. The more important the contrast is, the more

important the intensity is.

Due to very different neutron scattering lengths ofH andD (Table 12.1), the SLD
of hydrogenated solvent will be also very different from the corresponding

deuterated one. For instance, if water (H2O, d = 1g cm�3) and heavy

water (D2O, d = 1.1 g cm�3) are considered, their neutron SLDs are, respec-

tively, 1�6:02 1023

16þ2�1ð Þ 2:25þ 2 � 0:281ð Þ10�12 ¼ �0:56 1010cm�2 and 1:1�6:02 1023

16þ2�2ð Þ
2:25þ 2 � 0:281ð Þ10�12 ¼ 6:4 1010cm�2 leading to neutron contrasts with silica,

respectively, of 4.8 and 2.2 1010 cm�2. From this peculiar example, we see that

from a contrast viewpoint, SAXS should be preferred to SANS and that hydroge-

nated water gives stronger contrast than deuterated water (Fig. 12.2).
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Fig. 12.2 X-ray and neutron SLD and contrasts considered for silica particles in water or heavy

water
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Mixing Rule for SLD
If two miscible liquids 1 and 2 are mixed, the resulting SLD is the sum of their SLD
weighted by their respective volume fraction:

ρmix ¼ ϕ1ρ1 þ ϕ2ρ2 (12:5)

This important property is extensively used in SANS where neutron SLD of usual

solvents (water, toluene, heptane, etc.) could be adjusted at any desired value, while

chemical properties are fixed, between the one of hydrogenated and deuterated

solvent by mixing them. This practice, known as contrast variation, allows to:

1. Measure the SLD of unknown homogeneous species.

2. Simplify the data interpretation in the case of complex multiple component

systems that present several regions of different SLDs. In this case, several

experiments where different mixtures of specific isotopic solvents match the

different regions of particles or aggregates are necessary.

3.1.5 Scattering Intensity Modeling
In the following part, expressions of the differential scattering cross section per unit

volume (dΣ/dΩ (q) noted hereafter I(q)) will be given. The “Data Treatment”

section will explicit how to relate measurements, i.e., number of photons or

neutrons scattered, to I(q).

Dilute System

General Expressions

The scattering amplitude A(q) by a volume V where isotropic SLD fluctuations ρ(r)
occur is given by:

A qð Þ ¼
ð
V

ρ rð Þe�iqrdr (12:6)

Variations in SLD ρ(r) can be rewritten as the sum of an average SLD <ρ> and a

fluctuation part δρ(r) around the mean value, the average term <ρ> giving no

contribution to amplitude:

ρ rð Þ ¼ ρh i þ δρ rð Þ (12:7)

The detector measures an intensity which is the square of the amplitude. Scattered

intensity per unit volume I(q) is given by:

I qð Þ ¼ A qð ÞA� qð Þ
V

¼ 1

V

ðð
VV

δρ rð Þδρ r0ð Þe�iq r�r0ð Þdrdr0 (12:8)
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In a case of a two-phase system, one of SLD ρp and the second of SLD ρs, Eq. 12.8
becomes:

I qð Þ ¼ 1

V
ρp � ρs
� �2ðð

vv

e�iq r�r0ð Þdrdr0 ¼ 1

V
Δρ2

ðð
vv

e�iq r�r0ð Þdrdr0 (12:9)

where v is the volume of the scatterer. For a dilute regime of Np scatterers in the

volume V, the scattering intensity collected by the detector is the sum of scattering

intensity coming from all the individual scatterers (particles, pores, etc.), and

Eq. 12.9 can be rewritten as:

I qð Þ ¼ v2

V
NpΔρ2 F qð Þ½ �2, with F qð Þ ¼ 1

v

ð
v

e�iqrdr (12:10)

By using notation where volume fraction ϕ (ϕ = Npv/V = nv) and form factor P(q)
of scatterers appear, Eq. 12.11 relates the main contributions to scattering in dilute

systems:

I qð Þ ¼ ϕVpΔρ2P qð Þ (12:11)

The contrast termΔρ being squared in this expression, we note the importance of its

accurate knowledge for intensity modeling. P(q), sometimes noted F2(q), is called
the scatterer form factor and describes its geometry (size, shape, etc.). Note that for

q = 0, P(q) = 1.
For heterogeneous particles in a solvent (SLD ρ0) such as core–shell particles,

Eq. 12.11 has to be modified in order to account for SLD and volume of the core and

shell, respectively, noted ρC, ρS, v(R), and v (ΔR):

I qð Þ ¼ n ρS � ρ0ð Þv Rþ ΔRð ÞF q,Rþ ΔRð Þ þ ρC � ρSð Þv Rð ÞF q,Rð Þ½ �2 (12:12)

Equations 12.10, 12.11, 12.12, and 12.13 that are related to scattering by an

assembly of isotropic, identical, and dilute scatterers could be developed according

to the various q regimes considered.

Guinier Region

In the so-called Guinier region (at scales larger than the typical size of particles or,

equivalently, at q values smaller than the reverse size of particles), the Zimm
approximation [7] can be used to determine the scattering cross section at zero

angle I(0) and the radius of gyration Rg of the particles:

1

I qð Þ ¼
1

I 0ð Þ 1þ q2R2
g

3
þ . . .

 !
, for qRg < 1 (12:13)
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The validity of Eq. 12.13 can be extended for swollen particles. For polymers,

Burchard [8] considers the Zimm approximation valid up to qRg = 2.

From Eq. 12.11, I(0) takes a simple form for dilute solutions from which the

scatterer volume v can be extracted:

I 0ð Þ
ϕΔρ2

¼ v (12:14)

The “molar mass” M can be derived by using the usual expression:

M ¼ dNa v (12:15)

with d the specific gravity of the solute and Na the Avogadro number.

Combining Eqs. 12.13, 12.14, and 12.15 and considering concentration c in

grams per unit volume, one obtains:

Δρ2

d2Na

c

I 0ð Þ ¼ K
c

I 0ð Þ ¼
1

Mw
(12:16)

It is worth noting that expressions 12.14, 12.15, 12.16, and 12.17 are model

independent.

Porod Domain

At large q values, in the q-regime where q�1 become smaller than the curvatures of

the interfaces, they appear flat and the scattering intensity is proportional to the total

surface area Σ independently of the shape of the two phases. Hence, for sharp

interfaces (in the normal direction but smooth in any other directions), Porod [9]

showed that intensity decreases as q�4 leading to:

Σ ¼ 1

2π Δρð Þ2 limq!1I qð Þq4 (12:17)

where Σ is surface per unit volume developed by the interface, i.e., the specific area

expressed in m2/m3. For a dispersion of spheres of radius R at volume fraction ϕ, the
size of the sphere can be deduced from surface area measurement using:

R ¼ 3ϕ

Σ
(12:18)

In the case of rough interfaces that could be described by surface fractal

formalism, the scattering intensity follows at large q values a power law depen-

dence. The power law exponent is then � (6 � Ds) where Ds is the surface fractal

dimension (2 < Ds < 3). The surface area Σ is related in this case to the measure-

ment probe size r by:
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Σ ¼ ΣXr
2�DS (12:19)

The pre-factor ΣX can be determined from SAS experiments in the high q limit

[10]:

ΣX ¼ 1

πΔρ2
limq!1I qð Þq6�DS

f DSð Þ with f DSð Þ

¼ Γ 5� DSð Þ sin 3� DSð Þ π=2ð Þ½ �
3� DS½ � (12:20)

Intermediate Domain

In the intermediate domain, the q variations of scattering intensity are ascribed to

form factor of individual scatterers. Analytic expressions of simple geometric and

homogeneous objects are available [11]. For instance, for spheres:

Fsphere q,Rð Þ ¼ 3
sin qRð Þ � qRð Þ cos qRð Þ

qRð Þ3
" #

; Psphere q,Rð Þ ¼ Fspher q,Rð Þ� �2
(12:21)

whereas for disorientated cylinders (radius R and height 2 L):

P qð Þ ¼
ðπ=2
0

sin2 qL cos αð Þ
qL cos αð Þ2

4J21 qR sin αð Þ
qR sin αð Þ2 sin αdα (12:22)

In this last expression, α is the angle between the normal to the base cylinder and the

scattering vector q. Eq. 12.22 could be simplified in two limiting cases:

• For L/R � 1 and q > π/R, cylinders reduce to disks and the form factor

decreases as q�2. More generally, 2D objects such as lamellae or prolate

ellipsoids behave the same.

• For R/L � 1 and q > 1/L, cylinders reduce to 1D objects and scattering inten-

sity decreases as q�1.

Intensity Modeling in the Whole q Range

The direct method assumes a shape (i.e., a scatterer form factor) and calculates the

analytical expression of scattering intensity Icalc. (q) which is compared to exper-

imental data I exp.(q) in order to minimize the χ2:
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χ2 ¼

X
P�x

Icalc: qð Þ � Iexp: qð Þ� �
Εrr qð Þ

� �2
P� xð Þ (12:23)

In this expression, Err(q) represents the error on experimental intensity, P the

number of intensities in the selected q range, and x the number of varying param-

eters such as size, radius, length, SLD, volume fraction, polydispersity, etc. Obser-

vation in direct space could help to select a realistic form factor. If no observations

are available, several form factors will be tested in a q range as large as possible and
the selection will be based on χ2 values. The selectivity of the postulated model

could also be assured by looking at the response of the model in varying contrast

conditions, either by SAXS and SANS comparison or by contrast variation

using SANS.
The intensity presents often a fast q-decaying behavior introducing a more

important weight at small q values. For a better agreement at large q values,

logarithm of intensities could be considered in the fitting procedure.

The indirect method [12, 13] uses the inverse Fourier transform of the measured

intensity and doesn’t require shape assumptions.

Polydispersity

For polydisperse systems, SAS measurements give the weight average molecular

weight of scatterers MW and the z-average radius of gyration RgZ defined by the

following expressions:

Mw ¼

X
i

miMiX
i

mi

(12:24)

and

Rgz ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i

miMiRgi
2

X
i

miMi

vuuuut (12:25)

with mi, Mi, and Rgi the mass, molar mass, and radius of gyration of the i fraction,
respectively. The averaged values are sometimes difficult to handle, especially for

uncontrolled polydispersity found in natural nano-materials, and polydispersity

reduction is highly desirable. Examples will be given in Sect. 4.

Concentrate
When concentration of inhomogeneities increases, spatial correlations between

scatterer mass centers appear and modulate the scattering intensity. To account
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for this modulation, the structure factor S(q) is introduced in the general expression
of the scattering intensity:

I qð Þ ¼ ϕvΔρ2F2 qð ÞS qð Þ (12:26)

S(q) is related to the pair correlation function g(r) that describes the local order of
scatterers, i.e., the probability to find a scatterer at a given distance of another one.

g(r) depends on interaction potential V(r):

g rð Þ ¼ exp
�V rð Þ

kBT (12:27)

And S(q) is related to g(r) by:

S qð Þ ¼ 1þ 4π
N

V

ð
V

g rð Þ � 1ð Þr2 sin qrð Þ
qrð Þ dr (12:28)

From this expression, it appears that S(q) is an oscillatory function that tends to be

1 for large q values and for dilute systems.

Structure Factor

Few structure factors are available in analytical form. Among them, the fractal

structure factor will be used here. A mass fractal aggregate made of subunit

(or primary particles) shows a self-similar structure between the size r0 of primary

particles and the size ξ of the aggregate. In this interval, the mass in sphere of radius

r follows a power lawM rð Þ / rD where D is defined as the fractal dimension. In the

same way, the density at distance r from mass center scales as r D�3. The

corresponding scattering intensity shows a q�D behavior in the 1/ ξ – 1/r0 q range

(Fig. 12.3).

One of the useful expressions of fractal structure factor has been proposed by

Teixeira [15]:

g(r)

f

x

(x/r0)D

1

1/x 1/r0

q−D

q

rD−3

I(q)/Iu

r0
−3

r0
r

Fig. 12.3 (left) Pair correlation function g(r) of a mass fractal; (right) corresponding scattering

function (from Ref. [14])

12 Contribution of Small-Angle X-Ray and Neutron Scattering (SAXS and SANS) to. . . 675



S qð Þ ¼ 1þ 1

qr0ð ÞD
DΓ D� 1ð Þ

1þ 1= q2ξ2
� �� � D�1ð Þ=2 � sin D� 1ð Þ tan �1 qξð Þ� �

(12:29)

In this expression, Γ is the gamma function, D is the fractal dimension of aggre-

gates, and ξ is a characteristic distance above which the mass distribution is no

longer described by the fractal law. ξ is related to the generalized radius of gyration
Rg by [15]:

ξ2 ¼ 2R2
g

D Dþ 1ð Þ (12:30)

Zimm Approach

For moderate concentration c of particles, interparticle interactions have to be taken
into account, and the previous equations are modified through a virial expansion to

give:

IeΔρ2

d2Na

c

I qð Þ ¼
1

Mw
1þ q2R2

g

3

 !
þ 2A2Mwcþ . . .

 !
A2Mwc < 0:25 (12:31)

This equation can be simplified in the Guinier region to yield:

Ie Δρ2ð Þ
Nad

2

c

I 0ð Þ ¼
1

Mw
1þ 2A2Mwcð Þ ¼ 1

Mapp
qRg < 1; A2Mwc < 0:25 (12:32)

where A2 is the second virial coefficient. Positive values of A2, significant of

repulsive interaction between objects, lead to a lowering of the I(q)/ϕ ratio at

small q values as the concentration increases. This relation holds up to concentra-

tions where interactions are described by pair interactions. The left-hand part of

Eq. 12.32 can be used to define an “apparent” mass Mapp which tends toward the

real one at low concentration.

3.2 Instrumentation

SAS experiments require a specific instrumentation, and this section is not devoted

to such a detailed description. Useful reviews are given for neutrons by Grillo [16]

and for synchrotron by [17].

Nevertheless, this chapter aims at giving some tips for users in order to choose

the adequate instrument and sample environment. The delicate issue of data

reduction is also evoked.

676 L. Barré



3.2.1 General Considerations

Sample Thickness
The choice of sample thickness x has to fulfill several requirements.

• First of all, the counting time to get enough statistics on detector is closely

related to sample thickness. The number of photons N(q) recorded per unit time

depends on:
1. Number of scatterers in the beam, i.e., on optical path x (N(q) ~ x)
2. Sample transmission T = e�μx where μ is the linear absorption coefficient

(N(q) ~ e�μx)

The counting time optimization requires to maximize the product x e�μx. This

condition is fulfilled for x = 1/μ or equivalently T = 1/e � 0.36. Hence for

SAXS, if aqueous solutions are considered, the optimal sample thickness is close

to 1 mm, whereas it is roughly 2 mm for hydrocarbons.

• For SANS, the incoherent scattering has to be taken into account, and the rule of

thumb is x = 1 mm for water and 2 mm for deuterated solvent. In any case, the

transmission should be higher than 0.5.

• Finally, sample thickness has to be such that multiple scattering is absent. A

practical way to avoid multiple scattering is to decrease thickness up to the point

where the ratio N(q)/x is constant. Multiple scattering is favored by large-size

scatterers and high contrasts. A classical example is powders where large grains

have large SLD compared to air. In this case, grains could be sprinkled on a

scotch tape; in spite of ill defined thickness, data reduction for such powders is

well documented [18].

Sample Environment
One of the major benefits of SAS technique is the fact that sample preparation is

reduced. The various forms of samples such as liquids, solids, smokes, suspensions,

gels, and foams to be analyzed make SAS one of the most versatile techniques.

Moreover, sample could be solicited during measurements. Control of thermo-

dynamic conditions (temperature, pressure, relative humidity, etc.) as well as

hydrodynamic conditions (flow, stretching, shear rate, etc.) is common.

Measurements: Data Treatment
Before starting an experiment, it is crucial to determine the required q range. It

depends on the largest size of scatterer (observation in direct space could help).

Experimentally, the q range could be varied by changing the detector-to-sample

distance. If a large q range is needed, several acquisitions at different detector-to-

sample distances (configuration) could be necessary. After data treatment, mea-

surements from different configurations are merged, and superposition of absolute

intensities in the recovery q ranges is a good indication of data treatment quality.
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A rigorous data treatment is essential to convert number of photons or neutrons

detected N(q) into experimental differential scattering cross section per unit volume

Iexp(q) that can be compared to calculated intensity Icalc(q). The usual steps of data
treatment of 2D raw images are the following:

1. Centering and q calibration. For that, a measurement of a sample giving Bragg

peak at low angle (e.g., Ag behenate for X-ray) is often convenient. A geomet-

rical measurement of sample-to-detector distance is also an alternative.

2. Normalization of cell efficiency could be necessary. In that case, a measurement

of a sample giving a flat scattering (water for neutrons) is convenient. If a

region of the detector is faulty (cells behind the beam stop or its support), it

could be also masked.

3. Subtraction of detector noise.
4. Normalization by the solid angle of a cell.
5. Normalization by sample transmission. Counting time for transmission must be

such that transmission is known at a precision of few per thousand.

6. Radial averaging in case of isotropic scattering.

7. Subtraction of empty container. For liquids, the container could be a capillary

for X-ray, a quartz cell for neutrons, an empty beam for solid samples, or more

generally an empty cell.

8. Subtraction of the solvent. The “solvent” to consider is the one where its empty

container contribution has been subtracted. If solute is concentrate (volume

fraction ϕ), the subtraction of the “solvent” has to be weighted by a factor

(1 � ϕ).
9. Normalization by the incident flux. In practice, external standards of known

absolute cross sections [19] are often used at this step.

10. Normalization by sample thickness x.

3.2.2 SANS
Neutron facilities are rather sparse, but SANS spectrometer is well represented

within neutron centers. Most of the spectrometers are designed with a 2D detector

whose position could be varied in order to cover the usual q range of SANS (few

10�3–0.5 Å�1). Recently USANS instruments have been built in order to extend the

q range down to 10�4 [20] or even 10�5 Å�1 [21].

The most common windows used for SANS experiments are made of quartz

since they give high transmission and low level of scattering. The beam size

depends on collimation conditions and is generally of few millimeters. The fluxes

are rather modest (few 106 neutrons/s on sample) compared to SAXS synchrotron.

The benefit is the preservation of the sample integrity, whereas the drawback is the

long counting time – up to hours – for low contrasted systems. One feature of

neutron is the ease to vary wavelength by changing the rotating velocity of

wavelength selector. According to Eq. 12.1, the q domain may be changed in

this way.

One of the major differences between the two techniques is the presence for

neutrons of incoherent scattering that is notably important for 1H. This incoherent
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scattering doesn’t wear any structural information. It occurs in all the directions and

gives rise to flat background. The solute and the solvent incoherent contribution

have to be taken into account in data treatment [22].

3.2.3 SAXS
Unlike SANS, SAXS equipments are found both in laboratory and on synchrotrons.

For both equipments, samples are held in containers whose windows are often made

of quartz (quartz capillaries), mica, or thin films of polymers such as polyimide

(Kapton).

Laboratory Setup
Up to the 1980s, laboratory setup was frequently homemade equipments, and

nowadays very good commercial equipments are available. The X-ray source

(most of the time, λ = CuKα = 1.54 Å) is either a sealed tube or a rotating

anode microsource delivering on sample fluxes between 106 and few 107 photons/

s in a submillimetric beam size. Few homemade laboratory setups have been

designed in the USAXS domain [23].

Synchrotron
A lot of SAXS beamlines are now available on synchrotron. Compared to laboratory

setups, the high fluxes (up to 1014 photons/mm2 [24]) allow time-resolved mea-

surements at frame rate of few milliseconds, and low divergence allows to reach

qmin values as low as 10�3 Å�1.

3.2.4 Conclusion
To conclude, a variety of equipments are now available. As a function of size

heterogeneities, contrasts, available volume of sample, equilibrium, or dynamics,

one can use at its best SAS or USAS techniques, X-ray or neutrons, laboratory setup,
or synchrotron.

4 Key Research Finding

SAS experiments have been intensely used in Soft Matter and Material Science to

characterize manufactured or synthetic systems of interest. The present chapter

aims at showing that such powerful techniques could also be used to gain insight

into natural nano-materials structure in spite of their size and composition com-

plexity. Most of the examples shown here come from petroleum or new energy

industries. It will be shown that knowledge of mesoscopic structure of natural

systems is of paramount importance in respect to many industrial processes. The

demarche proposed here could be easily extended to other systems relevant to other

industries.
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4.1 Solution of Asphaltene

Among natural nano-materials found in the petroleum industry, petroleum itself

constitutes a natural colloidal system. In fact, petroleum is constituted of more than

tens of thousands [25] of different hydrocarbon molecules. For such a complex

liquid, separation methods are necessary for analytical purpose, and the one that

prevails considers four classes of molecules: saturate, aromatic, resin, and

asphaltene known as the SARA method. The first step of separation is to contact

crude oil with an excess volume of alkane (usually pentane or heptane): the

precipitated material is called asphaltene, whereas the remaining part of crude oil

is called maltenes. This latter fraction could be further separated by polarity

contrast using chromatographic methods into saturates, aromatics, and resins.

In parallel, the first separation that occurs in a refinery plant is the distillation that

separates molecules as a function of their ebullition points. It has been shown that

asphaltene belongs to the less volatile fraction.

Asphaltenes represent a solubility class of industrial importance since they are

known to increase the viscosities of crude oils, to phase separate from oil when they

are mixed to low-polarity hydrocarbon fractions, or to be refractive to

hydroconversion. All these macroscopic properties are thought to be related to
their ability to form aggregates in crude oils. In this section, we will show how use

of SASmethods improves the knowledge of aggregation behavior of asphaltene that

could be relevant to better understand their macroscopic properties.

4.1.1 Molecular Aspects
Chemical composition of asphaltene fraction has been measured using elemental

analysis [26]. The H/C ratio is close to 1 indicating aromatic molecules. The

molecular mass has been subject of controversy, but there is now a consensus on

mass ranging from 500 to 1000 g/mol. These estimations in dilute (~1 mg/l)

solutions come from high-resolution mass spectrometry (FT-ICRMS) [27] or from
fluorescence (TRFD) [28] measurements. Heteroelements such as O, N, and S are

also present at few mass percent level. Aggregation properties observed at higher

concentration limit the available investigation techniques.

Molecular structure is always a subject of debate. The archipelago model where

few small aromatic regions (2–3 cycles) are linked by alkyl chains is opposed to the

continental model where one larger aromatic domain (5–10 cycles) is surrounded

by alkyl peripheral chains.

Several molecular interactions (π–π, H bonds, etc.) [29–31] have been invoked

to explain aggregation properties.

4.1.2 Aggregated Material and Operational Definition of Asphaltene
One of the first observations of asphaltenic crude oil using SAS was by Dwiggins

[32]. Thanks to a Bonse–Hart setup designed to probe the USAXS and SAXS q
domain, he concluded that asphaltene colloids are present in crude oil in the form of

few nanometer-size aggregates and absent in maltene. The dilution of crudes by
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aromatic alkane or cycloalkane did not affect the radius of gyration of native

colloids, whereas use of alcohols or n-alkanes shows a growth of aggregate sizes.

Several researchers [33–41] then used SAS methods to investigate the extracted

asphaltene fraction in various solvents that mimic maltene behavior. Nevertheless,

a recurrent question arises about the representativeness of such a simplification to

approach the aggregation behavior of asphaltene in crude oils.

A contribution to this question is found in [42] where detailed comparisons of

aggregated material in crude oil and extracted asphaltene are shown thanks to SAS
experiments. In this study, permeates and retentates, differing in aggregate concen-

trations and sizes, were obtained from nanofiltration, using the method described by

Zhao [43], of a vacuum residue at 200 �C with membranes of varying pore sizes.

Abbreviations “P” and “R” refer to permeate and retentate, respectively, whereas

the suffix “nn” refers to the pore size – 10, 20, or 50 nm – of the membrane. The

entire Safaniya vacuum residue passed through the 100 nm membrane, while none

passed through the 5 nm membrane. Elemental composition, density, and pentane

and heptane asphaltene content were measured for each fraction.

In parallel, separation of asphaltene and maltene from precipitation using either

pentane C5 or heptane C7 anti-solvents has been performed, leading to four

fractions, namely, maltene (MC5 and MC7) and asphaltene (AC5 and AC7). The

composition and mass density of these fractions have been also determined.

The combination of Eqs. 12.4 and 12.5 allows estimating the SLD of the

different fractions. The results are plotted as a function of either AC5 or AC7

content (Fig. 12.4). The SLD of R and P fractions shows a linear behavior when

plotted as a function of asphaltene volume fraction as expected from Eq. 12.5.

When AC7 scale is considered, the extrapolated values are far from AC7 and MC7,

whereas the AC5 scale gives satisfactory agreement between extrapolated P and R

values and estimation of AC5 and MC5. We concluded that, based on usual
operational definition of asphaltenes, AC5 best represents the aggregated material
in crude oil and MC5 best represents the solvent part of crude. It is worth noting

that using this approach, pentane resin fraction is part of the solvent. The direct
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consequence of this study is that aggregate concentration is readily determined

using the ASTM method and that contrast is unambiguously determined by con-

sidering the SLD difference between extrapolated values at ϕ = 1 and ϕ = 0.

With concentration and contrast being known, the WAXS, SAXS, and USAXS
signatures of the various fractions have been measured on the ID02 synchrotron

beamline of ESRF (Grenoble, France) at temperatures ranging from 80 to 300 �C.
Samples were placed in an in-house brass cell with a 1.86 mm optical path and mica

windows. The sample cell was placed vertically on a temperature-controlled hot

stage (HFS350V-MU, Linkam) [44] with an upper operating temperature of 335 �C.
Samples were kept under a nitrogen blanket to avoid oxidation during experiments.

Data at 200 �C – the filtration temperature – were the focus of this study.

Figure 12.5a shows the scattering intensity on absolute scale of vacuum residue

superimposed to permeate and maltene fractions. The lower scattering intensity and

the most moderate q-dependence are obtained for MC5. These two observations are

akin of solvent behavior in accordance with the above conclusions of SLD study.

The subtraction of maltene contributions according to their concentration and the

normalizations by volume fractions and contrast are shown in Fig. 12.5b. At small

q values, data have been fitted to the Zimm approximation, and both mass and radii

of gyration have been determined (Eq. 12.13, 12.14, 12.15, 12.16, and 12.17) for

every fraction. Results are reported in Fig. 12.5c.

The main conclusions of this study could be summed up as follows:

• In crude oil, there are aggregate polydisperses that are at nm length scale.

• Based on the usual operational definition of asphaltenes, C5 asp. best represents

the aggregated material in crude oils (id. maltene).

• The precipitation and redispersion in simple solvent approach seem to be valid

and allow more detailed characterization.

• High temperature tends to disaggregate asphaltene but a structure at small length

scale persists up to 300 �C.
• The MW vs. Rg dependence for the largest aggregates suggests an aggregation

mechanism leading to solvated aggregates.

4.1.3 Transient or Permanent Aggregation?
In opposition to the colloidal approach commonly applied to asphaltenes [33–42,

45, 46], which describes stabilized and permanent aggregates as detailed in the

previous paragraph, asphaltenes in a good solvent are sometimes described as

dispersed molecules near phase transitions [47], in which short-lifetime concentra-

tion fluctuations occur. The small-angle scattering signal is then associated to the

correlation length of temporary fluctuations.

To discriminate between these two viewpoints and to gain insight into dynamic

properties of asphaltene aggregates, we developed a methodology [48] based on the

use of various scattering probes (i.e., SANS and SAXS and an in-house dynamic light

scattering (DLS) setup adapted to dark and fluorescent solutions) and offering a

subsequent degree of complementarities.
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Samples are made of asphaltenes in toluene. A 3 wt% solution of asphaltenes in

toluene was prepared, and two separations by ultracentrifugation were performed at

20 �C. The first centrifugation allowed to recover six fractions of the supernatant:

F1 (top) down to F6 (bottom). The pellet of this preparation was not considered in

this study. The second centrifugation allowed recovering the pellet which was

hardly dissolved in deuterated toluene to generate the F7 fraction. Each of the

seven fractions was characterized by (1) asphaltene concentration by weighting an

aliquot before and after solvent evaporation, (2) chemical composition (CHONS),

(3) asphaltene mass density at 20 �C as described elsewhere (18), and (4) SAXS or

SANS and DLS measurements.

SAXS measurements of asphaltene fractions were processed at 23 �C on an

in-house experimental setup as described elsewhere [51] in a flow-cell quartz
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capillary. Two configurations allowed covering a total q range of 10�1– 3 nm�1.

SANS measurements were carried out at the Laboratoire Leon Brillouin (LLB,

Saclay, France) on the PAXE instrument, and the procedure is described elsewhere

[52]. The wavelength was set at 1.7 nm, and the sample-to-detector distance was

5 m, allowing covering a complementary q range, relatively to in-house SAXS, of
3x10�2–3x10�1 nm�1.

DLSmeasurements were processed on homemade equipment: the incident beam

(λ = 656 nm) goes through the sample placed in a 10 mm Hellma square quartz

cell. The scattered and fluorescence light at 90 � is filtered by a removable band-

pass filter centered at 660 nm and recorded by an APD detector. The intensity of the

scattered signal is optimized by positioning the laser and collecting the scattered

signal in the vicinity of the wall, taking care to avoid heterodyne mixing mode. A

single-mode fiber was used to collect the scattered signal in order to enhance the

coherence factor β (see Eq. 12.33). The time-averaged scattered intensity, moni-

tored all along the experiment duration, remains constant, which guaranties that no

sedimentation or creaming occurs.

From time-dependent intensity fluctuations, the normalized autocorrelation

function of the scattered intensity G2(q,t) (e.g., a correlogram) is built. G2(q,t) is
related to the modulus of the normalized field autocorrelation function g1(q,t) by
Siegert relationship:

G2 q, tð Þ ¼ αþ βg21 q, tð Þ (12:33)

where α is a baseline and β is the coherence factor. The time dependence of g1(q,t)
is related to the dynamic properties of the solution. For Brownian, monodisperse,

and noninteracting particles, g1(q,t) is an exponential decaying function:

g1 q, tð Þ ¼ exp �Γtð Þ (12:34)

where Γ is the decay rate. For a polydisperse system, g1(q, t) can be decomposed

into a sum of exponential decaying functions:

g1 q, tð Þ ¼
X
i

Aiexp �Γitð Þ (12:35)

where Ai represents the scattered intensity contribution of particles of class i and Γi
its decay rate. To choose the number of characteristic decay times, we used a

method based on Padé approximant. From this sum of exponential decaying

functions, a standard Levenberg–Marquardt method is used to adjust the weight

of each exponential decaying function. Good agreement between the data and the fit

is reached when residual minimizing the Chi-square criterion is statistically dis-

tributed around zero without variations larger than a third the noise envelope. When

the diffusion process is Brownian, the self-diffusion coefficient of the particles (Di)

is related to Γi by:
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Γi ¼ Diq
2 (12:36)

In the high dilution limit, the self-diffusion coefficient Di enables calculation of the

hydrodynamic radius RHi of the hard-sphere-equivalent noninteracting particles

using the Stokes–Einstein equation:

Di ¼ kBT

6πηRHi
(12:37)

where kB and η are, respectively, the Boltzmann constant and the solvent viscosity.

Scattering intensities obtained from SAXS and SANSmeasurements are shown in

Fig. 12.6. They are normalized to their asphaltene content and their contrast,

allowing a direct comparison between SAS data:

• The small q regions allowed fitting data to the Zimm approximation (Eqs. 12.13,

12.14, 12.15, 12.16, and 12.17) as shown in Fig. 12.6 except for F6 fraction

where the Guinier plateau is not reached even at the lowest q value scanned. The
MW and Rg values reported in Fig. 12.6 show that the fractions differ in

molecular weight (3.9 � 104–2.1 � 106 g/mol) and sizes (3.7 nm up to

37.5 nm). Further, the rank of fraction follows rank of mass, suggesting that
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separation occurs rather by mass than by density contrast. The large-size poly-

dispersity could be appreciated from these values.

• The intermediate q region (0.2–1 nm�1) shows that as far as aggregate grows,

their scattering intensity collapses on a master power law curve (I qð Þ / q�1:8).

Moreover, as shown in Fig. 12.6, the massMW and the radius of gyration RG are

related through the relation MW / R1:8
G . These two observations are reminiscent

of a fractal aggregation with mass fractal dimension df = 1.8.

• The large q region (q > 1 nm�1) behaves the same for all fractions, suggesting

that the structure at small length scale is independent of the size of the aggre-

gates. The fractal concept suggests that aggregates are made of primary particles.

It seems that the form factor of these primary particles is seen in this q region.

From DLS measurements, autocorrelation functions (not shown here) have been

obtained. It was observed that baseline α (Eq. 12.33) was much higher for small

aggregates (fractions F1 and F2) due to increasing contribution of fluorescence

relatively to scattering intensity. For few samples, additional measurements on

equipment allowing DLS measurements at 2θ = 135� have been realized. For

these samples, the decay rates scale linearly with q2 (Eq. 12.36). This observation
and the fact that autocorrelation functions have been measured demonstrate that
asphaltene forms permanent aggregates at least at time scale of experiments. From
decay rates, mean hydrodynamic radii RH have been estimated using Eq. 12.37.

Their comparison to radii of gyration RG (Fig. 12.6) shows that RG � RH on the

whole range of sizes.

This study based on scattering measurements has demonstrated:

1. The nanometric and large-size polydispersity of asphaltene aggregates in tolu-
ene solutions

2. The permanent character of aggregation in asphaltene-based systems
3. The mass fractal character of aggregates and, as a result, the existence of

primary asphaltene particles

4.1.4 Structure of Large-Scale Aggregates and Their Implication
on Solution Viscosities

One of the most important industrial issues in asphaltenic crude oils or residues is

the huge viscosity ascribed to the asphaltene fraction that impairs their transport

properties. The scientific question that arises is then to establish the relationship
between mesoscale structure of aggregates and viscosity of the corresponding
solutions.

We have used [49] for that ultracentrifugation to produce, from a 3 wt% solution

of asphaltene in toluene, reasonable quantities of asphaltene fractions of reduced

polydispersity. Figure 12.7 shows the separation scheme, the name of fraction, and

the mass balance of fractionation. For each fraction, the asphaltene concentration

has been varied by adding or removing toluene.
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The viscosity and the structure of these asphaltene fraction solutions have been

investigated using, respectively, rheological and X-ray scattering (SAXS) measure-

ments as a function of concentration.

The viscosities η reported are the zero shear rate viscosities determined in the

first Newtonian domain of asphaltene solutions using a Contraves LS30 viscometer

at 25 �C. From viscosity measurements, relative viscosities ηr, i.e., the ratio of

solution-to-solvent η0 viscosity, are formed and plotted as a function of asphaltene

volume fraction ϕ (Fig. 12.8). For small ϕ values, the relative viscosity can be

expressed by a virial expansion:

ηr ¼
η

η0
¼ 1þ η½ �ϕþ k η½ �2ϕ2 þ . . . (12:38)

To obtain the k and [η] parameters, Eq. 12.38 can be rearranged to yield:

ηred ¼
ηspe
ϕ

¼ 1

ϕ

η

η0
� 1

	 

¼ η½ � þ k η½ �2 ϕþ . . . (12:39)

where ηred and ηspe are, respectively, the reduced and specific viscosities. For a

system of spheres without interactions, the [η] value is 2.5. Equation 12.39 predicts
that a plot of ηspe/ϕ versus ϕ should yield a straight line where the intercept is

defined as the intrinsic viscosity [η] and the slope is related to k known as Huggins’
constant. Such a plot is presented in Fig. 12.8. Intrinsic viscosities are much higher

than sphere values, 10.5–12, for pellet fraction (AP an ASP), whereas it is low,

5, for supernatant fraction ASS. The initial asphaltene solution A represents an

intermediate case, 7, as expected.

For solvated particles or aggregates, the hydrodynamic “swollen” volume frac-

tion ϕeff, often called “effective” volume fraction, is different from the “dry” solute

volume fraction ϕ. The ratio of these quantities defines solvation constant kS:

centrifugation

centrifugation

Supernatant (ASS)
27.5%

Pellet (ASP)
27%

Supernatant
54.5% 

Pellet (AP)
45.5 %

Asphaltene (A)
100 %

Fig. 12.7 Separation scheme of asphaltene by ultracentrifugation [Barré, Langmuir]
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kS ¼
ϕeff

ϕ
¼ nveff

nv
¼ veff

v
(12:40)

where n is the number of aggregates per unit volume, veff is the hydrodynamic

volume of a solvated aggregate (solute plus solvent trapped in the aggregate), and

v is the volume of a “dry” aggregate (solute only). If a spherical shape of aggregates

is assumed, the ratio of their intrinsic viscosity to the one of hard spheres is again

the ks value [η]/2.5 = ks. By combining the latter equation with Eq. 12.40, we

obtain Eq. 12.41 which provides a practical way to renormalize concentration:

ϕeff ¼
η½ �
2:5

ϕ (12:41)

This renormalization is particularly useful to compare the present system to the one

of hard spheres that has been studied in detail. Hence, for more concentrated hard-

sphere systems, Eq. 12.38 is no more appropriate. Instead, semiempirical models

have been developed: they predict the viscosity divergence when the particle

volume fraction approaches the dense random packing limit fraction ϕm. The

Quemada equation, based on dissipated energy minimization by viscous effects,

is frequently used because of its simplicity:
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Fig. 12.8 Relative (a) and reduced (b) viscosities of the various fractions as a function of volume
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ηrel ¼ 1� ϕ

ϕm

	 
�2

(12:42)

Polydispersity can also have a significant effect on viscosity in the concentrated

regime: the maximum packing fraction ϕm increases from about 0.63 for the

monodisperse case up to values close to unity for large polydispersity systems

(small spheres can fill the gap between the large ones in contact). Consequently, for

a same volume fraction, a suspension of polydisperse spheres will exhibit a lower

viscosity than the monodisperse one, especially at higher fractions (see Eq. 12.42).

Figure 12.9 shows the relative viscosities on the whole range of (renormalized)

concentration. As expected, in the high dilution limit, all the curves merge on the

“hard-sphere behavior,” whereas at high concentration, the fit of the data to the

Quemada Eq. 12.42 indicates a maximum packing fraction of 0.6 close to the

monodisperse case for fractions and higher (0.7) for initial asphaltene solution.

In parallel, SAXS measurements have been conducted on the same solutions

using a homemade equipment that allowed exploring the 0.01–0.22 Å�1 q range.

The ASP fraction series, normalized to their asphaltene content and contrast, is

shown in Fig. 12.10. At large q values, all curves are superimposed and behave as

q�2.1, whereas at small q values, normalized intensities decrease for most concen-

trated solutions. This last behavior indicates repulsive inter-aggregate interactions.

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
0

10

20

30

40

50

η r
el

φeff = φ [η]/2.5

ηrel = 1/(1-(φeff/0.7))2

ηrel = 1/(1-(φeff/0.6))2

A
AP
ASP
ASS
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Indeed, the plots (Fig. 12.10b) of 1/Mapp versus asphaltene concentration

c according to Eq. 12.32 show positive slopes that mean repulsive interactions.

From the same plot, Mw has been obtained by extrapolation to null concentration,

and we reported values in the 79000–666000 g/mol range. Radii of gyration Rg have

been estimated using Eqs. 12.13, 12.14, 12.15, 12.16, and 12.17 by considering for

each fraction the most dilute solution. Numerical values go from 63 Å for ASS

fraction up to 160 Å for AP fraction.

The q�2.1 behavior, observed at large q values for each fraction, could be

ascribed either to bidimensional or to mass fractal aggregates of fractal dimension

2.1. Viscosity measurements ruled out the assumption of flat aggregates. We will

examine in the following the consistency and the robustness of mass fractal

aggregate assumption.

For such a system, at much smaller scale than the typical size of aggregates, a

simple expression of the scattering cross section is expected:

I qð Þ / q�df qRg > 1 (12:43)

Furthermore, a power law relation among the measured aggregate parameters,

namely, radius of gyration, second virial coefficient, and molar mass, should be

observed for these aggregates: [8]
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Fig. 12.10 Normalized SAXS data for ASP series (a left); reverse apparent mass as a function of

asphaltene concentration (b right)
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Rg ¼ k2M
1=df
w (12:44)

A2 ¼ k3M
� 3

df
�2

� �
w (12:45)

Finally, for such a system and by analogy with polymer solutions, the intrinsic

viscosity should be related to the mass of aggregates by:

η½ � ¼ k1Mw

3
df
�1

� �
(12:46)

Figure 12.11 shows the Mw dependence of Rg, A2, and [η] parameters. They all

exhibit in log scale a reasonable linear behavior allowing experimental power law

coefficient determination in spite of the restricted mass domain considered. The

identification of exponents to one of Eqs. 12.44, 12.45, and 12.46 led to fractal

dimension values d f Rg, d f [η], and d f A2, respectively, of 2.2, 2.13, and 2.02.

The closeness of the different independent determinations of fractal dimension,

df Rg � df [η] � df A2 � df I(q), close to 2.1, is a very strong indication of the fractal

nature of asphaltene aggregates. This polydispersion of solvated fractal aggregates

has been confirmed by others [40, 41].
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It can be concluded that asphaltene solution in toluene is described as a
polydispersion of solvated aggregates of fractal dimension close to 2.1. Moreover,
their viscosities at very low concentrations are controlled by size, mass, and fractal
structure of the aggregates.

4.1.5 Asphaltene in Non-ambient Conditions
For crude oil production, transport, or refining applications, temperature of interest

is in the range of�20–400 �C, whereas pressures are in the range of atmospheric up

to 500 bars. Characterization at temperature and pressure process conditions is

highly desirable. One of the main advantages of scattering techniques is the

possibility to do measurements when applying a constraint to the sample. The

following section will detail some studies on asphaltene aggregation in

non-ambient conditions.

In a first study [50], a high-temperature/high-pressure (293–573 �C, 0–400 bar)

cell was built in order to perform SANS measurements. We took advantage of high-

pressure strength, high transmission, and low scattering of sapphire to use this

material as windows of a 2 mm path length cell. The latter was mounted on the

PACE spectrometer operating at national neutron facility LLB (Saclay, France).

Two configurations allowed to observe scattering in the 3.10�3–0.2 Å�1 q range. A
3 wt% asphaltene in deuterated toluene solution was introduced in the cell.

For a given temperature, only minor effects of pressure on asphaltene aggrega-

tion are observed (Fig. 12.12), whereas aggregate mass changes noticeably

(115 000 down to 33000) when temperature goes from 30 up to 290 �C.
Temperature effects have been recently studied on a vacuum residue diluted with

its pentane maltene and using in-house SAXS experiments [51]. The brass cell

associated to the hot stage (HFS350V-MU, Linkam) [44] described previously was

used in the 80–240 �C temperature range. Radius of gyration Rg, molecular weightMW

of asphaltenes, and second virial coefficients A2 in vacuum residue are measured and

are of the same magnitude as asphaltenes in toluene. Dimensions and masses decrease

with temperature, while the small length scale remains unchanged, reinforcing the idea

of same aggregation scheme previously described in toluene. In addition Rg,MW, and

A2 show power law dependence reminiscent of fractal aggregates.

Similar trends have been obtained by others using either SAXS [46] or SANS [45]
in a restricted range of temperature.

It can be concluded that pressure has minor effects on asphaltene aggregation,
whereas raising temperature disaggregates asphaltene to some extent, but small
aggregates are still present at the highest probed temperatures (~300 �C).

4.1.6 The Nano-aggregate Fine Structure
Until now, only the Guinier region of SAS has been considered, and asphaltene

aggregates have been described as mass fractal ones. This fractal aggregation

implicitly assumes that the structure is self-similar between two characteristic sizes:

• The one of the aggregates that is roughly their radius of gyration

• The one of primary particles that scatter at large q values
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This chapter is dedicated to the structure of these primary particles. The main
questions that arise concern their shape, their sizes, their composition, and their
relation to the molecular level.

For that [52], we first compare scattering intensities of the same asphaltene in

deuterated toluene measured by SAXS or SANS and normalized by their respective

contrast term Δρ2 (Fig. 12.13). SAXS data have been obtained on ID02 beamline of

ESRF (Grenoble, France), whereas SANS data have been acquired on D22 instru-

ment of ILL (Grenoble, France). It’s worth mentioning that data have been acquired

with high signal to noise ratio in a large q range.

As expected, the Guinier regions are superimposed, and the usual calculations of

size and mass of aggregates using the Zimm approximation conduct to the same

results whatever technique used. At q values larger than 4 10�2 Å�1, normalized

intensity of SANS curve is smaller than SAXS and shows a large q oscillation

centered about 0.3 Å�1 characteristic of a fine structure. The difference in normal-

ized intensity at large q values is a proof of nonhomogeneous SLD at small length

scales and suggests that at least two regions of different SLDs are necessary to

describe the primary particles. Among analytical form factors of heterogeneous
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particles available, one of the core–shell spheres or cylinders is the simplest and

will be considered in the following.

The usual way to determine form factors of particles presenting different SLD
regions is the contrast variation. Additional measurements of the same asphaltene in

various mixtures of deuterated and hydrogenated toluene were performed on the

PACE spectrometer of LLB. A special attention was paid to get high signal to noise

ratio data at large q values and to subtract realistic incoherent scattering

backgrounds [22].

The general idea is to separate from I(q) measurements the structure factor S(q)
and the form factor P(q). The structure factor chosen here is the one of fractal

aggregates, and the analytical expression (Eq. 12.30) of Teixeira [15] has been

used here.

Regarding our previous work [49], fractal dimension D has been chosen as 2.1,

and ξ is determined from combining Rg estimation obtained by the usual Zimm
approximation and D (Eq. 12.31). The last unknown parameter in Eq. 12.30 is r0
which represents the gauge of the measurement and has a magnitude of the

characteristic dimension of each individual primary particle. r0 has been varied

between 10 and 28, and it has been shown [49] that a value of 18 Å gives the best

agreement between measured and modeling intensities.
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Assuming that decoupling approximation is valid, I(q)/S(q) was estimated, and

Fig. 12.14 presents the experimental form factor for both SAXS and SANS mea-

surements including the one of contrast variation. The strong differences that

appear at large q according to SLD values of toluene mixtures confirm the hetero-

geneous character of primary particles. Using the SASfit software developed at PSI
[53], all the data were fitted simultaneously to form factor of core–shell polydis-

perse particles (Eq. 12.47):

P2 qð Þ � ¼ ρS � ρ0ð ÞV Rþ ΔRð ÞFα q,Rþ ΔRð Þ þ ρC � ρSð ÞV Rð ÞFα q,Rð Þ½ �2
D E

(12:47)

where subscripts C, S, and 0 refer, respectively, to the core, the shell, and the

solvent. R andΔR are the radius of the core and the shell thickness, and V stands for

the volume. Subscript α refers either to a sphere (Eq. 12.21) or to a cylinder

(Eq. 12.22).

The sphere and cylinder geometries fit equally SAXS data, but regarding neu-

trons, core–shell cylinder geometry gives relatively good fits for all solvent condi-

tions, contrary to the core–shell sphere geometry. The dimensions of the cylinder

geometry reveal that the particles are core–shell flat disks with a core radius of
18 Å rather monodisperse (σ = 0.3), a shell of 14.4 Å thickness, and a height of
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6.7 Å. The mass of the primary particles, easily estimated from their scattering

intensity, is about 16 kDa, i.e., at least one order of magnitude larger than the

estimated molecular weight of asphaltene. It shows that primary particles are in fact

aggregates of molecules and they will be termed in the following nano-aggregates,
according to the emerging denomination of asphaltene community and by opposi-

tion to (fractal) aggregates of which they constitute the building blocks.

The SLD of the core and shell have been also determined for both X-ray and

neutrons from intensity modeling. Figure 12.15 sums up the results and shows that

SAXS is mostly sensitive to core, whereas SANS in deuterated toluene is mostly

sensitive to shell.
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Neglecting the contribution of heteroelements1 to SLD, the number nC and nH of

C and H atoms in the volume of the core and shell could be estimated using

Eq. 12.4. Note that this estimation is possible only if SANS and SAXS are used

conjointly. Knowing nC and nH for each region allowed to estimate the aromaticity

of the core and shell via the H/C ratio. Additionally, the knowledge of nC, nH, and
the volume of each region allowed to estimate mass density of the core and shell. It
was found that the core is highly aromatic and dense (H/C � 0.3; dcore � 1.6 g
cm�3), whereas the shell is more aliphatic (H/C � 1–1.6). Furthermore, the com-

bination of H/C or mass density d of the core and shell, weighted by their respective
volume fraction, gives values averaged over the nano-aggregate close to the

macroscopic measured values. The emerging picture of asphaltene nano-aggregates

is summarized in Fig. 12.15. The geometry and dimensions of nano-aggregates

have been found consistent with recent NMR measurements by Korb [54].

Coming back to the molecular level, it is clear that such a nano-aggregate is

likely the result of island molecule aggregation through π–π interactions and that

steric hindrance by peripheral chains will limit the extent of aggregation to few

molecule layers. From the height of the disk (6.7 Å) and from the inter-aromatic

plane distance of graphitic material (�3.3 Å), the aggregation number in the

stacking direction is �3 in fully agreement with recent results by molecular

simulation.

4.1.7 Hierarchical Aggregation
From the previous sections, it was shown that SAS experiments are well-suited

techniques to study the aggregation properties of asphaltene in the bulk that is

summed up as:

1. Asphaltene form permanent aggregates in crude oil and solvents.

2. This aggregation is hierarchical going from molecules to nano-aggregates which

form clusters at larger length scales.

3. The fine structure of nano-aggregates has been specified as core–shell disks, the

core being aromatic and the shell aliphatic. This fine structure is in line with the

island molecular model.

4. The cluster structure determines the viscosity properties of asphaltene solutions.

5. Clusters dissociate at high temperature, whereas nano-aggregates do not.

The contribution of SAS to the aggregation behavior knowledge appears central

but still some questions remain as the arrangement of molecules inside the nano-

aggregate core. Also few is known on the nature of molecular and aggregate

interactions. Finally, all the conclusions have been drawn from asphaltenes of

limited sources, and it will be interesting to extend the structural scheme to crude

from various geochemical provenances.

1This assumption is justified in regard to their low content.
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4.2 Asphaltene at Interfaces

If the aggregation behavior of asphaltene affects largely bulk properties of their

parent crude oil, they are also known to accumulate at water and solid–crude

interfaces influencing macroscopic properties such as emulsion stability or

wettability.

4.2.1 Asphaltene at Liquid–Liquid Interfaces
In shearing conditions, when water is contacted with crude oil, water in crude oil

emulsion is formed [55, 56]. If water droplets are objects, whose sizes vary from

~1 to 100 μm, not amenable to scattering methods, the emulsion films themselves

are in the size range of 1–100 nm well suited to usual q range of SAS. Furthermore,

from a scattering viewpoint, emulsion should be considered as a multicomponent

system (water, interfacial film, and oil). As mentioned previously, oil is a complex

mixture that could contain asphaltene but also indigenous water droplets or clay

nanoparticles. In order to simplify the system and to study solely the influence of

asphaltene on films, a model oily phase composed of extracted asphaltene in simple

solvents could be considered. It allows by appropriate contrast matching reducing

the number of scattering region to two. In these conditions, contrast matching SANS
appears to be well adapted to directly probe the geometry and composition of

interfacial films.

In a scattering-based emulsion study [57], emulsions were prepared by mixing

water with asphaltene solution in xylene, the “asphaltene” being extracted either by

n-pentane (AC5), n-heptane (AC7), or n-octane (AC8). After emulsification, the

droplets were allowed to settle, and the supernatant was compared (Fig. 12.16) to

their parent initial asphaltene solution using the neutron small-angle PACE spec-

trometer at Laboratoire Léon Brillouin. According to Eqs. 12.13, 12.14, 12.15,

12.16, and 12.17, data were fitted in the Guinier region to the Zimm approximation

(Fig. 12.16a). The fitted parameters MW and Rg, reported in Fig. 12.16b, show

different trends.

Firstly, the longer the extracting alkane chains are, the higher the cluster size and

mass are in the initial xylene solution. Secondly, the cluster size and mass are lower

in supernatant than in initial solution suggesting that the most aggregated species
are in the interfacial film. Lastly, the mass to radius of gyration dependence shows

the same behavior than previously reported, reminiscent of mass fractal aggregates.

To gain insight into interfacial film structure, we directly measured the droplet

sediments and applied contrast variation techniques. Two limiting cases were

considered:

1. The case where SLD of mixture of heavy and light water is equal to the one of

deuterated xylene (5.9 1010 cm�2) and different from the SLD of asphaltene (1.4

1010 cm�2). Then, the coherent intensity comes both from asphaltene aggregates

in the oily phase (approximated by supernatant scattering) and from interfacial

films. The subtraction of scattering intensity of supernatant to the one of settled

droplets according to its volume fraction in the sedimented phase gives the
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scattering contribution of the interfacial films. Such a procedure is illustrated in

Fig. 12.17. In the q domain where q�1 is larger than the film thickness 2 h but

remains much smaller than the film extension R in the normal plane, the form

factor of the film could be approximated by:

P qð Þ / 2

qRð Þ2 exp � qhð Þ2
3

 !
qh < 1 ; qR >> 1 (12:48)

Plot of Ln(q2I(q)) versus q2 presents a linear regime and from the slope, film

thickness is estimated.

2. The case where SLD of mixture of hydrogenated and deuterated xylene is equal

to the one of asphaltene and different from SLD of heavy water (6.4 1010 cm�2).

Then, scattering comes from water–oil interface and a Porod behavior is

expected. Use of Eq. 12.17 allows estimating the surface area Σ of settled

emulsion. If asphaltene concentrations are measured both in the supernatant

and in the initial asphaltene in xylene solution, then surface excess Γ in mg/m2

could be calculated.

Figure 12.18 shows the variation of film thickness for the AC5, AC7, and AC8

asphaltene. Not only the film thickness (113, 135, and 149 Å, respectively, for AC5,

AC7, and AC8) seems to be proportional to aggregate size in the bulk (66, 84, and

106 Å), but also they are in the same order of magnitude suggesting again that larger

aggregates adsorb at water–oil interface. The estimation of surface excess Γ using the

surface area Σ determined with SANS gives typical values of 2 mg/m2 in full

agreement with values determined at liquid/solid interface for a monolayer of

aggregates (see next section) [58]. From thickness and surface excess, the volume
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fraction of solvent in the film was estimated, and values (~0.1–0.2) are found higher

than the one of bulk aggregates (~0.05–0.1 [58]) suggesting reorganization at inter-

face in accordance with temporal evolution of the film rheology [59]. Finally, a

criterion to classify the relative stability of emulsion has been determined

(Fig. 12.18b). The results show that emulsion stability seems to be related to film

thickness. Other parameters such as high pH or aging have been varied in this study.

Verruto et al. [60] used also the SANS contrast variation to study the influence of
host solvent aromaticity on characteristics of asphaltene-based films. They used a

more refined scattering intensity modeling by fitting the data to a core–shell model

including as fitting parameters the film thickness size ΔR and its SLD; subsequent
analysis of SLD gave directly composition of the film including asphaltene and

water content. They found similar film thickness as ours and observed that the less

aromatic solvent lead to the denser films. Finally Alvarez [61] used also SANS
analysis to study in more details the influence of pH and ionic strength on film

characteristics. They used the same methodology as ours and obtained a minimum

film thickness at pH at which the charge of asphaltene in contact with water is zero.

They also found that emulsion stability correlates with interfacial thickness.

In conclusion, the contrast matching SANS method has proved to be a valuable
and unique technique to investigate directly interfacial film properties from model
emulsion systems. This film seems to form from the largest aggregates present in
bulk. The water in oil asphaltene emulsion stability is related to film characteristics
and parameters such as film thickness, and density seems to play a major role. In
the future, this technique could be used to investigate other parameters such as the
water content and aging.

4.2.2 Asphaltene at Liquid–Solid Interfaces
The behavior of asphaltene at solid–liquid interface is of first importance regarding

industrial processes. Indeed, crude oil–solid surface contact is ubiquitous in the

petroleum industry going from crude oil generation in kerogen to nano-porous

catalyst in hydroconversion units and passing through reservoirs, pipelines, surface

facilities, or heat exchanger. This contact may cause variation in surface properties

such as reservoir wettability alteration, deposition, and fouling of pipelines or

equipments in contact with crude oils or retention [62].

Asphaltene is known to be the fraction of crude oil that accumulates at solid

interface [62], and the purpose of this section is not to review asphaltene adsorption

but rather to establish the structural modification between asphaltene in solution

and in adsorbed layer.

Adsorption isotherms have been measured [58] from asphaltene solutions on

silica particles, considered as hydrophilic. Asphaltene from different geographic

and geochemical origins, as well as the same asphaltene in various simple solvents

(toluene, xylene, 1 methylnaphthalene, toluene–heptane mixtures), has been con-

sidered. Adsorption isotherms share a nonlinear increase of the adsorbed amount

for the lower concentrations, the slope of the curve decreasing to reach a plateau for

higher concentrations. The plateau is indicative of surface saturation by a mono-

layer. Whatever the asphaltene or the solvent considered in this study, numerical

12 Contribution of Small-Angle X-Ray and Neutron Scattering (SAXS and SANS) to. . . 701



values of Γpl were in the range ~2.1–4.2 mg/m2 in good accordance with other

published values [62].

In parallel, the weight average molecular mass of asphaltene clusters MW and

their radii of gyration Rg have been determined from laboratory SAXS measure-

ments using the Zimm approximation (Eqs. 12.13, 12.14, 12.15, 12.16, and 12.17).

MW were found to vary from 44 to 270 kDa, whereas Rg are in the 49–107 Å range.

These two parameters were found to scale as:

Rg ¼ 0:41 M0:45
w (12:49)

a behavior reminiscent of fractal organization of clusters.

Figure 12.19 shows a strong correlation between the plateau adsorbed amount

and the cluster mass that evidence adsorption of a cluster monolayer. Fitting the

data to a power law gives the following equation:

Γpl ¼ 0:034 M0:37
w (12:50)

Using a simple geometrical model where all the available surfaces S are paved with
aggregates without any further structural modifications, the relation between sur-

face excess Γpl and a monolayer of n individual aggregates of size Rs and mass Mw

is simply:
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Fig. 12.19 (a) Relation between plateau adsorbed amount and mass of asphaltene clusters in the

bulk. (b) Estimated asphaltene volume fraction in clusters or at solid interface
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Γpl ¼ Madsorbed

S
¼ nMw

nNaπRs
2

(12:51)

If we assume that no reorganization occurs during adsorption (Rs = Rg), we can

combine Eqs. 12.49 and 12.51. The result, Γpl / M0:1
w , is far from experimental

measurement (Eq. 12.50) ruling out the assumption of no reorganization. Con-

versely, it could be shown that an exponent close to 0.37 requires a “fractal

dimension” close to 3, i.e., a densification of cluster when adsorbed. Figure 12.19b

compares the volume fraction of asphaltene in clusters or at solid interface as a

function of mass of aggregates. It shows that asphaltene volume fraction goes from

a power law dependence for cluster with values in the 0.05–0.1 range to nearly

constant values close to 0.3, highlighting the densification and the loose of fractal

organization upon adsorption.

In conclusion, the relevant species to be considered for asphaltene adsorption
from stable crude oil is the cluster that tends to densify at solid contact.

To go further in adsorption studies, we coupled adsorption isotherm

measurements from either stable or aggregating asphaltene solution onto hydro-

philic or hydrophobic silica particles to measurements at the nanometer length scale

using neutron reflectivity [63]. The technique is parent of SANS and aims at

measuring the reflectivity – ratio of specular reflected to incident intensity – of a

macroscopic interface (here an asphaltene in xylene–silicon interface) as a function

of wave vector q. Measurements were performed on the EROS reflectometer

of LLB.
For good-solvent conditions such as xylene, adsorption isotherms reveal that

whatever the nature of silica surface (hydrophilic or hydrophobic) is, the shape of

isotherm does not vary and the same plateau adsorbed amount is observed. At local

scale, neutron reflectivity on bare (hydrophilic) or grafted (hydrophobic) silica

evidences in both cases a rather dense adsorbed layer (ϕasphaltene � 0.6) whose

thickness is comparable to the radius of gyration of asphaltene clusters in the bulk

solution. Densification is in line with the previous study [58], and layer thickness is

similar to the one of films at liquid–liquid interfaces [57].

When bad solvent is added, the structure of the asphaltene adsorbed profile

exhibits a transition from a monolayer to a multilayer structure when crossing the

bulk flocculation threshold transition. This is thus a nice illustration of the strong

relationship existing between the structure and the dynamics of growth of the

asphaltene aggregates in solution and the adsorbed profiles at the solid–liquid

interface.

In conclusion, neutron reflectivity could be an alternative technique to probe
SLD profiles at liquid–solid interfaces.

We took advantage of specular neutron reflectivity (SNR) geometry to investi-

gate the influence of shear rate on multilayer growth kinetics [64]. A rheometer was

inserted on the horizontal time-of-flight reflectometer EROS at the Laboratoire
Léon Brillouin. A sealed cell especially designed to be mounted on a rheometer,

based on a cone–plate shearing geometry, has been built (see inset of Fig. 12.20b).

The plate is a thick silicon wafer by which incident and reflected neutrons pass

12 Contribution of Small-Angle X-Ray and Neutron Scattering (SAXS and SANS) to. . . 703



through, whereas the cone is positioned by the rheometer slightly higher than the

plate, ensuring homogeneous shear within the cell.

For a given shear rate, once bad solvent (deuterated dodecane) has been added to

asphaltene in xylene solution, data were acquired as a function of time at a rate of

one spectrum every 30 min. An example is given for a shear rate of 1200 s�1

(Fig. 12.21a). The SNR curves were fitted a posteriori using the optical matrix

method resulting in the SLD profile (Fig. 12.21b) as a function of distance z from
silicon oxide surface. SLD profiles of adsorbed layer were converted to asphaltene

concentration profile (Fig. 12.21c) using Eq. 12.5.

The multilayer growth kinetics at bad (dodecane) to good (xylene) solvent ratio

of 66:34 has been followed using SNR for two different shear rates (1200 and

2400 s�1). The “neutron” surface excess has been estimated by integration over z of
asphaltene concentration profiles. They are reported in Fig. 12.22 as a function of

time and compared to the shift of frequency Δf of a quartz crystal microbalance

(QCM), operating in similar cone–plate geometry.

First of all, we obtain a very good qualitative agreement between the two

techniques, and it is clear from these data that shearing slows down the kinetics

of multilayer growth. Second, after a quasi-linear behavior in the first times of

adsorption, the curves tend to saturate for the long times suggesting that a stationary

state could be reached. This equilibrium state could represent the balance between

growth of layer by adsorption of new clusters coming from solution and desorption

by the shear.

In conclusion, SNR – a parent technique of SANS – appears as a well-suited
technique to study in situ the influence of shear rate on kinetics of multilayer layer
growth. The study confirms the shear-limited character of asphaltene deposition
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α

Fig. 12.20 (a) Principle of the experiment. The silicon wafer is represented in gray, the cone of
the rheometer in light blue, the deuterated solvent in orange, and the asphaltene nano-aggregates in
black. (b) Experimental setup. The neutron beam, schematized in red, outcoming from the exit slit

of the collimator, crosses the cell where it is reflected. Inset: picture of the cell specifically

designed for the experiment (top view)
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[65] and is useful for modeling clogging in porous media (reservoir or catalyst).
The technique enables to get concentration profiles within the layer that could help
to explain irreversibility of asphaltene adsorption.

4.3 Geomaterials

Geomaterials represent another class of natural nano-material encountered in the

petroleum industry. SAS techniques enable to characterize their nanoscale organi-

zation in order to get understanding of their use properties.

4.3.1 Clay-Based Systems
One of the most studied geomaterials is the clay suspension. They are used as drilling

fluid in the petroleum industry. They give rise to interesting behavior and are found in

the form of sols, gels, glasses, and even liquid crystals. SAS has been intensely used to
study their phase diagram as a function of concentration and ionic strength. A recent

review by Bailey [66] summarizes the current status of research in this area.

4.3.2 Sedimentary Rocks
Sedimentary rocks such as sandstone, argillite, or carbonates are composed on the

one hand of various minerals whose crystallite size varies in the 1–100 μm range and on

the other of pores in the same size range. Porous sedimentary rocks are the most

common reservoirs for oil and gas deposits. Knowledge of pore size distribution, fluid

localization, fluid–mineral surface interactions, and flow within the porous medium is

often of paramount importance for petrophysics properties involved in oil recovery

methods.

At first sight, the multicomponent character of sedimentary rocks is not in

line with the usual two-phase systems required to SAS data modeling. In the same

way, the typical pore or crystallite sizes are not in the same size range as the

inhomogeneities probed by SAS methods in the usual q range. Nevertheless,

scattering methods have been applied to the sedimentary rock characterization

[10, 67, 68].

Two-Phase System?
The fist point to consider is whether the minerals could be considered as a

two-phase system (mineral and pores) regarding their scattering properties. For

that, Clarkson [69] estimated the neutron SLD of the main minerals found in

Triassic Montney tight gas reservoir in Western Canada.

It is clear from this table that SLDs are not constant. Nevertheless, for most of

minerals, an SLD value close to ~3.8 1010 cm�2 could be considered. From

Eq. 12.52, a generalization of Eq. 12.5:

<ρ> ¼
X
i

ϕiρi (12:52)
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1. Mean SLD value <ρ> can be estimated provided the volume fraction of each

constituent is known. XRD analysis, including Rietveld refinement, could be

used for that purpose [70].

2. The contribution ϕpρp of a peculiar mineral p having an SLD value ρp far from
<ρ> could be estimated. If the contribution doesn’t exceed few percent of mean

value, the system is perceived by the radiation as a homogeneous phase.

This point is illustrated in Fig. 12.23 [68] where scattering intensity obtained by

a USAXS–SAXS combination is compared to the one obtained by SANS. The

sample, a “Vosges” sandstone, contains ~1 % of hematite Fe2O3 whose SLD
(1.5 electron/Å3) is far from the mean X-ray SLD value (0.8 electron/Å3). For

neutron, all the SLDs are close to the mean value (Table 12.2). When X-ray and

neutron intensities are normalized by their respective mean SLD, they are almost

superimposed suggesting that X-ray SLD fluctuation caused by hematite has limited

influence on the scattering intensity.
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Fig. 12.23 (a) USAXS and SAXS (circle) and SANS (triangles) intensities normalized by their

respective contrast terms from a “Vosges” sandstone; (b) SEM observation of a fracture in the

same material

Table 12.2 Neutron

scattering length densities

for the usual minerals

found in sedimentary rocks

Mineral Formula

d Neutron SLD

(g cm�3) (1010 cm�2)

Illite 2.75 2.95

Muscovite 2.83 3.86

Quartz SiO2 2.65 4.18

Orthoclase KAlSi3O8 2.55 3.64

Albite NaAlSi3O8 2.62 3.97

Pyrite FeS2 5.01 3.81

Hematite Fe2O3

Calcite CaCO3 2.71 4.69

Dolomite CaMg(CO3)2 2.84 5.4

Smectite

12 Contribution of Small-Angle X-Ray and Neutron Scattering (SAXS and SANS) to. . . 707



In practice, most of the sedimentary rocks have been considered from a scatter-

ing point as a two-phase system.

Nanoscale?
The second point to consider is the length scale of SASmeasurements (1–1000 nm)

compared to pore size (1–100 μm) usually found in sedimentary rocks. It is clear

that from SAS measurements, the asymptotic Porod domain will be mainly probed.

From the general expression of scattering intensity (Eqs. 12.19 and 12.20) in the

high q limit, SAS will give information on the roughness of mineral–air interface

and on the corresponding surface area.

In practice, most of the investigated systems present rough interfaces giving

power law q dependence with exponents �α (α = 6 � Ds) larger than �4. For

instance, “Vosges” sandstone [68] (Fig. 12.23a) shows a q�3.32 (and therefore a

surface fractal dimension Ds of 2.68) dependence on almost three decades in length

scale and over nine decades in intensities. The roughness of interfaces is ascribed in

this case to clay pore lining as shown by SEM micrograph of a fracture

(Fig. 12.23b). According to Eqs. 12.19, 12.20, and 12.21, a surface area of

4–7 m2/g was estimated in good agreement with value obtained from krypton

adsorption measurements.

In these neutron or X-ray experiments, both the high values of scattering

contrast, pore volume, and the pore volume fraction give for a neutron or a photon

a very high probability to scatter. In these conditions, a special attention has to be

paid to avoid multiple scattering. A parametric study by Radlinski et al. [10] shows

that thickness of sedimentary rocks has to be reduced down to 0.5 mm.

Pfeifer and Avnir [71] demonstrated that a fractal surface can be considered to be

equivalent to a polydisperse system of pores, with the number distribution of pore

sizes given by:

f rð Þ / r� Dþ1ð Þ (12:53)

In practice, the distribution in Eq. 12.53 is both upper and lower bound, i.e., extends

only in the range rmin < r < rmax. The upper and lower bound in pore space are

related to lower and upper limit in q space where the q�(6�Ds) behavior is observed.

In order to capture the entire pore size distribution, scattering intensity measure-

ments are often extended down to very low q values using USANS or USAXS. For
uncorrelated and spherical pores, the scattering intensity is related to the pore size

distribution by [72]:

I qð Þ ¼ Δρ2ϕ

ðrmax

rmin

v2 rð Þf rð ÞP q, rð Þdr

ðrmax

rmin

v rð Þf rð Þdr
(12:54)
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Localization of Fluids Within Porous Media
We took advantage of the well-defined surface fractal “Vosges” sandstone to

investigate the localization of water – considered as a wetting fluid – within the

pores [68]. The control of water content was done in the following way: firstly,

porous medium was imbibed with a mixture of H2O/D2O matching the mean

neutron SLD of Vosges sandstone and secondly was left in contact with the vapor

of a water liquid phase saturated with a given salt. In this process, some of the liquid

water in the porous medium evaporated, down to an equilibrium value Sw. Varying
the nature of saturating salt allowed to vary Sw from 14.2 down to 5 wt%. SANS
data at various Sw values were acquired on the PACE spectrometer at Laboratoire

Léon Brillouin (Saclay, France) in two configurations covering a total q range of

3 10�3–0.2 Å�1.

The dry, as well as water saturated, “Vosges” sandstone SANS spectra are

shown in Fig. 12.24a. The dry porous medium exhibits a power law on the whole

q range with an exponent of 3.32 (Ds = 2.68). During water filling, two regimes

–namely, the fractal one and a Porod regime characterized by a q�4 behavior –

appear separated by a crossover value q*. The Porod regime, associated to sharp

interfaces, is the signature of water capillary condensation. From a scattering

viewpoint, the condensation of water having the same SLD as rocks “defractalizes”
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Fig. 12.24 (a) (left) Scattering intensity of a Vosges sandstone at various water saturation

(Sw = 0, 5, 14.2 %); (b) (right) illustration of capillary condensation
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the porous medium at small length scales as illustrated in Fig. 12.24b. The cross-

over q* is observed to move toward lower scattering vectors when the fluid content

Sw increases.

The observation is interpreted in the following way: the wetting fluid occupies

pores or surface concavities with radii of curvature smaller than r � 1/q*, while all
pores with radii >r remain empty. For the particular porous rock used for this

study, observations suggest that capillary wetting controls the fluid distribution

within the pore space.

4.3.3 Oil and Gas Shales
Oil shale is a fine-grained sedimentary rock containing a solid mixture of organic

compounds called kerogen. Pyrolysis of kerogen produces shale oil and ultimately

shale gas. Recently, oil shales gained attention as potential abundant resource of oil

and gas. From our perspective, they could be distinguished from usual sedimentary

rocks by their inherent kerogen content and their broad pore size distribution (PSD)

including nano-pores located in kerogen and meso-pores generated by small parti-

cle (mainly clays) compaction. Understanding the nature of the pore structure (PSD

and open versus closed porosity) is a primary objective leading to a better under-

standing of gas storage and transport mechanisms and their controls. Recent

advance in the detailed mesoscale organization of such a complex material benefits

from application of SAS methods.

SANS measurements of kerogen of various geochemical types as well as of

various thermal maturities were performed in order to estimate SLD of this material

[73]. Kerogens were extracted using (1) Soxhlet extraction to remove soluble oil,

(2) acid demineralization to remove minerals except pyrite, and (3) drying in an

oven at 90 �C. Elemental analysis highlighted that a broad range of hydrogen-to-

carbon atomic ratios, 0.5 < H/C < 1.4, were obtained. SLD of kerogens (ρK) were
estimated from elemental analysis and mass densities (Eq. 12.4) as well as mea-

surements of ratio R(q) of scattering intensities in both normal methanol (CH3OH,

scattering length density ρH) and deuterated methanol (CD3OH, scattering length

density ρD). The authors show that ρK is related to R(q) by:

ρK ¼ ρD
ffiffiffiffiffiffiffiffiffiffi
R qð Þp þ ρH

1þ ffiffiffiffiffiffiffiffiffiffi
R qð Þp (12:55)

A good agreement between the two methods is found. Furthermore, ρKwas found to
vary almost linearly from 4 to 1 1010 cm�2 when H/C ratio varies from 0.5 to 1.4. A

value of 4 1010 cm�2 is similar to the one of minerals (Table 12.2), and the

modeling of scattering intensity from an oil shale will benefit of the two-phase

approximation (solid and pores). A value of 0.5 is considered as very different from

the one of minerals, and contrast variation methods should be used to simplify

intensity modeling.

An alternative way to simplify such a complex system would be to extract

kerogen without structural damage and to study the pore size distribution using
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SAS methods. The traditional extraction procedure [74] includes heating for water

removal, and it was shown [75] that heating damages the pore structure of kerogen.

The authors recommend an alternative way to get rid of water based on critical

point drying. Use of ethanol as intermediate fluid allowed using CO2 as drying

agent at pressure and temperature conditions slightly higher than critical.

Direct USANS–SANS measurements on oil shales were performed in 2000 by

Radlinski et al. [6]. They mimic the natural maturity sequence by laboratory

pyrolysis from 310 to 370 �C of an immature oil shale. The scattering intensities

from the corresponding porous media show a marked reduction ascribed to contrast

variations from rock/empty pores to rock/oil, i.e., primary migration. The authors

measured also the same behavior in the natural maturity sequence, and the onset of

phenomenon lies interestingly in a narrow maturity range within the geochemically

determined region of the onset of hydrocarbon generation.

Recently, Ruppert et al. [76] used a combination of USANS and SANS measure-

ments to probe the accessibility of pores in the Barnett shales to methane and water.

They used ratio of scattering intensities of shale measured in the presence of fluids

(either a mixture of H2O/D2O or deuterated methane CD4 at 8000 psi) matching the

SLD of shale to the one measured in vacuum. The following expression relates the

fraction of accessible pores ϕAC at any q, ϕAC(q) to scattering intensities I(q,ρ match)

and I(q,ρ vacuum), respectively, measured in matching and vacuum conditions:

ϕAC ¼ 1� I q, ρmatchð Þ=I q, ρvacuumð Þ (12:56)

It was shown that only 85 % of the pores were filled by water whatever their sizes.

For methane, 85 % of the pores in the 10 μm–30 nm size range are filled, whereas it

falls to ~60 % when pore sizes smaller than 30 nm are considered.

Another study by Bahadur [77] aims at measuring, by a combination of USANS

and SANS, the pore size distribution (PSD) of Cretaceous shale samples from

Alberta, Canada, collected from different depths with varying mineralogical com-

positions. The authors evidenced a contribution to “fractal” pores in a large size

range but also contributions of meso- and micro-pores nonfractal in nature.

Lee et al. [78] has used USAXS measurements on Silurian black shales from the

Baltic Basin, Poland from a wide range of depths along a burial diagenetic

sequence. Their sample conditions were either equilibrated to 50 % of relative

humidity or dehydrated at 200 �C. For both conditions, they observed “surface

fractal” behavior – with different surface fractal dimensions – from which they

estimate pore size distributions. They observed that porosity decreases with depth

and porosity increase upon dehydration. This last point, ascribed to capillary and

clay-bound water, affects the 100–1000 nm pore diameter.

From these recent contributions to oil shale characterization, it appears that
SAS and USAS methods are perfectly adapted to the pore size found in these
materials. Furthermore, the ability to control the sample environment allowed
studying the affinity of various fluids to pores in the mineral or kerogen network.
The possibility to vary contrast in SANS experiments is notably useful.
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5 Conclusions and Future Perspectives

SAS techniques have been presented through characterization of various natural

nano-materials. It appears that different instruments (SAS or USAS) could be used

to probe materials at different length scales varying from 1 nm up to 10 μm.

SAXS and SANS differ by contrast considerations, beam size, and flux on the

samples. Each technique could be used separately for its own advantage, but they

can also be used together for their complementarity. The structure resolution of

nano-aggregate of asphaltene constitutes a good example of such an association.

Two very different nano-materials have been discussed, and it was shown that

SAS technique proved to be very well suited to the characterization of such

heterogeneous systems. Nevertheless, separation techniques such as centrifugation,

filtration, etc. are often required to simplify polydisperse systems. Again, the joint

use of X-ray and neutron, as well as the possibility to vary contrast in SANS,
constitutes a serious advantage for these complex natural nano-materials.

The reduced preparation of samples as well as their solicitation during observa-

tion is clearly an advantage. Examples such as high-temperature (300 �C) mea-

surements of a vacuum residue, shear control of asphaltene solution during

deposition, or simply humidity control in sandstone prove the demarche to be

well founded.

Examination by these techniques of new nano-materials of industrial importance

such as lingo-cellulosic biomass constitutes an exciting perspective.
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58. Simon S, Jestin J, Palermo T, Barré L (2009) Relation between solution and interfacial

properties of asphaltene aggregates. Energy Fuel 23:306–313

59. Yang X, Verruto V, Kilpatrick PK (2007) Dynamic asphaltene � resin exchange at the

oil/water interface: time-dependent W/O emulsion stability for asphaltene/resin model oils.

Energy Fuel 21(3):1343–1349

60. Verruto VJ, Kilpatrick PK (2008) Water-in-model oil emulsions studied by small-

angle neutron scattering: interfacial film thickness and composition. Langmuir 24:

12807–12822

61. Alvarez G, Jestin J, Argillier JF, Langevin D (2009) Small-angle neutron scattering study of

crude oil emulsions: structure of the oil � water interfaces. Langmuir 25(7):3985–3990

62. Adams JJ (2014) Asphaltene adsorption, a literature review. Energy Fuel 28:2831–2856

63. Jouault N, Corvis Y, Cousin F, Jestin J, Barré L (2009) Asphaltene adsorption mechanisms on

the local scale probed by neutron reflectivity: transition from monolayer to multilayer growth

above the flocculation threshold. Langmuir 25:3991–3998
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1 Definition of the Topic

Small-angle scattering is a very powerful technique to probe structures of materials.
X-ray, neutron, and light scattering techniques present structural information of
materials in a wide range from nanometer to micrometer scale. Chemists, physicists,
and engineers have used these techniques to study structures of various systems from
hard to soft materials. In this topic, we focus upon soft materials such as polymers,
gels, colloids, etc. We present a review of their recent studies with small-angle X-ray
scattering (SAXS) and small-angle neutron scattering (SANS).
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2 Overview

In a typical experimental setup, synchrotron SAXS and SANS are capable of
probing structures of aggregates in the range of 1–100 nm. The use of ultra-small-
angle scattering techniques such as ultra-small-angle X-ray scattering (USAXS) and
ultra-small-angle neutron scattering (USANS) makes it possible to probe structures
of aggregates with larger size on a micrometer scale. Here we review some structural
studies on various soft materials, which form a hierarchical organization. Recent
development of synchrotron radiation source and neutron facility allows us to obtain
scattering data on various length scales. It is shown that combination of various
scattering methods provides us with information on hierarchical structures of soft
materials from a microscopic to macroscopic level. The structural analysis on each
level is also presented in the text. Furthermore, contrast variation and contrast-
matching SAXS and SANS methods are very effective for structural investigation
of multicomponent nanomaterials, e.g., these methods are very useful to probe
internal structures of complex systems such as polymer micelles, polymer–inorganic
nanocomposite gels, and rubber-filler systems swollen in an organic solvent.

3 Introduction

So far, many good books regarding experimental techniques and structural analysis
by small-angle scattering have been published [1–6]. General data treatments,
instrumentations, and data analysis by small-angle X-ray scattering (SAXS) are
abundantly described by famous books of Guinier and Fournet [1], Glatter and
Kratky [2], and Feigin and Svergun [3]. The book written by Higgins and Benoit
presents a comprehensive data analysis of small-angle neutron scattering (SANS) in
polymeric systems [4]. These books have provided many researchers with funda-
mentals of scattering techniques. Also, it is important to learn how their techniques
could be used in practice. Recent development of brilliant X-ray sources and neutron
facilities is striking, and there are progress and improvements in synchrotron X-ray
and neutron scattering instruments. Thus, in this book chapter we introduce updated
studies of soft materials with X-ray and neutron scattering. Recently, importance of
SANS and SAXS is increasing more and more in the field of soft material science.
As a matter of fact, in the past decade, there have been published a large number of
review articles regarding SANS and SAXS studies of various soft materials such as
copolymers, polymer blends, branched polymers [7], starch [8, 9], polyelectrolyte
systems [10], polymer latexes [11], polymer gels [12], protein and peptide self-
assembled materials [13], and three-dimensional periodic complex systems [14].

Though both SANS and SAXS have played an important role in probing struc-
tures of nanomaterials, each of the SAXS and SANS techniques has unique charac-
teristics. The X-ray scattering is caused mainly by interactions of the incident beam
with electrons, while the neutron scattering is done by those of the incident beam
with nucleus [3]. As a consequence, the X-ray scattering from atoms increases with
the increase of atomic number and has a scattering angle dependence, since
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distribution of electrons spreads around nuclei. The absorption of X-rays also
increases with the atomic number and the wavelength. On the other hand, neutron
scattering from atoms is independent of the scattering angle due to the fact that
dimensions of nucleus are much smaller in comparison with that of the neutron
wavelength and does not have a definite relationship with the atomic number. The
scattering length (or amplitude) b of main elements in soft materials for X-ray and
neutron scattering is listed in Table 13.1. Note that the scattering intensity is
proportional to the square of the scattering length. In neutron scattering, there are
large differences between scattering lengths of hydrogen (H) and deuterium (D).
Deuterium labeling is often utilized in neutron scattering experiments in order to
change the scattering contrast.

Characteristics of synchrotron SAXS and SANS are compared in the following.

Synchrotron X-Rays
(i) Heavier atoms have larger scattering length.
(ii) The beam size is usually very small due to high photon fluxes (typically

submillimeter), which enables us to obtain precise data with a very small
amount of samples.

(iii) Energetic and angular resolutions are high.

Neutrons
(i) Spatial information on light atoms such as hydrogen can be evaluated.
(ii) Larger beam size in comparison with synchrotron X-rays is used (typically

5–10 mm).
(iii) Information on magnetic structures of condensed matter can be obtained from

the magnetic scattering.
(iv) Contrast variation and contrast-matching techniques are very effective to probe

the structure of complicated systems. Especially, in aqueous solutions and/or
hydrogels, we can easily change scattering contrast by preparing H2O/D2O
with different mixing ratios.

In the past two decades, high-performance materials have attracted material
scientist’s interest due to the potential applications in various fields. In many
cases, functionality of materials is closely related to the internal structure. With the

Table 13.1 Scattering
length b of some elements
for X-ray and neutron
scattering [3, 15]

Element b for X-ray (10�12 cm) b for neutron (10�12 cm)

H 0.282 �0.374

D 0.282 0.667

C 1.69 0.665

N 1.97 0.94

O 2.26 0.58

S 4.51 0.28

Na 3.10 0.36

Cl 4.79 0.96
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high performance of materials, the system has grown more complex, and therefore, it
is important to clarify the structure of the complicated system in the modern material
science. We will show that combination of various scattering methods and contrast
variation methods are useful to analyze structures of the complicated systems.

This book chapter deals with structural studies of complex soft materials such as
polymeric systems, self-assembling systems, composite systems, etc. using X-ray
and neutron scattering. Constitution of this book chapter is as follows: Sect. 4 briefly
describes a fundamental of scattering methods. In Sects. 5.1 and 5.2, we briefly
present an overview of scattering behaviors of hierarchically organized structures on
each level. These are common to both of X-ray and neutron scattering. In Sect. 5.3,
recent structural studies of soft materials using contrast variation SAXS and SANS
are reviewed. Although the contrast variation method has been utilized from old
times, recently, it largely has displayed the power against structural analysis of
various complex materials. In Sects. 5.4 and 5.5, we introduce structural evolution
using time-resolved scattering measurements and complementary use of X-ray
scattering and neutron scattering. Complimentary use of neutron and X-ray scatter-
ing may be effective in the structural studies of various complex materials [16, 17].

4 Experimental and Instrumental Methodology

We show a schematic representation of typical small-angle scattering experiments in
Fig. 13.1. In the synchrotron small-angle X-ray and neutron scattering experiments,
the scattered intensity is usually measured with a two-dimensional detector such as
CCD, imaging plate, and PILATUS. Therefore, we can obtain information about
anisotropic structures of condensed matters [18–20], and the measurements are often
performed under external fields, e.g., mechanical, electric, and magnetic fields.

Fig. 13.1 A schematic diagram of a typical synchrotron small-angle X-ray or neutron scattering
experiments and definition of scattering vector q
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When an incident ray is scattered by particles located at positions of O and K, the
path length difference between two scattered rays is presented by

AK � OB ¼ rk � ki
ki

� �
� rk � ks

ks

� �
; (13:1)

and therefore, the phase difference ϕk is described by

ϕk ¼
2π
λ

� �
rk � ki � ks

k

� �
¼ rk � qð Þ; (13:2)

where ki and ks are wavevectors of incident ray and scattered ray and the magnitudes
are ki ¼ ks ¼ k ¼ 2π

λ . The scattering data are analyzed with scattering vector q
defined by q = ki – ks. The magnitude of the scattering vector is expressed by

q ¼ 4π
sin θ=2ð Þ

λ
; (13:3)

where θ and λ represent the scattering angle and wavelength, respectively. The
amplitude of the scattered wave at point K can be described by

Ak ¼ A0be
�i ωtþϕkð Þ ¼ A0be

�i ωtþrk �qð Þ ; (13:4)

where A0 is the amplitude of the incident wave and b is the scattering length. We can
generalize Eq. (13.4) for the system composed of many identical scatterers, i.e., the
total contribution At is described as follows:

At ¼
X
k

A0be
�i ωtþrk �qð Þ ¼ A0e

�iωt
X
k

be�irk �q: (13:5)

Thus, the scattering amplitude F(q) is defined by

F qð Þ ¼
X
k

be�irk �q; (13:6)

and the scattering intensity is presented by

I qð Þ ¼ F qð Þ � F qð Þ�: (13:7)

When the scatterers are continuously distributed in a sample, F(q) can be replaced by
the following integral form:

F qð Þ ¼ b

ð
n rð Þe�ir�qdr (13:8)
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n(r) is the local density of the scatterer at a point r. The relationship between the
length scale of a structure in real space Λ and q is presented in the following form:

Λ ¼ 2π
q
: (13:9)

The data collection, data reduction, and data correction in SAXS experiments
were recently written in details by a review article of Pauw [21, 22]. In a similar
manner, reduction and correction of SANS data are conducted. Software tools for
small-angle scattering data analysis are also important [23–25]. A lot of software
packages to analyze small-angle scattering data can be found at the SAS portal
(URL: http://smallangle.org).

5 Key Research Findings

In the following sections, we will review recent structural studies of soft materials
investigated by combination of various scattering methods and by using a sophisti-
cated analysis such as contrast variation SANS and SAXS methods and will show
scattering functions from particles with various structural morphologies. Here
although we introduce structural studies on polymer–nanoparticle composite gel,
polymer micelles, and organogel comprising low molecular weight organogelator
(LMOG), the analysis can be applied to other similar systems.

5.1 Hierarchical Structures of Various Soft Materials

Recently, facilities of synchrotron radiation and neutron sources around the world
are remarkably developing. Combination of various scattering methods allows us to
obtain structural information in a broad q range. Nowadays, simultaneous SAXS and
wide-angle X-ray scattering (WAXS) measurements can be performed in many
synchrotron beamlines over the world [26–30]. Ultra-small-angle X-ray scattering
(USAXS), ultra-small-angle neutron scattering (USANS), and very-small-angle
neutron scattering (VSANS) are used to extend scattering data in a very low
q range, i.e., structural information on larger length scales. Conventional
Bonse–Hart type of USAXS and USANS techniques had been limited to samples
with high contrast and resolved only in one dimension [31, 32]. Therefore, they were
not appropriate for measurements of anisotropic samples. However, development of
recent USAXS/USANS instruments such as developed Bonse–Hart configuration
using multiple reflection and a pinhole USAXS at very long camera length in
synchrotron sources facilitates utilization of various soft materials [33–40]. Such
instrumental improvement allows us to obtain two-dimensional scattering data and
to probe structures of samples with low scattering contrast [18, 36, 41, 42]. USAXS
studies in polymeric systems such as polymer gels, polymer solutions, polymer
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blends, polymer nanocomposites, colloidal gels, and rubber-filler systems can be
found in review articles of Zhang and Ilavsky and Takenaka [42, 43].

As mentioned above, combining various scattering techniques makes it possible
to obtain structural information of a broad length scale ranging from nanometers to
micrometers [43]. Combination of these methods is useful to investigate hierarchical
structures of soft matters on multilevels as shown in Fig. 13.2.

Here let us show a scattering profile combined by various scattering methods
for an organogel composed of a LMOG, which entraps various organic solvents
by self-assembly of the gelator molecules at very low concentrations [44, 45].
The self-assembly forms a fibrillar network, so that the solvents are immobilized.
The self-assembled structure of a typical organogel is shown in Fig. 13.3. The graph
depicts a scattering profile of 7 wt% 12-hydroxystearic acid (12-HSA)/toluene gel
obtained by combining various scattering methods such as SAXS, SANS, focusing
SANS [37, 38], and light scattering (LS). The profile shows that the structure caused
by self-assembly of the LMOG molecules forms a hierarchical organization at
various levels. The peaks at q = 0.13 and 0.38 Å�1 correspond to (001) and (003)
peaks, respectively, which correspond to reflections from a long spacing of the long-
chain fatty acids. The peak position is located in the same position as that of
crystalline powder without any solvents [46, 47].

A shoulder peak at q ~ 0.046 Å�1 originates from cross-sectional scattering of
fibrillar aggregates. The peak position suggests that the organogel is composed of
nanofibers with a cross section of the radius of 8 nm with a comparatively narrow
size distribution [48]. The scattering function from fibrillar aggregates (rod particles)
exhibits a power law of q�1 in a small q range as shown in details later [2]. The
scattering behavior of the organogel has an exponent of�1.2 larger than the absolute
value of �1 in the small q range, which may suggest branching of fibrillar

Fig. 13.2 Hierarchical
structures of low molecular
weight organogel and length
scale covered in various
scattering methods
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aggregates. The power-law scattering behavior in the small q range suggests that the
network structure may exhibit a fractal nature [49, 50]. The schematic illustration of
the hierarchical structures predicted from various scattering data is shown in
Fig. 13.2. Various soft material systems other than LMOG also form hierarchical
organization. Hierarchical structures of rubber-filler (carbon black or silica particles)
systems were studied in depth by Takenaka et al. [43, 51–53]. They demonstrated by
using combined scattering methods that the structures consist of multilevel structures
such as (i) surface of primary particles, (ii) primary particles, (iii) aggregates
composed of several fused primary particles, and (iv) mass-fractal agglomerate
[51]. The combined scattering techniques are also effective for phase-separated
polymer blends [54], colloidal silica and carbon [55], polymer electrolyte mem-
branes [56], ceramics [57], spongelike polymer gels [58], clay suspension [59, 60],
and cellulose synthesized via enzymatic polymerization [61, 62].

5.2 Structural Analysis of Soft Materials

Analysis of scattering data obtained by combination of various scattering methods is
important. Here we shall show theoretical scattering function on each level and the
unified approach to small-angle scattering of the multilevel structures such as the
Beaucage model [63–66], which has been often used for analysis of multilevel

Fig. 13.3 A scattering profile of a low molecular weight organogel obtained by combining various
scattering methods (SAXS, SANS, focusing SANS, and LS)

724 H. Takeno



structures [67–69]. Scattering models for the multilevel structures other than the
Beaucage model have been proposed by some researchers [70, 71]. In the following
section, we shall briefly describe outline of these structural analyses.

5.2.1 Spherical Particles
The scattering intensity for spherical monodisperse particles can be written by

I qð Þ ¼ nPV
2
PΔρ

2P qð ÞS qð Þ; (13:10)

where np and Vp
2 represent the number density of the particles and the square of the

volume, respectively. Δρ is the scattering length density. P(q) and S(q) are the form
factor of the particles and the structure factor. The former comes from the intra-
particle interferences, while the latter comes from the interparticle interferences.
In dilute systems the interactions between the particles can be ignored, and therefore,
S(q) approaches unity.

Series expansion of P(q) in a small q range (qRg <<1) leads to Guinier’s law,

P qð Þ ffi P 0ð Þexp � 1

3
R2
gq

2

� �
; (13:11)

where Rg is the radius of gyration of a particle. Guinier’s law is applicable to
particulate systems with an arbitrary shape other than spherical particles. We can
estimate Rg from the plot of ln (I(q)) vs. q2 for dilute systems. Rg of objects with
various shapes is summarized in Table 13.2.

In the intermediate q range, P(q) depends upon the size and the shape of the
particles. P(q) of spherical particles with radius R is presented by

P qð Þ ¼ 3 sin qRð Þ � qR cos qRð Þf g
qRð Þ3

" #2
: (13:12)

Table 13.2 Rg of objects with various geometrical shapes

Sphere with radius R Rg ¼ 3
5

� �1=2
R

Spherical shell with radius R1 > R2 Rg ¼ 3
5

R5
1
�R5

2

R3
1
�R3

2

� �1=2
Rectangular parallelepiped (sides 2a, 2b, 2c)

Rg ¼ a2þb2þc2

3

� �1=2
Cylinder (half-length H, radius R)

Rg ¼ R2

2
þ H2

3

� �1=2
Ellipsoid (half axis a, b, c)

Rg ¼ a2þb2þc2

5

� �1=2
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Taking into consideration the size distribution of the radius, the scattering inten-
sity is expressed by

I qð Þ ¼
ð1
0

Δρð Þ2Vp
2N Rð ÞP qð ÞdR ; (13:13)

where N(R) represents the distribution function of the radius, and the lognormal
distribution or the Gaussian distribution is often used.

N Rð Þ ¼ np
1

R
ffiffiffiffiffi
2π

p
lnσ

� �
exp � lnR� lnR0ð Þ2

2ln2σ

" #
(13:14)

or

N Rð Þ ¼ np
1ffiffiffiffiffi
2π

p
σ

� �
exp � R� R0ð Þ2

2σ2ð Þ

" #
(13:15)

R0 and σ are the geometric mean and the geometric standard deviation of the
distribution, respectively.

5.2.2 Nonspherical Particles
For nonspherical monodisperse systems, the scattering intensity can be written by [72]

I qð Þ ¼ nPV
2
PΔρ

2P qð ÞSapp qð Þ (13:16)

with

Sapp qð Þ ¼ 1þ F qð Þh ij j2
P qð Þ S qð Þ � 1½ �: (13:17)

Here the bracket in |hF(q)i|2 is an average weighed by the distribution of particle
sizes and orientations. Sapp(q) behaves as an apparent interparticle structure factor. In
dilute systems, since S qð Þ ¼ 1, Sapp qð Þ ¼ 1.

It is known that self-assembly of small molecules and macromolecules in soft
materials often forms fibrillar aggregates with various cross-sectional shapes. In the
following sections, form factors of fibrillar aggregates with various cross-sectional
shapes are briefly summarized.

Form Factor of Cylindrical Particles
Form factor P(q) of randomly oriented cylinders (rods) with radius R and length 2H,

P qð Þ ¼ 4

ðπ=2
0

sin2 qH cos βð Þ
qH cos βð Þ2

" #
J21 qR sin βð Þ
qR sin βð Þ2

" #
sin βdβ ; (13:18)
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where β is the angle between the scattering vector q and the axis of the cylinder, and
J1 is the Bessel function of the first order. When the length of the fibrillar aggregates
L is sufficiently long in comparison with the cross-sectional size, P(q) can be
approximated by [2, 3]

P qð Þ ¼ Lπ

q
Ic qð Þ: (13:19)

There is a relation of L = 2H. Here Ic(q) represents the scattering intensity from
cross section of cylindrical rod particles. In a q range much smaller than reciprocal of
cross-sectional size but much larger than that of cylindrical rod length, i.e., for 2π=
L << q << 2π=Rc, Ic(q) can be approximated by the Guinier type of representation,

Ic qð Þ ¼ A2exp �R2
cq

2

2

� �
; (13:20)

where Rc and A are the radius of the gyration and the area of the cross section of rod
particles, respectively. Equation (13.20) is valid for cross section of arbitrary geo-
metric shape. We can estimate Rc from slope in plot of ln(Iq) vs. q2 [73, 74]. For
circular cross section with monodisperse radius R, there is the following relation
between R and Rc:

Rc ¼ 1ffiffiffi
2

p R : (13:21a)

For particles with disk shape

Rc ¼ 1ffiffiffi
3

p H ¼ 1ffiffiffiffiffi
12

p L; (13:21b)

Figure 13.4a shows scattering functions (Vp
2P(q)) calculated without considering

cross-sectional size distribution at various R’s. The position of the oscillation in the
scattering functions shifts toward small q with increasing cross-sectional size. The
scattering function in the small q range shows a behavior of q�1, indicating the
scattering from cylindrical rod particles. Equation (13.13) is applicable to cylindrical
particles as well as spherical particles. Figure 13.4b depicts the scattering function
with the Gaussian size distribution of R, where we put Δρ2 = 1, np = 1 in
Eqs. (13.13) and (13.15). The oscillation becomes ambiguous with increase of the
distribution of the cross-sectional size, i.e., with increase of σ. Thus, we can estimate
the cross-sectional size of rod particles and the size distribution from a peak position
and the broadness of a scattering profile [75].

Figure 13.5 presents scattering functions of cylindrical particles at various rod
lengths. In the case of long cylindrical rods (H >> R), the scattering functions in the
small q range have the behavior of I / q�1 as shown above. In a q range much
smaller than 2π/L, the scattering intensity becomes almost flat in the log–log plot.

13 Synchrotron Small-Angle X-Ray Scattering and Small-Angle Neutron Scattering. . . 727



Fig. 13.4 Calculated scattering functions of monodisperse cylindrical particles at various R’s (a)
and those of cylindrical particles with the Gaussian size distribution at various σ’s (b)
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If R is much larger than H, i.e., cylindrical particles are regarded as disk particles
rather than rod particles, the scattering function shows a behavior of q�2.

Here let us show scattering curves of fibrillar aggregates formed by self-assembly
of a low molecular weight organogelator in an organic solvent. Figure 13.6 shows
combined SANS and focusing SANS profiles of 12-HSA/deuterated toluene gel over
a wide temperature range from a gel state into a sol state [48].

The SANS data can be well described with the cylindrical form factor with the
lognormal distribution (Eqs. (13.18) and (13.14)) over a broad q range. The fitted
analysis leads to R0 = 80 Å and σ = 1.5, which hardly change by temperature and
concentration variations. The SANS result indicates that these gels form fibrillar
aggregates with almost the same thickness at various temperatures and concentrations.

Form Factor of Rod Particles with Rectangular Cross Section
When the cross section has a rectangular Shape of the lengths of the sides a and b,
Ic(q) is presented by [76]

Ic ¼ 2

π

ðπ=2
0

sin qa sin β=2ð Þ
qa sin β=2

	 
2
sin qb cos β=2ð Þ
qb cos β=2

	 
2
dβ : (13:22)

Fig. 13.5 Calculated scattering functions of randomly oriented cylindrical particles with circular
cross section at various lengths. The arrows in the figure represent the position of 2π/L
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Chem B [48]. Copyright (2012) American Chemical Society)
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Figure 13.7 depicts theoretical curves calculated with the scattering function from
rectangular cross section at various ratios of t = b/a. The periodicity of the oscilla-
tion is modulated by variation of t.

Form Factor of Long Helices
Cross section of fibrillar aggregates has a variety of shapes such as hollow tube,
helical ribbon, and double tube superhelix other than circular and rectangular cross
sections [77–80]. The scattering function for infinitely long helices was derived by
Pringle and Schmidt, which covers single, double, and hollow helices [81]. This
model has been applied to various systems forming helical aggregates [79, 82,
83]. The scattering function can be described in the following form:

I qð Þ ¼ π
qL

X1
n¼0

en cos2 nφ=2ð Þ Sin
2 nω=2ð Þ
nω=2ð Þ2 gn qR, að Þ½ �2 (13:23a)

where

gn qR, að Þ ¼ 2R�2 1� a2
� ��1

ðR
aR

rJn qr
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q2n

q� �
dr (13:23b)

Fig. 13.7 Scattering profiles calculated with scattering function from rectangular cross section
with ratio of t = b/a
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qn ¼
nb

qR
for qR � nb (13:23c)

qn ¼ 1 for qR � nb (13:23d)

b ¼ 2πR

P
(13:23e)

e0 ¼ 1 and en ¼ 2 for n � 1: (13:23f)

Jn (x) is the Bessel function of the first kind and order of n. L and P are the total
length of the helix with its outer radius R and its inner radius aR and the helix period,
respectively. The parameters φ and ω are the angle between the two sectors of a
double helix and the angular part of the sector of a material, respectively. Although
the summation in Eq. (13.23a) is described as infinite series, as a matter of fact, the
terms for n � qR/b, i.e., n � Pq/2π, are zero.

The model can be extended to a helical tape consisted of N layers as shown by
Teixeira et al. [82]. For a single helical tape with N shells (in this case φ = 0), the
form factor of the helical tape can be expressed by

I qð Þ ¼ π

qLC2
n�shell

X1
n¼0

en
Sin 2 nω=2ð Þ

nω=2ð Þ2 Gshell, n Rm, ρm,P, qð Þ� �2
(13:24)

with

Gshell, n Rm, ρm,P, qð Þ ¼
XN
m¼1

ρm � ρm�1ð Þ 	 2

ðRm

0

rJn qr
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q2n

q� �
dr (13:25)

and

Cn�shell ¼
XN
m¼1

ρm � ρm�1ð ÞR2
m ; (13:26)

where Rm represents the radius of shell m with electron density ρm.
Teixeira et al. tried to fit theoretical scattering functions from helical model and

from polydisperse cylindrical model to the scattering data from nanotube of hexa-
peri-hexabenzocoronene (HBC)-based molecules in THF. They showed that the
helical model with hexagonal structure factor is superior to the polydisperse cylin-
drical model in the fit of their SAXS data. The scattering curves from the helical
model represent the width of the oscillator and the depth of the minima of the data
very well as shown in Fig. 13.8.

Other than these models, recently, form factor of helical ribbons was derived by
Hamley [84].
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5.2.3 Structures at High q
Scattering intensity at high q follows the Porod law, which describes the scattering
behavior from the interface of the particles [3, 4], and it comes from thermal
concentration fluctuations (TCFs) inside the phase in the case of phase-separated
systems:

I qð Þ ¼ Δρð Þ22πS
q4

þ ΙTCF ; (13:27)

where S is the total surface area of the particles. The scattering behavior from TCFs
can be described by the Ornstein–Zernike representation,
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Fig. 13.8 Scattering curve of hexa-peri-hexabenzocoronene (HBC)/THF. Experimental curve
(black), helix form factor (red), hexagonal structure factor (right axis; dashed line) (Reproduced
with permission from J Appl Crystallogr [82]. Copyright (2010) International Union of
Crystallography)
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ITCF ¼ I0

1þ ξ2q2
(13:28)

where I0 is a prefactor and ξ is the correlation length of TCFs. In the case of polymer
blends or polymer solutions, the scattering intensity from TCFs obeys the scattering
function calculated on the basis of the random phase approximation [85, 86].

If the aggregates exhibit a crystalline nature, e.g., self-assembled aggregates of
some LMOGs form crystalline fibers [46, 47, 87, 88], then the Bragg peaks are
observed, e.g., long spacing of fatty acids with long alkyl chains is usually in the
range of 3–5 nm measurable in the SAXS experiments. Figure 13.9 depicts com-
parison of SAXS profiles between 12-HSA gels in various solvents and the powder.
As shown in the figure, the profiles of gels for various solvents have the Bragg peaks
corresponding to (001) and (003) reflections at the same positions as the powder
sample (without any solvents), indicating that molecular arrangement of the LMOG
in the gel is similar to that of the crystalline powder. Wide-angle X-ray scattering
(WAXS) profiles for the gel also have the Bragg peaks at the same positions as the
crystalline powder [88]. Other than the q-dependent coherent scattering part as
shown above, the SANS intensity contains a q-independent incoherent scattering
part. Usually it is treated as background scattering in the SANS measurements,
although the incoherent scattering contains important dynamical information regard-
ing molecular vibrations and the rotations in neutron spectroscopy such as inelastic
and quasi-elastic neutron scattering measurements [4, 89].

5.2.4 Unified Approach of Multilevel Structures
The Beaucage unified model [63–66] is used to analyze multilevel structures inves-
tigated by combined various small-angle scattering measurements [43, 51, 52, 69,

Fig. 13.9 Synchrotron
SAXS profiles of 12-HSA
powder and 7 wt % 12-HSA
gel in PB oligomer, toluene,
and dodecane. Dashed lines at
q = 0.13 Å�1 and
q = 0.41 Å�1 denote (001)
and (003) Bragg reflections,
respectively (Reproduced
with permission from Prog
Colloid Polym Sci
[47]. Copyright (2009)
Springer-Verlag, Berlin
Heidelberg)
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90, 91]. The model describes a smooth transition between the Guinier regime and a
power-law regime such as the Porod regime. It can be extended to represent an
arbitrary number of structures at different size scales,

I qð Þ ¼
Xn
i¼1

Giexp
�q2R2

g ið Þ
3

 !
þ Biexp

�q2R2
g iþ1ð Þ
3

 !
	

erf
qRg ið Þ
61=2

� �h i3
q

8><
>:

9>=
>;

Pi
0
B@

1
CA;

(13:29)

where Gi, Bi, Rg,i, and Pi represent the Guinier prefactor, a prefactor specific to the
power-law scattering, the radius of gyration of the i-th level structure, and the
exponent of the power-law scattering, respectively. In Eq. (13.29), i = 1 refers to
the largest-size structural level. If the power-law scattering of the i-th level structure
obeys the Porod law, then Pi = 4 and Bi = 2π(Δρ)2S. The Beaucage model was
recently compared with other models in depth by Hammouda [70, 71].

Pattier et al. investigated the structure of inorganic titania-based gels by
SAXS and analyzed the SAXS data with the Beaucage model [91]. Figure 13.10
shows the SAXS data of an inorganic titania-based gel and the curve fitted with
the Beaucage model. The Beaucage model well describes the multilevel structure
of the gel.
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Fig. 13.10 A SAXS profile of an inorganic titania-based gel fitted with the Beaucage model
(Reproduced with permission from J Phys Chem B [91]. Copyright (2010) American Chemical
Society)
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5.3 Contrast-Matching and Contrast Variation Methods in SANS
and SAXS

Contrast-matching [92–97] and contrast variation [16, 98–101] methods have so far
been widely used to study complex structures of multicomponent systems. These
methods are usually carried out by changing scattering length density of solvents. In
the case of SAXS, the contrast variation experiments have been performed by
changing the electron density of the solvent using substances inactive for latex
particles, proteins, or macromolecules [3, 11, 102–104]. Substances such as sucrose
and glycerol are often used as additives for the contrast variation. However, appli-
cation of this method can be implemented only in a limited range, since addition of a
substance for contrast variation may affect structures of the scattering objects.
Otherwise anomalous or resonant contrast variation method is effective [16,
105]. Generally, the scattering length of a substance is an energy-dependent complex
quantity and can be changed through variation of energies of incident X-ray near
absorption edge of elements. Application of anomalous SAXS contrast variation
method has been performed for various polymeric systems [64, 106–111]. The
details of the anomalous SAXS method will be described in details in Sect. 5.3.4.

In the SANS experiments, contrast variation or contrast-matching methods are
very effective to probe internal structures in multicomponent complex systems, since
neutron scattering length of deuterium is largely different from that of hydrogen as
mentioned in the Introduction. Therefore, hydrogen/deuterium replacement can
easily change SANS contrast almost without modification of their chemical proper-
ties. This SANS contrast variation method has been widely utilized in various soft
materials such as colloids, polymers, composites of polymer–inorganic substances,
and biological systems. In the following sections, we shall describe details of SANS
and SAXS contrast variation methods and the recent application.

5.3.1 Scattering Equation of Multicomponent Systems
The scattering intensity from the multicomponent systems with different ( p + 1)
species (0 � i � p) can be described in the following form [4]:

I qð Þ ¼
Xp

i¼0
ρ2i Sii qð Þ þ 2

Xp

i<j
ρiρjSij qð Þ (13:30)

ρi is the scattering length density for i-th component, and Sij is the partial structure
factor, which is defined by

Sij qð Þ ¼
ðð

ni rð Þnj r0ð Þexp �iq � r0 � rð Þ½ �drdr0 (13:31)

where ni(r) is the local density of component i at a position r. On the incompressible
assumption, Eq. (13.30) is reduced to the following form:

I qð Þ ¼
Xp

i¼1
ρi � ρ0ð Þ2Sii qð Þ þ 2

X
i<j

ρi � ρ0ð Þ ρj � ρ0
� �

Sij qð Þ: (13:32)
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Thus, the scattering intensity of multicomponent systems is composed of both
self-terms and cross-terms of the partial structure factors. For the ternary system, the
scattering intensity can be expressed by

I qð Þ ¼ ρ1 � ρ0ð Þ2S11 qð Þ þ ρ2 � ρ0ð Þ2S22 qð Þ
þ 2 ρ1 � ρ0ð Þ ρ2 � ρ0ð ÞS12 qð Þ (13:33)

5.3.2 SANS Contrast-Matching and Contrast Variation Methods
In the small-angle scattering, the scattering length density is calculated from the
chemical composition of the particles or the molecules.

ρ ¼
X

bi

v
; (13:34)

where v and bi are the volume considered in the chemical composition and the
scattering length of the component i, respectively. Using the values of the scattering
length shown in Table 13.1, it turns out that the neutron scattering length density of
H2O ( ρH2O

= �5.62 	 109 cm�2) is largely different from that of D2O ( ρD2O
=

6.40 	 1010 cm�2), while the X-ray scattering length of heavy water and light water
is 9.44 	 1010 cm�2. Thus, in SANS measurements we can easily change the
scattering contrast of aqueous systems by adjusting mixing ratio between H2O and
D2O.

First of all, let us consider a three-component system composed of an inorganic
nanoparticle, a polymer, and a solvent (water). Here if components 0, 1, and 2 denote
solvent, inorganic nanoparticle, and polymer, respectively, and the scattering con-
trast between the inorganic nanoparticle and the solvent is matched, i.e., ρi = ρs,
then Eq. (13.33) leads to

I qð Þ ¼ ρp � ρs
� �2

Spp qð Þ: (13:35)

Here subscripts i, p, and s denote inorganic nanoparticle, polymer, and solvent
species, respectively.

In order to determine the scattering length density of the inorganic nanoparticles,
the scattering intensity from the nanoparticles dispersed in H2O/D2O is measured.
Since the scattering intensity I(0) at q = 0 is proportional to the square of the
scattering contrast as shown in Eq. (13.10), there is a linear relationship betweenffiffiffiffiffiffiffiffi

I 0ð Þp
and Δρ. Therefore, the matching point can be obtained from a plot of

ffiffiffiffiffiffiffiffi
I 0ð Þp

vs. ϕD as shown in Fig. 13.11 [10]. Or it can be obtained from a fit to the scattering
intensity with a quadratic function [95, 112]. In the case of SiO2, since ρSiO2

ffi 3.59
	 1010 cm�2, the scattering length density of the silica particles is matched by ~ 40/
60 mixture of H2O/D2O [96]. If H/D exchange occurs on the inorganic
nanoparticles, the scattering length density varies with the fraction of D2O [113].
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Contrast-matching SANS presents information on the chain conformation in a
polymer nanocomposite [95]. However, if the inorganic nanoparticles are not homo-
geneous/inorganic, it is difficult to perfectly match the scattering contrast [95]. In a
similar manner, contrast matching of a polymer and a solvent is also possible [114].

In the case of contrast variation method, scattering experiments with different
scattering contrasts, e.g., changing ratio of H2O/D2O in aqueous systems are
carried out.

Recently, Endo et al. developed SANS contrast variation method to evaluate
partial structure factors in multicomponent systems such as microemulsion systems
or block copolymer systems including inorganic materials [99, 100, 115]. Now,
assuming that scattering measurements with n different contrasts are conducted,
scattering intensity for each measurement can be expressed as follows:

I ¼ M � S (13:36)

where I represents a vector of the scattering intensities at n different scattering
contrasts, i.e.,

I ¼
I1 qð Þ
⋮

In qð Þ

0
@

1
A (13:37)

and M is a matrix related to scattering contrasts composed of the following form for
ternary systems,

Fig. 13.11 A plot of square
of the scattering intensity
vs. fraction of deuterated
solvent to obtain contrast-
matching point
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M ¼
1Δρ21 21Δρ11Δρ2 1Δρ22
⋮ ⋮ ⋮

nΔρ21 2nΔρ1nΔρ2 nΔρ22

0
@

1
A (13:38)

with

jΔρ1 ¼ ρ1 � jρ0 (13:39)

and

jΔρ2 ¼ ρ2 � jρ0 (13:40)

where jρ0 is a scattering length density of the solvent in the j-th experiments
( j = 1, ˖˖˖, n).

S denotes a vector of partial structure factors

S ¼
S11 qð Þ
S12 qð Þ
S22 qð Þ

0
@

1
A (13:41)

Thus, the partial structure factors can be obtained using orthogonal matrix MT from
Eq. (13.36):

S ¼ MT � I (13:42)

This sophisticated method has been applied to various soft materials such as
polymer–clay nanocomposite hydrogels [101, 116, 117], rubber-filler systems [52,
53], polymer–inorganic particles, and fuel cells [118].

5.3.3 Application in Contrast Variation SANS Method
Recently, a variety of polymer nanocomposite systems have attracted many
researchers from a viewpoint of potential application of materials in various fields.
Accordingly, numerous studies have been made on polymer–inorganic
nanocomposites [18, 52, 119], polymer–clay nanocomposite hydrogels [97, 119,
120], rubber-filler systems [18, 52, 121], and polymer–graphene composites
[121–123]. Composite of polymer and inorganic substances causes enhancement
of material properties such as thermal, mechanical, self-healing, and electrical
properties. Recent SAXS, SANS, USAXS, and USANS studies reveal that these
scattering methods are very useful to investigate structures of polymer
nanocomposite materials.

Here let us show a structural analysis of polymer–clay nanocomposite hydrogels
using the above contrast variation method. Haraguchi et al. developed polymer–clay
nanocomposite hydrogels with excellent properties such as high extensibility,
mechanical toughness, and self-healing by using in situ free radical polymerization
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of N-alkylacrylamide in the presence of inorganic clay [124–128]. More recently,
polymer–clay nanocomposite hydrogels with excellent mechanical properties were
fabricated by simple mixing of clay with a cationic dendrimer [129] and a commer-
cially available anionic polymer [130]. Since these materials are multicomponent,
contrast variation method is useful. Synthetic hectorite (Laponite from Rockwood
Ltd.) used as inorganic clay is a colloidal layered silicate made of the chemical
composition of Na0.66[Mg5.34Li0.66Si8O20(OH)4]. The clay particles have a disk-
shaped structure with a radius of 130–150 Å and thickness of 10 Å [59, 60,
130]. Figure 13.12 shows a SAXS profile for a 0.5 wt % Laponite aqueous solution.
The profile can be well described by the form factor of cylindrical particles
(Eq. 13.18) with radius of 130 Å and thickness of 10 Å with the Gaussian distribu-
tion (Eq. 13.15) in the radius (σ = 30 Å) [130].

The scattering contrast of the nanocomposite hydrogel in SANS can be easily
changed by variation of mixing ratios between light water and heavy water. Endo,
Shibayama, and Haraguchi et al. investigated structures of clay (Laponite)–poly(N-
isopropylacrylamide) (PNIPAM) nanocomposite hydrogels with the sophisticated
contrast variation SANS as shown in the previous section [101, 131]. They obtained
the partial structure factors Scc(q), Scp(q), and Spp(q) from the scattering functions of
samples prepared at seven different H2O/D2O ratios (Fig. 13.13a). Here the subscript
c represents clay.

The scattering curves reconstructed from the partial structure factors obtained
thus are in good agreement with the original experimental SANS curves
(Fig. 13.13b).

Taking into consideration a layer of polymer chains adsorbed on clay particles as
shown in Fig. 13.14, they analyzed the partial structure factors obtained from the
contrast variation SANS.

Fig. 13.12 The SAXS
profile of a 0.5 wt% Laponite
aqueous solution. The solid
curve represents the curve
fitted with Eq. (13.18),
considering the
inhomogeneity of the radius
of clay particles with the
Gaussian distribution
(Eq. 13.15) (Reproduced with
permission from Colloid
Polym Sci [130]. Copyright
(2013) Springer, Berlin/
Heidelberg)
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As the clay is cylindrical disk-shaped particles, the scattering amplitude of clay
particles Fc is presented in the following form:

Fc qð Þ ¼ 2
sin qH cos βð Þ
qH cos β

J1 qR Sin βð Þ
qR Sin β

(13:43)

β and J1 are the same in Eq. (13.18).
The partial structure factor Scc(q) is written as follows:

Scc qð Þ ¼ ncV
2
cPc qð ÞSc, app qð Þ (13:44)

Pc(q) and Sc,app(q) are the form factor of clay particles and the apparent structure
factor, which are described by Eqs. (13.18) and (13.17), respectively. The partial
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Fig. 13.13 (a) The partial structure factor obtained from Eq. (13.42); circle (Scc), filled inverse
triangle (Scp), lozenge (Spp). (b) Comparison between reconstructed scattering curves (lozenge) and
experimental scattering curves (solid circle) (Reproduced with permission from Macromolecules
[131]. Copyright (2008) American Chemical Society)

Fig. 13.14 A schematic
illustration of a model of
polymer layer adsorbed on
clay particles
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structure factor of polymer Spp(q) is composed of two contributions from the
polymer adsorption layer and from the polymer network, which can be usually
represented by the Lorentz function such as Eq. (13.28).

Figure 13.15 shows the analytical result of Scc(q) by Endo et al. The Scc(q)
corresponds with the form factor of clay particles (broken curve) in high q range,
while it deviates downward in a small q range due to effect of interparticle interfer-
ence, i.e., Sapp(q).

The partial structure factor Scc(q) is similar to the overall SAXS profile of a
clay–anionic polymer nanocomposite hydrogel for an unstretched sample as shown
in Fig. 13.16 in spite of use of different polymer species, where the solid curve
represents the form factor of cylindrical disk particles. The SAXS intensity in the
small q range is also suppressed due to the interparticle interference in comparison
with the form factor. Since clay particles are constituted of heavy atoms relative to
polymers and water, the SAXS intensity of the polymer–clay nanocomposite hydro-
gel comes mainly from clay particles [130].

On the other hand, the cross-term Scp(q) reflects the structure of the adsorption
layer. If there is no correlation between polymer and clay particles, i.e., no adsorption
layer, Scp(q) becomes negative [99]. In fact, Scp(q) is positive as shown in Fig. 13.13.
Thus, Endo et al. showed that the polymer chains are strongly adsorbed on the
surfaces of clay particles from the analysis of the partial structure factor Scp(q) [131].

The sophisticated contrast variation SANS method is effective for other
multicomponent systems. Takenaka et al. carried out structural analysis by using
the contrast variation SANS method for swollen rubber–silica and rubber–carbon
black systems, considering a polymer layer adsorbed on the particles [52, 53]. They
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Fig. 13.15 Comparison between the partial structure factor Scc(q) and the fitted curve. The broken
and the dotted curves show the form factor and the apparent structure factor, respectively
(Reproduced with permission from Macromolecules [131]. Copyright (2008) American Chemical
Society)
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adopted the Beaucage model for analysis of partial structure factors obtained with
the contrast variation SANS and estimated structural parameters regarding interfacial
properties in the rubber-filler systems.

5.3.4 Contrast Variation in SAXS: Anomalous SAXS
When SAXS measurements were conducted near absorption edge of elements, the
scattering length f(E) becomes a complex quantity as shown in Fig. 13.17 [132,
133]:

f Eð Þ ¼ f 0 þ f 0 Eð Þ þ if 00 Eð Þ ; (13:45)

where f0 is the nonresonant term which is proportional to the atomic number of the
element and the resonant terms f 0(E) and f 00(E) are the real and imaginary compo-
nents of the energy-dependent anomalous dispersion.

When anomalous SAXS measurements are performed, the scattering amplitude F
(q, E) is composed of two parts as follows [134]:

F q,Eð Þ ¼
ð
Δρ0 rð Þexp �iqrð Þdrþ

ð
ΔρR r,Eð Þexp �iqrð Þdr (13:46)

where Δρ0 and ΔρR are the electron density difference of the nonresonant and the
resonant scattering atoms.

In the past, anomalous SAXS has been mainly applied to hard materials such as
ceramics, metal catalyst, and metal alloys, which are composed of elements with a
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Fig. 13.16 SAXS profiles of a clay–anionic polymer nanocomposite hydrogel; left before
stretching, right after stretching. The solid line represents the form factor of the randomly oriented
disklike particles (R = 13 nm, σ = 3 nm, and 2H = 1.0 nm) (Reproduced with permission from
Colloid Polym Sci [130]. Copyright (2013) Springer, Berlin/Heidelberg)
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high atomic number [135–139]. This is because the absorption edge of the elements
with high atomic number could be easily reached in the energy range of synchrotron
X-rays. In the case of polymeric systems, the distribution and the number of
counterion around a polyelectrolyte and DNA can be probed by anomalous SAXS
[107, 109, 140]. Otherwise, absorption edge of K shell of bromine (Br) is often
utilized [106, 132, 141, 142]. As mentioned above, the scattering amplitude F(q, E)
consists of two contributions of the nonresonant and resonant terms (F0(q) and
FR(q, E)):

F q,Eð Þ ¼ F0 qð Þ þ FR q,Eð Þ: (13:47)

When the measurement is performed near the absorption edge of K shell of
Br, FR(q, E) can be written as follows:

FR q,Eð Þ ¼ f 0Br Eð Þ þ if 00Br Eð Þ½ �V qð Þ: (13:48)

V(q) corresponds to the Fourier transform of the distribution function of Br, i.e.,
V2(q) corresponds to the form factor derived from the spatial distribution of Br.

Using Eq. (13.10), the anomalous scattering intensity I(q, E) is presented by
[106, 143]

4

2

0

12800 13000

E[eV]
12970 0.539

0.505
0.502

−2,907

−5,413
−7,891

13430
13470

f’

f’

f’’

f’’

f’,
f”

 [e
le

ct
ro

ns
]

13200 13400

E [eV]

13600 13800 14000

−2

−4

−6

−8
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I qð Þ ¼ nPV
2
P F2

0 qð Þ þ 2f 0Br Eð ÞF0 qð ÞV qð Þ þ f 02Br Eð Þ þ f 002Br Eð Þ
n o

V2 qð Þ
h i

S qð Þ
(13:49)

since P(q, E) = F(q, E) F(q, E)*. In dilute systems, S(q) approaches 1 as mentioned
above. In practice V2(q) can be obtained from difference between different scattering
profiles measured at different energies [106]. The difference in the scattering inten-
sities at two different energies (Ei and Ej), ΔIij, is represented as follows:

ΔIij q,Ei,Ej

� � ¼ nPV
2
P 2 f 0Br Eið Þ � f 0Br Ej

� � �
F0 qð ÞV qð Þ�

þ f 02Br Eið Þ � f 02Br Ej

� �þ f 002Br Eið Þ � f 002Br Ej

� �n o
V2 qð Þ

i , (13:50)

assuming S(q) = 1. Thus, using the scattering intensity measured at three different
energies of X-rays (E1, E2, E3), V

2(q) can be obtained in the following form:

V2 qð Þ ¼ 1

K

ΔI12 q, E1,E2ð Þ
f 0Br E1ð Þ � f 0Br E2ð Þ �

ΔI13 q, E1,E3ð Þ
f 0Br E1ð Þ � f 0Br E3ð Þ

	 

(13:51)

with

K ¼ f 0Br E2ð Þ � f 0Br E3ð Þ þ f 002Br E1ð Þ � f 002Br E2ð Þ
f 0Br E1ð Þ � f 0Br E2ð Þ � f 002Br E1ð Þ � f 002Br E3ð Þ

f 0Br E1ð Þ � f 0Br E3ð Þ (13:52)

Akiba et al. performed anomalous SAXS measurements at three different energies of
incident X-rays near the absorption edge of bromine (13.473 keV, 13.453 keV,
13.283 keV) in order to probe the internal structure of polymer micelles comprising
poly(4-bromostyrene)-block-poly(ethylene glycol)-block-poly(4-bromostyrene) in
an aqueous solution [106]. V2(q) obtained from the above analysis is shown in
Fig. 13.18. The solid curve in Fig. 13.18 represents the scattering function calculated
for a sphere with the radius of 10.2 nm, which is in good agreement with the data.
Thus, the anomalous SAXS analysis revealed that the core composed of poly
(4-bromostyrene) chains formed sphere with the radius of 10.2 nm.

5.4 Time-Resolved Scattering Measurements

Aggregated structures are developed via various processes such as liquid–liquid
phase separation, crystallization, gelation, and micellization. Investigation of the
kinetics is very important in order to understand the mechanism of their processes.
Time-resolved scattering measurements have been performed for investigation of
such kinetics. Especially, synchrotron SAXS technique is a very powerful tool to
pursue a fast process, since high brilliance of synchrotron radiation makes it possible
to obtain such precise data at a very short accumulation time [144, 145].
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Time-resolved SANS measurements also may be useful in some cases [146–151],
although neutron sources are inherently weaker than synchrotron X-ray sources.
Sometimes repeating experiments are performed in order to overcome a poor
statistical accuracy, and the average scattering data are analyzed [149–151]. How-
ever, recent development of neutron sources makes it possible to follow the kinetics
with a time resolution of subsecond [146, 152, 153]. Time-resolved synchrotron
SAXS/SANS measurements are performed with specific cells such as temperature-
jump or pressure-jump cells designed for synchrotron SAXS/SANS experiments
[154, 155]. In synchrotron SAXS experiments, it is necessary to operate the cell by
remote control outside a hutch.

Here we shall show a gelation process of a LMOG investigated by using time-
resolved synchrotron SAXS. Figure 13.19 shows time course of the scattering
profiles of a 12-HSA/xylene gel after quench from 55 
C (sol state) into 36 
C
[74]. After crystalline nucleation occurred, i.e., (001) reflection appeared at a high
q at t = 31.9 s, the scattering intensity increased with keeping almost the same shape
in the double logarithmic plot (Fig. 13.19b). This result suggests that the crystalline
fibers grow with keeping the thickness constant.

Figure 13.19c shows a picture of a temperature-jump cell used in the time-resolved
synchrotron SAXS experiments. The T-jump cell is composed of two heated blocks,
where we can separately control temperature. Instantaneous temperature jump can be
performed by moving the heated blocks up and down with a remote controller.

Fig. 13.18 Resonant term V2(q) of poly(4-bromostyrene)-block-poly(ethylene glycol)-block-poly
(4-bromostyrene) micelles (Reproduced with permission from Macromolecules [106]. Copyright
(2012) American Chemical Society)
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Other than T-jump and P-jump cells, various cells and apparatuses have been
designed for kinetic studies of fast processes [153, 156, 157]. The various cells for
studies on the dynamics of lipidic nanostructures have been summarized by a review
article of Yaghmur and Rappolt [157]. For crystalline polymers, polymer blends,
block copolymers, and polymer gels, time-resolved SAXS and SANS have been
used to pursue structural development during stretching and shear [19, 158–160].
In these studies, stress–strain curves and scattering data are simultaneously recorded.

Lund et al. designed a stopped-flow apparatus for rapid mixing and investigated
the micellization kinetics of both surfactant and block copolymer micelles [153].
Figure 13.20 depicts an experimental setup with the stopped-flow apparatus (a), the
time evolution of the SANS profiles after 1:1 mixing of 1.5 vol % micelle consisting

Fig. 13.19 Time evolution of SAXS profiles for 12-HSA/xylene gel at 36 
C in the regime (a)
before crystalline nucleation and (b) after the nucleation (Reproduced with permission from Colloid
Polym Sci [74]. Copyright (2013) Springer, Berlin/Heidelberg) (c) Picture of a temperature-jump
cell designed for synchrotron small-angle X-ray scattering
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of poly(ethylene-alt-propylene)–poly(ethylene oxide) (PEP1–PEO1) in 51 %
dDMF/D2O solution with pure dDMF (b), and the time evolution of the SAXS
profiles after mixing it (c) [153]. The acquisition time of the SANS measurements is
200 ms. The five repeating experiments were performed, and their data were
combined. On the other hand, the acquisition time of the SAXS measurements
was 5 ms with a readout time of 140 ms between two acquisitions. They observed
kinetics of the cylinder-to-sphere morphological transition for the block copolymer
micelle on the millisecond range using the time-resolved SAXS and SANS.

5.5 Complementary Utilization of SAXS and SANS

In some soft material systems, complementary use between SAXS and SANS is
effective to clarify the complex structures [161–168]. In Fig. 13.20, it is interesting
to notice that the shape of the SANS profiles and the SAXS profiles for PEP1–PEO1
micelle in dDMF/D2O solution is largely different, reflecting a large difference in
both scattering contrasts [153]. All the SAXS intensities at various times have a

Fig. 13.20 (a) Schematic diagram of experimental setup using a stopped-flow apparatus. (b) Time-
resolved SANS data after a rapid mixing of PEP1–PEO1 in 51 % dDMF/D2O solution with pure
dDMF obtained using the apparatus. (c) The time-resolved SAXS data (Reproduced with permis-
sion from ACS Macro Letters [153]. Copyright (2013) American Chemical Society)
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distinct scattering peak at high q range, while all the SANS intensities at various
times monotonically decrease with increasing q. This behavior is often seen for a
micelle in an aqueous solution [161]. In the SANS, the scattering length density of
the polymeric core makes a negative contribution, while in the SAXS it makes a
positive contribution. The SANS profiles show a behavior of I / q�1 at the initial
stage in a small q range, while they show a plateau-like behavior at the late stage.
The former behavior indicates cylindrical-like behavior as shown in Fig. 13.4, while
the latter suggests the Guinier-like behavior in the q range smaller than 2π/Rg.
Namely, these results show the cylinder-to-sphere morphological transition. On the
other hand, the SAXS data show better resolution in comparison with the SANS
data, although the time change in the intensity is much smaller, reflecting the small
scattering contrast. Lund et al. obtained structural parameters from the fitting
procedure to both SANS and SAXS data using a model of coexistence of sphere
and cylindrical core–shell [153].

Eyssautier and Barre et al. performed SAXS and SANS measurements for precise
structural analysis of nanoaggregates of asphaltene, which is high molecular sub-
stances in crude oil [162]. Figure 13.21 depicts (a) SAXS (5 g/L asphaltene in
H-toluene) and SANS (5 g/L asphaltene in D-toluene) profiles and (b) the contrast

Fig. 13.21 (a) SAXS profiles for 5 g/L asphaltene in H-toluene and SANS profiles for 5 g/L
asphaltene in D-toluene. (b) Contrast variation SANS for 50 g/L asphaltene in toluene at various h/d
ratios. These curves were fitted by two models of the core–shell cylinder model and the core–shell
sphere model (Reproduced with permission from J Phys Chem B [162]. Copyright (2011) American
Chemical Society)
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variation SANS (50 g/L asphaltene in toluene at various h/d ratios). Their fitting
analysis shows that both models of core–shell sphere and core–shell cylinder
describe their SAXS data well, i.e., it cannot be concluded from the fitting analysis
which structural model is better. However, the fitting analysis of the SANS data
reveals that the core–shell cylinder is the best model for asphaltene nanoaggregates.
Furthermore, the contrast variation SANS clearly demonstrated that the core–shell
cylinder model was superior to the core–shell sphere model.

Zemb and Diat pointed out importance of combined SAXS and SANS measure-
ments of the same sample containing surfactants, which allow decomposition into
form and structure factors [169]. Furthermore, they showed that combined SAXS
and SANS measurements are useful for direct determination of the adsorption
isotherm.

Complementary utilization of SAXS and SANS has been used in hard materials
such as metal alloys as well as soft materials. Ohnuma et al. determined the chemical
composition of the nanosized oxide in the steel matrix using the alloy contrast
variation (ACV) method [166]. In both SAXS and SANS experiments, the intensity
should be measured in absolute units. The chemical composition of the microstruc-
ture in the steel matrix is determined from the ratio of SAXS and SANS intensity
[166, 170].

Besides, combination of small-angle scattering and other techniques such as in
situ simultaneous SAXS and UV–vis, SAXS and Raman [171], simultaneous SAXS
and FTIR [172], simultaneous fitting of SAXS and WAXS data [173], and combined
SAXS/SANS with molecular dynamic simulations [174, 175] is also useful in
addition to conventional complementary use of scattering technique and microscopy
observation.

6 Conclusions and Future Perspective

In this chapter we have reviewed recent structural studies of soft materials such as
polymeric micelles, low molecular weight organogels, polymer–clay nanocomposite
gels, and so on. It has been shown that small-angle scattering methods such as
synchrotron SAXS, USAXS, SANS, and USANS are powerful to probe structures of
soft materials. Moreover, we have shown that combined scattering methods are very
effective to clarify hierarchical structures. The hierarchical organization is composed
of various structural levels, which depend upon the system, e.g., in the case of low
molecular weight organogels, (i) spherulites, (ii) network (or fractal) structure, (iii)
fibrous aggregates, (iv) cross-sectional structure of fibrous aggregates, and
(v) crystalline organization in fibrous aggregates. Accompanying high performance
of materials, their structures become more complicated. Therefore, it has been
emphasized that sophisticated structural analysis for complex systems is indispens-
able. In general, however, structural analysis in multicomponent systems, e.g., that
of three phases or more, becomes dramatically complex in comparison with
two-phase or one-phase systems. We have shown that contrast variation SANS
method using mixtures of hydrogenated and deuterated solvents with different ratios
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and anomalous SAXS near the absorption edge of an element are suitable for internal
structural studies of multicomponent systems. The scattering intensities measured
with different scattering contrasts can be decomposed into partial structure factor of
each component. The partial structure factors obtained thus presents important
information on the self-correlation between nanoparticles, that between polymers,
and the cross-correlation between nanoparticles and polymers.

In the future, importance of these combined methods and contrast variation
methods will increase more and more with the development of high-performance
materials. In practice the contrast variation SANS method introduced in this topic
has been recently used for structural analysis of various high-performance materials,
e.g., catalyst ink of fuel cell [118]. Anomalous SAXS may be useful for structural
studies of drug delivery systems (DDS), since polymeric micelles have potential as
drug carriers [176–178]. Recently, structures of polymer micelles that encapsulate
drug-equivalent substances containing bromine atoms have been investigated by
Sanada et al. [179]. Furthermore, anomalous X-ray scattering of light elements like
sulfur and phosphorus atoms may be promising as pointed out by Stuhrmann,
although the experiments are technically more difficult [105]. It may be useful
especially for biological systems such as nucleoproteins and membrane proteins.
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1 Definition of the Topic

Quasi-elastic neutron scattering (QENS) is a part of more general inelastic neutron

scattering and is a very powerful technique to explore the motions in biomolecules,

polymers, simple liquids, alloy melts, and soft matter in general. In this chapter, we

will discuss basic theoretical aspects of QENS, instrumentation, types of motion in

liquids and solids, understanding these motions from the QENS data, and recent

studies using QENS.

2 Overview

The QENS is a versatile technique to study the relaxation processes in the con-

densed materials, particularly in liquids. This technique typically uses cold neutrons

as the energy of the cold neutrons is in a similar range with relaxation process in

liquids and the wavelength is of the order of the interatomic distance in condensed

materials. The QENS techniques can provide much more information on the

relaxation processes (motions) as compared to other techniques, e.g., dielectric

spectroscopy, nuclear magnetic resonance, and tracer diffusion measurements. The

QENS technique is particularly helpful for understanding the microscopic dynam-

ics of soft and biomaterials since these materials contain a large number of

hydrogen atoms, and the hydrogen atom is very sensitive to neutron scattering

due to a large scattering cross section.

Neutron scattering offers not only QENS but also other scattering techniques

like diffraction, inelastic, reflectometry, triple axis, small-angle scattering, and

neutron imaging. However, facilities available for neutron scattering research are

very few in the world. The production of neutrons is very expensive and typically

requires either a nuclear reactor or a target-based source and also detection of

neutrons needs materials like 3He, which is rare on earth, are the reason for it. Over

the last few decades, few neutron scattering facilities like Spallation Neutron

Source, National Institute of Standards and Technology (NIST) Center for Neutron

Research (NCNR), Australian Neutron Scattering Facility, Forschungsreaktor

Munchen (FRM)-II Germany, ISIS-UK, and JAPARK at Japan have been built.

Also, there has been tremendous improvement in neutron scattering instrumenta-

tions, particularly building of new backscattering and spin echo spectrometers in

the abovementioned facilities. At present relaxation process in a time scale of

0.1 ps–350 ns can be measured using neutron scattering.

In the beginning, QENS was mainly used to study the diffusion in simple liquids

and hydrogen diffusion, in metals, etc. At present the QENS technique has been
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used in many fields of science ranging from colloids, polymers, ionic liquids,

hydrogen storage, food processing, biotechnology, and environments. In this chap-

ter we will provide an overview of basic theoretical understanding of QENS,

concepts of instrumentation, data analysis, identification of transport mechanism

from QENS data, and recent research results using QENS.

3 Introduction

Atomic/molecular relaxation processes in condensed materials, particularly the

long-range atomic/molecular diffusion process, are very important for many tech-

nological developments. For example, crystal growth from the melts, alloy design,

nano-device fabrications, etc., require the knowledge of diffusion processes. In the

field of basic science, glass transition is controlled by diffusion, and it is still an

unresolved problem in condensed matter physics. Particularly, a reason for several-

fold increase in the diffusivity of fragile glass-forming liquids in a short interval of

temperature is not yet understood. Understanding the function of protein, DNA, and

RNA is extremely important in life science, which is controlled by diffusion

process. Therefore, accurately measuring the diffusion of atoms/molecules is

unambiguously important in many fields of science and technology.

The atomic/molecular diffusion in condensed materials can be measured by

several techniques, dynamic light scattering (DLS) [1], X-ray photon correlation

spectroscopy (XPCS) [2], nuclear magnetic resonance (NMR) [3], tracer diffusion

(TD) [4], dielectric spectroscopy (DS) [5], and QENS [6]. However, QENS is a

unique technique; by this technique not only the diffusion coefficients of atoms/

molecules in condensed materials can be measured, but also it provides detailed

information on the atomic/molecular transport mechanism [7]. None of the

abovementioned techniques other than the QENS are capable of providing detailed

information about transport mechanisms in the condensed materials.

The DLS can only be used to study transparent or nearly transparent liquids, and

DS and NMR cannot be used to study metallic liquids. The dynamic range of XPCS

technique is few milliseconds to ten thousand seconds, and this technique is mainly

used to understand the relaxation process in glassy materials. The main advantage

of QENS is that the momentum transfer range in the interatomic distance can be

measured which allows to distinguish between different types of atomic/molecular

transport mechanism in liquids. For example, QENS can distinguish between

Brownian and jump-diffusion processes based on the observed momentum transfer

dependence of relaxation time. In the case of jump-diffusion process, in-cage

rattling process (β-relaxation) and long-range diffusion process (α-relaxation) can
be separately analyzed from QENS data. Additionally, the residence time and jump

length in the jump-diffusion process can also be calculated from a QENS experi-

ment. Measurements of these quantities are not possible with any other techniques.

Moreover, the intermediate scattering function derived from a QENS experiment

can readily be calculated by molecular dynamics simulation or ab initio molecular

dynamics simulation; hence, there is a close correlation between theory and
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experiments which will help further in the understanding of the dynamic processes

in condensed materials [8].

4 Theory of Quasi-Elastic Neutron Scattering

In a typical neutron scattering experiment, a beam of neutrons with a narrow, well-

defined energy (or wavelength) distribution is focused onto the sample. The narrow

energy distribution around the energy of interest is typically achieved by

monochromating the incident beam which is accomplished by many different

ways depending on the instrument design. When the monochromatized incident

beam of neutrons collides with the atoms in the sample, the strong nuclear interac-

tion scatter the neutrons in various directions. The crucial information about the

dynamics (or structure) in the sample can be obtained as this scattering phenomena

changes energy distribution of the scattered neutrons with respect to the initial

distribution. Typically, if the time scale of motions matches the time range of the

instrument, then a strong interaction between neutrons and atoms of material under

consideration is expected. On the other hand, if the motions are too slow, then most

of the neutrons scatter elastically without much dynamic interaction with atoms.

The dynamic range offered by an instrument defines how fast motions can be

probed with respect to the instrumental resolution, which is the slowest possible

measurement on an instrument. Typically, to match the time scales of atomic

motions in material under consideration with the instrument, either temperature,

pressure, or some other external variable is varied. There are two kinds of inelastic

scattering that are typically observed in soft matter. The first is called inelastic

scattering in which the shift in scattered peak from the incident energy indicates the

energy of the excitation. This kind of scattering is typically observed in materials

that have well-defined energy excitations, e.g., methyl group rotations in crystalline

materials. Purely inelastic scattering is typically not observed in soft materials. The

second type of scattering appears as broadening of the incident energy distribution

over the elastic scattering and is typically referred to as QENS. This is the most

relevant type of scattering that is observed in soft materials.

Neutrons possess a number of important properties that makes the neutron

scattering technique so powerful in exploring motions particularly in soft matter

physics. First, the wavelength of most facility produced neutrons range between 1 Å

and 10 Å, which overlaps nicely with typical interatomic or intermolecular dis-

tances in soft organic materials. The length scale of the motions over which a

motion is probed by a neutron depends on the wavelength of the neutron and is

given by the scattering vector Q = 4πsin(θ)/λ. In the above expression, Q is the

momentum transfer of neutron, θ is the scattering angle, and λ is the neutron

wavelength. The momentum transfer Q is inversely related to the length scales

probed by the neutrons. Accesses length scales by an instrument depend on a

number of parameters; typically instruments probe scattering over a range of angles

which provide Q range between 0.1 Å�1 < Q < 3.0 Å�1. In real space this will

correspond to length scales approximately 2 Å–60 Å, well suited for characterizing
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local atomic and molecular motions in soft materials. The second property of

neutrons that makes them useful for measuring soft matter dynamics is their

energies. If we calculate energies corresponding to the neutron wavelengths men-

tioned above, cold neutrons will have energies of the order of a few meVs. This

energy is on the same order of magnitude as the activation energies for many of the

solid state excitations, molecular relaxations, and dynamic processes that occur in

soft materials. This simply means when a neutron gains or loses energy from a

dynamic interaction with the sample, the change in the energy of the neutron is a

significant fraction of the initial neutron energy and, therefore, easy to measure with

certainty. In addition, due to their low energies (e.g., in comparison to X-rays),

neutrons are typically nondestructive and sample is not altered or destroyed during

or after the experiment which is very important particularly for biological samples.

The neutrons are either produced by nuclear fission (splitting of nucleus of heavy

atoms) or spallation process (high-energy particles hit on heavy nucleus) and have

high energies. The high-energy neutrons have to slow down to be used for QENS

experiments because the energy of neutron should be comparable to the energy of

diffusion process in the condensed materials. As we mentioned above, the energy of

diffusion process in liquids is of the order of few meV. The cold neutron can

be obtained by passing the high-energy neutrons through helium kept at 25 K

(moderator), and outgoing neutrons will have an energy centered at 25 meV. The

cold neutrons are nonrelativistic particles so the energy-momentum relationship is

E ¼ p2

2mn
(14:1)

where p is the momentum and mn is the neutron mass. Using de Broglie and Plank’s

equation p ¼ ℏk and k ¼ 2π=λ, the wavelength of a thermal neutron can be written

as

λ ¼ ℏffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2πmnE

p (14:2)

For E = kBT = 300 K, λ = 1.8 Å. As we can see, the thermal energy of the

neutrons is comparable with the energy of vibrational and diffusional energy in

condensed materials, and the wavelength is comparable with the interatomic

distance in condensed materials.

Every element in the periodic table has a unique value of coherent and incoher-

ent cross section. These values are available on the NIST neutron scattering center

webpage [9]. The intensity of scattered neutron in a neutron scattering experiment

depends on the coherent and incoherent scattering cross section and determines

which one will dominate the signal. For example, water contains one oxygen and

two hydrogen atoms. The coherent cross section of oxygen is 4.23 b and incoherent

cross section is nearly zero. For hydrogen, the coherent cross section is 1.75 b, but

the incoherent cross section is 80.2 b. The macroscopic incoherent scattering cross

section of 1 mol of water will heavily dominate the overall scattering cross section.
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So in a neutron scattering experiment with water, the scattered intensity will mainly

be due to incoherent scattering of hydrogen atoms. The incoherent cross section of

hydrogen atoms is about 20 times larger than either coherent or incoherent neutron

scattering cross section of any other element in the periodic table. This is the final

reason why neutrons are ideal for measuring the dynamics in soft matter. This is

shown schematically in Fig. 14.1 where the area of the circle represents the

magnitude of the scattering cross section [10]. As the hydrogen cross section is

much higher than other elements, in a typical experiment, incoherent scattering

from hydrogen will dominate the overall measured signal. This is very useful

because H dynamics are often difficult to quantify with complimentary optical

and X-ray scattering techniques that are often insensitive to the lighter elements.

The usefulness of neutron scattering is further enhanced by the fact that the isotopic

substitution from hydrogen (H) to deuterium (D) greatly reduces this large scatter-

ing cross section. By selectively replacing certain H with D, one can study the

dynamics isolated to a certain molecular group or component in a multicomponent

systems (e.g., binary liquids or polymer blends). In biomolecular systems, substi-

tution also helps in measuring dynamics of host and matrix indirectly where

complete deuteration of either is not possible or too expensive, e.g., in case of

hydrated proteins.

The total measured intensity in a neutron scattering experiment is a summation

of incoherent and coherent intensities from the sample. For coherent scattering

events, there is a spatial correlation between the scatterings from different atoms of

the same type. These spatial correlations allow us to determine the pair-pair

Fig. 14.1 A representation

of total (coherent +

incoherent) and incoherent

scattering cross sections in a

number of materials

occurring in soft matter

physics. As one can see

hydrogen’s incoherent

scattering cross section

dominates heavily
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correlation function, i.e., the spatial correlations between the different atoms of

same type as a function of time and space. These correlations are often related

with structures or the dynamics of such structures. For incoherent scattering,

single particle is considered as there is no correlation between pairs of

atoms. This kind of scattering leads to what is known as self-correlation functions.

In this correlation function, the probability of finding the particle in a position

after time t (defined by the energy exchange) is calculated. From the energy

and angular dependence of the incoherent scattering, one can determine the time

and length scale of the self-motions in soft matter. As most soft materials

are hydrocarbons, their incoherent scattering is very strong and dominates the

measured signal. If the pair correlation function is desired, then typically

isotopic substitution is performed and hydrogens are replaced with deuterium

that reduces incoherent scattering and coherent scattering can be

enhanced and measured. Quasi-elastic neutron scattering is one of the most

direct methods to quantify the time and length scales of soft matter dynamics in

general.

In a QENS experiment, the quantities of interest are changes in energy and

momentum transfers during the scattering process. The momentum transfer is

directly measured from the angle of the scattering. To calculate the energy change

of neutrons in a scattering process, the time-of-flight of the neutron from the sample

to the detectors could be measured. The time-of-flight will be shorter if the neutrons

gain energy or longer if the neutrons lose energy during the scattering process. The

energy change and momentum transfer can be expressed in the form of double

differential scattering cross section:

dσ

dΩdω
/ kf

ki
S Q,ωð Þ (14:3)

kf and ki are scattered and incident wave vectors, respectively, and σ is the scattering
cross section, dΩ is the solid angle, and dω is the energy change [6]. The function

S(Q, ω) is called the dynamic structure factor and it contains information on

the dynamic processes of the sample within the resolution of the instruments.

The S(Q, ω) are analyzed to get the dynamic information of the sample in a

QENS experiments. The information contained in S(Q, ω) is function of momentum

transfer (Q) and energy change in Q and ω space. To understand and better visualize

the information contained in S(Q,ω), it can be converted to real space and time. The Q

is related to real space by d = 2π/Q, where d is in length scale and energy is related to
time so we can double Fourier transform the function S(Q, ω) to convert it to real

space and time:

I Q, tð Þ ¼ ℏ
ðþ1

�1
S Q,ωð Þeiωt dω (14:4)

I(Q, t) is called intermediate scattering function. Further Fourier transforming in

space G(r, t) is the space Fourier transformation of I(Q, t)
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G r, tð Þ ¼ 1

2πð Þ3
ð1
�1

I Q, tð Þe�iQ:rdQ (14:5)

G(r, t) is called van Hove correlation function. The scattering from a sample can be

due to incoherent or coherent process. So the function G(r, t) that can be written as

sum ofG r, tð Þ ¼ Gd r, tð Þ þ Gs r, tð Þ is called self-correlation function and Gd(r, t)
is called pair correlation function. Gs(r, t) is the probability of finding the same

particle at one point at t = 0 and at a later time t at the distance r. Gd(r, t) is the
probability for finding two different particles of same type at a position Ri(0) and

Rj(t) separated by a distance r and at a time interval t. Following information about

dynamic process can be obtained from incoherent and coherent scattering process

and summarize what we discussed above:

Incoherent scattering: no spatial coherence in scattered neutrons and a constant

intensity at different angle

• Information on single particle:

– Elastic incoherent scattering (Debye-Waller factor) : elastic incoherent struc-

ture factor geometry of diffusive motion

– Inelastic: diffusive dynamics (continuous, jump, rotations, jump length, res-

idence time, and diffusion coefficients)

Coherent scattering: spatial coherence and intensity is due to superposition of

scattered waves

• Gives information on spatial correlations and collective motion:

– Elastic: Where are the atoms? What are the shapes of objects?

– Inelastic: Excitation spectrum – e.g., phonons.

– Coherent QENS: Collective diffusion, shape fluctuation, α-relaxation.

Therefore, single particle dynamics can be studied in materials that have dom-

inant incoherent scattering cross section. As we know that the hydrogen atom is the

strongest incoherent neutron scattering element in the periodic table, QENS is the

best technique for studying the diffusive dynamics in hydrogenated materials like

polymers, colloids, and biomaterials.

5 Types of Motions in Condensed Materials

Apart from the vibrational motions, atom/molecules in liquids move randomly due

to microscopic density (thermal) fluctuations. The random motion is influenced by

the density of the liquid. In the low-density liquids, particles hit and move randomly

on Brownian dynamics. However, as the density increases, atoms form cages by its

neighboring atoms. In such liquids atoms initially rattle in the cage formed by its

neighboring atoms for a short time and move to the next cage. This process is called

jump diffusion [11]. In liquids with even higher density, a group of atoms can move
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together in the same fashion or collectively and has been observed recently. One of

the advantages of QENS is that Brownian and the jump-diffusion process can be

distinguished from the scattering data, and jump length and residence time (time in

which atom rattled in the cage before it move to the next cage) can be calculated.

The diffusion process in liquids is stochastic, and therefore, atoms/molecules

move randomly in all possible directions, and the energy change in the diffusion

process is continuously distributed from nearly zero to few μeV volts. Therefore,

unlike inelastic neutron scattering process (phonons or magnetic scattering), we do

not observe any additional peak in the S(Q,ω) along with the elastic peak. Instead

quasi-elastic broadening shows up over elastic peak. The QENS broadening of the

elastic peak depends on the Q values, and the shape of the broadening can be in

different functional form. In a purely Brownian dynamics, one observes a

Lorentzian broadening of quasi-elastic width. In glass-forming and highly viscous

liquids, the quasi-elastic broadening is rather complicated and can be described by

Fourier transformed stretched-exponential function. By analyzing the momentum

transfer dependence of the width of quasi-elastic spectra, details about atomic/

molecular dynamics and microscopic transport mechanism in the sample can be

obtained.

6 Designing of QENS Experiments

Every QENS spectrometer has its time window in which the dynamic process in the

sample can be measured. The time window is defined by the wavelength and

dynamic range accessible in the spectrometer. The typical time window of a

chopper spectrometer is 0.05–10 ps and that of backscattering spectrometer is

50–5000 ps. So there should be an idea of time scale on which the dynamic process

might be present in our sample for choosing the appropriate spectrometer. Sample

size also matters in the QENS experiments. This is due to multiple scattering

processes. Multiple scattering refers to the interaction of neutron with more than

one atom before leaving the sample. To avoid multiple scattering, the thickness of

the sample is chosen in a way that 90 % of neutrons are transmitted through the

sample. By considering macroscopic coherent, incoherent, and absorption cross

sections of the sample, the transmission coefficient can be calculated. For example,

water is a very commonly studied material with QENS and water contains oxygen

and two hydrogen atoms.

The transmission, T, relates to thickness, t, as

T ¼ exp �Σtð Þ

� ! is the macroscopic cross section: Σ ¼ nσ.
n is the number density (number of atoms in a unit volume) (atoms/cm3).

σ ! is the microscopic cross section (barns/atom) 10�24cm2.
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n ¼ 1gm

cm3
� 1mole

18gm
� 6:02� 1023

mole
¼ 3:34� 1022

cm3

σ ¼ 2� 80� 10�24cm2

Σ ¼ σn ¼ 5:34

cm

Sample thickness, t = �ln 0:9ð Þ
5:34 ¼ 0:2mm.

So the thickness of water sample for 90 % scattering should be 0.2 mm.

7 Instrumentation

7.1 Choosing the Right Instrument

The dynamic processes and relaxations that occur in soft matter span a broad range

of time and length scales. To optimize instrument characteristics and functionality,

generally, different instruments are designed to cover different ranges of time and

length scales. A classic diagram showing time and energy against length scales is

shown in Fig. 14.2 [10]. The three neutron scattering techniques that have been used

extensively for soft materials include neutron spin echo spectroscopy (NSE) [12],

backscattering spectroscopy (BS) [13], and time-of-flight (TOF) spectroscopy

[14]. The main difference among the three techniques is the time and length scale

probed by these instruments. The NSE is sensitive to the slowest motions. It is most

sensitive to dynamic processes on a time scale of 100 ns to 0.05 ns, placing it in the

micro- to nanosecond range. As larger objects tend to move slower, NSE is also

sensitive to the longer range motions, and length scales on the order of 0.1–25 nm

are covered. At these times and length scales, NSE can be used to monitor diffusive

motions of membranes, polymer chains, or large scale collective motions that span

across tens to hundreds of atoms. The BS spectrometers are sensitive to slightly

faster and shorter range motions, e.g., time range of 5 ns to 0.01 ns and the length

scales of about 3 Å to about 3 nm. In soft materials, these often include side group

motions, methyl rotations, or crank shaft motions of chain segments and diffusion

of simple liquids. The TOF spectroscopy is sensitive to the fastest dynamics of the

three instruments, that is, to dynamics on the order of picoseconds and faster and

over comparable length scales as in the BS instrument. At these time scales, the

dynamical processes probed in TOF experiments are typically atomic or molecular

vibrations and diffusion of liquids at higher temperatures. The TOF is used heavily

to probe vibrational and high-frequency relaxation processes of the hydrogenous

molecular groups in the sample.

QENS experiments require access to a neutron scattering facility as production

of neutrons requires a reactor or spallation source. While there are only a handful of

these in most major countries, access is often encouraged, and most users find the

facilities open to the scientific and research communities in general. In the United
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States, two major neutron facilities are NCNR [10] and Spallation Neutron Source

(SNS) [15]. In Europe, major facilities are Institut Laue-Langevin (ILL) [16] at

Grenoble and Laboratoire Leon Brillouin (LLB) Saclay [17] at France, FRM II [18]

in Munich, Germany, and European Spallation Source (ESS) at Lund [19], Sweden.

All these facilities offer a number of NSE, BS and TOF spectrometers, which are

typically used to explore the motions in soft materials and under confinement.

Below we describe details about instrumentation.

7.2 Neutron Spin Echo Spectrometer

The neutron spin echo technique exploits neutron’s spin and magnetic moment in a

magnetic field. Polarized neutrons travel through two symmetric magnetic fields

before and after the sample. At the sample a π spin flip occurs by a flipper. If the

scattering process is strictly elastic, the Larmor precession angles in the two fields

are equal and opposite, so that full polarization is recovered, irrespective of the

initial neutron energy distribution [12]. Quasi-elastic scattering with the sample
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Fig. 14.2 A classic map showing time and length scales probed by different instruments for

quasi-elastic neutron scattering. As can be seen NSE probes slowest and longer length scales,

while TOF probes relatively faster and shorter length-scale motions [10]. For more details, check

www.ncnr.nist.gov
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leads to a change in the neutron energy, resulting in a decrease in the polarization.

With the manipulation of the neutron spin, NSE spectrometer directly measures the

intermediate function S(Q,t) by scanning the magnetic fields in the coils and

measuring the polarization. Measuring the scattering function directly in the time

domain is a major advantage as modeling of dynamics is much easier in time

domain in comparison to frequency domain where typically Fourier transformation

is needed to convert the data to time domain (see below for more details). NSE

typically is optimized to measure coherent scattering, and therefore, most studies on

NSE deal with measurements of pair correlation functions in systems such as

polymers, glass-forming liquids, and membranes. However, incoherent scattering

can also be resolved by relatively longer counting times and can be directly

compared to incoherent scattering measured on BS and TOF.

7.3 Backscattering Spectrometer

The BS spectrometer is an inverse geometry spectrometer where the final energy of

neutrons is fixed. The details of the high-flux backscattering spectrometer (HFBS)

installed at NIST are described in Fig. 14.3 [13]. A beam of neutrons travels through

the converging guide and is reflected off of a phase space transformation chopper

(PST), toward a monochromator.

Beam shutter

Vacuum chamber

PST chopper
White beam monitor (WBM)

Converging guide

Monochromator

Monochromator drive system
(Doppler)

Incident beam
monitor (IBM)

Detectors

Sample  position

Transmitted beam
monitor (TBM)

Beam stop

Analyzer array

Debye-Scherrer rings

Fig. 14.3 A schematic representation of the NIST high-flux backscattering spectrometer [10,

13]. Typical BS spectrometers follow the same layout [20]
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The role of PST chopper is to increase flux at the desired wavelength (6.27 Å for

Si(111) crystals) and deflect the enhanced beam toward the monochromator.

The monochromator selects only the desired wavelength neutrons and focuses

them to sample position. This is made possible by rotating PST by 180� in the

meantime and allowing neutrons to pass through an open section. When the

neutrons hit the sample, they scatter at different angles into the Debye-Scherrer

ring of analyzers (made of the same material as monochromator). These analyzers

reflect only those neutrons with a wavelength of 6.27 Å back toward a bank of
3He detectors that resides just behind and slightly above the sample position. As the

neutron optics for HFBS spectrometer is designed for 6.27 Å neutrons,

only elastically scattered neutrons reach the detectors when the monochromator is

static. This mode of the instrument is generally used to probe phase transitions and

also to access overall mobility in samples and is popularly known as “fixed

window scan” or “elastic scans.” To access more details about the dynamics, one

can oscillate the monochromator back and forth relative to the incident neutron

beam. This Doppler shifts the reflected neutrons with a band of incident energies

around energy corresponding to 6.27 Å. If the frequency and stroke of the Doppler

drive oscillation are known, it is possible to calculate the broadened energy

distribution of the Doppler-shifted, initially monochromatic neutron beam. How-

ever, only those Doppler-shifted neutrons that change back to their original incident

6.27 Å wavelength after scattering are reflected off of the analyzers and into the

detectors. From this it is possible to determine the energy distribution of the

scattered neutrons.

The energy resolution offered by HFBS is about 0.85 μeV FWHM, which means

motions faster than 205 MHz can be explored by the HFBS spectrometer; slower

motions appear as static and show up as elastic line. The maximum energy window

defined by Doppler frequency is � 36 μeV. All scattering events outside of the

energy window, associated with fast relaxation processes, appear as background

under the scattering spectrum. The other two major backscattering spectrometers

that employ the concept of PST chopper are located at ILL [20], France, and FRM II

[21], Munich, Germany. These are reactor-based BS spectrometers like HFBS at

NIST. The energy resolution is somewhat similar for BS spectrometer at ILL, while

the one at FRM II has slightly better resolution at 0.65 μeV.
Another backscattering spectrometer has been installed at the spallation neutron

source at Oak Ridge. BASIS [22] is the first spallation source-based backscattering

spectrometer that utilizes silicon crystals. It features a long primary path flight path

and S(111) crystals just like HFBS with a near backscattering angle of 88�. The
instrumental resolution has been controlled by introducing the elastic deformation

of the crystals similar to reactor-based backscattering spectrometers. BASIS offers

slightly broader resolution when compared with reactor-based BS spectrometers

(3.5 μeV) but also offers much broader accessible dynamic range of �100 μeV
which can be extended to�200 μeV under some conditions. The BASIS instrument

is an excellent addition to cover the dynamic range gap that occurs when a typical

BS spectrometer such as HFBS and a typical time-of-flight spectrometer such as

DCS at NIST are employed.
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7.4 Time-of-Flight Spectrometer

The TOF spectrometer is based on the concept of measuring the flight time of

neutron. It operates on the principle that when scattered neutrons gain energy, they

speed up, while neutrons slow down when they lose energy, and by measuring this

accurately energy distribution can be established. A schematic in Fig. 14.4 depicts

how a typical TOF spectrometer operates (taken from DCS spectrometer at NIST).

The neutron beam enters a filter that only allows neutrons of a well-defined

wavelength range to pass through. This filtered beam of neutrons then goes into a

“chopper” that periodically releases pulses of neutrons onto the sample. The

distance from the chopper to the sample and then from the sample to the detectors

is accurately known. Since the energy or the speed of the incident beam of neutrons

is known (defined by the chopper system), it is straightforward to predict how long

it should take a given pulse of neutrons to leave the chopper, scatter from the

sample elastically, and then reach the detector. If this time interval has changed,

then neutrons have exchanged their energies with the sample. As Fig. 14.4 shows,

there are a number of detectors equidistant from the sample, spread out in a

semicircle which allows the dynamics to be probed over a large Q range. Typically,

by varying the incident neutron wavelength, desired resolution can be chosen which

typically falls in the range of 20–600 μeV (full width at half maximum). Though the

Q range in most TOF spectrometers depend on the wavelength of the neutron, most

TOF spectrometers offer Q range comparable to BS for soft matter studies.
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Fig. 14.4 A schematic representation of disk chopper spectrometer (Reprinted with permission

from [14])
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8 Understanding QENS Data

The fixed window scan (FWS) or the elastic scans are easiest to analyze and

interpret as simply all scattered neutrons are counted as a function of an external

parameter, e.g., temperature or pressure. A first-order phase transition shows up like

a step in elastic intensity. If a relatively smeared change in elastic intensity is

observed, this typically means that neutrons are interacting strongly with the

sample, and therefore dynamics is well suited for BS time scales in that, e.g.,

temperature range. In order to understand the details about molecular motions

under investigation, it is necessary to model the Q and T dependence of the

observed QENS data. As we mentioned above, Q and ω dependence of the scattered

neutrons contain all the spatial and temporal characteristics information of the

dynamics that fall within the energy and Q resolution of the spectrometer. Most

QENS measurements in soft materials focus on the incoherent neutron scattering

given that the incoherent cross section dominates the scattering for hydrogenous

materials and, therefore, provide self-correlation function of the hydrogens. This

measured dynamic structure factor S(Q,ω) or S(Q,t) must be normalized properly

(discussed below) before being modeled suitably. The process of choosing an

appropriate model for the motion is beyond the scope of this chapter. However,

there are several textbooks dedicated to this subject; see, e.g., Refs. [6] and [23]. In

the following we present a few simple models which are typically used to charac-

terize simple motions in polymers and simple liquids.

8.1 Reduction of QENS Data

Following procedures are normally applied to get S(Q,ω) of the sample which are

corrected for instrument factors and container scattering.

(a) Monitor normalization: For certain QENS experiments, the absolute values of

intensity from different samples may need to be compared. As the neutron flux

either from a reactor or spallation source varies with time, incoming neutron

flux has to be normalized for such studies. This is done by measuring total count

of neutrons before hinting the sample. A beam monitor is placed in front of the

sample to count the total flux of incoming neutrons that hit the samples, and the

total counts of the monitor are normalized with the detector counts.

(b) Vanadium normalization (detector efficiency correction): The efficiency of

detectors may be different, and correcting the detector efficiently is done by

normalizing the scattered data from pure vanadium having geometry similar to

the sample. The reason for choosing the vanadium is that it is purely an

incoherent scatterer, and scattered intensity is roughly independent of angle

of scattering.

(c) Self-absorption correction and background: As the neutrons pass through

samples, it may get absorbed by the sample and container. In addition, sample

containers can scatter neutrons as well. These factors need to be taken into
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account for deducing S(Q,ω). Following equation is generally used to correct

for absorption and container scattering to get the absolute scattering from the

sample [24]:

Is sð Þ ¼ Icþs sð Þ 1

As, sc sð Þ � Ic sð Þ Ac, sc sð Þ
As, sc sð ÞAc, c sð Þ (14:6)

IsðsÞ = intensity from the sample

IcðsÞ = intensity from the container

Icþs sð Þ = intensity from the sample and container

As,scðsÞ = absorption coefficient for scattering in the sample and absorption

in both samples and container

Ac,sc(s) = absorption coefficient for scattering of container and absorption

of both sample and container

Ac,c(s) = absorption coefficient for scattering and self-absorption in

container

(d) Multiplication by detailed balance factor: In atomic/molecular materials, par-

ticularly at low temperatures, the probability of finding atoms in the lowest-

energy state is higher than in the high-energy state. Hence, when neutrons

interact with nucleus, the probability of losing energy in the scattering process

is higher than the probability of gaining energy. Therefore, the quasi-elastic

broadening will not be symmetrical with respect to zero energy transfer. To

account for this, the S(Q,ω) is multiplied by the Boltzmann factor:

S Q,ωð Þ ¼ exp
ℏω
2kBT

� �
S �Q, � ωð Þ (14:7)

kB is the Boltzmann constant and T is the temperature.

(e) Multiple scattering corrections: This is the case where the sample cannot be

made thin enough and multiple scattering become dominant. In such cases

the Q dependence of the relaxation time found to deviate for small Q values.

There are few computer programs available for multiple scattering

corrections [25].

8.2 QENS Data Analysis

A soft matter system, in general, exhibits a broad spectrum of relaxation processes

whose characteristic times range from picoseconds to seconds. This makes

the modeling slightly more challenging unlike molecular crystals where a well-

defined model can be used to extract parameters that characterize a particular

dynamic mode. The QENS data fitting and analysis often require trial and

error since satisfying results need to achieve an acceptable mathematical fitting as

well as make physical sense. The general Eq. 14.8 to model the QENS data can

be read as [6]
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S Q,ωð Þ ¼ DWF A Qð Þδ ωð Þ þ 1� A Qð Þ½ �SQE Q,ωð Þf g þ BKG (14:8)

where DWF is the Debye-Waller factor, A(Q) is the elastic incoherent structure

factor (EISF), δ(ω) is the Dirac delta function at zero frequency, SQE(Q,ω) is the
quasi-elastic scattering model function, and BKG is the background. In the above

equation, DWF takes into account all faster vibrational processes. For diffusive or

diffusive-like processes, EISF approaches zero, which makes the data analysis

simpler. For non-diffusive motions, EISF provides crucial information about the

geometry of the motion. The Dirac delta function accounts for any processes that

are slower than instrumental resolution, and typically flat background accounts for

any processes that are faster than that can be accessed by instrument

dynamic (or time) window. As the QENS measured data is resolution broadened,

the above equation should be convoluted with instrumental resolution before it

can be fitted to the measured experimental data. The first commonly used approach

is to treat the QE signal, SQE(Q,ω), by a single Lorentzian function[6, 23].

As Fourier transform of a Lorentzian function is a simple exponential function in

the time domain, a Lorentzian function can be interpreted as a purely exponential

relaxation process with a single relaxation time τ. In a liquid, atoms or

molecules diffuse away in space with time due to relatively small molecular size.

This shows up in the measured intermediate scattering function as it

decays exponentially with relaxation time τ. This relaxation time depends on the

diffusion constants and can be given by τ Qð Þ ¼ D�1Q�2 where D is the diffusion

constant. In molecular liquids, individual molecules go through both rotational

and translational motions. This means while the center of mass translates in

space, these molecules also orient and reorient about their center of mass.

Typically, it is assumed that these two motions are statistically uncorrelated and

can be expressed separately. In the frequency domain, this scenario translates to a

sum of two Lorentzians. As translational motion is strongly dependent on

spatial access, typically there is a strong Q dependence of relaxation time or

full width at half maximum (FWHM) that is typically accessed in frequency

domain. In frequency domain, such a Q dependence can be fitted to jump-diffusion

model as

FWHM ¼ DQ2

1þ DQ2τ0
(14:9)

where τ0 is residence time. The local character of rotational motion typically

produces Q-independent time scales or FWHM. As we discussed above, NSE

directly measures the intermediate scattering function, S(Q,t), and therefore, data

reduction is much simpler as no convolution with the instrumental resolution is

needed and it simply can be divided. The above modeling generally works for

simple liquids. However, for polymer segmental motion, a single Lorentzian

(or two Lorentzians) is, often, not enough, and, usually, a stretched-exponential

function or Kohlrausch-Williams-Watts (KWW) function [26] fits the data well.

The KWW function, in time domain, is given below:
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S Q, tð Þ � exp � t=τð Þβ
n o

(14:10)

In the above equation, τ is the characteristic relaxation time and β (0<β<1) is the

stretched-exponential shape parameter defining the non-exponential behavior of the

relaxation. The KWW function has been very successful in describing the dynamics

of amorphous liquids and polymer segmental motions in literature. The KWW

model can be thought of as a distribution of relaxation times and has also been

interpreted in heterogeneous and homogeneous scenarios of the molecular dynam-

ics [27] where the dynamics is believed to be non-exponential inherently. However,

fitting the QENS data to KWW is not straightforward and it requires caution when

used. The KWW function has no exact functional form other than β = 0. 5 [28] in

frequency domain, and, therefore, Fourier transform of the experimental data is

needed. This often leads to large errors due to limited time range available on

neutron spectrometers. This problem can often be eliminated by combining differ-

ent instruments and increasing the time range for measurements. In addition, shape

parameter and relaxation time are strongly coupled, and the correlation matrix has

to be examined carefully before analyzing the results. For polymer systems,

generally, shape parameter β is found to be Q independent and very weakly

dependent on temperature although some exceptions exist [29]. This makes the

fitting procedure relatively easier as one can fix the shape parameter to average

values and determine the relaxation times with better accuracy.

Typically, elastic intensity is measured as a function of temperature. The

measured elastic intensities can be used to calculate mean square displacement

(MSD) through Gaussian approximation. Harmonic oscillators are exactly

described by a Gaussian function according to which the spatial distribution of

the particles at long time is Gaussian and takes the form

I Q, Tð Þ=I0 Qð Þ ¼ exp �Q2 < u2 Tð Þ > =3
� �

(14:11)

In the above equation, I0(Q) is the purely elastic intensity and can usually be

measured on a sample at low temperatures where no dynamics is expected on the

time scale of backscattering instrument. With this assumption, a plot of ln(I/I0)

versus Q2 is linear, and the slope provides the value of the mean square displace-

ment, <u2> at a given temperature. Although most atomic motions in soft con-

densed matter are admittedly anharmonic, this approximation has been useful for

characterizing the dynamics of polymers and other glass formers.

9 Review of Recent Studies

In recent years QENS has been used for studying relaxation process in various

materials, which includes ionic liquid, organic liquids, water, proton-conducting

materials, metallic glass-forming melts, biomaterials, polymers, and various mate-

rials in nano- or mesoporous confined states. There are about 40–50 research
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articles based on QENS experiments being published in every year since 1995.

Among several fields of research explored by QENS in recent years, in this chapter

we would like to discuss following important research result from QENS studies:

dynamics in glass-forming alloy melts, dynamics of water in confinement, polymer

under confinement, dynamics of uniquely synthesized nanoparticles, hydrogen-

bonded liquids in vycor, solution under confinement, dynamics of gas in nanopores,

and energy storage applications.

9.1 Dynamics of Glass-Forming Alloy Melts

The glass transition is a reversible transition. When a liquid is cooled below its

melting temperature, it solidifies in the amorphous state. This phenomenon is

generally called as glass transition. Irrespective of the nature of interatomic bonds

or intermolecular bonds, in general, all liquids can be vitrified on fast cooling.

According to the temperature dependence of viscosity the liquids, glass-forming

materials are generally classified into two groups: strong and fragile [30]. The

strong liquids show an Arrhenius dependence of viscosity but the viscosity of

fragile liquids increases fourfold to fivefold in a short interval of temperature

close to the calorimetric glass-transition temperature [31]. The reason for the

huge increase in viscosity in a short interval is not yet understood [32]. Most of

the recent QENS work on the glass transition was to understand the relaxation

dynamics in the abovementioned temperature regime. Since metallic liquids spon-

taneously crystallize below the melting temperature, studying the dynamics below

the melting temperature in the conventional way (using crucible) is not possible.

To study the relaxation dynamics in the metallic supercooled liquids, electromag-

netic and electrostatic levitation techniques have been used to overcome the

crystallization problem [33, 34]. In these QENS studies, the experimental results

were mainly compared with the theoretical predictions of dynamics in glass-

forming liquids [35–37].

Theoretically, mode-coupling theory (MCT) has been very successful in

explaining the dynamics of fragile glass-forming liquids. The theory predicted

that the incoherent intermediate scattering function (ISF) decay in two steps

[38]. The intermediate scattering function can be obtained from QENS experi-

ments. This results in many QENS experiments with metallic glass-forming liquids

that studied the shape of ISF and its momentum transfer dependence. The most

important prediction of MCT was the existence of dynamic transition in the glass-

forming liquids. The MCT predicted that at a critical temperature (Tc) the atomic or

molecular transport mechanism changes from non-Arrhenius to Arrhenius temper-

ature dependence, and the Tc depends on the density or packing fraction of the

liquids.

Prof. Andreas Meyer was the first one to carry out a detailed study on the

dynamics of dense metallic glass-forming liquids. He has investigated the atomic

relaxation process in Zr- and Pd-based alloy melts [35, 36]. The relaxation pro-

cesses in the abovementioned alloy melts were found to be in excellent agreements
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with MCT predictions. The self-correlation functions (S(Q,t) or I(Q,t)) of the alloy

melts measured above the melting temperature show two-step relaxation process,

and ISF holds the time-temperature superposition principle of MCT. The first step

in the decay of ISF is due to the cage rattling of atoms before the long-range

diffusion process and is called the β-relaxation process. The second step in the

decay of ISF is the long-range atomic transport process. The MCT has predicted

that the decay of first step in ISF due to the β-relaxation process should follow the

functional form (see Fig. 14.5):

I Q, tð Þ ¼ f Q þ hQgλ t=tσð Þ (14:12)

where fQ is the Debye-Waller factor and hQ amplitude of β-relaxation process. The

scaling function gλ (t/tσ) is defined by ISF shape parameter λ. The QENS data from

Zr- and Pd-based melts found to follow the above equation and results from the

fitting of Eq. 14.12 provided the crossover time tσ and hQ, which are temperature-

dependent parameter. Error bars throughout the text represent one standard devia-

tion unless defined otherwise. The MCT predicted that close to Tc the temperature

dependence of tσ and hQ with the scaling function,

tσ / T � Tcð Þ1=2a and hQ / T � Tcð Þ1=2 (14:13)

From the temperature dependence of the tσ and hQ (Eq. 14.13), the critical temper-

ature (Tc) of the system was found out. The Tc calculated using the above equations

found to be about 1.2–1.3 times the calorimetric glass-transition temperature (Tg).

By tracer diffusion technique, Ratzke et al. have measured the diffusion coefficient

of Co atoms in the Pd-P-based alloy, and it shows a clear change in the diffusion

process from an Arrhenius process to non-Arrhenius process at a critical tempera-

ture of 1.2–1.3Tg, thus confirming the Tc obtained from the β-relaxation process

that was observed by the QENS experiments [4].

According to MCT the Tc can also be derived from the α-relaxation process and

the relaxation time of the α-process is controlled by packing fraction of the liquid.

Fig. 14.5 Intermediate

scattering function of liquid

Pd40Ni40P20 measured close

to the melting temperature.

The decay of ISF is a two-step

process. The solid and dotted
lines are the fits with
Eqs. 14.12 and 14.15,

respectively
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The metallic liquids can be approximated by closed packed hard spheres, and the

packing fraction can be calculated from the following equation:ϕ ¼ πnr3=6, where
n is the number density and r is the radius of the sphere (atom). The critical packing

fraction ϕc is related to relaxation time as follows [39]:

ταh i�1=γ / φ� φc½ � (14:14)

where ϕ and hταi are the packing fraction mean relaxation time of the alpha process,

respectively. The critical packing fraction in hard-sphere liquids was calculated by

the MCT and found to be 0.547. In a recent study of highly fragile metallic liquids,

Ni59.5Nb40.5 and Ni60Nb34.8Sn5.2, the critical packing fraction of 0.545�0.002 was

derived from the QENS data, showing excellent agreements with the MCT pre-

dictions [39]. A similar value for the critical packing fraction was obtained from the

QENS data of Ni80P20, Pd40Ni40P20 and Pd43Ni10Cu20P20 melts [40] (Fig. 14.6).

Study of glass-forming ability of metallic melts also been carried out using

QENS technique recently. The glass-forming ability of system means how large in

diameters can an alloy melt be cast into its fully amorphous state. Experimentally, it

was observed that certain glass-forming alloys increases its glass-forming ability

(GFA) by the minor addition of other elements. For example, Ce70Cu20Al10 alloy is

a glass-forming alloy, and it can be cast into its fully amorphous state only up to

2 mm in diameter. Only one atomic percentage addition of Nb increases the casting

thickness by 10 mm in diameter. A QENS study of Ce70Cu20Al10 and

Ce69Cu20Al10Nb1 melts indicated shows that the Nb addition changes the dynamics

of Ce70Cu20Al10 melt; the intermediate scattering function is more stretched and the

diffusion slows down with Nb addition [41]. The results indicate a strong correla-

tion between melt dynamics and GFA of the metallic liquids.

Fig. 14.6 The relaxation

times of Ni atoms in

Pd40Ni40P20 measured at

different Q values rescaled

with γ (2.7) plotted as a

function of packing fraction

(Reprinted with permission

from [40] Copyright,

European physical society)
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9.2 Dynamics of Water Under Confinement

9.2.1 Early Work Overview
It will be an understatement to say that water is the most important material on our

planet. What makes water such a unique liquid is the fact that the physical

properties of water are very different than a typical liquid. Water has been known

to exhibit anomalous behavior in transport as well as thermodynamic properties,

particularly below melting temperature [42]. For example, it has been reported that

a number of thermodynamic functions and associated relaxation times seem to

diverge around 228 K. These anomalies sparked a lot of interest; however, due to

the unique water behavior at lower temperatures, no success has been achieved in

making measurements down at supercooled temperatures. This is due to the

so-called no man’s land region where nucleation of crystals dominates and water

freezes to hexagonal ice at around 235 K [43]. There have been a number of

attempts to sneak into no man’s land, e.g., by applying pressure, vitrification on

cold substrate, and so on, but all attempts have had limited success. This is where

confinement by nanopores offers a unique opportunity. It has been found that water

can be supercooled below homogeneous nucleation temperature of 235 K under

confinement. This temperature seems to decrease and completely disappear

depending on the confining geometry. Before we discuss recent findings, it is

important to discuss earlier work on water dynamics.

The dynamics of water evolved slowly over the years, starting more than

30 years ago. In earlier days, water was studied using incoherent QENS, coherent

inelastic neutron scattering, X-ray scattering, as well as molecular dynamics sim-

ulations. First incoherent scattering measurements were reported by Chen et al. [44]

who in their pioneering work used jump-diffusion model to explain water dynam-

ics. In their original work, Teixeira et al. [45] showed the existence of collective,

propagating high-frequency sound-like excitations. This collective mode appeared

as shoulder on both sides of elastic peak. Bellissent-Funel et al. studied [46]

incoherent scattering from water under confinement with vycor. The water mole-

cules close to the hydrophilic surface performed very local rotational jumps whose

diffusion rates were similar to bulk water. However, these water molecules had to

wait longer before they jump to adjacent available site. In continuation work [47],

dynamics data could be analyzed using a non-exponential KWW function, and no

elastic contribution was needed. This piece of work established clearly that there

was no “further” slower dynamics of water that exists and also that water dynamics

is “non-exponential” contrary to popular belief as earlier data was fitted with a

Lorentzian function that represent a simple exponential in time domain. The origin

of non-exponential relaxation of water was attributed to diffusion of water that was

strongly coupled and affected by the local structure of the neighboring shell or cage

effects as described by MCT. Bellissent-Funel et al. [48] measured heavy water in

the pores of a vycor glass to study the effect of confinement on the collective

dynamics of water. They used an improved neutron spin echo spectrometer at two

supercooled temperatures. The normalized scattering functions could be fitted well

to KWW function. With these measurements, authors were clearly able to establish
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presence of an α-relaxation in water. Using appropriate modeling, the authors were

able to show that indeed water dynamics in supercooled regime can be described

well in the general framework of the mode-coupling theory, and hence water

behaves like a typical glass-forming liquid.

9.2.2 Recent Work Overview
Studies of water confined in vycor pores were limited due to a broad distribution of

pore sizes. In addition, average pore size was about 50 Å which was not enough to

completely supercool water and therefore explore water dynamics in deep

supercooled regime. This problem was somewhat resolved by using a new

mesoporous silica as confining material [49]. The advantage with these pores was

that they had much narrower distribution as well as average pore size was much

reduced to 22–25 Å. In this work, Faraone et al. measured water dynamics using a

TOF spectrometer above freezing point of water and used relaxing cage model

(RCM) for data analysis [50, 51]. As RCM has since been used extensively for

water dynamics, we will explain main features of this model. In this model, the

translational dynamics of water is expressed as the product of a short time harmonic

motion and a long time delay. The rationale behind this approach is that at short

times water molecule is still trapped inside the cage of the neighbors and the

translation of molecule is harmonic. At longer times eventually water molecule

breaks this cage and diffuses away. This process obviously involves the structural

relaxation of cage and cannot be described by simple exponential or Lorentzian

process in frequency domain. In this scenario, the relaxing cage model has the

following form:

FT Q,Tð Þ ¼ Fs
T Q, Tð Þexp � t

τ

� �β	 

(14:15)

The above equation is very similar to standard KWW function described above.

However, the main difference comes from the fact that there is a well-defined

meaning of each term. In the above equation, first term describes the rattling motion

of the molecule inside the cage of its neighbors that can be described using a simple

Gaussian term. The long term or the relaxation term is characterized by a structural

relaxation time τ. Molecular dynamics (MD) simulations and experiments have

shown that relaxation term follows a power law in Q of the form τ � Q�γ . If the

exponent γ is 2, this would simply mean simple diffusion in space. MD results [52]

at that time seemed to show that exponent value of 2 is achieved when Q

approaches zero or essentially in hydrodynamic limit and seems to show a plateau

around 1 for Q ~ 1 Å�1. Authors were able to show that dynamics of water inside

silica pores is heterogeneous, and they were able to show that a fraction of the water

molecules was much slower than the water molecules in the inner parts of the pores.

These molecules increase in number as temperature is lowered. A shape parameter

of 0.75 was found to be reasonable which clearly indicate non-exponential charac-

ter of water dynamics. Interestingly, due to confinement effects, dimensionality of

water diffusion was found to be affected. It was found that the power exponent in Q

14 Quasielastic Neutron Scattering: An Advanced Technique for Studying the. . . 783



dependence slowly increased with temperature and was found to be lower than 2 at

all temperatures.

Faraone et al. [53] reported for the first time the presence of fragile-to-strong

crossover (FSC) in the water dynamics confined in MCM. The novel synthesis of

even a smaller pore (18 Å and 14 Å) size of silica was the most crucial part as they

were able to supercool water until about 200 K. Data was analyzed in terms of

relaxing cage model and it was found that there was a clear evidence of abrupt

change of relaxation time behavior at temperatures close to 225 K. At lower

temperatures, an Arrhenius-like behavior was observed which turned sharply into

super-Arrhenius behavior at crossover temperature. In terms of Angell’s plot [54],

these would correspond to strong and fragile behavior, respectively. This work was

followed by a more detailed work, and the pressure effects on the dynamics of

confined water were explored [55]. It was found that the FSC temperature depends

on the pressure. The transition temperature decreases steadily with increasing

pressure until it intersects the homogeneous nucleation temperature line of bulk

water at pressure 1600 bar. Above this pressure, it is no longer possible to discern

the characteristic features of the FSC. These measurements related fragile behavior

at higher temperatures to high-density liquid, while the strong behavior was related

with low-density liquid. In this interpretation, cusp-like behavior in relaxation plot

was obtained when crossing the so-called Widom line in the one phase region.

These measurements showed that 1600 bar is critical pressure above which

two-phase liquid coexist, and therefore by changing temperature, only proportions

of two phases change and thus cusp-like behavior will not be obtained. These

results point to the presence of a second critical point in the water phase diagram

(see Fig. 14.7). These results naturally sparked a lot of interest from researchers

around the world and criticism as well [56]. The presence of crossover is inevitable

as has been shown in water dynamics in a variety of systems which we discuss

below.

Chu et al. [57] studied water dynamics in hydrophobic double-wall-carbon

nanotubes (DWNT). The idea of these measurements was to see the effect of

hydrophobicity as MCM-41 used earlier was strongly hydrophilic in nature. The

FSC was detected at much lower temperature of 190 K. Faraone and coworkers [58]

were able to synthesize a modified MCM that was hydrophobic in nature. The idea

was to ensure the presence of the FSC under the same media but with different

phobicity. These measurements, however, revealed the absence of FSC in the water

dynamics down to 210 K. This, however, could be due to the lowering of the

transition temperature as hydrophobic nature of the confining media seems to

strongly decrease the crossover temperature. These measurements, however, pro-

vide a much clearer picture of water dynamics as this study used three different

instruments covering a wider range of time scales. The picture that arose is that the

water dynamics in hydrophobic MCM-41 is strongly heterogeneous as the dynam-

ics show a broad distribution of relaxation times while retaining the Fickian

diffusion. These results indicate that the chemical interactions between the wall

and the water molecules play a very important role in driving the water dynamics in

these materials. By comparing results with hydrophilic MCM-41, it was concluded
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that around room temperature, the dynamics of water does not seem to be affected

by the character of the surface whether hydrophilic or hydrophobic. However, on

cooling down, water confined in hydrophilic walls experience a much more notice-

able slowing down compared to hydrophobic MCM-41. These findings can be

related to more extensive disruption of hydrogen bond formation in hydrophobic

confinement.

How accurately FSC can really be determined has always been a question. We

were able to determine the crossover temperature without artifact of the data

analysis by using a different approach [59]. The determination of crossover tem-

perature in above studies was performed on the basis of a change in the T

dependence of relaxation time which could be subjective. In this study, we mea-

sured water dynamics in a new hydrophobic material called CMK-1. We used the

model-independent determination of the crossover temperature by calculating the

derivative of the translational relaxation time in its Arrhenius plot. The peak

position on the curve represents the temperature region where maximum slope is

observed in the traditional Arrhenius plot (See Fig. 14.8). One finding of this work

was that crossover temperature determined using this approach was about 20 K

higher than the traditional approach. However, the trends were found to be the

Fig. 14.7 The pressure dependence of fragile-to-strong crossover temperature is shown in the

water pressure temperature phase diagram (Reprinted with permission from [55]. Copyright

(2005) American Physical Society)
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same, e.g., hydrophilic MCM-41 has the highest and DWNT had the lowest.

Surprisingly, CMK-1 showed a crossover that appears in between the two. These

results showed that as far as chemical interactions of water and CMK-1 are

concerned, CMK-1 is not truly hydrophobic as DWNT. This also opened up a

case for the dimensionality – CMK-1 has 1 3D hydrophobic confinement, while the

DWNT is 1D. These measurements eliminated some uncertainty about determina-

tion of FSC temperature.

In an attempt to understand the origin of FSC, Mamontov and coworkers studied

water dynamics in surface water at low hydration levels on rutile [60]. They found

that the FSC strongly depends on hydration level. In fact, FSC completely disap-

pears when the hydration level goes below monolayer coverage of the mobile

water! They attributed the crossover to water exchange between layers which

obviously cannot start until the water coverage exceeds one monolayer. This

work was further extended by Chu et al. [61] who discovered a qualitative change

in elastic scattering due to surface freezing-melting transition. The motions that

were localized at lower temperatures become delocalized at higher temperatures.
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Mallamace and coworkers [62] studied three different types of water system,

namely, water confined in nanotubes, water in the first hydration layer of protein,

and water in a mixture with methanol. In these systems, water does not freeze and

particularly in the last one is not geometrically confined. The viscosity data

were analyzed using a power law approach in super-Arrhenius regime which

defined the crossover temperature and the breakdown of the Stokes-Einstein rela-

tion (SER) and was compared with QENS data. The crossover temperature marks

the boundary between two types of viscous behavior and marks the beginning of the

decoupling of the self-diffusion coefficient from the viscosity. They found that

SER violation occurred in all three systems at the same crossover temperature,

i.e., 225 K. These results clearly show that these crossovers are independent of the

dimensionality of the system under consideration and thus are due to the charac-

teristic of water only. This has been supported by the computer simulations [63]

where an onset of dynamic heterogeneity is shown to occur near this temperature.

This study also supports the argument that crossover in water dynamics is not due to

the confinement effects and suggest FSC may be an inherent part of water

dynamics.

In continuation, to understand dynamics and transport properties of interfacial

water, Faraone et al. [64] made measurements on the dynamics of water confined in

voids between the well-defined and densely packed nanocages. The materials used

in this study belong to a class of polyoxometalates. The cluster of MO72Fe30
exhibits a nanometer-sized cavity and 20 pores equivalent to 20 MO3Fe3O6 rings.

The diameter of the nanocapsule is 25 Å. About 150 discreet water molecules are

present, 25 inside the cavity and the rest in the voids between the clusters while

interacting with the surface via hydrogen bonds. Water dynamics in nanocapsule is

found to be strongly heterogeneous, and it was attributed to different local envi-

ronments experienced by water molecules. Interestingly, a fast process that had a

mean square displacement of about 0.3 Å was observed. This was attributed to the

center of mass rattling inside the harmonic potential generated by water molecules

bonding with their neighbors and substrate. The diffusive dynamics obtained at

slower time scales seem to be thermally activated and triggered by the breaking of

the hydrogen bonds between the crystal water molecule and surface water ligand

terminal O atoms of the nanocages. If compared with bulk water, this dynamics is

strongly slowed down and the interaction of water molecules plays a key role

during the assembly process. We later studied water dynamics in molybdenum-

oxide Keplerate-type nanocages as well [65]. The dynamics of water molecules

confined within the cage follows the Volino and Dianoux model [66] that describes

scattering for a confined system in a spherical potential well with an in-cage

diffusion coefficient. Somewhat similar cages have been produced using porous

coordinate metal complexes, e.g., copper rubeanate. The shape of these cages is

almost rectangular and size is about 0.7 nm. Water is absorbed in these cages and

provides high proton conductivity for various applications. A series of papers have

been published to discuss the mechanism of the transitions observed in these

materials and also the conductivity mechanism has been offered based on QENS

measurements. Please see Yamamuro’s work for more details [67].

14 Quasielastic Neutron Scattering: An Advanced Technique for Studying the. . . 787



9.3 Polymers Under Confinement

Dynamics of polymers under high degree of confinement and on filler particles is

very interesting for theoretical physics as well as for application purpose as

confinement tend to alter a number of their important properties including their

modulus. For example, previous work on polymers (PMMA, TMPC) containing

C60 nanoparticles suggest that local segmental motions are suppressed due to the

presence of nanoparticles [68]. Interestingly, confinement-induced increased

mobility when PMPS is mixed with silicate sheets. This behavior has been attrib-

uted to the intimate mixing of PMPS chains with the surfactant on the silica sheets

[69]. In this scenario, chain motion is coupled to the relatively mobile surfactant in

confined spaces. Akcora et al. measured [70] PMMA-grafted nanoparticles using

neutron scattering and rheology. They unambiguously showed that phase separa-

tion of polymer-grafted nanoparticles from matrix homopolymer is a universal

property of grafted particle system. On the other hand, elastic scattering showed

clearly that this macroscopic phase separation does not influence the local matrix

chain dynamics.

We studied confinement effects on the segmental dynamics of 1,4 polybutadiene

(PBD) in the presence of a high concentration of carbon black as filling particles

[71]. The carbon black comprised of 17 nm particles fused into aggregates having a

mean diameter of 54 nm. The interesting aspect of this particular carbon-fused

particle is that it has reactive double bonds at the particle surface that serves as

binding sites for polymer chains. One of the problems associated with studies in

material under confinement is that some of the material fills the region in between

particles and, therefore, behaves like bulk. Typically subtraction of signal from this

bulk-like material is not easy and poses a number of challenges. Here we used

cyclohexane to remove unattached polymer chains so all polymer chains are on the

surface and bound to carbon black (CB) surface.

For the accurate determination of shape parameter, we measured dynamic

mechanical loss modulus in almost seven orders of magnitude in frequency. We

found a β = 0.41 for the neat PBD while modulus of PBD/CB obviously broadened

and an approximate β = 0.38 fitted the data well although some deviations at lower

frequencies remain. This is consistent with common notion that polymer spectra get

broadened by the addition of nanoparticles. These same values were used for QENS

data and fitted the data well. The Q dependence is shown in Fig. 14.9. As one can

see for Q values lower than 0.9 Å�1, Gaussian approximation holds very well. At

shorter length scales, Q dependence becomes weaker and is about 2 as expected

from non-Gaussian behavior. For more details of this Gaussian-non-Gaussian

crossover, please see Ref. [72]. Nanocomposites also show similar changes in Q

dependence as can be seen, although this change occurs at smaller Q values. As for

the shape parameter, we back calculated values of shape parameters that would give

us the expected behavior in low and high Q range for the nanocomposite (inset

Fig. 14.9b). It is clear that for larger Q values, all polymer segments are constraints

by particles and the distribution of relaxation times is much narrower than at larger

length scales.
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The neat PBD shows a sharp upturn in the MSD measured by backscattering in

the range of 180–200 K [73]. Traditionally, this has been known as dynamic

transition as this onsets the conformational relaxation. Though their

T-dependences are similar, values of MSD for PBD/CB sample is much less

specially at higher temperatures. This shows clearly that mobility of the polymer

chains is heavily suppressed by interaction with carbon black. Interestingly, below

dynamic transition both systems show very similar T dependence. This indirectly

shows motions occurring in the lower temperature side are not affected as strongly

by confinement. We analyzed QENS data in a rather different way to resolve

multiple dynamic modes over a wide temperature range. We employed two

Lorentzians, and the idea was to have one fast and one slow Lorentzians which in

principle will cover nearby mobilities as well and therefore not too far off from the

traditional KWW approach that we have used above. The data were analyzed

assuming an immobile fraction, a slow mobile fraction, and a fast process weighted

by their respective factions which are determined by data fitting. Figure 14.10

shows fraction of the different components plotted against the inverse of

Fig. 14.9 Relaxation times extracted from QENS for neat polybutadiene and polybutadiene with

carbon black. Inset shows expected values of shape parameter to fulfill Gaussianity (Reprinted

with permission from [71]. Copyright (2013), American Chemical Society)
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temperature. These fractions are for PBD/CB sample that are normalized to neat PB

values to check influence of confinement on chain mobility. These ratios show

directly local immobilization of PB chains in the nanocomposites. It is interesting to

note that the fast process has the highest ratio and approaches unity at low

temperatures. This clearly indicates that fast process is less affected and shows

less restrictions due to CB than that of the slow mode.

A great deal of information can also be had via diffusion constant and residence

time (Eq. 14.9) determined for the slow mode. What is interesting is that slow

modes show different temperature dependence for neat and CB sample. In addition,

they seem to separate at lower temperatures, while there is not that much of a

difference at higher temperatures. These results clearly show that at lower temper-

atures higher restrictions are observed on the dynamics of PBD due to CB. In

addition, we found that wait time at the same temperature increased almost 80 %

when going from neat to CB sample although average jump length increased only

by a small fraction. These results indicate that “transient locking” where atoms are

reversibly adsorbed to carbon surface manifests slow dynamics.

Boson peak has been known in amorphous systems for several decades now and

general consensus is that they represent the excess density of vibrational states.

Their origin is proposed to be due to the transverse vibrational modes associated

with defective soft structure in the disordered state [74]. We observed Boson peak

in both samples at all temperatures below Tg (Fig. 14.11). In agreement with HFBS

results, the ratio of DCS QISF integrated in the energy range of 0.6 meV–20 meV of

the bound to neat PBD increases as temperature decreases. Interestingly, at 60 K,

Fig. 14.10 Quasi-elastic fraction for different components for PBD/CB normalized to values for

neat component plotted against inverse of temperature. As can be seen fraction reaches unity for

fast component at lower temperatures (Reprinted with permission from [73]. Copyright (2013)

AIP Publishing LLC)
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the number of mobile sites is identical for neat and nanocomposite. This shows that

fast process and collective vibrations are essentially equivalent for both systems.

These results also help understanding an earlier study [75] where it was reported

that the mobility of polyisoprene defined by the breadth of the peak in the density of

states at 25 meV increased by 1 meV below Tg in CB nanocomposites. However, a

larger intensity of density of states was found for the neat polymer suggesting that

the bound polymer has fewer mobile groups. Since the reinforcing mechanism for

carbon black involves hydrogen atoms from the polymer interacting at the surface

of the particle, interference from rapid reorientation of the methyl groups on the

polyisoprene chain may lead to less constraint on the dynamics. This explains the

qualitative difference between the effects of carbon black on polyisoprene in

comparison to present results for PBD.

9.4 Dynamics of Uniquely Synthesized Nanoparticles

In recent years somewhat unique nanoparticles have been synthesized that have

their own functionality and therefore show their own dynamics. These modified

nanoparticles have found usage in industries as well as in applications we use on a

daily basis. In this subsection we discuss some of these systems and their dynamics.

Fig. 14.11 Dynamic structure factor measured at DCS spectrometer for neat PBD and PBD/CB

samples. Boson peaks can be seen around 2 meV. Inset shows normalized QISF as discussed in the

text (Reprinted with permission from [73]. Copyright (2013) AIP Publishing LLC)
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Polyhedral oligomeric silsesquioxanes (POSS) are a class of condensed three-

dimensional oligomeric organosilica compounds with cage frameworks having

different degrees of symmetry [76]. The POSS molecules can be considered as

the smallest silica nanoparticles, and they have thus been incorporated in many

polymers to form nanocomposites. Depending upon the attached ligand

(Fig. 14.12), POSS can be achieved in crystalline, amorphous, or even liquid

state at room temperature. In a recent study, we studied thoroughly structure and

dynamics of M-POSS, one of the simplest in its family where all ligands are simple

methyl groups [77]. The structure of this POSS was studied using X-ray

scattering [78].

M-POSS was measured on backscattering in elastic mode and MSD was calcu-

lated result of which is shown in Fig. 14.13. From the crystallography, there are two

distinct sets of methyl groups in the crystal which could have slightly different

MSD, and therefore, results should be looked at keeping this in mind. As can be

seen in Fig. 14.13 below 60 K, the MSD shows very weak T dependence and

increases very gently. This gentle increase is due to the Debye-Waller factor of the
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methyl groups as expected from harmonic vibrations. At around 60 K, methyl group

rotations enter into ns time scale and exhibit a strong increase with increasing

temperature. Another interesting change occurs at around 150 K where methyl

group rotations are very rapid and go out of the instrument time window and a

gentle linear T-behavior is observed. This linear behavior above 150 K also shows

that other than methyl group rotations, no other dynamics enter into ns time scale.

QENS was measured at BASIS in the temperature range of 100 K–350 K. The

data were fitted to a delta function and a Lorentzian function that takes care of

broadening from the methyl groups. The symmetrical methyl groups rotate around

their C3 axes and can be modeled with a 3-site jump model [6, 23] where the

hydrogen atoms for each methyl group are located on 3 sites equally spaced on a

circle. The EISF for this model is given by

A Qð Þ ¼ 1

3
1þ 2j0 Qdð Þ½ � (14:16)

where d is the jump distance separating the hydrogen atoms undergoing the

rotational diffusion and j0 is the spherical Bessel function of order zero. As can

be seen, data can be fitted reasonably well (Fig. 14.14) with the above equation with

a d value of 1.58 Å which is in good agreement with neutron diffraction data which

yields an average value of 1.62 Å between H atoms. Although model fits the data

reasonably well, some systematic deviations can be seen especially at lower Q

values. These deviations are classic signature of multiple scattering in the system.

As Q goes to zero, complete elastic intensity should be recovered and EISF should

go to zero. Naively speaking, the amount of deviations from zero can give an idea of

multiple scattering which does not look strong in our case.

Though EISF does not show any temperature dependence, FWHM show strong

temperature dependence and can be used to calculate activation energy of the

associated process. A plot of FWHM as a function of the inverse of temperature

Fig. 14.14 The EISF values

are plotted against Q at

different temperatures. Note

almost no temperature

dependence in the entire

temperature range (Reprinted

with permission from

[77]. Copyright (2014)

American Chemical Society)
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yields a linear plot indicating Arrhenius behavior. The resulting activation energy

for the methyl group rotations around the C3 axes is 5.12 KJ/mol. This plot also

provides attempt frequency which is calculated to be around 0.744 meV. The

calculated activation energy for methyl group rotations and the typical attempt

frequency in other methyl systems are somewhat different than calculated here. The

discrepancy in activation energy could be due to contribution from the rotational

tunneling of methyl groups. On the other hand, relatively lower attempt frequency

indicates some coupling between the methyl groups. This has been supported by the

fact that neutron diffraction measurements show relatively close proximity of the

methyl groups of adjacent POSS molecule in the crystal lattice (C-C distance of

about 3.7–4.3 Å). Recently, we studied in detail three more POSS systems where

ligands were more complex. In particular, we studied octaisobutyl-POSS,

octatrimethylsiloxy-POSS, and octadimethylsilane-POSS. These materials showed

a number of phase transitions as well as more complex dynamics of methyl group.

For more details see [79].

Proton exchange membranes for fuel cell have been good candidate to replace

existing energy materials due to their appeal as clean source of energy for numerous

applications. Typically PEMs are based on Nafion which relies heavily on water for

conductivity as low water content Nafion films cannot provide enough conductivity

for applications. In a recent work, we synthesized highly dense sulfonic acid

functionalized mesoporous electrolytes that exhibit high proton conductivity

under dry conditions [80]. For this purpose, tetramethoxysilane and

3-mercaptopropyltrimethoxysilane (MPTMS) were used. In order to achieve vari-

ous loadings of sulfonic acid sites, an evaporation-induced self-assembly

templating process was adopted. We prepared 3 samples for quasi-elastic measure-

ments using 10 , 30, and 50 mol% of MPTMS which we call MP10-p, MP30-p, and

MP50-p, respectively. XRD pattern and TEM images show that MP10-p and

MP30-p have 2d-hexagonal structure, while MP50-p had wormhole structure.

Pore diameters for all were found to be between 2 nm and 3 nm. Sulfonic acid

group concentration depends on the p number; the higher the p number, the higher

the sulfonic acid group density is. In order to isolate signal from the sulfonic acid

group only, bromine-functionalized samples were prepared as well where sulfonic

acid group was replaced with bromide (Br-MS).

As can be seen in Fig. 14.15a, Br-MS sample does not show any broadening over

resolution at room temperature which shows that motions of propyl chains of the

organic sulfonic acid and the silanol groups of the pore surface are not detectable on

backscattering spectrometer. However, MP10-p, MP30-p, and MP50-p all show

strong quasi-elastic broadening at 300 K over resolution (Fig. 14.15b). In addition,

it can be seen that MP50-p showed stronger broadening when compared with

MP10-p which is expected as hydrogen atoms density is higher in MP50-p sample.

These direct comparisons clearly show additional broadening results from the

sulfonic acid sites only. Figure 14.15c compares spectra at 300 K and 370 K which

clearly shows faster motions as temperature is increased indicating the process is

thermally activated. The broadening over the elastic line can be fitted well with a

delta and a Lorentzian function. The Q dependence of the FWHM for Lorentzian
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function is shown in Fig. 14.15d which can be fitted well with jump-diffusion

model. These results clearly show that proton in sulfonic acid can diffuse even

without the presence of water. We believe the mechanism of proton diffusion is

likely to be similar to what is observed typically in superprotonic conductors

[81]. Average jump length obtained by the fitting is 4.3 Å which is consistent

with distance to the nearest neighboring sulfonic acid site (~4 Å). We believe in

these materials that the continuity of hydrogen bond is maintained by high density

of sulfonic acid group. The available proton seems to conduct via proton self-

diffusion within the hydrogen bond network formed by sulfonic groups. In this

picture, distances of proton transport can be elongated by increasing the number of

neighbors in the vicinity of sulfonic acid. Therefore, for higher proton conductiv-

ities under dry conditions, a high concentration of hydrogen bonds is necessary

which in turn requires highly dense sulfonic acid sites.

Similar to the modified MCM above, 1,3diphenylpropane (DPP) was covalently

tethered via a silyl-aryl-ether linkage in the mesopores of MCM-41 [82]. The

geometric effect of pore radius was investigated with samples having pores in the

range of 1.6 nm to 3.0 nm in diameter. The data was analyzed in terms of a model

that accounted for the restricted diffusion where each hydrogen atom along the

molecule diffuses in a sphere whose radius depends on the distance of the
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individual hydrogen atom from the molecule’s tethered point. Interestingly, smaller

pore diameters and higher DPP surface coverage tend to provide larger length-scale

diffusive motions. In both of these situations, molecules are forced to be away from

the MCM-41 surface and into the interior of the pores where there is more volume

available to diffuse away. The rate of diffusion increases in large pores as the

surface coverage of DPP molecule is increased. This is more likely due to less-

crowded pore interior resulting in faster motion.

9.5 Hydrogen-Bonded Liquids in Vycor

As we mentioned above, for simple liquids, general consensus is that there is a

surface or interfacial layer of molecules tightly bound to the walls, while the

remaining space is filled with bulk-like liquid. The connection between the surface

wetting and observed dynamics has been investigated for over a decade. The

dielectric relaxation of three glass formers with one (salol), two (pentylene glycol),

and three hydroxyl groups (glycerol) showed that the thickness of the interfacial

layer grows with increasing surface wetting and thickens as the temperature is

reduced [83]. In another study of hydrogen-bonded materials, even more complex

picture emerged where three layers were proposed [84]. From these studies and the

results on water dynamics discussed above, it is clear that dynamics of glass-

forming liquids in confinement is strongly heterogeneous. We measured three

structurally similar glasses under vycor for this purpose – 2-propanol (PNOL),

propylene glycol (PG), and glycerol which have one, two, and three hydroxyl

groups, respectively [85].

The elastic intensity falls off more rapidly in confined samples than bulk. What

is very interesting to see is the change in the way intensity drops off even at lower

temperature. In case of glycerol, elastic intensity drops off faster in bulk before a

sharper change in slope at 260 K occurs. The upturn at 260 K is related to the glass

transition, and therefore, a change in T dependence below 260 K shows local and

secondary relaxations that are affected by confinement effects. On the other hand,

elastic intensity from PNOL shows clear freezing on cooling in the form of a liquid-

to-solid phase transition. Interestingly, this drop is not observed in confined sample

indicating confinement effects eliminated crystallization completely in PNOL. PG

shows rather standard behavior of elastic intensity as it shows similar behavior for

both bulk and confined until a sharp change in T dependence takes place at around

200 K.

As discussed above, MSD can be calculated from the elastic intensities in the

Gaussian approximation using Eq. 14.11. In principle, the Gaussian approximation

term is the first term in Taylor expansion, which can be terminated after Q2 term for

harmonic solid as non-Gaussianity is absent. However, if non-Gaussian contribu-

tions kick in, then the more general expansion can be written as [86]
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" #
(14:17)

In the above equation, α2 represents the non-Gaussian contribution. The

non-Gaussianity can be better understood by MD simulations [27]. As can be

seen in the above equation, as Q increases second term starts to contribute signif-

icantly. There is a way around it though – one can always restrict Q range to lower

side and avoid contributions from higher order terms. We used the above approach

and also calculated MSD using only the lower Q range. The data fits very well to

this approach and is shown in Fig. 14.16. However, the MSD values calculated for

both bulk and confined propanol were within error bars. For propanol, α2 parameter

was found to be 0.14 for bulk, while it increased to 0.44 for confined sample at

200 K. Though higher non-Gaussianity is consistent with literature, the interpreta-

tion of parameter α2 is still not so clear, and a detailed comparison with MD

simulations is required. For more details on this, please see Ref. [87].

We also analyzed the MSD data of confined samples to see if a direct correlation

with bulk MSD can be made. We tried to scale the confined data to recover bulk

MSD above the glass transition which shows up as a sharp upturn in MSD.

Interestingly, MSD data of PNOL and PG can be scaled with bulk by using factors
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Fig. 14.16 MSD calculated assuming Eq. 14.17. As can be seen data fits nicely in the entire

temperature range (Reprinted with permission from [85]. Copyright (2011) AIP Publishing LLC)
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of 2.1 and 1.4, respectively. However, no factor can reproduce the data for bulk

glycerol from confined glycerol data. This scaling points in the direction where

stronger wetting seems to lead to higher mobility or less hindrance of the molecules.

On the other hand, if we assume that the slow interfacial layer is too slow to be

detected on backscattering spectrometer, then it is possible that bulk-like material at

the center of the pores contribute to this MSD, while the slow interfacial layer

contributes very little in the temperature range investigated here.

As briefly mentioned above, Q and T dependence of KWW shape parameter

have been discussed for bulk polymers and simple liquids, but for confined liquids

hardly any data exists. This is a very important aspect of the dynamics of confined

liquids as Q dependence of shape parameter can be related to heterogeneity in these

glasses. The relaxation function can be given as superposition of exponentials with

some distribution of relaxation times as

∅ tð Þ ¼
ð1
0

ρ tð Þe�t
τdτ (14:18)

Therefore, the distribution ρ of relaxation time is strongly related with observed

shape parameter β. As β decreases, the distribution broadened. In this sense, shape

parameter can be considered as a direct measure of heterogeneity in the glass.

However, there is a debate about the real origin of the non-exponential behavior in

polymers, and it has also been suggested that non-exponential character of the

relaxation does not need to be related to distribution and it could be inherent to the

dynamics [27]. For the following discussion, we assume non-exponential behavior

arises due to a distribution of relaxation times.

We plot shape parameters for representative propylene glycol in Fig. 14.17. As

can be seen no temperature or Q dependence is observed for bulk PG, while it

decreases monotonically as Q is increased in confined liquid. If we take shape

parameter as a measure of heterogeneity, these measurements suggest that hetero-

geneity increases strongly at smaller length scales. According to Swenson

et al. [88], this can be rationalized in terms of different averaging. Essentially, on

smaller length scales more localized modes average out, while at larger length

scales more global-like motions average or dominate the relaxation. As for the

T-effects, for confined liquids, surprisingly as the temperature is increased, shape

parameter decreased rather strongly. This opposite behavior in confined liquids can

only be rationalized assuming as the liquid cools, the more mobile and faster liquid

in the pore slows down becoming more like solid while the interfacial layer wetting

the pore walls. This picture will increase overall heterogeneity as temperature is

increased and therefore shape parameter will decrease.

As we mentioned above, shape parameter and relaxation time are strongly

coupled and therefore a comparison of temperature dependence of relaxation time

in a given system is rather difficult if shape parameters show temperature depen-

dence as well. This can be resolved if an average relaxation time is calculated as

follows:
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The Q dependence follow a power law τ Qð Þ / Q�γ behavior at all temperatures for

both bulk and confined liquids. For example, for PG at T = 307, 290 K, and 265 K,

the exponent γ takes the values of 1.99, 1.65, and 1.68, respectively, while for

confined PG, the exponent takes the values of 0.82 and 0.79 at the same tempera-

tures. As can be seen, relatively much weaker Q dependence is observed for

confined PG. This behavior is repeated for other two glass formers as well.

Although these results point out a number of features of confined dynamics, still

a clear relationship between the surface wetting strength and effect on relaxation is

not observed. If we compare absolute values, we find that the measured shift in

relaxation times at a given temperature of PG is higher than glycerol. A very naı̈ve

interpretation of this shift is that relaxation is less affected when the liquid-matrix

interaction is stronger, opposing the general consensus that stronger surface wetting

leads to slower dynamics. An alternative interpretation is that motions occurring

within the interfacial layers are too slow to be detected by instrument, and the

observed relaxation is actually coming from the molecules that are near the core.

Therefore, the data can be interpreted in a two mutually conflicting ways depending

on whether the instrument probes the behavior of all the samples or only the liquid
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core. These results press on the need for detail theoretical and simulation need in

order to resolve these ambiguities from the data interpretation.

9.6 Solutions Under Confinement

Unlike neat liquids, only a few dynamical and structural studies have been reported

on binary liquids in nanopores. These include the following mixtures: water/

methanol, acetone/water, and isobutyric acid/water [89–92], only the last one

being by neutron scattering. As there is scarcity of works on the binary liquids

under confinement, we decided to discuss this study in detail. From the existing

literature, it appears that the hydrophilic/hydrophobic character of each molecule

and their abilities to form hydrogen bonding with the silanol groups of the wall can

lead to a local demixing at the liquid/solid interface. To investigate these, Lerbret

et al. studied glucose water solutions in bulk and under confinement [92]. Two

confined solutions, i.e., 1 m and 3 m along with bulk 3 m solution, were measured

using QENS. As QENS is very sensitive to hydrogen, care was taken to avoid

hydrogen exchange between hydrogenated sugar and deuterated water. The five

exchangeable hydrogens of glucose molecule were allowed to exchange with

deuterium by mixing sugar with D2O. Mixture was then dried and mixed again

with D2O. This is a neat trick that works in a number of situations where exchange-

able hydrogens need to be exchanged with deuterium before the experiment. These

authors looked at the cooperativity between glucose and water through elastic

scattering by developing a mode for elastic intensities. They analyzed elastic

scattering in terms of a sigmoidal function (more details can be found in Ref.

[92]) superimposed on a sloping background. This way authors were able to

characterize amplitude A, temperature T0, and steepness of the transition B. The

following form was used:

f Tð Þ ¼ A 1� 1

1þ e�B T�T0ð Þ

 !
þ C� DTð Þ (14:20)

In this scenario, when B is close to zero, the transition can be considered gradual

and represent lower cooperativity, while higher values of B represent higher

cooperativity, i.e., ability to crystallize. This should not be confused with

cooperativity that is discussed when dealing with supercooled state of glass for-

mers, origin of which is entirely different. The elastic scattering from three samples

is shown in Fig. 14.18. This model fits the data rather well and the fitted values of B

are equal to 1.67, 0.11, and 0.14 for the bulk, 1 m (mol/l), and 3 m confined

solutions, respectively. Clearly the confinement leads to a significant decrease of

the B parameter, showing the sugar/water solutions show a tendency for crystalli-

zation in the bulk and for supercooling under confinement. In addition, the presence
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of sugar molecules in water leads to a decrease of cooperativity as shown by the

lower B values in the 3 m bulk solutions than the value of bulk D2O.

Interestingly, QENS measurements on backscattering and time of flight showed

no quasi-elastic broadening for the 3 m confined solution indicating relaxation

times of sugar molecules in such a small environment are slower than 5 ns consis-

tent with the scenario of strong localization of glucose molecules at the pore

surface. On the other hand, data for confined 1 m solution clearly showed quasi-

elastic broadening. This can be modeled by a combination of a delta function, a

Lorentzian and a flat background. The FWHM of Lorentzian broadening follows

jump-diffusion (Eq. 14.9)-like behavior. Due to strong confinement effects, diffu-

sion coefficients of sugar can be measured below the melting temperature of bulk

1 m solution which is 275 K. The diffusion coefficient for glucose solutions

confined in MCM-41 (3.2 nm) is about 30 % lower than that obtained for a

confinement of 18 nm in literature [93]. As diffusion coefficients at 18 nm are

very close to bulk values, this slowing down can be attributed to the formation of

numerous additional hydrogen bonds between the solute molecules and the surface

silanol groups present inside mesopores. These results are consistent with, e.g.,

water dynamics under confinement where water molecules form hydrogen bonding

with confining media via silanol groups. These results have been supported by MD

simulations where it is shown that MSD of glucose in the surface region is about an

order of magnitude lower than that of glucose in the core region. This significant

slowing down points to a high concentration of glucose in the vicinity of pore

surface. These results show that the effects of nanoscale confinement on the

behavior of hydrogen-bonded binary liquids not only depend on topological con-

straints from the pore but also on the relative affinities of both molecules for the

pore wall that may lead to local demixing.
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9.7 Effect of Nanoparticles on Conductivity

Polymer electrolytes are promising materials for electrochemical device applica-

tions particularly for rechargeable batteries and fuel cells. The area of polymer

electrolyte has gone through various developmental stages from dry solid

polymer electrolyte (SPE) to plasticized, gel, rubbery electrolytes to nanocomposite

polymer electrolytes. In this development, neutron scattering has provided a tre-

mendous amount of information about the role of polymer segmental dynamics in

actual conduction and its mechanism. One of the major concerns that remains is the

lower conductivities exhibited by these SPEs for real-world application. Accord-

ingly SPEs have been modified in many ways to improve conductivity. One such

modification is to improve the conductivity using nanoparticle fillers. Macrometer-

sized ceramic fillers were used for a long time, but actual increase in conductivity

was observed only when the size of the particle approached nanometer scale. The

use of various fillers have substantially increased conductivity but still remains

lower than that is required for practical purpose. Before we go into the details of

how nanoparticles affect the conductivity in SPEs, it is important to understand how

conductivity mechanism actually occurs in these materials. As far as the mecha-

nism of conduction is concerned in SPEs, the common consensus is that Li ions

move through the polymer host by breaking and reforming with ether oxygens, and

somehow this transport mechanism is facilitated by segmental motions of polymer.

In order to understand the role of nanoparticles, Fullerton et al. measured a number

of lithiated polyethylene oxide samples with ether oxygen to lithium ratios ranging

from 14:1 to 8:1 and Al2O3 nanoparticle concentrations ranging from 5 wt% to

25 wt% [94]. Small-angle neutron scattering data showed that nanoparticles are

aggregated to a similar extent in all fillings so we can discard the effects of

aggregates that are generally prevalent in SPE. Interestingly, nanoparticles improve

conductivities at all temperatures but only at eutectic composition of 10:1. The

QENS measurements showed no change in polymer segmental mobility indicating

that nanoparticles actually do not improve conductivity at least by increasing

polymer mobility as often believed. A rotational process was observed in both

filled and unfilled samples which is consistent with the rotation of (PEO)6:LiClO4

which forms channel-like structure which is more conductive. Interestingly, this

rotation becomes more restricted in the presence of nanoparticles at an ether oxygen

to lithium ratio of 8:1. These results suggest that ether oxygen in (PEO)6:LiClO4

nuclei and the (PEO)6:LiClO4 fluctuations interact directly with the acidic sites on

the nanoparticle surface at this concentration. As restriction of rotation does not

seem to affect conductivity, it is hard to really pinpoint from these results how

nanoparticles actually increase observed conductivity. Ganpatibhola et al. [95]

studied the influence of nanofiller surface chemistry and ion content on the ability

of nanoparticles to improve conductivity. The two types of nanoparticles used in

this study are acidic α-Al2O3 and neutral γ-Al2O3. The acidic filler is found to be

more effective at increasing conductivity at the non-eutectic compositions, whereas
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the results were similar at eutectic concentrations. It appears that the eutectic

concentrations maximize the influence of nanofillers, and therefore, surface chem-

istry effects are not dominant. In addition, rotation of (PEO)6:LiClO4 fragments is

distinct at the eutectic composition with more restricted rotations that persists to

higher temperatures than the other compositions. The restricted rotations of (PEO)6:

LiClO4 remnants in nanocomposites compared to neat SPEs suggest that the

nanoparticle surface stabilizes (PEO)6:LiClO4 remnants which due to their conduc-

tive nature help in achieving higher conductivities. Authors, however, did not find

any signs of the presence of alternating layers of PEO and (PEO)6/LiClO4.

9.8 Methane Recovery from Coalbeds

In recent years lots of efforts have been done to recover methane from unminable

coalbeds. Methane is a clean burning gas and it has high energy per unit mass.

Methane is mainly adsorbed inside the coalbed which is about 2 km deep where

mining the coal is not economical. Getting out of the adsorbedmethane from the deep

coalbeds is technically very challenging. However, a new technique has been tried to

tap the methane from deep coalbed by pumping carbon dioxide (CO2) gas. Since the

adsorption rate for CO2 on the coal surface is approximately twice that of methane, it

can potentially displace methane that remains sequestrated in the pores of coal seams.

To optimize the process of methane extraction from the coalbed, knowledge of

methane diffusivity under various temperature and pressure is necessary.

Y. B. Melnichenkov and coworkers have reported the QENS studies on the

diffusivity of methane under CO2 and nitrogen (N2) pressures [96]. They used

carbon aerogel with 40 Å pore size to confine the methane and other gases. The

surface chemistry of carbon aerogel and coal is very similar. Natural coal cannot be

used in such experiments because it contains different sized pores, ranging from

macro- to nanopores. The experiments were done by keeping 0.965 MPa of

methane in carbon aerogel and applying extra CO2 and N2 pressure. Since the

methane molecule contains four hydrogen atoms and oxygen or nitrogen does not

have an incoherent neutron cross section, the experiments only provide the infor-

mation on the diffusive motion of methane (See Fig. 14.19).

It was observed that, and clear from the figure 14.19, methane diffuses faster

with CO2 pressure, while the diffusivity of methane did not change with N2

pressure. This experiment clearly indicates that CO2 displace the adsorbed methane

from the surface of the carbon aerogel. They also reported pressure dependence of

diffusivity of methane alone and observed that the diffusivity of methane increases

up to a pressure of 3 MPa, but further increasing the pressure decreases the methane

diffusivity [97] (see Fig. 14.20). These results indicate that CO2 is one of the best

gases for displacing the adsorbed methane from unminable coals and about 3 MPa

is the optimum pressure for such recovery process.
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9.9 Energy Storage Applications

The demand of the energy increases day by day and fossil fuels will run out in

coming years. The efficient utilization of electrical energy generated from solar,

wind, and other intermittent sources require significant improvements in the energy

storage capacity of electric energy storage devices like batteries and EDLCs. In

many applications where rapid charge-discharge is required, batteries alone are

insufficient to meet the necessary needs; for example, electric vehicles require a

coupling of supercapacitors with batteries or fuel cells to deliver the high power

needed during acceleration [98].

Electric double-layer capacitors (EDLCs) also known as supercapacitors offer a

solution to the problem of fast charge-discharge rates [99]. The EDLS can charge

and discharge electricity from a few minutes down to the millisecond range.

Compared to common dielectric capacitors, EDLCs have much higher charge

storage density and power. The capacitance of room temperature ionic liquid

(RTIL)-based double-layer capacitors has been found to increase while confining

the RTILs in the nano-porous electrode interfaces [100]. RTILs show the widest

currently known stable voltage windows and they are nonvolatile and nonflamma-

ble; in contrast to other widely used electrolytes. The increase in capacitance shows

oscillatory behavior with pore size of carbon electrode materials. Until now there is

no clear understanding of the reason for the oscillatory behavior and how the

dynamics of RTILs in the pores influence the capacitance.

Fig. 14.19 The self-diffusivity of methane in nano-porous carbon aerogel as a function of applied

CO2 ( filled diamond) and N2 (open triangle) pressure. The data point at 0.965 MPa shows the

diffusivity of pure CH4 (Reprinted with permission from [96])
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It is known that confining fluid in nano- or mesopores is often associated with

unusual structural and dynamical phenomena. For example, water can be

supercooled much below its melting temperature and diffusion of water molecules

is predicted to be faster than in their bulk state [101]. There have been several

reported QENS studies on RTILs confined in the mesoporous carbon materials to

understand dynamic and the relation with charge storage mechanism in

supercapacitors. In recent QENS studies on [BMIM] [Tf2N] and [H2NC (demo) 2]

[BETI] RTILs using a neutron backscattering spectrometer, two relaxation processes

were observed in a time scale of 10–1000 ps. One of the relaxation processes is

the in-cage rattling motion and the other is the long-range diffusion process. These

RTILs were also examined for their relaxation behavior in the confined states

(see Fig. 14.21).

It was observed that the long-range diffusion process is faster at low temperature

(290 K), and on heating the same reaches a similar value as that obtained in the bulk

liquids. The in-cage diffusion process, on the other hand, behaves differently in

these RTILs [102]. In the [BMIM][Tf2N], the in-cage motion is comparatively

faster than that of in the bulk at low temperature, and at high temperature it reaches

the bulk value (see Fig. 14.22). But we made a surprising observation that the

in-cage motion slows down on increasing with the temperature [103]. All the above

mentioned studies were done when the RTILs were confined in the ordered

Fig. 14.20 The self-diffusivity of methane in nano-porous carbon aerogel at ambient temperature

is a function of applied pressure. The solid circles are the data measured from carbon aerogel pores

containing adsorbed water from atmospheric exposure, and the solid diamonds represent the

diffusivities in dried aerogel. For comparison with bulk methane, diffusivity measured by NMR

at ambient temperature is also shown (solid squares) (Reprinted with permission from [97])
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Fig. 14.21 Quasi-elastic spectra of BMIM-Tf2N in the bulk and confined in the mesoporous

carbon materials (solid squares) and solid spectra are the resolution function. The dotted and

dashed lines are quasi-elastic components of fast and slow components

Fig. 14.22 The self-

diffusion coefficients of

BMIM cations in the bulk and

confined in mesoporous

carbon materials plotted as a

function of the inverse of

temperature (Reprinted with

permission from

[102]. Copyright, European

physical society)
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mesoporous carbon materials with a pore size of 8.8 nm. A detailed understanding

on the influence of diffusive dynamics on charge-discharge process in super-

capacitors and diffusive dynamics of RTILs under the application of cyclic poten-

tial needs to be studied. There are no such studies reported so far.

Onion-like carbon (OLC) is an allotrope of carbon with large surface area.

Because of large surface area, it is one of the best electrode materials for EDLCs.

We have studied the dynamics of three different RTILs with varying molecular size

of cations; EMIM-Tf2N, HMIM-Tf2N, and BMIH-Tf2N on the ILC surfaces. The

anions in the ionic liquids are the same, Tf2N. Tf2N is an aprotic molecule and not

sensitive to neutron. In the bulk states, the diffusivity of cations in these liquids

show molecular size dependence; the smaller molecules diffuse faster and bigger

cations diffuse slower. However, on the OLC surface, the diffusivities of the RTILs

did not show the size dependence.

The diffusivity of biggest BMIH molecules was faster than that of HMIM (see

Fig. 14.6). However, the smallest molecule, EMIM, still diffuses faster than the

other two cations (HMIM and BMIH) on the OLC surface (see Fig. 14.23). The rate

performance of the super-capacitors made with the same OLC and RTILs found to

be dependent on the molecular size of the RTILs. The EMIM-Tf2N-containing

super-capacitor gives a best rate performance compared to other two RTILs [103].

J. P. Embs and collaborators reported the dynamics of pyridinium-based ionic

liquids (1-butylpyridinium bis(trifluoromethylsulfonyl)imide [BuPy][Tf2N] and

1-dodecylpyridinium bis(trifluoromethylsulfonyl)imide [C12Py][Tf2N]) with different

alkyl chain length. Similar to the previous observation in BMIM-Tf2N, the

pyridinium-based ionic liquids also show two diffusive motions in different time

scales, and the slower of these motions can be described by a jump-diffusion model.

The faster motion is the in-cage localized dynamics, which is found to be more

complex. The chain and the ring of the cations contribute to the localized process

and resulted in two different values of diffusion coefficients or relaxation times [104].

Fig. 14.23 The self-diffusivity of cations of BMIH-Tf2N and HMIM-Tf2N in the bulk and on the

onion-like carbon surface plotted as a function of the inverse of temperature
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10 Conclusions and Future Perspective

We have shown that neutron scattering in particular quasi-elastic neutron scattering

is a very powerful tool to investigate dynamics of a variety of materials under

confinement. The unique access to length scale via momentum transfer makes

QENS a very powerful technique as the nature and origin of motions can be probed

more effectively; in particular self-motions can be probed in a unique way. Neutron

scattering provides unique information about the geometry of the motion under

consideration. The topic of dynamics under confinement has progressed a great deal

because of the ability of neutron scattering to probe dynamics at different length

scales for complete characterization. In this chapter we have reviewed and

discussed a variety of materials under confinement, particularly from the soft matter

field. The material that has benefitted the most by the geometrical confinement

under nanopores is “water.” As hydrogen bonding is broken, water is not able to

crystallize, and successful measurements have been made in the so-called no man’s

land. It appears that water behavior is somewhat typical of a glass former in that

region and typical properties of amorphous systems, e.g., polymers and small

molecule glass formers are observed. However, unlike dynamics in these materials,

dynamics of water clearly show fragile-to-strong crossover through the temperature

dependence of relaxation times or FWHM. This has been observed not only in

water under geometrical confinement but even in biomolecules where water is

confined in hydration shell. The presence of FSC and its pressure dependence has

provided the concept of a 2nd critical point and a Widom line has been drawn in the

P-T phase diagram. There remain a number of unanswered questions that hopefully

will be dealt in the near future. For example, the presence of low-density water and

high-density water requires more detailed investigation of these water phases. The

dynamics of water in nanocages has brought up the extreme heterogeneous dynam-

ics of water, which seems to be related with the different environment experienced

by water molecules. These studies show clearly that precaution must be taken when

attributing spectrum broadness to distribution of time scales. This is further com-

plicated as measurement of the slowest processes in confined systems depends on

instrument’s resolution. The NSE typically can resolve processes up to 20 ns and in

some cases up to 100 ns. As studies seem to hint that a layer of simple liquids

closest to the pore might be slower than what available instruments can resolve,

pushing instrumentation to be able to resolve even slower process seems to be the

most important point. This seems to have been taken seriously by scientific com-

munity, and NSE spectrometers that can resolve up to 200 ns are in sight, and

instruments with resolution to be able to resolve up to 1000 ns are being proposed.

Neutron scattering has been used extensively to study polymer segmental

motions under confinement. General consensus seems to be that overall polymer

mobility under confinement is decreased. However, there seem to be cases where

local segmental dynamics is affected by confinement, and in some cases, hardly any

change on local dynamics is observed. In particular, the fast processes seem to

remain unaffected by confinement effects. Nanoparticles have also been found very

effective to increase conductivity in SPE. Using NS, a somewhat hindered rotation
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of (PEO)6:LiClO4 has been characterized. The role of nanoparticles seems to be to

act as a surface stabilizer which in turn provides a path for continuation and

increased conduction in SPE. As nanoparticles are invisible to neutrons, conclu-

sions about the role of nanoparticles have to be made rather indirectly. On the bright

side, new materials are emerging that can be used as nanoparticles and exhibit their

own dynamics. For example POSS seems to be very popular due to their use as

polymer nanocomposites. We hope to learn the role of intrinsic dynamics of

nanoparticles on the observed dynamics of guest molecules by employing such

materials. This can particularly be interesting in identifying the role of nanoparticle

in improving conductivity in SPE discussed above.
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Co-phthalocyanine (CoPc), 219
CoPt alloys, 187
CoPt clusters, 186
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Cultural heritage, 191
Cumulant(s), 163
Cumulant analysis, 626
CuO, 420
Cu2O, 420
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Debye temperature, 625
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3D structure, 645
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Elastic scattering, 548
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Electro-catalytic reaction, 369
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Electrochemical measurement, 325
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electrolyte interface, 368, 369
reference, working, counter, 326

Electrodeposition, 369
Electrolyte solution, 368
Electron density, 509, 643, 736
Electron density difference, 743
Electron detection, 403
Electron diffraction, 547
Electron irradiation, 224
Electron microscopy, 4
Electron units, 551
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Energy, 764, 765, 767, 769, 776, 779, 790, 793,

794, 803, 804
conversion, 385
dependent anomalous dispersion, 743
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Energy-dispersive detectors, 555
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Error estimation, 619–620
ESI. See Electrospray ionization (ESI)
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Ethanol oxidation reaction (EOR), 338
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equation, 322
processing, 327

EXAFS fitting, 327
bi-metallic nanoparticles, 332
of bulk materials, 327–329
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F
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Fast transform, 578
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Fe-containing nanosized metallic systems, 187
Fe-doped ZnO, 195
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FEL. See Free electron laser (FEL)
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Fe3O4, 208
Fe(II)-oxidation, 50, 68, 75
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Ferrihydrite nanoparticles, 231
Ferrite nanoparticles, 209
Ferromagnetic behavior, 196
FexPt1�x nanoparticles, 188
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Fine structure, 692–697
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Finite element modeling, 26
Five-fold symmetry, 598
Flash vaporization, 464, 465
Flat sample, 556
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Fluid distribution, 710
Fluorescence, 553, 646

measurement, 324
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Fluorescence detectors
PIPS / Lytle / Solid state, 324
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Focused ion beam with scanning electron

microscopy (FIB-SEM), 5, 20, 24

Form factor, 726–733
Form-factor function, 510
Formvar, 49, 58, 60, 68
Fourier-based approach, 561
Fourier transform, 616, 767, 772

EXAFS, 417
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Fractal, 675
Fractal surface, 708
Fragile, 763, 779, 781, 784
Fragmentation, 457, 459, 474, 484, 489, 491
Frank–van der Merwe (FM; layer by layer)

mode, 388
Free electron laser (FEL), 232, 455, 468, 478

X-ray sources, 601
Free space propagation, 7, 8
Fresnel diffraction, 9, 10, 16
Fresnel region, 13
Fresnel transform, 7, 8
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Frozen hydrated sample, 83, 85
Fuel cell, 48, 60, 67, 71, 180, 336, 629
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Full field transmission X-ray microscopy,
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Full multiple scattering, 165, 173
Functionalization, 216
Functionalized nanoparticle, 482
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Gaussian distribution, 726
Gaussian functions, 175
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Geomaterials, 706–711
Ge/Si nanostructures, 192
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ability, 781
glass transition, 124
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trap, 459, 461, 469, 470, 472, 478
liquid, 778, 804

Ion-beam sputtering 517
Ionization, 457, 463, 464, 467, 474, 482,

489, 491
Ionization chamber, 323, 615
Ionomer, 49, 73, 82, 83
Iron minerals, 50, 68, 75
Iron oxide nanoparticles, 231, 580
Isobutyric acid, 800

J
Jump diffusion, 763, 769
Jump length 763, 768, 769, 790, 795
Junctions of dendrites and cell body 25, 26

K
K-absorption edge, 574
Kapton® 375, 614
Kinetic constants, 592
Kirkpatrick-Baez (KB) optics, 5
KOH, 400
Kohlrausch-Williams-Watts (KWW), 777, 778,

782, 783, 789, 798
exponent, 107, 124, 128, 134, 136,

138, 141
function, 107, 112, 126, 140

k-space, 170, 322
χ(k) spectrum, 161
k-weighting, 322
KWW. See Kohlrausch-Williams-Watts (KWW)

L
L10, 627
Laboratory techniques, 22
Lacuno-canalicular network (LCN), 3–4,

16, 17, 23–27, 29–31
Lamellar bone, 18, 19
Laminography, 48, 83
Langmuir films, 522
Langmuir trough, 518
Laser ablation, 462
Lateral correlation length, 534
Lattice, 551
Layer-by-layer, 388
Layered double hydroxides, 200
Leaching, 209
Least-square(s), 11, 569
Length scale, 109, 117, 127, 133, 764, 767,

770, 771, 796, 808
Li intercalation, 202
Li2MnO3, 200
LiCoO2, 422
Lifting, 378
Light elements, 44, 53, 82
Linear absorbance, 63, 75, 80
Linear combination analysis (LCA),

320, 326, 336
Linear combination of spectra, 173, 174,

182, 186, 212, 228
Linear decomposition, 64, 66
Linear dichroism, 221
Linear ion trap, 461, 470, 472, 484
Linear spectral decomposition, 45
Lipids, 61, 68, 77
Liquids 763, 765, 766, 768, 770, 772, 775,

777, 779, 781, 796, 798, 801, 805,
807, 808

and amorphous systems, 565
liquid interfaces, 698–701
metal-jet X-ray sources, 515
microjet, 457, 493
solid interfaces, 701–706

Lithiation, 405
Lithium carbonate 227
Lithium ion battery (LIB), 405
Lithium manganese oxides, 199
LMOG, 722, 723
Local density, 722
Local magnetic moment, 195
Local structure, 569
Log spiral spectrometer, 655
Lognormal, 581
Lognormal distribution, 726
Long spacing, 723, 734
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Lorentz function, 742
Lorentzian, 769, 777, 782, 783, 793,

794, 801
Lorentzian functions, 175
Low alpha mode, 644
Low-energy electron diffraction (LEED), 368
Low energy X-ray fluorescence, 48
Low-molecular weight organogelator, 722
Luminescence yield, 192
Lustre decoration, 191
Luxel wet cell, 58, 59, 61, 75
LUXFilm®, 59, 60, 85

M
Maghemite, 206, 580
Maghemite nanoparticles, 231
Magic numbers, 621
Magnetic

domain, 135
field, 118, 122, 129
fluctuations, 137
material, 128
proximity effects, 188
reflection, 135
repulsion, 129
spinel ferrites, 209

Magnetite, 206, 230
nanoparticles, 207
oxidation, 580

Magnetization, 581
Magnetron sputtering, 467
Magnification, 6
Maltenes, 680
Mantis, 64
Marker, 134
Mass activity, 350
Mass density gradients at lacunar and

canalicular vicinities, 30
Mass fractal, 690
Mass spectrometry, 457, 458, 464, 469, 483
Mass spectroscopy, 632
Maximum experimental Qmax, 568
MCM, 784, 786, 795, 801
Mean square displacement, 613
Mechanical stimuli, 27
Mechanosensation, 32
Membrane electrode stack assembly

(MEA), 385
Merged beam, 468, 469
Metal aggregates, 191
Metal complex, 369, 787
Metallic glasses, 572

Metallic nanoparticles alloys 574
Metal-organic chemical vapor deposition

(MOCVD) 388
Metal-support interaction 645, 652
Methane, 803, 805
Methanol, 787, 800
Methanol oxidation reaction (MOR), 405
MgxZn1-xO nanocrystals, 194
Micro-capillaries, 49, 50, 59, 84
Micro-focusing X-ray sources, 513
Micromanipulator, 58
Microspectroscopy, 232
Microspheres, 49, 50, 59, 61, 77, 79
Microstructure, 546, 547
Micro-XANES, 176
Micro-XRF, 229
Missing wedge, 50, 62, 64, 67, 84
MnCo2O4 nanoparticles, 226
Mn-ferrites, 209
MnO2-carbon nanotubes, 199
MnO2 catalysts, 204
MnOx, 427
Mo dimer, 651
Mode-coupling theory, 779
Molecule, 458, 460–462, 464, 465, 467,

473, 491
Molecular beam epitaxy (MBE), 388
Molecular clusters, 478, 776
Molecular dynamics, 184, 640
Momentum, 763, 765, 767, 769, 779, 808
Momentum transfer, 98, 103, 111, 114,

120, 123, 129, 131, 134, 141
Monitor, 775
Monochromatic radiation, 548
Monochromatized, 764
Monochromator, 51, 52, 54, 83, 166, 377
Monodentate mononuclear, 231
Monodisperse, 510
Monometallic nanoparticle, 621
Monte Carlo, 640
Montel optics, 513
MoO3, 651
MoO2 nanorods, 201
Morphological parameters, 24
Morphology, 23–28, 30
Mo/Si multilayer, 532
“Muffin-tin” potentials, 165
Multicomponent systems, 736
Multi-electron transfer reaction, 423, 425
Multiple scattering, 161, 621, 769,

776, 793
Mylar®, 375
Myogloobin (Mb), 643
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N
Na2SO4, 425, 426
Nafion®, 385
Nail polish, 58, 60
Nanocages, 787, 808
Nanocatalysts, 178
Nanoclusters, 610
Nanocomposites, 210–214, 739, 788
Nanofiller, 802
Nano-injector, 59, 60
Nanomaterials, 546
Nanoparticles, 48, 49, 316, 369,

519, 802–803, 809
benefits of, 479
functionalized nanoparticle, 482
large/fragile neutral biomolecules and

clusters, 462–467
inner structure of, 316
NEXAFS spectroscopy (see Near edge

X-ray absorption fine structure
(NEXAFS) spectroscopy)

shape of, 329
Nanopipettes, 50, 59, 79
Nanopores, 803
Nano-sized Fe oxides, 206
Nanosolvation, 484
Nanotube, 732
National Institute of Standards and Technolog

(NIST), 765, 772, 774
N-doped nanotubes, 219
Near edge X-ray absorption fine structure

(NEXAFS) spectroscopy, 44, 45, 52, 57,
58, 61, 160, 451–493

amino acids, 474–476
biopolymer ions, 483–491
free carbon nanoparticles, 479
and X-ray photoemission, 473

Negative thermal expansion, 626
Neutron reflectivity, 703
Neutron scattering from atoms, 719
NEXAFS. See Near edge X-ray absorption fine

structure (NEXAFS) spectroscopy
Ni1-xCx, 212
NixCoy nanoparticles, 185
NixFe1�x nanowires, 188
Ni(111)/graphene, 222
Ni59.5Nb40.5, 781
Ni60Nb34.8Sn5.2, 781
NiO nanoparticles, 208
NiO-polypyrrole, 201–202
Ni-porphyrin, 643
NIST. See National Institute of Standards and

Technolog (NIST)

Nitrogen, 803
NMR. See Nuclear magnetic resonance (NMR)
Non-Arrhenius, 779, 780
Non-crystallographic structures, 572
Non-equilibrium system, 107–109, 139
Non-linear least squares, 616
Normalization, 775
Nuclear fission, 765
Nuclear magnetic resonance (NMR), 763, 805
Nucleic acid, 473–474
Nucleobase, 473, 474, 490
Number density, 769, 781
Nyquist theorem, 619

O
OD. See Optical density (OD)
Oligonucleotide, 489–490
Operando, 630, 635, 637, 640
Optical density (OD), 57, 61, 63, 66, 67,

77, 80
σ* Orbital, 215
Ordered alloy, 627
Order-parameter, 216
Order-sorting aperture (OSA), 55, 56
Organic carbon, 49, 62, 66, 68, 73
Organogel, 723
Organometallic compound, 648–649
Orientation distribution function of

periodicity, 19
Ornstein-Zernike, 733
Ortho-mercaptobenzoic acid, 649
OSA. See Order-sorting aperture (OSA)
Oscillating plywood, 20
Osteocyte(s), 3–4

deformation, 27
lacuna, 21, 23, 31, 33
mechanosensation, 27
osteolysis, 28

Osteonal bone tissue, 28
Osteoporosis, 3
Outer Helmholtz layer (OHL), 401
Oven, 460, 473
Oxidation reduction cycle (ORC), 410
Oxidation state, 178, 199, 317
Oxide, 369
Oxide dispersion strengthened ferritic

steels, 211
Oxide single-crystal surface, 645
Oxygen dangling bonds, 652
Oxygen evolution reaction (OER), 422
Oxygen reduction reaction (ORR),

347–362, 397
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P
Packing fraction, 779, 781
PAHs. See Polycyclic aromatic hydrocarbons

(PAHs)
Pair correlation, 767, 768, 772
Pair-correlation function, 510
Pair distribution function, 565
Paracrystallinity, 578
Parathyroid hormone (PTH), 28
Partial-ion-yield, 458, 476
Partial structure factor, 736
Paul trap, 470, 489, 491
PBD, 788, 791
PCA. See Principle component analysis (PCA)
Pd(100), 397–398
Pd(110), 387
Pd(111), 397–398
PdO nanoparticles, 205
PdS QDs, 193
Peak, 61, 64
Peak profile, 560
Penetration depth, 513
Peptide, 483–484
Perfluorosulfonated ionomer (PFSI), 385
Perfluorosulfonic acid (PFSA), 71, 73
Peri-cellular space, 27, 32
Peri-lacunar matrix, 28
Periodic plywood structure, 19
PFSA. See Perfluorosulfonic acid (PFSA)
Phase difference, 721
Phase retrieval, 10–11
Phase shift, 6, 8, 322, 613, 616, 618
Phase transition, 137, 138
Phenomena, 764, 805
Phonons, 769
Photoautotrophic, 50, 70
Photocatalyst, 643
Photo-catalytic activity, 202, 589–592
Photo-catalytic efficiency, 203
Photochemical activity, 589
Photodiode array detector, 642
Photoelectron, 613

spectroscopy, 469, 478, 491
wavenumber (k), 321

Photoemission electron microscopy, 226
Photoemission spectroscopy, 458–459
Photon correlation, 763
Photon correlation spectroscopy (PCS), 95–143
Photosynthesis, 425
π*, 178, 217
π* Resonance, 178, 215, 217, 219, 220
Pinhole, 515
Piperizine, 643

Pixel spacing, 61, 62
Plane wave, 550
Plants, 229
Plasmodium falciparum, 52
Platelets, 585
PMMA, 788
Point scatterer, 550
Polarization, 377, 455
Polarization dependence, 645, 650
Polarized, 771
Polarized Raman microscopy, 21
Polyacrylate, 49, 50, 77, 79, 81
Polyacrylic acid (PAA), 60
Polybenzimidazole, 636
poly(2,5-bis(3-tetradecylthiophen-2-yl)thieno-

[3,2-b] thiophene) (PBTTT), 174
Polychromator, 642
Poly-crystal, 369
Polycyclic aromatic hydrocarbons (PAHs),

491–492
Polydispersity, 572, 674
Polyfragmented multidomain, 601
Polyimide, 633
Polyimide membrane, 60, 84
Polyisoprene, 791
Polymer(s), 131–132, 537, 768, 772, 775,

778, 788–792, 798, 808
adsorption layer, 742
blend, 116, 134
block copolymer, 132
brush, 115, 134
clay nanocomposite hydrogels, 739
cross-linked, 131
electrolyte, 802
melt, 142
micelles, 745

Polymer electrolyte membrane (PEM),
180, 385

Polymer electrolyte membrane fuel cell
(PEMFC), 49, 60, 74, 375

Polyhedral oligomeric silsesquioxanes (POSS),
792, 794, 809

Polyoxometalates, 787
Polypyrrole, 208
Polysaccharides, 47, 50, 61, 68, 77
Polystyrene, 49, 50, 60, 77, 79, 81
Porod domain, 672–673
Porod law, 733
Porosity, 23
Position sensitive proportional counter, 642
POSS. See Polyhedral oligomeric

silsesquioxanes (POSS)
Power spectral density, 512
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p-polarization, 647
Precipitation hardened Al alloys, 212
Pre-edge, 61, 64
Pre-edge peak, 175, 326
Pre-modified surface method, 648, 649
Principal axes, 590
Principle component analysis (PCA), 57, 66,

320, 326
Processes conditions, 692
Profile fitting, 562
Propagator, 7, 8
Protein, 50, 61, 62, 64, 66, 68, 69, 75,

78, 484–489
Protonated protein, 454
Proton conducting materials, 778
Proton exchange membrane(s), 794
Proton exchange membrane fuel cell, 347
Pt(100), 386
Pt(110), 386
Pt(111), 385
Pt fibre, 73
Pt nanoclusters, 182
Pt nanoparticles, 181, 184
Pt3Ni(111), 400
PTRF-EXAFS, 650
PTRF-XAFS, 645–655
Ptychographic tomography, 12–13
Ptychography, 53–54
Ptycho-tomography, 53
Pulses, 774
Pump-probe XAFS, 643
Pyridine, 227
Pyrrole, 227

Q
Quantification, 63, 71
Quantitation, 70
Quasi-elastic neutron scattering, 767, 771
Quasi-free standing, 223
Quick-XAFS (QXAFS), 178, 232, 377, 615,

641, 655

R
Radial distribution function, 613, 620, 622
Radiation damage, 48, 51, 57, 73, 83, 453
Radiation sensitive, 55, 73, 82, 84
Radius of gyration, 725
Random alloy, 627, 628
Randomly oriented cylinders, 726
Rate of twist, 20
Rattle, 768

Real-space Rietveld, 569
Real-space structural model, 649
Reciprocal lattice, 551
Reconstruction, 369
Rectangular cross-section, 729–731
Reduced scattering function, 568
Reduction, 181
Reference foil, 323
Refractive index, 6
Refractive index decrement, 6
Regions of interest, 168
Relaxation, 763, 768, 770, 773, 776, 786, 788,

789, 796, 798, 799, 801, 805, 807, 808
Relaxation time, 116, 120, 122, 124, 126, 129,

132, 134, 137
Residence time, 763, 768, 769, 777, 790
Resolution, 516, 537
Resolving power, 167
Resonance surface x-ray scattering (RSXS), 388
Reverse (self-closing) tweezers, 58
Reversible hydrogen electrode (RHE), 382
Rh(111), 419
RHE. See Reversible hydrogen electrode (RHE)
Rheology, 115, 129–131, 134
Rh nanoparticles, 182, 183
Rhodobacter ferrooxidans strain SW2, 57
Rhodobacter strain SW2 50, 68
Rietveld method, 558
Room-temperature ionic liquids (RTILs), 386
Rotated plywood, 19
Rotating anodes, 553
Rotating X-ray anodes, 515
Rotational, 777, 782, 793, 794, 802
Rotation angles, 49, 53, 56, 61, 64, 66, 67, 84
Roughness, 512
R-space, 322
Ru catalyst, 185
RuO2-coated CNTs, 221
Rutile, 786

S
Saccharomyces cerevisiae, 50, 52
Sample, 577

aging, 594
effect, 22
holder, 553
mounting, 48, 50, 58, 59, 84, 85
preparation, 24, 49, 57, 60, 74, 85

SANS. See Small-angle neutron scattering
(SANS)

SAXS. See Small angle X-ray scattering
(SAXS)
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Scalpel, 58, 73
Scanning acoustic microscopy, 22
Scanning electron microscopy, 50
Scanning electron spectroscopy (SEM), 368
Scanning probe microscopy (SPM), 368
Scanning transmission X-ray microscopy

(STXM), 44–85, 221
Scanning tunneling microscopy (STM), 378
Scanning X-ray transmission microscopy, 166
Scattering, 320

amplitude, 721, 741
geometry, 99, 109
length, 551, 719, 721
length density, 668, 725, 737
probability of, 322
vector, 548, 721, 764

Scatterless, 515
Scatterplot, 68, 69
SCE, 402
Scherrer’s equation, 559
Se6+, 231
Secondary electrons, 646
Secondary mineralization, 28
Sedimentary rocks, 706–710
Segmentation, 67, 68, 71, 77, 83
Selective catalytic reduction, 634
Self-absorption, 775
Self-assembled monolayer (SAM), 419, 520
Self-assembly, 519
Self-correlation, 751, 767, 768, 775, 780
Self-motions, 767, 808
Self-organized pattern, 139, 140
Self-regulated, 652
Self-scattering, 567
Semiconductor nanowires, 194
Sensitivity to atomic species, 548
Serial sectioning, 48, 49
Shannon-Nyquist limit, 577
Shape and size distribution, 576
Short-range-order treatment, 161
Si(111), 424
Siegert relation, 103, 104, 106
Signal/noise ratio, 323
Significance level, 620
Silanol, 794, 800, 801
Simultaneous iterative reconstruction (SIRT),

67, 74, 80, 81
Simultaneous observations, 632, 637, 655
Single-crystal, 369
Single-layer clusters, 574
Single-scattering, 612, 621
Single-walled nanotubes, 215
Sinusoidal pattern, 20

SIRT. See Simultaneous iterative
reconstruction (SIRT)

Size dependence, 575
Size-distribution, 560
Size effect, 209
Size and shape distribution, 586
Small-angle neutron scattering (SANS), 717
Small angle X-ray scattering (SAXS), 118, 120,

124, 128, 131, 717
grazing incidence (GISAXS), 132, 139
ultra (USAXS), 118, 120

Sn1-xCoxO2-x nanocrystals, 199
SnO2 194
Sn/SnOx nanoparticles, 199
Soft matter, 764, 766, 767, 770, 774, 776, 808
Soft X-ray(s), 44, 46, 48, 50, 52, 53, 56, 59,

82, 83, 456–457
Soft X-ray scanning transmission X-ray

microscopy, 43–85
Solar energy conversion, 423
Sol–gel route, 590
Solid-state detector (SSD), 376, 647
Sorption, 47, 49, 68, 70, 71
sp2, 214
sp2 graphitic bonding, 219
sp1 hybridization, 214
sp2 hybridization, 178, 221
Space-resolved XAFS, 640
Spallation, 765, 770, 771, 773, 775
Spatial distribution of bone tissue

mass density, 27
Spatial distribution of canaliculi, 26
Spatial resolution, 368
Specific characteristic energy, 64
Speckle, 96, 137, 138, 141

angular width, 101
intensity, 97, 102, 138
near-field, 118
pattern, 96, 98, 100–102, 111, 116,

118, 129, 135, 141
shape, 101–102
size, 101–102
static, 98–100, 111
statistical properties, 97, 98, 100–102

Spectro-laminography, 83
Spectromicroscopy, 45, 48, 54, 55, 77, 82, 232
Spectro-ptychography, 53–54
Spectro-ptycho-tomography, 83
Spectroscopy, 45, 83

NEXAFS spectroscopy (see Near edge
X-ray absorption fine structure
(NEXAFS) spectroscopy)

X-ray absorption spectroscopy, 457–458
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Spectroscopy (cont.)
X-ray action spectroscopy, 459–460
X-ray photoemission spectroscopy,

458–459
Spectro-tomography, 44, 51, 55, 57, 66, 70,

79, 83, 84
Spheres, 673
Spherical average, 565, 567
Spherical harmonics, 560
Spherically uniform distribution, 552
Spherical monodisperse particles, 725
Spherical wave, 550
Spin echo, 770, 771, 782
s-polarization, 647
S(Q), 567
Stacking disorder, 578
Stacking faults, 596
Static Debye–Waller, 623
Statistical analysis, 45, 57
Statistical distribution of defects, 547
Step-flow, 394
Stepping motors, 647
Step-scan mode, 641
Stoichiometry, 586
Stokes number, 466
Stopped-flow apparatus, 747
Storage rings, 109, 112, 141, 454, 456

diffraction-limited (DLSR), 141
Strain, 129, 131, 138, 561
Strain amplification mechanism, 23
Strain peaks, 25, 26
Stress, 119, 122, 124, 126, 131, 136,

138, 141
Structural determination, 558
Structural models, 558
Structural polymorphs, 176
Structure, 44, 47, 49, 52, 53, 57, 71, 73,

75, 82, 84
Structure factor, 122, 675, 725

dynamic, 104, 142
static, 104, 113, 120

Structure-function relationships, 18
Structure-property relationship, 590
STXM. See Scanning transmission X-ray

microscopy (STXM)
Subdiffusive, 122
Sulphur-graphene oxide, 226
Sum rules, 186
Super-capacitors, 807
Supercooled liquid, 118, 122, 135, 138
Superprotonic conductors, 795
Superstructure, 584
Supported catalysts, 181

Surface, 102, 113, 115, 132–135, 137–139
amorphization, 547
density, 30
passivation, 403
pressure, 522
relaxation, 581
tension, 584

Surface x-ray diffraction (SXRD), 370
Surface x-ray scattering (SXS), 368
Surfactant effects, 208
Swollen rubber-silica, 742
Synchrotron, 5, 109, 111, 112, 115, 134,

137, 141, 509, 513, 514, 530,
537, 539, 540

end-stations, 30–32
flux, 324
sources, 323, 553, 554
X-rays, 719

Synchrotron radiation (SR), 3, 158, 164, 165,
368, 454–456, 468, 470, 611, 615, 745

Synechococcus leopoliensis PCC, 49, 57, 72

T
Tandem mass spectrometry, 453, 461, 473, 483
Teflon™ fiber, 73
Temperature-jump, 746
Temperature-jump cell, 746
Ternary core-shell, 348
Thermal annealing, 217
Thermal concentration fluctuations, 733
Thermal Debye-Waller, 623
Thick-layer configuration, 371
Thickness, 49, 59, 61, 63, 66, 75, 77, 79, 82
Thin film growth, 517, 530–537
Thin-layer configuration, 371
Thin-plate transmission geometry, 557
Thiol-passivated, 598
Thiophene carboxylic acid, 651
Three-dimensional arrangement, 19
TiBC/amorphous-C nanocomposite, 214
Tight-binding calculations, 224
Tikhonov regularisation, 11
Tilt-series tomography, 44, 45, 48, 49, 83, 84
Time resolution, 368
Time scale, 100, 118, 122, 128, 129, 135,

137, 141, 142
Time-of-flight (TOF), 767, 770, 772, 774, 783
Time-resolved, 517, 519–537

SANS measurements, 746
scattering measurements, 745–748
synchrotron SAXS, 746
XAFS, 178, 181, 196
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Tinanate nanotubes, 231
TiN/Cu nanocomposites, 214
TiO2(110), 645
TiO2/SnO2 nanostructures, 203
Titanium dioxide (TiO2), 589, 648

hollow spheres, 202
nanoparticles, 229
nanotube, 202

TMPC, 788
TOF. See Time-of-flight (TOF)
Tomographic reconstruction, 11, 13
Tomography, 45, 47, 53, 56, 58, 63, 66, 68,

82, 84
TomoJ, 66
Total reflection, 646, 647, 654
Total reflection fluorescence mode, 376–377
Total scattering, 565–601
Trabecular bone, 15
Transient XAFS, 643
Translational, 777, 783, 785
Transition lifetime, 174
Transmission, 46, 48, 52, 53, 63, 66, 77, 79,

85, 168
Transmission electron microscopy (TEM),

368, 547
grids, 49, 52, 56, 58, 61, 68, 73
tomography, 50, 67, 82, 84

Transmission measurement, 324
Transmission mode, 374, 613, 614, 632
Transmission X-ray microscopy (TXM),

13–16, 45, 47, 50, 52, 77, 83
Transmittance function, 7
Transport mechanism, 763, 769, 779, 802
Truncated decahedron, 621
Truncated octahedron, 621, 623
Tubular cell, 635
Tunneling, 794
Turbostratic, 596
Twinning, 563
Twisted plywood, 19, 20

U
Ultrahigh vacuum (UHV), 382, 639
Ultramicrotomy, 49, 73
Ultra-small-angle neutron scattering (USANS),

718, 722
Ultra-small-angle X-ray scattering (USAXS),

718, 722
Ultrastructure, 3, 5
Underpotentially-deposited (UPD), 378
Undulators, 45, 47, 54, 166
“Universal curve” 169

Unoccupied electron states, 163, 164
USANS. See Ultra-small-angle neutron

scattering (USANS)
USAXS. See Ultra-small-angle X-ray scattering

(USAXS)s
UV/ozone, 525
UV-shielding, 203

V
Vacancy ordering, 584
Vaccinia virus, 52
Vacuum, 56, 57
Validity of two-shell fitting, 620
van Hove correlation, 768
Vanadium, 775
Vapor deposition, 388
Vapor pressure, 460, 467, 474
Vaterite, 70
Vertical correlation, 524
Vertically aligned MWNTs, 219
Vibrational, 765, 768, 770, 777, 790
Victoreen, 617
Virtual 3D fibril model, 20
Viscosity, 687, 779, 787
Voigt functions, 175
Volmer–Weber (VW, islanding) mode, 388
Volume averaged, 559
Volume viewer, 67
VolumeJ, 64, 67
VUV, 456, 461, 464, 469, 478
Vycor, 779, 782, 783, 796–800

W
Warren-Averbach analysis, 560
Water, 765, 769, 770, 778, 782–787, 794, 796,

800, 801, 805, 808
layer, 75, 77
splitting, 643

Water-gas shift catalysts, 206
Wave front, 7
Wavelength, 98, 99, 111, 135, 139, 141,

764, 765, 769, 773, 774
Wave vector, 98, 102, 103, 110, 142, 509, 667
W/B4C multilayer, 530
Weighted back projection (WBP), 67
Wet cells, 50, 56, 59, 67, 75, 76, 84, 85
White line (WL), 176, 325, 373

depletion of, 334
Whittaker–Nyquist–Kotelnikov–Shannon

sampling theorem, 577
Whole powder pattern modeling, 561
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Widom, 784, 808
Wigglers, 166
Williamson-Hall method, 562
WO3 643

X
XAFS. See X-ray absorption fine structure

(XAFS) spectroscopy
XANES. See X-ray absorption near edge

structure (XANES)
XAS. See X-ray absorption spectroscopy

(XAS)
XPCS. See X-ray photon correlation

spectroscopy (XPCS)
X-ray, 316

absorption spectroscopy, 457–458
action spectroscopy, 459–460
backscatterer, 321
detectors, 516
diffractive optics, 515
dose, 51
energies, 61, 63, 66, 67, 71, 75
imaging, 2
microscopy, 45, 50
nano-tomography, 12–18
NEXAFS spectroscopy (see Near edge

X-ray absorption fine structure
(NEXAFS) spectroscopy)

optics, 5–6
photoabsorber, 321
photoemission spectroscopy, 458–459
scattering, 511, 513, 520, 541
soft X-ray beamlines, 456–457
synchrotron radiation, 454–456
transmission imaging, 224
tubes, 513, 553
XRID (see X-ray induced dissociation

(XRID))
X-ray absorption coefficient (μ), 320
X-ray absorption fine structure (XAFS)

spectroscopy, 157, 368, 611
X-ray absorption near edge structure (XANES),

158, 160, 316, 373, 612
X-ray absorption spectroscopy (XAS), 316

edge, 318

X-ray computed tomography (XCT), 414
X-ray diffraction (XRD), 369, 546
X-ray excited optical luminescence (XEOL)

spectroscopy, 192
X-ray free electron laser (XFEL), 117, 141,

142, 644
X-ray induced dissociation (XRID), 478
X-ray intensity fluctuation spectroscopy

(XIFS), 97
X-ray magnetic circular dichroism (XMCD),

173, 186
X-ray photoelectron spectroscopy (XPS), 368
X-ray photon correlation spectroscopy (XPCS),

97, 101, 104, 107–109, 111, 113,
115, 119, 124, 126, 128, 129, 131, 132,
134, 135, 137, 139, 141, 763

X-ray powder diffraction (XRPD), 546
X-ray speckle visibility spectroscopy (XSVS),

116, 118
X-ray tomographic microscopy (XTM), 53
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