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Preface

Welcome to the proceedings of the First Chinese Conference on Computer Vision
(CCCV 2015) held in Xi’an!

The CCCV conference is organized by the Computer Vision Task Forces of China
Computer Federation (CCF), and is an important event for the computer vision com-
munity in China. In recent years, computer vision has increasingly become an enabling
technology for many important and often mission-critical applications such as video
surveillance and human–machine interface. The aim of CCCV is to provide a forum for
scientific exchanges between computer vision researchers in China, and will be held
every two years from 2015.

CCCV 2015 invited regular submissions for presentations and as well internation-
ally renowned researchers to give keynote speeches. We received 176 full submissions,
each of which was reviewed by at least two reviewers selected from the Program
Committee and by other qualified researchers. Based on the reviewers’ reports, 89
papers were finally accepted for presentation at the conference, yielding an acceptance
rate of 51 %.

We are grateful to the keynote speakers, Prof. Fatih Porikli from the Australian
National University, Prof. Maja Pantic from Imperial College London, Prof. Xiaoou
Tang from the Chinese University of Hong Kong, and Prof. Demetri Terzopoulos from
UCLA, USA.

Thanks go to the authors of all submitted papers, the Program Committee members
and the reviewers, and the members of the Organizing Committee. Without their
contributions, this conference would not have been a success. Special thanks go to all
of the sponsors and the organizers of the five special forums. Their support made the
conference successful. We are also grateful to Springer for publishing the proceedings
and especially to Celine (Lanlan) Chang of Springer Asia for her efforts in coordinating
the publication.

We hope you find the proceedings of CCCV 2015 enjoyable.

September 2015 Tieniu Tan
Xinbo Gao

Hongbin Zha
Xilin Chen

Liang Wang
Qiguang Miao
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Abstract. Accurate extraction of road networks from high resolution remote sens-
ing images is a problem not satisfactorily solved by existing approaches, especial-
ly when the color of road is close to that of background. This paper studies a new 
road networks extraction from remote sensing images based on the shear trans-
form, the directional segmentation, shape features and a skeletonization algorithm. 
The proposed method includes the following steps. Firstly, we combine shear 
transform with directional segmentation to get road regions. Secondly, road shape 
features filtering are used to extract reliable road segments. Finally, the road cen-
terlines are extracted by a skeletonization algorithm. Road networks are then gen-
erated by post-processing. Experimental results show that this method is efficient 
in road centerlines extraction from remote sensing images. 

Keywords: Road centerlines extraction · Shear transform · Directional segmen-
tation · Shape features 

1 Introduction 

Roads are the backbone and essential modes of transportation, providing many differ-
ent supports for human civilization. Road extraction plays a very important role in 
vehicle navigation system, urban planning, disaster management system and traffic 
management system. Due to the improvement of image resolution, the image has all 
sorts of detailed information to obtain very good reflection, but these details characte-
ristics are interference for the extraction of road. Also, high-resolution satellite images 
have serious shadows, particularly in urban areas, which have an impact on road  
extraction, so the road extraction from high-resolution satellite images has a great 
scientific significance. In recent years, various road extraction algorithms have been 
proposed. A variety of road detection techniques[1]include knowledge based  
methods[2], mathematical morphology[3],[4], snakes[5]–[6], classification[7]–[10], 
differential geometry[11], region competition [12], active testing [13], perceptual 
grouping [14], and dynamic programming [15]. Mena [16] and Fortier et al. [17]  
provide extensive surveys of the literature on road extraction technique. 

Although the above methods show a good performance in road extraction, it is  
difficult to get a satisfactory result [18], and we need do some further research. 
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Chaudhuri et al. [19] proposed a semi-automatic road detection method. In this me-
thod there were only a small set of directions to be used to detect the road segment. 
Thus some road segments are not detected. In order to solve the above problem, we 
would like to develop an efficient algorithm. This paper proposes a method based on 
shear transform, the directional segmentation, shape features and a skeletonization 
algorithm.  

The organization of this paper is as follows: In Section 2, the new method is de-
scribed. In Section 3, we compare the experimental result with a semi-automatic road 
detection method, and show that the method we proposed is efficient. Finally, the 
concluding remarks are given in Section 4. 

2 Methodology 

In this section, we first combine shear transform with directional segmentation to get 
road regions. Then, the road regions are refined by using shape features. Finally, we 
extract the road centerlines and make post-processing to get complete networks. Fig. 1 
gives a summary of the proposed method. 

2.1 Image Preprocessing and Directional Segmentation Based On Shear 
Transform 

Image preprocessing consists of image enhancement and gray processing. In our im-
plementation, Grey level transformation is used to adjust the contrast of details in an 
image. When we convert a color image to a gray image, some useful information will 
be lost. Therefore we apply grey level transformation on the color images.  

Roads are mostly narrow and linear in the image. When we consider a small set of  
directions in the process of segmentation, some road segments are lost and we can’t 
extract the whole complete road regions. However, looking for pixels in all directions 
can be computationally complex. Therefore the shear transform [20-25] is introduced 
here. 

Let 
,s k

W  denote the multi-direction shear operation, where 0s = or 1 , 

( ) ( )

2 2[ , ],
ndir ndir

k k Z∈ − ∈ , Z denotes the set of integers and ndir is the direction parameter

( )ndir N∈ . 0s =  means the shear transform is applied in the horizontal direction, 

and 1s = in the vertical direction. By taking the multi-direction shear transform on 

the image ( , )f x y ，the sheared images ( ),
,'

s k
f x y  would be obtained, the number 

of which is 
( 1)2 (2 1)ndir+× + , as shown in equation (1) 

 ( ), ,
, ( , )'

s k s k
f x y f x y W= ∗  (1) 

 



 Directional Segmentation Based on Shear Transform and Shape Features 3 

 

Fig. 1. Framework of the proposed method 

In our implementation, shear matrix is 0
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 ( ) ( )0,
, ,' ' '

k
f x y f x y=  (3) 

where ( ),' 'x y  is the coordinate of a pixel in the sheared image and ( ),x y  is the 

coordinate of a pixel in the original image, but the values of all the pixels remain  
unchanged during this process. When 1s = , the shear transform is performed in the 

vertical direction according to
1

s , and the procedure is similar.  
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A variety of sheared images which are obtained by the shear transform are shown 
in Fig. 2. The shear transform is applied to the image after preprocessing. Here we set 

0s = and 2ndir =  , so the number of the sheared images is nine. It can be seen that 
the shear transform changes the entire neighborhood centered at a point and more 
directions for elongated regions will be estimated. 

The algorithm to efficiently separate road segments in the sheared images is based 
on supervised directional homogeneity using a modified metric [19]. Two 5 5×  
road seed templates from the sheared images are chosen as the representatives. Consi-
dering only eight directions provides a good balance between computational efficien-
cy and accurate extraction of road pixels, so we consider eight directions in every 
sheared image in this paper. 

 

     
         K= -4                  K= -3                   K= -2   

     
          K=-1                   K=0                   K=1 

     
             K=2                    K=3                   K=4 

Fig. 2. Results of the shear transform 

The inverse shear transform [20-25] is used for the images containing road seg-
ments in various directions, and then all of the images are fused into the final image 
by the union operation.  
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2.2 Shape Features Filtering 

Some road regions identified after segmentation have some misclassified roads. To 
further discard misclassified roads, road shape features [26] are explored. These fea-
tures are measured by the following: 1) area; 2) linear feature index (LFI). 

1. Area: A road is commonly a continuous feature with a relatively larger area than 
other man-made features. Hence, segments with small area values can be regarded 
as noisy and should be removed. 

2.  LFI：Roads are generally narrower and longer than other artificial objects. This 

characteristic is described by LFI which is computed as follows. 

• Using connected component analysis to divide pixels into connected components. 
The component is then converted to a rectangle which satisfies 

 
p

LW n=  (4) 

where L  is the length of the new rectangle, W  is the width of the new rectangle, 

p
n  is the area of the road segment(also known as pixel number). 

• LFI can be calculated by 

 
2

/
p p

L L L
LFI

W n L n
= = =  (5) 

In terms of roads’ characteristics, they should have large values of LFI, so regions 
with small values of LFI can be regarded as nonlinear features and will be removed. 

2.3 Road Centerlines Extraction and Post-processing 

In our implementation, we have used a well-known skeletonization algorithm pro-
posed by Uitert and Bitter [27]. We then remove two kinds of unwanted linear seg-
ments to improve the linear representation of the roads in the image. The branches 
which are connected to the main road skeleton at one end and are not connected at the 
other end in the thinned image need to be eliminated, so we remove the branches 
whose length is less than the minimum threshold. The long linear structures that are 
isolated need also to be eliminated. We make these post-processing based on the fil-
tering method proposed in [19]. 

3 Experiments and Discussions 

In this section, to test the performance of the proposed method we experiment with 
high-resolution aerial and satellite images and achieve satisfactory results. The proposed 
method is also compared with other’s method to show the advantages and disadvantages 
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(a)                       (b)                        (c) 

Fig. 4. Comparison with Chaudhuri’s method [13] on QuickBird image. (a)Input image, (b) 
Result of the Chaudhuri’s method [13], (c) Result of the proposed method. 

In order to prove the validity of the proposed algorithm, we compare our result 
with the method proposed by Chaudhuri et al. [19].As can be seen from the images 
shown in Fig. 4, the roads extracted by our algorithm are more complete and smooth 
than that generated by Chaudhuri’s method. Clearly, most of the main road center-
lines are extracted by the proposed algorithm.  

We can conclude that the proposed method can perform more effectively than the 
other method. The computational complexity of the proposed method is higher than 
that of Chaudhuri’s method, and it varies directly with the number of directions of the 
sheared images.  

4 Conclusion 

In this paper, we have presented a method to extract road centerlines from high-
resolution images accurately and smoothly. The main steps in our algorithm are: im-
age preprocessing, shear transform, road segmentation, shape features filling, road 
centerlines extraction and networks generation. In this method, the shear transform is 
introduced to overcome the limitation of directions for road segments. The experi-
mental results have been evaluated to demonstrate the high accuracy of the proposed 
method. The extracted road centerlines retain smooth. However, the proposed method 
still has several flaws which we need to do some more research later. The main limi-
tation of the proposed method is that all of the parameters and thresholds are set by 
the trial and error method, namely, be determined manually. 
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Abstract. In recent years there has been a growing interest in the study of 
sparse representation based classification (SRC) which has obtained great suc-
cess in face recognition. However, SRC is overly dependent on the size of train-
ing samples while overlooking the correlation information that is critical to the 
real-world face recognition problems. Besides, some method considers the cor-
relation information but overlooks the discriminating ability of sparsity. In this 
paper, we propose a new method called trace norm sparse representation based 
classification (TSRC) which introduces a regularization term in the SRC model 
and considers both sparsity and correlation. The TSRC method can benefits 
from both -norm and -norm, which is flexible and can obtain satisfacto-
ry results. Experimental results on 2 face databases clearly show that the  
proposed TSRC method outperforms many state-of-the-art face recognition me-
thods. 

Keywords: Face recognition · Trace norm · Sparse representation based classi-
fication · Sparsity and correlation 

1 Introduction 

Face recognition, as one of the most successful applications of image analysis and 
understanding, has recently received significant attention and adequate development, 
especially during the past decades.Nevertheless, due to the different interference of 
different conditions cause corruption and errors of different degrees, for example, 
various facial expression, pose and illumination conditions, the face image processing 
effect is not so ideal. Furthermore, when the feature space is not sufficient sample 
database and high dimension, the existence of these problems will meet more chal-
lenges in face recognition.  

The conventional method of face recognition(sparse PCA [1], 2DPCA [2]) selects 
a limited subset or model from training samples, instead of the entire training set for 
image detection or signal classification and representation. So when the train sample 
space is small, the performances are not very good. These methods based on feature 
space, such as NN (Nearest Neighbor) and the support vector machine (SVM), when 
the image between different classes is very similar, will have a low recognition effect. 

1 2
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Therefore, face recognition methods based sparse representation classification 
emerge as the times requirement [3-5].Sparse representation method is based on the 
hypothesis that the testing images are approximation in a low dimension subspace 
which is obtained by the training samples, and then can be represented by a small 
number of training samples. Sparse representation based classification [3] (SRC) seek 
sparse representation of a query image in an over-complete dictionary, and then ob-
tain recognition performance through comparing the minimal sparse error to identity 
the query image class. SRC can be seen as a generalization of NN and NFS, but it can 
get better recognition performance [3]. SRC overemphasize sparsity of data while 
ignoring the correlation between the dictionaries, which often results in lack of infor-
mation. Thus, when the training samples are highly correlated, SRC will produce 
unstable results. Some of the literature has shown the importance of correlation struc-
ture [6-8]. Zhang proposed the CRC method which made full use of the correlation 
data for face recognition and used the -norm model [9].  

Only when the training sample is large, the SRC method shows a good recognition 
performance and it can’t use the correlation data to obtain useful information. While 
the CRC method can get a good result by the correlation, but when the correlations of 
training samples are limited, it may not perform well. We propose a new face recogni-
tion method called the trace norm sparse representation classification (TSRC) which 
applies the trace norm as the regularization term into the dictionary. The trace norm 
can benefit from -norm and -norm, in other words it can take advantage of 
sparsity as well as data correlation. After we proved the feasibility of the regulariza-
tion term and answered the minimization problem of the trace norm, we draw a lot of 
experiments in different face image databases, and compare the face recognition per-
formance between different methods including SRC [3], SVM [10], NN, NFS [11] 
and LSRC [6]. 

2 Backgrounds of Sparse Representation 

2.1 Generalized Sparse Representation 

Denote the data set of training samples labeled with the class as 
, Any new test sample from the same class can be linearly ex-

pressed as:  

 (1) 

where are some scalars. 
We define a new matrix for the entire training set as the concatenation of the    

training samples of all object classes: 

 (2) 

     Then, the linear representation of can be rewritten in terms of all training 
samples as: 

2

1 2

thi-
][ 21 ii,ni,i,i ,...,v,vvA  y

ii i,ni,ni,i,i,i, vαvαvαy  2211
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 (3) 

where is a coefficient vector whose entries are 
zero except those associated with the  -th  class. 

The purpose of sparse representation is to estimate the main information of the test 
sample using non-zero coefficient as little as possible. In other words, we need to find 
the which has less non-zero coefficient and can be a good estimation of with . 

2.2 Classification Based on Sparse Representation (SRC) 

J. Wright et al. introduced the Sparse Representation based Classification (SRC) me-
thod which had applied to face recognition and pattern recognition [3]. The model is 
as follows,  

   (4) 

 is the -norm, defined as the number of non-zero entries in the vector . The 
problem of -norm can be proved is NP hard, even if making approximately calcu-
lation is also very difficult [12]. Some paper reveals that if the solution  sought is 
sparse enough, the -minimization problem (4) is equal to the solution to the fol-
lowing -minimization problem: 

   (5) 

 is the -norm, defined as , that is the sum of the absolute values 

of all the entries. The model (3) can be explicitly modified to the flowing form ac-
count for small possible dense noise: 

   (6) 

where , is noise item , the sparse solution can be obtained by the fol-
lowing  -minimization problem: 

  (7) 

 is the -norm, defined as . Based on [13], when 

 
and  , we can learn that there are constants  and  satis-

fied with  

    (8) 

So we can use  the formulas (8) to examine the computed . 

0Axy 

T
i,ni,i, ,...,,,...,α,α,α,...,x

i
]0000[ 210 

i

0x y A

y   Ax     s.t  ||x|| x  01
0 minargˆ:)(

0||x|| 0 x

0

0x

0

1

yAx   s.t    ||x|| x  11
1 minargˆ :)(

1||x|| 1  i i||x||x||1

zAxy  0

ε||z|| 2 z 0x

1

εy||   ||Ax     s.t  ||x||x  211 minargˆ

2||x|| 2 
i ix||x|| 2

2

ρm||||x 00 ε||z|| 2 ρ ζ

ζε||xx||  01ˆ

1x̂



 Sparse Representation with Regularization Term for Face Recognition 13 

For ,  is a new vector whose only nonzero entries are the entries in  that 
are associated with class . So we can approximate the given test sample  as 

. We then classify  based on these approximations by assigning it to 
the object class that minimizes the residual between  and : 

  
   (9) 

3 Sparse Representation with Regularization Term for Face 
Recognition 

3.1 Why Did We Introduce the Regularization Term?  

The SRC algorithm is under the assumption that image and training images are in 
very good agreement. The results show that when there are enough training samples 
which can cover all changes,  can be correctly expressed. Therefore, SRC may not 
obtain satisfactory results at the case where  are not aligned and dictionary contains 
a small amount of sample. At the same time, due to the sparsity, when the samples are 
highly correlated, SRC may have the problem of unstable. If the object and the query 
image are similar, the SRC method tends to choose a random object instead of choos-
ing them all. This means that, SRC does not capture the relevant structure of the dic-
tionary that plays crucial role in the face recognition [14].  

Good performances of SRC comes from the collaborative representation of  is 
on all training samples [9]. CRC can make good use of the advantages of data  
correlation [9]. Therefore, in the CRC, the images is represented by an over complete 
dictionary which use -norm rather than use -norm to control coding vector. The 
object function of -norm is as follows.  

   (10) 

Considering the noise problem, the equation can be changed into 

 (11) 

made CRC obtain a stable results through the use of a more dense vector, but when 
the training samples were not highly correlated, the CRC would not be able to get 
good results. 

Only when the training sample is large, the SRC method can show a good recogni-
tion performance and it can’t use the correlation data to obtain useful information. 
While the CRC method can get a good result by the correlation, but when the correla-
tions of training samples are limited, it may not perform well. the trace norm  
classification method based on sparse representation (TSRC) overcome the disadvan-
tages of SRC and CRC. For fully considering the sparsity and correlation, we com-
bine structure of matrix  and coding coefficient  and introduce the trace norm 

x (x)δi x
i y
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inspired by [15]. Giving a matrix ,  indicates converting the matrix  
into a vector in which the -th entry is  located in the diagonal of . The -

norm of  is defined as  and the trace  is regarded as the 

sum of all the singular values of  the  matrix . Thus we get following linear re-
presentation model: 

    (12) 

where,  is a regularization term defined as . With the regulariza-
tion term, we will no longer ignore sparsity or correlation. 

3.2 Extreme Value of the Regularization Term 

There are two extreme cases for the trace norm regularization term which can be dis-
cussed as follows. 
1). When the columns of matrix  are not related and  is an orthogonal matrix, 

that is . And then we can get 

  

 

 
(13) 

Thereby,  is equivalent to -norm. So we can change (12) into  

   (14) 

2). In the case where the images of different subjects look similar to , that is

and (  is a vector of size  whose elements are one), we 
can express  as: 

    (15) 

Then (12) can be changed into 

   (16) 

Generally, the images in the dictionary are neither too independent of each other nor 
look the same. Our model is able to obtain the correlation structure of the training 
samples. So we can easily know that 

   (17) 

It is show that  obtained by  is more sparse than the one obtain by , but 
is less sparse than the one obtained by . This means that we can take advantage of 

and  . 
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3.3 Our Novel Sparse Representation Model (TSRC) 

If the noise obeys Gauss distribution, the objective function can be turned into  

   (18) 

Instead if the occlusion follows the Laplace distribution, we consider the following  
problem: 

   (19) 

Problem (19) is more robust to occlusion and variations than problem (18) [16]. Prob-
lem (19) can be changed into the following problem: 

    (20) 

where  is  the regularization parameter. We adopt Alternating Direction Met
hod (ADM) [17] to solve problem (20).  
The final novel sparse representation model is expressed as follows: 

    (21) 

is an optional parameter whose value depends on the distribution type of noise. The 
type of noise determines the value of the parameter . If the noise obeys Gauss distri-
bution,  and if the occlusion follows the Laplace distribution, we set the  to 0.  

4 Experiment  

This part we will demonstrate the recognition effect of TSRC in 2 face image data-
bases in Fig. 1, respectively, to select two groups of images totally having 22 images 
on Yale face database (each group has 11 images) and one group ORL face database 
images totally having 10 images. 
 

 

Fig. 1. Yale and ORL face databases 
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4.1 Experiments on Yale Face Database 

The Yale face database is composed of 15 volunteers, 11 gray face images per person 
for a total of 165 different images of pixel. These images with different ex-
pressions are obtained in different illumination. As we can see in Fig. 1(a) expressions 
of each individual are different. In this experiment, we randomly selected 
images of each individual as a training sample and the rest of the images as test im-
ages. For different  with different dimension of the feature space (in 10 increment), 
we record the average precision in Fig. 2 and the maximum average accuracy as well 
as the standard deviation corresponding to the value in the Table 1. 
 

 
Fig. 2. In the Yale face database, recognition rate of various method under different  and 
dimension of feature space 

Table 1. Maximum average accuracy and standard deviation of different methods 

Algorithms     
SVM[10] 64.00±2.57(59) 69.89±5.48(70) 72.67±3.28(89) 78.50±6.73(104) 
  NN 55.71±4.65(59) 52.11±4.30(20) 57.87±4.92(20) 59.50±3.69(104) 
NFS[11] 56.76±5.30(59) 57.00±4.74(70) 61.33±5.96(89) 64.50±5.21(104) 
SRC[3] 70.86±4.56(59) 72.00±4.02(70) 79.47±3.68(89) 79.17±3.17(104) 
CRC[9] 70.95±4.67(50) 73.11±4.79(60) 80.93±3.93(89) 81.17±3.93(50) 
LSRC[6] 71.24±2.49(50) 76.22±3.93(70) 78.40±3.86(70) 85.00±5.56(104) 
TSRC 74.56±4.71(59) 77.00±3.98(60) 81.31±2.67(89) 83.17±4.89(104) 
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We can see from the Fig. 2 and Table 1 that TSRC has better recognition rate than 
other methods at different  values with the change of feature space. When the  
value is small (as ), the maximum value of recognition is generally less than 
the larger value of  (as ), which just corresponds to the case of SRC. Be-
cause TSRC can keep the dictionary correlation and sparsity, so when the  value is 
small, the good identification rate can manifest its advantages. Smaller  values 
mean that the number of training samples is small, TSRC can still get changes of the 
query images by choosing training samples with sufficient correlation so as to get 
better recognition rate. When increasing, TSRC, SRC, CRC and LSRC have better 
recognition rate and when  and , SRC, CRC, LSRC have relatively simi-
lar curve. When  and , LSRC is superior to SRC and CRC’s performance, 
this is due to the partial information of dictionary considered by LSRC. However, the 
methods are not good as TSRC proposed in this paper in addition to the extremely 
individual points because TSRC can accurately grasp the structural information of 
dictionary and enable it to better adapt to the query image.  

4.2 Experiments on ORL Face Database 

The ORL face database consists of 40 individuals and each individual has 10 gray 
images including different illumination, facial and detail changes, as Fig. 1 (b) shown. 
We select training samples of number  and the remaining are the query images in 
this experiment.The experimental results are shown in Fig. 3 and Table 2. 
 

 
Fig. 3. In the ORL face database, recognition rate of various method under different  and 
dimension of feature space. 
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Table 2. Maximum average accuracy and standard deviation of different methods as well as the 
feature space dimension when the maximal accuracy is obtained. 

Algorithms     
SVM 73.38±4.00(79) 83.25±1.94(119) 89.67±1.90(120) 93.20±1.60(199) 
  NN 71.59±3.23(79) 79.36±2.37(119) 81.46±1.89(30) 85.70±2.37(30) 
NFS 71.19±3.48(79) 80.64±1.70(119) 88.54±2.03(120) 92.20±1.72(120) 
SRC 80.28±2.52(60) 86.29±1.58(119) 92.37±0.88(120) 94.70±1.44(199) 
CRC 80.44±2.41(60) 86.39±2.07(90) 91.21±1.72(90) 93.75±2.12(199) 
LSRC 79.81±2.46(60) 87.14±1.87(119) 92.00±1.22(90) 94.00±2.12(150) 
TSRC 81.36±2.58(79) 88.52±1.96(119) 93.00±1.87(159) 95.69±2.09(150) 

 
 
We can see from Fig. 3 and Table 2 that recognition rate of TSRC is higher than 

other methods. Comparison of several figures, the most obvious is that the recognition 
rate of NN method is the lowest and it is unstable. When the number of training is low 
( ), SRC, CRC and LSRC have similar recognition rate. As can be seen from 
table 2, the recognition rate of TSRC shows a rise tendency as a whole, but the feature 
space dimension when the maximal accuracy is obtained is not rising. For example, 
when , the feature space dimension is 150 when the maximal accuracy is ob-
tained which is small than other , that is to say when the training samples are suffi-
cient, the blindly increase of feature space dimension may not increase the recognition 
rate. However, TSRC have better recognition performance than other methods. 

4.3 Summary 

In general, SRC, CRC and LSRC have stable recognition rate in most cases. When the 
training sample size was small, CRC showed better recognition performance because 
it considered the correlation of data while sparsity showed lower effect. LSRC can get 
good recognition rate than SRC because the local information and sparsity of sample 
date were taken into account. But when the local information is not sufficient, TSRC 
can consider correlation and sparsity of the sample, so in most cases TSRC can get 
better recognition results than other methods. Therefore, the experiments proved that 
TSRC is a good method for face recognition. 

5 Conclusions 

We do have proved that the TSRC method have better recognition performance than 
other face recognition methods, such as NN, SVM, CRC and LSRC. It can benefit 
from sparsity and correlation. Specifically, TSRC can obtain comparable results to 
SRC when the dictionary is with low correlation, and performs as well as CRC when 
the data are with high correlation. TSRC can make good use of correlation between  
 
 

2t 3t 4t 5t

32,t 

5t
t



 Sparse Representation with Regularization Term for Face Recognition 19 

the query images and training samples, and then it can obtain relatively much infor-
mation. LSRC only considers the limited information of few local samples in a small 
number of training samples. Experimental results on face database clearly show that 
the proposed TSRC method outperforms many state-of-the-art face recognition  
methods. 
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Abstract. The visual salient regions detection is one of the fundamental prob-
lems in computer vision, so saliency estimation has become a valuable tool in 
image processing. In this paper, we propose a novel method to realize the calcu-
lation of saliency, using color contrast and connectivity prior (called CCP for 
short). There are three cues integrated to obtain high-quality map, including 
contrast, spatial distribution and high-level prior. We evaluate our approach on 
three standard benchmark datasets with other state-of-the-art approaches, the 
results show that the proposed method has the higher precision and recall, the 
final maps are more closed to the ground truth. 

Keywords: Salient region detection · Contrast · Spatial distribution · Connec-
tivity prior 

1 Introduction 

People can easily focus attention on the important parts or the salient regions in a 
scene. Salient object detection has been studied in physiology, neural systems, psy-
chology and computer vision for a long time. It is motivated by the importance of 
saliency detection in applications such as image segmentation [1,2], object recogni-
tion [3], image retrieval [4,5], adaptive compression of images [6] and so on. 

Nowadays, existing visual attention approaches mainly include two kinds, namely, 
fast, bottom-up, data driven saliency geodesic; and slower, top-down, task driven 
saliency geodesic. The former is popular, and some models are very successful in 
salient region detection [7-15], which almost focus on the contrast of low level image 
features. While the contrast information often helps produce good significant results, 
it always generates high values for the area which is not salient, especially for the 
regions with low contrast from the surrounding or connected heavily with the object. 

                                                           
  This research is partly supported by the National Science Foundation, China (no. 61379065). 

Hebei Province Science and Technology Support Program, China (no. 13211801D). The 
Doctoral Foundation of Yanshan University (no. B540). 



22 M.-H. Chen et al. 

Inspired by the above di
contrast, i.e., region color 
salient region is not only a
age center, besides, warm c

The contrast may work w
abundant nor high-accurate
some high-level prior know
of the boundary prior (or ca
image boundary as backgro
gion only slightly contacts
nectivity prior, which state
image boundary than the fo

Our first main contributi
bine color difference with 
spatial distribution offsets 
second contribution is the 
other cues for saliency com

 

  

Fig. 1. The development proc
IT [7], MZ [8], HC [14], CA [5

2 Related Work 

In this part, we briefly intro
early works solved the prob
that the saliency is decided
defined image salient using
liency value from local cont
global contrast with linearit
sented by researchers which
analyzed contrast feature 
[14,17,29-31]. [29] used col
tive saliency refinement app
from multiple scales of imag
detection adopting color uni

Later on, some prior kno
prior [17,18], shape prior [2
depth cues [24-26]. [17] bel
the higher value. [23] put u
covered the salient object, t
article treated image bounda

iscussion, in this paper, we propose a new algorithm of 
contrast. Our method is based on the assumption that 
ssigned high contrast values, but also located near the 

colors are more pronounced.  
well for low-level saliency calculation, but they are neit
e if used alone. So several approaches [16-26] explo

wledge to help get more sufficient values. [19-21] made 
alled connectivity prior). These articles simply thought 
ound. But in fact, this is arbitrary and fragile when the
 the boundary. So this paper renewedly presents the c
es that the background is more heavily connected to 

oreground.   
ion is the new region color contrast algorithm, which co
the center and warm superiority. Besides, using the co
the drawback produced by the region color contrast. T
novel definition of connectivity prior, and integrated w

mputation to obtain better results.   

    

cess of the saliency detection, from left to right: source im
5], CCP 

oduce the related work on image saliency detection. M
blem of saliency detection with contrast feature. [27] thou
d by the center-surround contrast of low-level features. 
g a Difference of Gaussians approach. [14] obtained the
trast based on image segmentation. [15] combined local 
ty method. From then, many approaches [5,8,28] were p
h united the local, region and global contrast. Most meth
from the difference of color or luminance perspec

lor contrast and distribution based on region level with ad
proach to gain the results. [30] measured the contrast c
ge structure with better results. [31] introduced salient reg
iqueness with focusness and objectness.  
owledge are considered to enhance the effect, such as ce
23], background prior [19-21], context information [5,22,2
lieved the region more closed to the center of the image 
up shape prior which armed at extracting a closed cont
thus to protect the original feature of the goal. In [19], 
ary regions as background, and image patch’s saliency 

f the 
the 
im-

ther 
ited 
use 
the 

e re-
con-

the 

om-
olor 
The 
with 

 
mage,  

Many 
ught 

[7] 
e sa-

and 
pre-

hods 
ctive 
dap-
cues 
gion 

nter 
23], 
has 

tour 
the 

was 



 Salient Region Detection by Region Color Contrast and Connectivity Prior* 23 

defined as the shortest-path distance to the image boundary. The context information 
was used in many approaches, [5] presented a detection algorithm based on the context 
of the dominant objects just as essential as the objects themselves. [26] proposed an 
object lying at a different depth level from the others will noticeably attract people’s 
attention. Above high-level prior knowledge are always integrated into low-level fea-
tures to make their methods possibly suitable for salient objects. 

Many researches have been attempting to combine several different features or 
prior knowledge to pay their respective advantages. Among them, the most commonly 
used method is to simply unite the consequences from these features by using 
weighted averaging. And [32] took use of Conditional Random Fields, [23] utilized 
iterative Energy Minimization, [28] learned the weight by Support Vector Machine. 
Beyond that, there are a lot of novel methods, [16] fused the higher-level priors to a 
low-rank matrix recovery to compose salient maps. Also [12,13] turned to the fre-
quency domain to solve the question. 

In this paper, we propose a new model for the saliency region detection, firstly, we 
decompose an image into small regions, then obtain the region color contrast map 
with the new definition, take use of the spatial distribution to avoid the defects caused 
by contrast. Add connectivity prior to make the effect better. At last, the high quality 
map acquired by fusion of the above features.   

3 Salient Region Detection by Region Color Contrast and 
Connectivity Prior 

In the following we describe the details of our method, and we show the new defini-
tion of the region color contrast, color spatial distribution as well as the connectivity 
prior based on the SLIC segmentation. 

3.1 The Region Obtained 

For the image abstraction, we use the SLIC superpixels [33] to divide the image into 
perceptually uniform regions. The “soft” approach could segment an image, and keep 
them local, compact and edge aware. In the paper, N indicates the number of the di-
vided regions. Superpixel result examples are shown in Fig.2 (b). 

3.2 Region Color Contrast 

Human usually pay more attention to those image regions that contrast strongly with 
their surroundings. The color difference (or called uniqueness), which is generally 
defined as the infrequence of a segment  given its color in CIELab compared to all 
other regions . In this paper, we introduce the center prior  to bias the image 
center region with higher saliency value. The experience in [17] showed that almost 
people like to put the interested object to the center position in the picture. Besides, 
many psychologists found that warm colors such as red, yellow and orange are more 

ir

jr  irc
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pronounced, so we put warm colors superior  into region color contrast. The 
definition of the region color contrast  is following, and Fig.2 (c) gives the 
examples.  

                                      (1) 

 indicates the warm colors superior, we obtain a 2-D histogram distribution 
 in the CIELab apace from the labeled salient object, which similar to [16]. Ana-

logously the background histogram distribution  is generated. For each certain 
color, the values from the two histograms are and . , 
where the  indicates the mean color of the region . We set  in our expe-
rience. 

 indicates the center information, objects near the image center are more at-
tractive to people. , where  is the center point of the region 

, and  is the center point of the image,  is the meaning of the Euclidean 
distance between the two points. The parameter  controls the final effect derived 
from the center information, we set in our experience. 

 indicates the difference of the region  and the surroundings in the CIELab. 
People easily perceive the colors in the CIELab space, because it makes up for the 
uneven distribution of the RGB color model. The region is more salient, if the value is 
larger than others. , where ,  are the average color value of the region 

 and  respectively. 

3.3 Color Spatial Distribution 

The experience shows the elements are more salient when they are located in a statio-
nary image region rather than evenly distributed over the whole image. So it testify 
that color spatial distribution is so vital to the saliency detection. Conceptually, we 
define the color spatial distribution measure for a region  using the , the 
factor indicates a compact object should be deemed more salient than spatially disper-
sive elements, Fig.2 (d) gives the examples. 

                           
      (2) 

In equation (2), , describes the similarity of the color  and 
color  in the region  and .  and  are the positions of region  and  
severally. The parameter  controls the color sensitivity of the region distribution, 
we use  in all our experiment. 
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4 Experiments 

We compare our method (CCP) with several state-of-the-art saliency approaches, 
such as IT[7], AC[11], SR[10], FT[12], RC[14], HC[14], CA[5], LR[16], SF[15], GC[34], UFO[31], 
HS[35], PD[36]. To evaluate these methods, the results obtained either from the original 
authors or running the authors’ publicly available source code. 

4.1 Data Sets and Evaluation Methods 

Utilize three standard benchmark datasets: ASD-1000[12]
，SOD[37] and SED2[38]. 

Most images in the ASD database have single salient object and there are strong con-
trast between foreground and background, which used widely now. The SOD data-
base includes 300 images based on the Berkeley segmentation dataset, which is more 
challenging with multiple objects in more complicated backgrounds. SED2 has 100 
images containing two salient objects with different sizes and locations. 

For performance evaluation, we adopt two methods as [12,14]. The first protocol is 
precision and recall rate. We compare every binary masks segmented by the threshold 
in the range [0...255] with ground truth, then obtain the curve. The second protocol is 
F-Measure, which is computed as:  (P is precision, R is 
recall), we set , similar to [12,14], whose test images are segmented by the 
adaptive threshold. 

4.2 Quantitative Comparison 

Fig.3 (a,b) shows the precision-recall curves of the above approaches on the ASD-
1000 dataset. The average precision, recall and F-measure using adaptive threshold 
segmentation is shown in Fig.3 (c). From the figures, we can clearly find that our 
method acquires the higher precision, recall and F-measures than the others. Besides, 
Fig.4 (a,b) demonstrates the precision-recall curves on the SOD and SED2 datasets. 
The experience manifests proposed method could detect salient regions keeping a 
high accuracy. 

4.3 Qualitative Comparison 

We show visual comparison of some approaches in Fig.5. Note that the test images of 
the top, middle and bottom two rows are from ASD-1000, SOD-300 and SED2-100, 
respectively. It is worth pointing out the results produced by our method are more 
closed to ground truth even in the cluttered background. For example, in the third and 
fourth rows, our proposed method can reasonably highlight the salient regions and 
suppress the background. 

    RPRPF  22 /*1 

0.32 
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4.4 Subsidiary Details 

In the above content, we described the theory and experience of the new method. 
There are two details will be discussed here. The first is the influence of the center 
prior (center for short) and warm color prior (warm for short) to the region color con-
trast. Then we will use the precision-recall curve (Fig.6) on ASD-1000 dataset to 
indicate the fact, “coldif” indicates the color difference for convenience. 

The second detail is the combination mode of the three cues in the part 3.5, name-
ly, RCC (region color contrast), CSD (color spatial distribution) and CP (connectivity 
prior). We also use the PR curve (Fig.7) to evaluate the several combinations of our 
algorithm on the ASD-1000. 

 

 
         (a)                               (b)                            (c) 

Fig. 3. The evaluations for our method with other approaches on the ASD-1000 dataset:  
(a) Precision-recall curves for some methods; (b) Precision-recall curves for the other methods; 
(c) Average precision, recall and F-measure  

 
                   (a)                                            (b) 

Fig. 4. The evaluations for our method with other approaches on the SOD and SED2 dataset: 
(a) Precision-recall curves on the BSD dataset; (b) Precision-recall curves on the SED2 dataset; 
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(a)input image (b)FT       (c) RC       (f) GC       (e) HS       (f) CCP    (g) ground truth 

Fig. 5. Visual comparison of existing approaches with our method  

 
Fig. 6. The importance of the two cues for the 
region color contrast 

Fig. 7. Evaluation of several integrations of 
our method on the ASD-1000 dataset 

5 Conclusions 

In this paper, we present a saliency detection based on contrast and boundary prior. 
While contrast has been used by other works, we define it from two sides, region 
color contrast and color spatial distribution. Besides, we take the center prior and 
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warm color superiority into account. For the boundary prior estimation, we propose a 
novel method, which weigh the connectivity strength of region and boundary. More 
importantly, we combine the three cues in an effective way that leads to the outstand-
ing performance when compared with the state-of-the-arts on the public dataset. But 
this method only considers single scale, which may be lead to the salient results inac-
curacy. For future work, we plan to exploit multi-scale image abstraction to make the 
saliency detection better applied to the actual. 
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Abstract. This paper presents a novel approach that is able to resize
stereoscopic video to fit various display environments with different
aspect-ratios, while preserving the prominent content, keeping tempo-
rally consistent, adapting depth, as well as increasing the resolution. Our
proposed approach can address retargeting and super-resolution prob-
lems simultaneously via replacing the down-sampling matrix appearing
in super-resolution algorithm with a novel one, named as content-aware-
sampling matrix, derived from retargeting method. The new matrix can
sample the image into any resolution while preserving its important infor-
mation as much as possible. Our approach can be roughly subdivided into
three steps. In the first step, we calculate the overall saliency map for a
shot, while considering the conspicuous information from still image and
the motion information from video. In the second step, given the target
resolution, we compute the retargeting parameters by a global optimiza-
tion and formulate them into a matrix. Finally, we substitute the matrix
into the objective function used for super-resolution, and optimize it iter-
atively to achieve high visual quality outcome. The experimental results
based on user studies verify the effectiveness of our approach.

Keywords: Stereoscopic video · Retargeting · Super-resolution

1 Introduction

Stereoscopic contents, such as still images and videos, extend visual communi-
cation to the third dimension by presenting two parallel views of the observed
scenery. The fascinating 3D view experience has received much attention and the
popularity of 3D entertainment has been significantly increased. In recent years,
many researchers have made remarkable progress in 3D capture and display
technology. More and more commercial products like 3D cinemas, televisions,
smart phones and PDAs have come into our lives. Unfortunately, most of them
have different resolutions and aspect-ratios. Fig. 1 presents a typical case when
we expect stereoscopic contents to be viewed on a variety of display devices
other than originally intended. As can be seen, the butterfly is stretched and the
quality is degraded due to interpolation method. It is imperative to take some
c© Springer-Verlag Berlin Heidelberg 2015
H. Zha et al. (Eds.): CCCV 2015, Part II, CCIS 547, pp. 31–40, 2015.
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measures to ameliorate visual experience. One is retargeting the image’s aspect-
ratio while protecting the important regions from being severely distorted, and
the other is predicting unknown pixels from current observations to enhance
details. Obviously, our work contains two classical problems, retargeting and
super-resolution.

Fig. 1. A typical case when we put the low-resolution image that is suitable to phone’s
screen on a television. The result displayed on the television is generated by uniformly
scaling along vertical dimension. Note the butterfly is stretched and the quality is
degraded due to interpolation method. In this case, the phone’s resolution is 1028×720
and the television’s is 1028 × 1024.

In the past decades, a lot of retargeting algorithms with good performance
have been devised. They can be classified into three categories, cropping, seam
carving and warping. Very recently, Niu et al. [14] propose an aesthetics-based
method which firstly automatically crops the periphery pixels of the input stereo-
scopic photo and uniformly scale it to fit various display devices while preserv-
ing its aesthetic value. Avidan et al. [1] develop a seam carving method which
can greedily remove or insert horizontal or vertical seams, the paths of pixels,
passing through the less important regions in the image. Subsequently, they
also extend seam carving to retarget 2D video [15] while taking the temporal
coherency into account via duplicating or deleting 2D seam manifolds from 3D
space-time volumes instead of 1D seams. Afterward, Utsugi et al. [17] present
a seam carving-based method to retarget stereoscopic image by fusing stereo
matching results into the framework of seam carving and selecting appropriate
type of seams to virtually manipulate the depths of objects in the scene. Lately,
Guthier et al. [6] apply seam carving to stereoscopic video retargeting. However,
seam carving can not avoid bringing serious discontinuity artifacts, what’s worse,
the artifacts are magnified for videos. On the contrary, Wang et al. [19] propose
a kind of continuous method based on warping, which places a rectangular grid
mesh onto the image then computes a new geometry for the mesh, such that
the regions with high importance are scaled uniformly at the expense of spread-
ing larger distortion to the other regions. This warping-based method has been
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extended to stereoscopic image retargeting [3] and stereoscopic video retarget-
ing [9]. Chang et al. utilize rectangular grid mesh to simultaneously retarget a
binocular image and adjusts depth by a sparse set of correspondences embedded
in mesh without estimating depth map or dense correspondences. In addition,
they pay more attention on how to adapt the depth to make comfortable visual
experience. Recently, Kopf et al. propose warping-based method for stereoscopic
video, which utilizes deformed pathlines to preserve the temporal coherence.

Super-resolution, a classical and challenging problem, aims at recovering the
visually pleasing high-resolution image from one or more low-resolution input
images. The existing methods can be roughly divided into three classes, interpo-
lation methods [10], multi-frame methods [4], and example-based methods [8,16,
20,21,25]. It is note that example-based methods have become the mainstream,
as they have achieved outstanding results. In terms of video super-resolution, Liu
et al. [12] use Bayesian theory to devise the state of the art approach to video
super-resolution by estimating the underlying motion, blur kernel and noise level
simultaneously. Recent years, many researchers have shifted their focus to mix-
resolution image or video super-resolution, they utilize high-frequency informa-
tion of the full-resolution view to up-sample the corresponding low-resolution
view according to the correspondences indicated by the associated disparity map
[5,22–24].

To our knowledge, no work has been reported on simultaneously solving retar-
geting and super-resolution problems. In fact, most of retargeting methods adopt
simple interpolation methods, which are based on piecewise smooth assumption,
to estimate the unknown pixels. As a consequence, the interpolation process
deteriorates the quality of results. Particularly, when the resolutions before and
after retargeting have a large size difference, the deteriorated effects become
more and more noticeable. In this paper, we incorporate super-resolution algo-
rithm into retargeting method by proposing a novel sampling matrix to achieve
the good visual quality. The retargeting results of uniformly scaling, bilinear
interpolation based method [3] and our method are shown in Fig. 2. To evaluate
the performance of our approach, we have done subjective experiment on four
stereoscopic videos1. And our experimental results demonstrate the effectiveness
of the method.

This paper is organized as follows. Section 2 demonstrates how we simulta-
neously deal with retargeting and super-resolution problems. The experimental
results are presented in Section 3. In the end, Section 4 present the conclusion
of this paper.

2 Algorithm

In this section, we first explain how we implement the retargeting method for
stereoscopic video. Next, we illustrate the modified model for stereoscopic video

1 http://sp.cs.tut.fi/mobile3dtv/stereo-video/

http://sp.cs.tut.fi/mobile3dtv/stereo-video/
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432 240×Original Frame with

216 120×Degradation Frame with

Blurring

Down-sampling

648 240×Retargeting Frame with

Our Method

Chang et al. s 
method

Uniformly scaling

Fig. 2. The retargeting results of uniformly scaling, bilinear interpolation based method
and our method. The presented results is based on the 70-th left view frame of video
‘bullinger’. The original frame resolution is 432 × 240. We blur and down-sample it to
generate the degradation version with 216 × 120. We test our method by retargeting
the degradation version to high-resolution with 648 × 240. We can easily observe that
the speaker’s face has been stretched in uniformly scaling result, and the Chang et al.’s
results is blurring. On the contrary, our method can produce high-quality results with
sharp edges while does not distort the speaker area.

super-resolution. Finally, we demonstrate how to generate the content-aware-
sampling matrix and fuse retargeting and super-resolution into a unified problem.

2.1 Stereoscopic Video Retargeting

For stereoscopic vide retargeting, we also utilize warping-based method, similar
to [9]’s work. We extend [3]’s method to stereoscopic video retargeting. Different
from Kopf et al.’s work, we calculate a uniform retargeting parameter for a shot,
as we assume that there is no artificial camera motion and no severe movements
of foreground objects in a shot. We have observed that no matter how much we
weight the temporal consistency constraint there are still many noticeable flick-
ering artifacts in the results. Considering the temporal consistency is the crucial
fact for enjoyable viewing experiences, we prefer to retarget a shot uniformly at
the expense of algorithm’s flexibility.

Before introducing stereoscopic video retargeting, we illustrate how we obtain
the uniform saliency map for a shot. Specifically, we exploit the graph-based
method, a bottom-up spatial attention model, proposed by Harel et al. [7] to get
i-th frame’s 2D saliency map Si

2D. Next, we adopt Liu’s code [11] to estimate
the optical flow fields. We treat velocity’s magnitude as motion saliency value,
then the i-th frame’s motion saliency map Si

m can be defined as:

Si
m (p) = norm (‖o (p)‖2) , (1)
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where o (p) represents the velocity at pixel p. And norm (•) is designed to nor-
malize the saliency value between 0 to 1, besides, Si

2D has been normalized. Next
we smooth Si

2D and Si
m by

Si
smth =

1
|Neibor (i)|

∑

j∈Neibor(i)

Sj , (2)

where Neibor (i) means the neighbor frames’ indexes for the i-th frame, and
|Neibor (i)| is the number of neighbor frames. Then, we obtain each uniform
saliency map by

Su = max
i

(
Si
smth

)
. (3)

The overall uniform saliency map Scomb
u is obtained in a linear combination way

Scomb
u = αSm

u + (1 − α) S2D
u , (4)

where Sm
u and S2D

u denote the uniform saliency maps of motion and 2D saliency.
And α controls the trade-offs between motion and 2D saliency value. In our
implement, we set α to 0.5.

Given the saliency map, we place grid mesh represented by M = (V,E,Q)
on each view of image respectively. Let V = {v0,v1, ...,vend} and V ′ denote
vertices’ positions before and after retargeting. Note the left view vertex vL

i

corresponds to the right view vertex vR
i with the same index i. Then we measure

the importance of each quad q ∈ Q by averaging its inside pixels’ saliency value.
E (q) represents the edges set of quad q ∈ Q, and each edge can be denoted as
(vi,vj) where both vi and vj belong to quad q ∈ Q. The new mesh determined
by output vertices’s positions is obtained by minimizing the following energy
function

Ψ = λq

(
ΨL
q + ΨR

q

)
+ λl

(
ΨL
l + ΨR

l

)
+ λaΨa + λcΨc, (5)

where the upper right scripts indicate which view the energy belongs to. Similar
to [19], Ψq and Ψl are quad deformation and grid line bending respectively.
Like [3], we also exploit alignment energy Ψa and disparity consistency
energy Ψc. Different from [3], we treat spare optical flow fields [11] between
two views as the matched features instead of SIFT [13]. Although the SIFT is
more accurate, optical flow is more stable than SIFT and can provide dense cor-
respondence which can be flexibly sampled into sparse matched features. Please
refer to [3,19] for more details.

2.2 Stereoscopic Video Super-Resolution

Our stereoscopic video super-resolution algorithm is based on multi-frame meth-
ods which take advantage of the sub-pixel displacements among the observations.
Given a unknown high resolution (HR) frame I and a set of low resolution (LR)
observations Y = {Y1, Y2, ..., YN}, the acquisition process of observations can be
formulated as:

Yk = DFkHI + V, k = 1, 2, ..., N. (6)
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Note the unknown HR frame I, LR observation Yk, as well as noise V are rear-
ranged in column lexicographic order in the pixel domain. Suppose the HR
frame’s resolution is rP × rQ and each of the LR frame’s is P × Q, where
r is the down-sampling factor, the sizes of I and Yk are (rP × rQ) × 1 and
(P × Q) × 1 respectively. The blurring matrix H, (rP × rQ) × (rP × rQ), is
used to describe atmospheric, camera lens’, or sensors’ effects. The motion matrix
Fk, (rP × rQ)× (rP × rQ), maps reference frame to the k-th frame. The down-
sampling matrix D, (P × Q) × (rP × rQ), follows the sensor array sampling
process. We assume that the blurring effect is approximated by point spread
function and independent white Gaussian noise is added to the degraded frame.

As super-resolution is a kind of inverse problem, It is difficult to estimate
the real solution. The reason is that when the number of observations is fewer
than r2, the problem becomes under-determined. In this case, there are an infi-
nite number of solutions. When more than or equal to r2 frames are available,
the problem becomes square or over-determined. Although this kind of problem
seems to have meaningful solution, the solution is still not stable. It is because
that a little bit of noise will lead to large perturbations in the final solution. Most
of super-resolution algorithm add image prior to this inverse problem to make the
inverse problem more stable. In this paper, we adopt l1-norm image prior [18],
an approximation of total variation (TV) prior, due to its edge-preserving and
piecewise-smoothing property. Then, the unknown frame I can be obtained by

Î = arg min
I

[
N∑

k=1

‖Yk − DFkHI‖22
]

+ λl1

∑

i

(|Δx
i I| + |Δy

i I|), (7)

where Δx
i and Δy

i denote the horizontal and vertical first order differences at
pixel i respectively, and λl1 is the regularization parameter, which is used to
weight the first term (data term) against the second term (regularization term).
Since both data and regularization terms are convex, we utilize the steepest
descend method to gradually approach to the global optimization.

To our knowledge, it is a challenge to estimate high-quality HR motion from
low-quality observations, and the quality of estimated motion concerns the per-
formance of super-resolution algorithm. Since it is easy to gain the high-quality
LR motion by estimating optical flow, we decide to put Fk in front of D in
Eq.(7). Then, the size of Fk is (P × Q)× (P × Q). To make the estimation more
robust, we exploit the accuracy of optical flow to weight data term in Eq.(7)

Î = arg min
I

[
N∑

k=1

Ak ‖Yk − FkDHI‖22
]

+ λl1

∑

i

(|Δx
i I| + |Δy

i I|), (8)

where Ak denotes the accuracy weight matrix which contains the accuracy of
the estimate motion from reference LR frame to k-th LR frame. It is a diagonal
matrix whose diagonal elements have negative exponential relationship with the
accuracy of optical flow.

It is worth to mention that stereoscopic video provides more reliable obser-
vations compared with monocular video. And experiments have confirmed that
the more reliable observations have improved quality of outcomes.
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2.3 Simultaneously Retargeting and Super-Resolution for
Stereoscopic Video

This section illustrates how we realize retargeting and super-resolution simul-
taneously. Our work is dedicated to overcoming the blurring effects introduced
by interpolation adopted by conventional retargeting methods, and extending
current super-resolution methods to increase resolution to any size without dis-
torting salient regions. We achieve these goals by replacing the down-sampling
matrix D in Eq.(8) with a novel sampling matrix, named as content-aware-
sampling matrix, denoted as R, which can be used to sample input image to
arbitrary resolution. The Eq.(8) can be rewritten as

Î = arg min
I

[
N∑

k=1

Ak ‖Yk − FkRHI‖22
]

+ λl1

∑

i

(|Δx
i I| + |Δy

i I|). (9)

Suppose we resize the LR observation from P × Q to r1P × r2Q, where r1 and
r2 are horizontal and vertical scaling factors respectively, the size of matrix R
is (P × Q) × (r1P × r2Q). Since the factors r1 and r2 are independent, the out-
put’s aspect-ratio is arbitrary. We apply the method mentioned in section 2.1
to build up the vertices’ warping relations between original domain and retar-
geting domain. As explained in section 2.1, the retargeting domain’s vertices
V ′ = {v′

0,v′
1, ...v′

end} are determined by a global optimization. The warping
mapping Γ (q) for each quad q can be computed by its vertices’ positions. We
assume that each quad undergoes an affine transformation. Then, the warping
mapping can be obtained in a least-squares way. The affine transformation can
be expressed as

ẽ = Γ (q) e. (10)

Since warping mapping is invertible, we can compute mapping from original
domain to retargeting domain or from retargeting domain to original domain. In
this work, we need the latter one. Note the augmented vector e and ẽ in Eq. (10)
represent the pixel positions in retargeting domain and original domain respec-
tively. Generally, the new positions after mapping are generally non-integer,
hence there is no pixel value that can be directly assigned to them. Like many
retargeting methods, we adopt bilinear interpolation method to estimate an
appropriate pixel value. Similar to the formulation of motion matrix Fk, we can
formulate a sparse matrix R that describes a linear relationship between original
domain Ĩ and retargeting domain I

Ĩ = RI. (11)

This linear relationship makes it possible to embed retargeting method in super-
resolution framework, as illustrated in Eq.(9). To make it more clear, Ĩ indicates
the LR observation and I is the blurred version of HR unknown estimation. The
matrix R is used to sample the HR resolution frame to LR observation one,
which performs similar functions to down-sampling matrix D. Since matrix R
stems from retargeting method which takes important information in account,
we call the matrix R as content-aware-sampling matrix.
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3 Experiment

In this section, we validate the potential of the proposed algorithm by processing
four stereoscopic videos [2]. We have implemented our system on a PC with Intel
CPU 2.80GH and RAM 4.00GB in MATLAB environment. In the retargeting
part, we initialize quad with 20 × 20 pixels, and randomly abstract four high-
quality optical flow features for each quad as the matched features. In the super-
resolution part, we utilize first and last two frames as well as the corresponding
frames on the other view to estimate current frame’s high-resolution version.
As we deal with color video in this paper, we estimate each color channel’s
high-resolution version separately.

Table 1. Parameters of the input videos

video book arrival bullinger door flowers leaving laptop

original size 512×384 432×240 512×384 512×384
degradation size 256×192 216×120 256×192 256×192
retargeting size 768×384 648×240 768×384 768×384
number of frame 100 100 150 100

Table 2. The average score of eight viewers’ ratings

video retargeting super-resolution overall

book arrival 2.75 2.75 2.875
bullinger 2.375 2.5 2.5
door flowers 2.375 2.25 2.375
leaving laptop 2.625 2.75 2.625

The testing videos’ parameters are presented in table 1. In the experiment,
we resize the degradation videos obtained by sequentially blurring and down-
sampling original ones to high-resolution version but with different aspect-ratio.
After resizing, the width of all videos has been scaled one-and-a-half times more
than height. Then, original, degradation and retargeting group samples for each
video are available. Besides, we add another group by uniformly scaling the
degradation group. Next, we put them on LCD 3D display with 1360 × 768
resolution successively. Note we add black pixels to the videos to fit the display
resolution. We invite eight viewers who are totally naive to our experiment to
rate the results. The scores among 1 to 3 means worse, fine, well respectively.
We ask the viewers to rate the retargeting score by comparing our results with
the uniformly scaling results, as well as the super-resolution score by comparing
with the original and degradation versions. Finally, we ask them rate the overall
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score in terms of visual experience. Table 2 presents the average score of eight
viewers’ ratings. From table, we find that the overall score is higher than other
rows and the other two score are also relatively higher. This point verifies that
the scores are valid. Since the scores are over 2 meaning more than fine, we can
draw a conclusion that our method is effective.

4 Conclusion

In this paper, we propose a novel sampling matrix, inspired by warping based
retargeting algorithms, to sample image to any resolution while considering its
contents. Since we deal with stereoscopic videos, some modifications have been
made to saliency detection and super-resolution methods. Experimental results
on the four stereoscopic videos show that our method can increase (or decrease)
and resize the resolution simultaneously without distorting prominent features.
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Abstract. Sparse representation based classification (SRC) was originally ap-
plied to multiple-training-sample face recognition with promising performance. 
Recently SRC has been extended to face recognition with single sample per 
person by using variations extracted from a generic training set as an additional 
common dictionary. However, the extended SRC ignored to learn a better varia-
tion dictionary and to use local region information of face images. To address 
this issue, we propose a local variation joint representation (LVJR) method, 
which learns a variation dictionary and does joint and local collaborative repre-
sentation for a query image. The learned variation dictionary was required to do 
similar representation for the same-type facial variations, while the joint and  
local collaborative representation could effectively use local information of face 
images. Experiments on the large-scale CMU Multi-PIE and AR databases 
demonstrate that the proposed LVJR method achieves better results compared 
with the existing solutions to the single sample per person problem. 

Keywords: Local variation · Joint representation · Face recognition · Single 
sample per person 

1 Introduction 

As one of the most visible applications in computer vision and pattern recognition, 
face recognition (FR) has been receiving significant attention in the community [17]. 
In practical FR scenarios such as face identification/verification in uncontrolled or 
less controlled environment [6, 16], there are many problems which have attracted 
much attention of researchers. For instance, face recognition with single sample per 
person is one of the most important FR problems. In the scenarios (e.g., law enforce-
ment, e-passport, driver license, etc), there is only a single training face image per 
person. This makes the problem of FR particularly hard since very limited informa-
tion is provided to predict the variations in the query sample. How to achieve high FR 
performance in the case of single training sample per person (SSPP) is an important 
and challenging problems in FR. 

The performance of FR would be greatly affected by the limited number of training 
samples per person [26]. First, many discriminant subspace and manifold learning algo-
rithms (e.g., LDA and its variants [15]) cannot be directly applied to FR with SSPP. 



42 M. Yang et al. 

Second, sparse representation based classification (SRC) [12], cannot be easily applied 
to the problem of SSPP, either, since multiple training samples per person are needed to 
well reconstruct the query face. As reviewed in [26], many specially designed FR me-
thods have been developed. According to the availability of an additional generic train-
ing set, the FR methods for SSPP can be divided into two categories: methods without 
using a generic training set, and methods with generic learning.  

The SSPP methods without generic learning often extract robust local features (e.g., 
gradient orientation [10] and local binary pattern [1]), generate additional virtual 
training samples (e.g., via singular value decomposition [25], geometric transform 
and photometric changes [27]), or perform image partitioning (e.g., local patch based 
LDA [23], self-organizing maps of local patches [22], and multi-manifold learning 
from local patches [8]). Although these methods have reported improved FR results, 
they ignored to introduce additional variation information into the single-sample gal-
lery set. Meanwhile, local feature extraction and discriminative learning from local 
patches can be sensitive to image variations (e.g., extreme illumination and expres-
sion), while the new information introduced by virtual training sample generation can 
be rather limited.  

Opposite to the first category of FR with SSPP, methods with generic learning try 
to borrow new and useful information (e.g., generic intra-class variation) from a ge-
neric training set. An intrinsic reason is the fact that face image variations for differ-
ent subjects share much similarity. Since a generic training set could be easily col-
lected, it has been widely employed in [21, 20, 9] to extract discriminant information 
for FR with SSPP. For instance, the expression subspace and pose-invariant subspace 
were learned from a collected generic training set to solve the expression-invariant 
[21] and pose-invariant [9] FR problems, respectively. Deng et al. [3] extended the 
SRC method to FR with SSPP. The so-called Extended SRC (ESRC) computes the 
intra-class variation in a generic training set and then uses the generic variation matrix 
to code the difference between the query and gallery samples. Following ESRC, Zhu 
et al. [16] proposed a block-based method, in which the weight of each block is itera-
tively updated to reduce occlusion affect on the final coding.  

Dictionary learning has been extensively studied in image processing and computer 
vision [14, 24], etc. However, most of the dictionary learning methods for pattern 
classification are conducted on the gallery set with multiple samples per class. How to 
better learn the variation dictionary is still an open question. Recently, Yang et al. [13] 
proposed sparse variation dictionary learning (SVDL) method to learn a variation 
dictionary and then project the variation dictionary to the space of gallery images.  

Although much improvement has been reported, there are several issues remained 
the generic training based methods for FR with SSPP. First, the variation matrix can 
be very big and redundant since many subjects in the generic training set are involved. 
This will increase the computational burden of the final FR algorithm. Second, SVDL 
required that each subject in the generic training set should include the same number 
of variations, which may not be available in practical application. Third, ESRC and 
SVDL both use holistic features which may not effective for facial variation. Al-
though the method proposed by Zhu et al. [16] uses local information, the iterative 
reweighted procedure would need more computation. 

To solve the above mentioned problems, we propose to a local variation joint re-
presentation (LVJR) method for FR with SSPP. In order to better exploit different 
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types of variation information, we learn a compact variation dictionary with powerful 
variation representation ability. In addition, a novel joint and local collaborative re-
presentation model was also proposed for the representation and classification of a 
query image. Extensive experiments have been conducted on the large-scale face 
databases with various variations, including illumination, expression, pose, session, 
and occlusion, etc. The experimental results show that the proposed LVJR achieves 
much better performance than state-of-the-art methods for FR with SSPP. 

Section 2 presents a brief review of related work. Section 3 gives the proposed 
LVJR model. Section 4 describes the optimization procedure of LVJR. Section 5 
conducts experiments and Section 6 concludes the paper. 

2 Brief Review of Related Work 

Recently, sparse representation based classification (SRC) [12], has achieved very 
promising results, which have led to many following works [3, 11]. However, SRC 
cannot be directly applied to FR with only a single sample per person (SSPP). To 
address this issue, Deng et al. [3] proposed to integrate the intra-class variation matrix 
extracted from a generic training set to represent the testing sample. Since our work is 
developed based on ESRC, we give a review of ESRC here. 

Denote the intra-class variation matrix of generic training set by V=[V1, V2, …, Vn], 
where Vi is the ith-type variation matrix, and each column of Vi is the difference be-
tween a ith-type variation sample and a reference. Let G = [g1, g2, …, gc] and y be the 
gallery set with a single sample per person and the testing sample, respectively. The 
procedures of ESRC [3] are described as follows. 

 
1. Sparsely code y on the matrix [G V] via l1-norm minimization : 

[ ][ ] [ ]2

2 1,

ˆˆ; arg min ; ;λ  = − +  y G V
α β

ρ β ρ β ρ β              
  

(1) 
 

where λ is a scalar constant, ρ is the coding coefficient associated with G, and β is 
the coding coefficient associated with V. 

2. Classify y via 
3.  

( )
2

ˆˆidentity arg min i ii
ρ= − −y y g V β                  (2) 

 

where [ ]1 2
ˆ ˆ ˆ ˆ; ; ; cρ ρ ρ= ρ , and ˆiρ is the coefficient associated with class i. 

 
ESRC has shown interesting results [3], but it doesn’t learn a variance dictionary. 

Recently, Yang et al. [13] proposed a variation dictionary learning approach while it 
needs a strict requirement (e.g., each subject should have the same number of varia-
tions) on the generic training set and ignores to use local region information. 



44 M. Yang et al. 

3 Local Variation Joint Representation (LVJR) 

In this section, we proposed a local variation joint representation (LVJR) method for 
FR with SSPP. In LVJR, a variation dictionary learning with joint representation me-
thod was proposed for constructing a variation dictionary and a joint and local colla-
borative representation model was proposed for classification. 

3.1 Variation Dictionary Learning with Joint Representation 

Face images from different subjects have a big inter-class similarity. In FR with SSPP, 
we also assume that the face images from different subjects would share similar varia-
tions. This kind of assumption has been applied to FR [21][9] with improved results. 

For a type of variation matrix of a local region, V, we want to learn a variation dic-
tionary D so that joint representation of these variations could be conducted on D. 
Here joint representation requires that the coding coefficients of the variations in the 
same category should be similar. The proposed variation dictionary learning model 
could be written as 

2

2 2,1
min γ− +

D,A
V DA A                        (3) 

where |.||2,1 is defined as ||A||2,1=k||ak||2, ak is the k-th row vector of the coefficient 
matrix A, γ are a scalar variable. The mixed-norm ||.||2,1 requires the between-row 
sparisity by using l1-norm and regularizes the variables in each row vector via l2-
norm, which could make the variation in the same category (e.g., illumination with 
certain direction, certain type of expression) have similar coding vectors. 

3.2 Joint and Local Collaborative Representation 

Based on the learned variation dictionary we could develop a joint and local represen-
tation model to effectively exploit the local information. Let y=[y1,y2,…,yK], where yk 
is the k-th local region of y. Similarly, the variation matrix of a generic training set 
could also be divided into K local regions, and each local region could learn a varia-
tion dictionary, Dk. 

In the joint and local representation phase, we want the coding coefficients of dif-
ferent local regions should be similar because these local regions come from the same 
query image. In order to efficiently solve the joint representation, we adopt l2-norm to 
regularize the coding coefficients inspired by [7]. The proposed joint and local colla-
borative representation model could be written as 

( )2 2 2

1 2
min k

K k k k k k k

k FF
λ μ

=
 − + + −  y G D

α
α α α α            (4) 

where ;k k k =  α ρ β is the coding coefficient for k-th local region, kρ is the coding 

sub-coefficient vector associated to the gallery set, kG , and kβ is the coding sub-

coefficient vector associated to the variation dictionary, kD . Here α is the mean 

vector of all kα . 
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When we solve Eq.(4), the classification could be conducted via 

{ }1 2
identity arg min

K k k k k
i k i ik

ω
=

= − − y g Dρ β             (5) 

where ( )2 2

2
exp 2k k k k

kω σ= − − −y G Dρ β , k
iρ is the coding sub-coefficient asso-

ciated to the i-th gallery image, and 
22

1 2

K k k k k

k
Kσ

=
= − − y G Dρ β . 

4 Solving Algorithm of JLVR 

4.1 Solving Variation Dictionary Learning 

The model of variation dictionary learning with joint representation could be effi-
ciently solved by alternatively updating the dictionary D and coding coefficient A. 

When the dictionary, D, is fixed, Eq.(3) changes to 
2

2 2,1
min γ− +

A
V DA A                         (6) 

which could be efficiently solved by the Iterative Projection Method [5]. Denote 
Λ=A(t)-(DTDA(t)-DTV)/σ, the solution could be written as 

A(t+1)[k]=Λ[k]⋅Max(0,1-λ/(2σ||Λ[k]||2))                      (7) 

where σ is a scalar parameter in [37], Max(.) is a maximal operator, A(t+1)[k] and Λ[k] 
are the k-th row vector of A(t+1) and Λ in the t+1 iteration, respectively. 

When the coding coefficient, A, is fixed, Eq.(3) changes to 
2

2
min −

D
V DA                            (8) 

which could be efficient solved atom by atom via the metaface learning [4]. 

4.2 Solving Joint and Local Collaborative Representation 

The proposed joint and local collaborative representation model, Eq.(4), could be 
efficiently solved. For each local region, the coding coefficient could be derived  

,0k k kτ= + Pα α α                             (9) 

where ,0 Tk k k k =  P G D yα , and ( ) 1Tk k k λ
−

   =    P G D G D + I . 

Based on 
1
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k
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=
=α α .By summing kα , we could get 
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And then we could derive  

( ) 1
,0

1 1

K Kk k

k k
I K Kτ

−
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Based on Eq.(11) and Eq.(9), we could get an analytical solution of kα . 
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5 Experiments 

In this section, we perform FR with SSPP on benchmark face databases, including 
large-scale CMU Multiple PIE [19] and AR [2], to demonstrate the performance of 
SVDL. We first discuss the parameter setting in Section 5.1; in Section 5.2 we test the 
robustness of LVJR to various variations on CMU Multi-PIE; in Section 5.3, we eva-
luate LVJR on the AR database. 

We compare the proposed LVJR with several state-of-the-art methods on FR with 
STSPP, including ESRC [3], ESRC-KSVD (the variation dictionary is learned via 
KSVD[24]), Adaptive Generic Learning (AGL) for Fisherfaces [18], and Discrimina-
tive Multi-Manifold Analysis (DMMA) [8], Sparse Variation Dictionary Learning 
(SVDL) [13], and some baseline classifiers such as SRC [12], Nearest Subspace (NS) 
and Support Vector machine (SVM). It should be noted that NS is reduced to Nearest 
Neighbor (NN) in the case of FR with STSPP. Among these methods, NN, SVM, 
SRC and DMMA do not use a generic training set, while ESRC, AGL, SVDL and 
JVJR need a generic training set. 

5.1 Parameter Setting 

There are three regularization parameters, γ, λ and μ, in LVJR. γ regularizes the variation 
dictionary learning, while λ and μ controls the l2-norm regularization and similarity of 
coding coefficients in the joint and local collaborative representation. If no specific  
instruction, we fix γ=λ =μ=0.005, and initialize dictionary atom number as 400. 

5.2 Evaluation to Various Variation on CMU-PIE Dataset 

We test the robustness of all the competing methods by using the large-scale CMU 
Multi-PIE database [19], whose images were captured in four sessions with simulta-
neous variations of pose, expression, and illumination. For each subject in each ses-
sion, there are 20 illuminations with indices from 0 to 19 per pose per expression. 
Among the 249 subjects in Session 1, the first 100 subjects were used for gallery 
training, with the remaining subjects for generic training. For the gallery set, we used 
the single frontal image with illumination 7 and neutral expression. The image is 
cropped to 100×82. Here LVJR divided a face image into 2×2 local regions. 
 
1) Illumination Variation: as [13], we use all the frontal face images with neutral 
expression in Sessions 2, 3, and 4 for testing. The generic training set is composed of 
all the frontal face images with neutral expression in Session 1. Table 1 lists the rec-
ognition rates in the three sessions by the competing methods. 

From Table 1, we can see that LVJR achieves the best results in all cases, and 
SVDL performs the second best, followed by ESRC. That shows a learned variation 
dictionary could generate a better performance. SRC does not get good result since 
the single training sample of each class has very low representation ability. DMMA is 
the best method without using generic training set; nonetheless, its recognition rates 
are not high since the illumination variation cannot be well learned from the gallery 
set via multi-manifold learning. 
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Table 1. Face recognition rates on Multi-PIE database with illumination variations. 

Session Session 2 Session 3 Session 4 
NN 45.3% 40.2% 43.7% 
SVM 45.3% 40.2% 43.7% 
SRC [12] 52.4% 46.7% 49.5% 
DMMA [8] 63.2% 55.4% 60.4% 
AGL [18] 84.9% 79.4% 78.3% 
ESRC [3] 92.6% 84.9% 86.7% 
ESRC-KSVD 92.7% 84.9% 86.7% 
SVDL 94.8% 87.7% 91.0% 
LVJR 96.0% 90.9% 92.1% 

 
2) Expression and Illumination Variations: as [13], the testing samples include the 
frontal face images with smile in Session 1, smile in Session 3, and surprise in Ses-
sion 2. In each test, the images in the generic training set include all the frontal face 
images with the corresponding expression and the frontal face image with illumina-
tion 7 and neutral expression in Session 1. The recognition rates of all competing 
methods are listed in Table 2. 

Table 2. Face recognition rates on Multi-PIE database with expression and illumination 
variations. 

Expression Smi-S1 Sim-S3 Sur-S2 
NN 46.9% 28.8% 18.0% 
SVM 46.9% 28.8% 18.0% 
SRC [12] 49.6% 28.1% 20.4% 
DMMA[8] 58.2% 31.5% 22.0% 
AGL [18] 84.9% 39.3% 31.3% 
ESRC [3] 81.6% 50.5% 49.6% 
ESRC-KSVD 85.0% 50.4% 51.2% 
SVDL 88.8% 58.6% 54.7% 
LVJR 93.7% 63.9% 67.6% 

 
We can see that LVJR outperforms all the other methods in all the three tests, with 

at least 4.9%, 5.3%, and 12.9% improvements over the second best, SVDL. That vali-
dates that the local information explored in our proposed LVJR is very helpful for 
final recognition. In addition, all the methods achieve the best results when Smi-S1 is 
used for testing because the training set is also from Session 1. Again, the methods 
using generic training set usually have better performance than the ones without using 
generic training set. 

 
3) Pose, Illumination and Expression Variations: As [13], the testing samples in-
clude face images with pose ‘05_0’ in session 2 and pose ‘04_1’ in session 3, and face 
images with pose ‘04_1’ and smile expression in Session 3 (please refer to Figs. 
1(b)~(d) for examples). In each test, the images in the generic training set include all 
the face images with the corresponding expression and pose, and the frontal face im-
age with illumination 7 and neutral expression in Session 1. The recognition rates of 
all competing methods are listed in Table 3. 

 
 



48 M. Yang et al. 

      

             (a)         (b)      (c)       (d) 

Fig. 1. Face images with pose variations in different sessions. (a) shows the single gallery sam-
ple; (b), (c) and (d) show the testing samples with pose, illumination and expression variations 
in Sessions 2 and 3, respectively. 

Table 3. Face recognition rates on Multi-PIE database with pose, expression and illumination 
variations. 

Pose P05_0-S2 P04_1-S3 Smi-P04_1-S3 
NN 26.0% 8.7% 12.0% 
SVM 26.0% 8.7% 12.0% 
SRC [12] 25.0% 7.3% 10.3% 
DMMA[8] 27.1% 5.3% 11.0% 
AGL [18] 66.7% 24.9% 23.9% 
ESRC [3] 63.9% 31.8% 26.9% 
ESRC-KSVD 67.1% 29.9% 25.6% 
SVDL 77.8% 38.3% 34.4% 
LVJR 80.4% 40.0% 35.4% 

 
From Table 3, we can see that LVJR is still the best methods although the recogni-

tion rates of all methods are not high for big pose variation. This experiment also 
validate that the joint representation of local information on the learned variation 
dictionary could advance the recognition accuracy. We also run the experiments by 
learning a variation dictionary without requiring the representation of variation in the 
same category should be similar, of which the results (e.g., 79.7%, 31.9% and 33.1%) 
are lower than LVJR. 

5.3 Evaluation on Various Variation AR Database 

We then conduct FR with SSPP on the AR database [2]. As [16], a subset of AR con-
tains two-session data of 50 male and 50 female subjects (each person has 26 pictures 
with the normalized size as 165×120) are included in the experiments. For each sub-
jects there are two sessions and for variations (e.g., expression, illumination, disguise, 
and disguise+illumination). Here for each subject, the neutral face image without 
disguise and illumination in Session 1 is used as a gallery image. And the first 80 
subjects are used to construct the gallery set and query set, with the remaining sub-
jects for a generic training set. Here the face images are divided into 7×7 local regions 
and  γ and λ are set as 0.001 and 0.05, respectively. 

The recognition rates of the competing methods for query images from Session 1 
are listed in Table 4. LVJR gets much better performance than all the other methods. 
For instance, compared to SVDL, the improvement for the variation of illumination 
and disguise is nearly 9%, which shows that local information could be effectively 
exploited by the proposed LVJR. 
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Table 4. Recognition accuracy (%) on AR database (Session1) 

Pose Illumination expression Disguise Illumination+disguise 
SVM 55.8  90.4 43.1   29.4 
SRC [12] 80.8  85.4 55.6   25.3 
DMMA[8] 92.1  81.4 46.9   30.9 
AGL [18] 93.3  77.9 70.0   53.8 
ESRC [3] 99.6  85.0 83.1   68.6 
SVDL 98.3  86.3 86.3   79.4 
LVJR 100  94.6 93.1   88.4 

 
We also compare the proposed LVJR with Local generic representation (LRG) [16] 

in Session 1 of AR dataset. Following the experimental setting of [16], the face im-
ages are divided into 4×4 local regions. The accuracy and average running time on the 
same machine are listed in Table 5. LVJR is 25 times faster than LGR but with simi-
lar accuracy. 

Table 5. Recognition accuracy (%) on AR database (Session1) of LGR and LVJR 

Variation Illumination Expression disguise 
LGR 100 (0.53second)  97.9(0.52second) 98.8(0.53second) 
LVJR 100(0.02 second)  98.8(0.02second) 98.8(0.02second) 

6 Conclusion 

In this paper, we proposed a local variation joint representation method, which learns 
a variation dictionary with joint representation and does a joint and local collaborative 
representation. The learned variation dictionary could well exploit the variance infor-
mation in the generic training set while with a small size. And the joint and local col-
laborative representation could fully use the local information of face images. The 
extensive experiments with various face variations demonstrated the superiority of 
LVJR to state-of-the-art methods for face recognition with SSPP. 
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Abstract. Multi-view feature extraction is an attractive research topic
in computer vision domain, since it can well reveal the inherent property
of images. Most existing multi-view feature extraction methods focus on
investigating the intra-view or inter-view correlation. However, they fail to
consider the sparse reconstruction relationship and the discriminant corre-
lation inmulti-view data, simultaneously. In this paper, we propose a novel
multi-view feature extraction approach namedMulti-view Sparse Embed-
ding Analysis (MSEA). MSEA not only explores the sparse reconstruction
relationship that hides in multi-view data, but also considers discriminant
correlation bymaximizing the within-class correlation and simultaneously
minimizing the between-class correlation from intra-view. Moreover, we
add orthogonal constraints of embedding matrices to remove the redun-
dancy among views. To tackle the linearly inseparable problem in original
feature space, we further provide a kernelized extension of MSEA called
KMSEA. The experimental results on two datasets demonstrate the pro-
posed approaches outperform several state-of-the-art related methods.

Keywords: Sparse embedding analysis · Multi-view · Discriminant
correlation · Orthogonal constraints

1 Introduction

In computer vision domain, many applications are usually involved with differ-
ent views of data. With respect to feature extraction, multi-view features can
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well reveal the inherent property of data. Multi-view feature extraction aims
to exploit different characteristics or views of data, which is an attractive and
important research direction [1,2].

Existing supervised multi-view extraction methods can be roughly catego-
rized into two types. (1) Shared subspace learning based methods. They
focus on learning a common shared subspace, in which the correlation among
multiple views can be well revealed. Mostly they are based on canonical correla-
tion analysis (CCA) [3], which is a vital multi-view extraction technique, since it
can well utilize the inter-view correlation. Other shared subspace learning based
methods include discriminant analysis of canonical correlations (DCC) [4], mul-
tiple discriminant CCA (MDCCA) [5], multi-view discriminant analysis (MvDA)
[6], intra-view and inter-view supervised correlation analysis (I2SCA) [7], etc. (2)
Transfer learning and dictionary learning based methods. They focus
on incorporating the transfer learning or dictionary learning techniques into the
multi-view feature extraction process. Transfer learning can alleviate the distri-
bution differences among different views. And dictionary learning holds favor-
able reconstruction capability for multi-view features. Based on them, transfer
component analysis (TCA) [8] and uncorrelated multi-view fisher discrimination
dictionary learning (UMDDL) [9] are presented.

Although there exist much effort on multi-view extraction, existing methods
almost fail to preserve the sparse reconstruction relationship and simultaneously
consider the discriminant correlation in multi-view data. In this paper, we pro-
pose a novel multi-view feature extraction approach named Multi-view Sparse
Embedding Analysis (MSEA). The contributions are summarized as follows:

1. We incorporate the sparse embedding analysis and learn a shared dictio-
nary for multiple views, such that the sparse reconstruction relationship in
multi-view data can be well preserved. Moreover, we consider the discrimi-
native correlation by maximizing the within-class correlation and simultane-
ously minimizing the between-class correlation from intra-view. Since there
exist much redundancy in multi-view features, we add the orthogonal con-
straints into the objective function, such that the redundant information
among views can be effectively reduced.

2. We further provide a kernelized extension of MSEA, that is, KMSEA, to
tackle the linearly inseparable problem in the original feature space.

The rest of this paper is organized as follows. In Section 2, we briefly review
the related work. In Section 3, we describe the proposed MSEA approach and its
kernelized extension KMSEA. Experimental results and analysis are provided in
Section 4, and conclusion is drawn in Section 5.

2 Related Work

In this section, we briefly review the related methods, which are generally divided
into following two types.
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Shared subspace learning based methods mainly try to learn a common
shared subspace for multiple views. Discriminant analysis of canonical corre-
lations (DCC) [4] maximizes the within-class correlation and minimizes the
between-class correlation for two sets of variables. Multiple discriminant CCA
(MDCCA) [5] was designed for multiple views in the comparison with DCC. Kan
et al. [6] presented a Multi-view discriminant analysis (MvDA) method, which
maximizes between-class variations and minimizes within-class variations of the
learning common space from both intra-view and inter-view. Intra-view and
inter-view supervised correlation analysis (I2SCA) [7] simultaneously extracts
the discriminatingly correlated features from both inter-view and intra-view.

Transfer learning and dictionary learning based methods are mainly based
on the transfer learning and dictionary learning techniques. Transfer component
analysis (TCA) [8] attempts towards learning a few transfer components across
domains by using maximum mean miscrepancy strategy. In the subspace spanned
by these transfer components, data properties are preserved and data distribu-
tions in different domains are close to each other. Uncorrelated Multi-view Fisher
Discrimination Dictionary Learning (UMDDL) [9] learns the multiple structural
and discriminant dictionaries, which can well reconstruct the multi-view data.

3 Proposed Approach

3.1 Multi-view Sparse Embedding Analysis (MSEA)

Multi-view features can reveal the inherent property of data. Although these fea-
tures come from different views, there exist some useful latent shared informa-
tion, e.g., sparse structure, in the multi-view data [9]. How to effectively exploit
this kind of latent sparse structure is vital for improving the performance of
multi-view feature extraction. In this paper, we attempt towards incorporat-
ing the sparse embedding analysis into multi-view feature extraction. We learn
a shared dictionary and multiple embedding matrices, which can make inher-
ent sparse structure still be preserved in the projected multi-view features. The
scheme of our MSEA is illustrated in Fig. 1.

The entire objective function of our MSEA contains three parts: sparse
embedding analysis, intra-view discriminant correlation, and orthogonal con-
straints of embedding matrices. Then we describe these three parts in detail.

(1) Sparse Embedding Analysis. Let Yi denote the ith view of samples, and
assume that they have been normalized, that is, ŶiŶ

T
i = 1, i = 1, 2, ..., N , where

N is the number of view. We try to learn multiple embedding matrices, with
each corresponding to one view. The target is to project the original feature of
multi-view samples into a shared subspace and help learn the shared dictionary.
Then, this part of the objective function is defined as follows:

〈D,W,X〉 arg min
D,W,X

N∑

i=1

∥∥∥WiŶi − DX
∥∥∥
2

F

s.t. ‖xj‖0 ≤ T0, ∀j

, (1)
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Fig. 1. Illustration of the Scheme of MSEA.

where Wi is the ith embedding corresponding to the ith view. The dimensionality
of Wi is p × n, where n is the dimensionality of original samples feature and p is
the dimensionality of feature after embedding. D is the shared dictionary, and
X is the sparse representation coefficients.

(2) Intra-view Discriminant Correlation Maximization. Recently, some
study shows that the correlation information in views is significant in the feature
extraction [7],[9]. To make the extracted features hold favorable discriminability,
our MSEA tries to incorporate the intra-view discriminant correlation into the
objective function. This target is to maximize the within-class correlation and
minimize the between-class correlation from intra-view, simultaneously, that is,

〈W 〉 = arg max
Wi

N∑

i=1

(
Ci

)
. (2)

The discriminant correlation mentioned above can be defined as Ci =
Ci

w − βCi
b, where Ci

w is the intra-view within-class correlation and Ci
b is the

intra-view between-class correlation of the ith view. β > 0 is a tunable parame-
ter that indicates the relative significance of Ci

w versus Ci
b. Specifically, Ci

w and
Ci

b are defined as
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,



Multi-view Sparse Embedding Analysis 55
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where A = diag (En1 , En2 , ..., Enc
) denotes a n × n symmetric, positive semi-

definite, blocked diagonal matrix. Enk
is a nk × nk matrix with all elements

equalling to 1. Since A is a positive semi-definite matrix, we let A = HHT and
obtain a more brief representation of this part in objective function:

〈W 〉 = arg min
W̃

γ
∥∥∥W̃ Ỹ H

∥∥∥
2

F
, (3)

where γ =

⎛

⎝ n
c∑

p=1
n2
p

+ nβ

n2−
c∑

p=1
n2
p

⎞

⎠, W̃ = [W1, ...,WN ], Ỹ =

⎛

⎜⎝
Ŷ1 · · · 0
...

. . .
...

0 · · · ŶN

⎞

⎟⎠.

(3) Orthogonal Constraints of Embedding Matrices. Although multi-view
data reveal different characteristics of data, there also exist some redundant
information among those views describing the same object. Therefore, to remove
this kind of redundant information, we add the orthogonal constraints of above
learned embedding matrices, that is,

WiWi
T = I, i = 1, 2, ..., N. (4)

By combining the Formula (1), (3) and (4), the entire objective function of
our MSEA is defined as follows:

〈D,W,X〉 = arg min
D,W̃ ,X

∥∥∥W̃ Ỹ − DX
∥∥∥
2

F
− γ

∥∥∥W̃ Ỹ H
∥∥∥
2

F

s.t.WiWi
T = I, i = 1, 2, ..., N, and‖xj‖0 ≤ T0,∀j

. (5)

3.2 The Optimization of MSEA

There is no theoretical guarantee that our objective function in Formula (5)
is jointly convex to (D, W, X). However, it is convex with respect to each of
D, W, X when the others are fixed. Hence, this objective function can be solved
based on the idea of divide-and-conquer. Before we conduct the iterative solution
for MSEA, we try to simplify the optimization problem in Formula (5) by using
a optimization trick in the literature [15]. We introduce two matrices, Q ∈ n × p
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and B ∈ n× p, where n is the size of original samples feature and p is the size of
feature after embedding. Then, the embedding matrices Wi can be represented
by Wi = Qi

T Yi
T and the shared dictionary D can be represented by D =

W̃ Ỹ B. With this optimization trick and after some manipulations, the original
optimization problem in Formula (5) can be simplified as follows:

arg min
Q̃,X,B

∥∥∥Q̃T K − Q̃T KBX
∥∥∥
2

F
− γ

∥∥∥Q̃T KH
∥∥∥
2

F

s.t.Qi
T KiQi = I, i = 1, 2, ..., N, ‖xj‖0 ≤ T0,∀j

, (6)

where Ki = Ŷ T
i Ŷi, Q̃ = [Q1, ..., QN ], and K =

⎛

⎜⎝
K1 · · · 0
...

. . .
...

0 · · · KN

⎞

⎟⎠. The above For-

mula also can be tackled by the divide-and-conquer strategy. We divide the
objective function in Formula (6) into three sub-problems:

(1) Updating X. We update the sparse representation coefficients X by fixing
the matrix B and Q̃. The objective function can be simplified as follows:

〈X〉 = arg min
X

∥∥∥Q̃T K − Q̃T KBX
∥∥∥
2

F

s.t.‖xj‖0 ≤ T0,∀j
. (7)

This is a typical sparse representation problem, which has been effectively solved
by method of optimal directions (MOD) [10]. We directly utilize the MOD algo-
rithm to update X.

(2) Updating B. We update the matrix B by fixing X and Q̃. The objective
function can be simplified as follows:

〈B〉 = arg min
B

∥∥∥Q̃T K − Q̃T KBX
∥∥∥
2

F
. (8)

We let L (B) =
∥∥∥Q̃T K − Q̃T KBX

∥∥∥
2

F
, and take the derivative of L (B) with

respect to B. By setting the derivative result being equal to zero, we obtain:

B = XT
(
XXT

)−1
. (9)

(3) Updating Q̃. We update the matrix Q̃ by fixing X and B. First, we conduct
singular value decomposition (SVD) on K, and further let U = S

1
2 V T ((I −

BX)(I − BX)T − A)V S
1
2 , Gi = S

1
2 V T Qi. Then the objective function with

respect to matrix Q̃ can be reformulated as follows:

〈Gi〉 = arg min
G

tr
(
Gi

T UGi

)

s.t. Gi
T Gi = I

. (10)
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The matrices Gi can be solved by using the generalized eigen-value decomposi-
tion. The eigen-vectors of U are made up of the matrices Gi. Once we obtain
Gi, we can calculate the matrices Q based on Gi = S

1
2 V T Qi.

The entire optimization of our approach is summarized in Algorithm 1.

Algorithm 1. MSEA
Step 1: Randomly initialize the Q̃, B and X;
Step 2: while j < m (max iteration number) do:

2.1 Updating the matrix X in Formula (7)with MOD algorithm;
2.2 Updating the matrix B , by using the Formula (9);
2.3 Updating the matrix Q̃, by using Qi = V S− 1

2 Gi,
where Gi is the eigen-vectors of U in Formula (10);

Step 3: Output the sparse representation coefficients X, the embedding
matrices Wi = Qi

T Yi
T and the shared dictionary D = W̃ Ỹ B.

3.3 Classification Strategy of MSEA

Given the learned D, Wi, and X, we design an effective classification strategy
for MSEA. Specifically, we first project the testing samples into a novel feature
space by using the multi-view embedding matrices Wi. Then, we employ the
shared dictionary D to represent the projected features of samples, that is,

x = arg min
x

{
‖y − Dx‖22 +γ‖x‖1

}
,

where x is the sparse representation coefficients. We classify the testing samples
according to identity (y) = arg min

i
{ei}, where ei = ‖y − Diαi‖2 is the represen-

tation error of each class, and αi = [α1, α2, · · · , αc]
T is the sparse representation

coefficients of each class. We classify the testing samples into the class with the
smallest reconstruction error.

3.4 Kernelized MSEA

To tackle the linearly inseparable problem in the original feature space, we extend
a kernelized extension of MSEA called KMSEA by using kernel trick. Kernel trick
has shown its effectiveness in some methods [11, 12]. We first perform the kernel
mapping for samples and then realize the MSEA in the mapped space.

Assume that φ : Rd → F denotes a nonlinear mapping from the low-
dimensional feature space to high-dimensional feature space. Then the mapping
process from the sample set Y to space F can be represented as Y → φ (Y ). The
objective function of KMSEA is defined as

〈D,W,X〉 = arg min
D,W̃ ,X

∥∥∥W̃φ
(
Ỹ

)
− DX

∥∥∥
2

F
− γ

∥∥∥W̃φ
(
Ỹ

)
H

∥∥∥
2

F

s.t.WiWi
T = I, i = 1, 2, ..., N, and ‖xj‖ 0 ≤ T0,∀j

. (11)
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The optimization of KMSEA is similar to that of MSEA. We similarly intro-
duce two matrices, Q ∈ n × p and B ∈ n × p, and then the embedding matri-
ces Wi and shared dictionary D can be represented by Wi = Qi

T φ
(
Yi

T
)

and

D = W̃φ
(
Ỹ

)
B, respectively. Substituting Wi and D into the Formula (11),

we employ the kernel trick and then the objective function of KMSEA can be
reformulated as

arg min
D,W̃ ,X

∥∥∥Q̃T K̃ − Q̃T K̃BX
∥∥∥
2

F
− γ

∥∥∥Q̃T K̃H
∥∥∥
2

F

s.t.Qi
T K̃iQi = I, i = 1, 2, ..., N, and‖xj‖0 ≤ T0, ∀j

, (12)

where K̃i = φ
(
Ỹi

)T

φ
(
Ỹi

)
is the RBF kernel trick. K̃ =

⎛

⎜⎝
K̃1 · · · 0
...

. . .
...

0 · · · K̃N

⎞

⎟⎠, Q̃ =

[Q1, ..., QN ]. Similar to the MSEA, the KMSEA also can be solved by using the
divide-and-conquer strategy. Its optimization process is similar to Algorithm 1.

4 Experiments

In this section, we evaluate our two approaches MSEA and KMSEA. We
choose three state-of-the-art multi-view feature extraction methods, including
theTCA[8], UMDDL[9], and I2SCA [7], as the compared methods. We vali-
date the effectiveness of our approaches through two aspects: the mean recogni-
tion rate and the sample distribution figure.

The experiments are conducted on two widely-used multi-view datasets. Mul-
tiple feature dataset (MFD) [13] contains 10 classes of handwritten numerals.
These digit characters are represented in terms of six views of feature sets. In the
experiment, we randomly choose 100 samples per class as the training set and
the remaining 100 samples as the testing set. Multi-PIE dataset [14] contains
various views, illumination and expressions variations. We choose its subset con-
taining 1632 samples from 68 classes in 5 poses (C05, C07, C09, C27, C29). We
randomly select 5 samples per class as the training samples and the remaining
as the testing set.

Table 1 shows the average recognition rates and the standard deviation
of 20 random runs for all methods on MFD and Multi-PIE datasets. We can
observe that both MSEA and KMSEA outperform the compared methods on
two datasets. Moreover, KMSEA obtains better performance than MSEA.

Table 1. Average recognition rate (± standard deviation) on two datasets.

Datasets TCA UMMDL I2SCA MSEA KMSEA

MFD 91.87±3.67 92.07±4.67 92.11 ±3.97 92.22± 4.23 92.84±4.93
Multi-PIE 91.87±4.56 92.53±4.02 92.91±3.46 93.51±3.38 93.92±3.27



Multi-view Sparse Embedding Analysis 59

In order to analyze the separabilities of all methods, we provide the distri-
bution of samples with two principal features extracted from 5 different views
by using all related methods on Multi-PIE dataset. Here, we employ the PCA
transform to obtain two principal features. Note that since UMDDL is a dictio-
nary learning method, not a feature extraction method, we cannot provide its
sample distribution figure.
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Fig. 2. Sample distributions of methods on Multi-PIE dataset of 20 samples in the
feature space. (a): TCA; (b): I2SCA; (c): MSEA; (d): KMSEA.

Fig. 2 shows the distribution of two principal features of 20 samples (from 5
different persons and 4 samples per person) extracted on the Multi-PIE dataset.
The markers with different shapes and colors stand for 5 different persons. It
shows that the proposed approaches achieve preferable separabilities in compar-
ison with other methods. As for the MFD dataset, we obtain the similar results.
Due to the limited space, we don’t provide the results in detail here.

5 Conclusion

In this paper, we propose a novel multi-view feature extraction approach named
MSEA. It not only can preserve the sparse reconstruction information, but also
can consider the discriminative correlation in multi-view data. To remove the
redundancy among views, we add orthogonal constraints of embedding matrices.
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Furthermore, we provide a kernelized extension KMSEA to tackle the linearly
inseparable problem. Experiments demonstrate that the MSEA and KMSEA
outperform several state-of-the-art related methods with respect to the recogni-
tion rate and separabilities on sample distribution figures.
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Abstract. In this paper, we proposed a method of automatic image semantic 
annotation based on the tourism domain’s ontological knowledge base. We 
need to do other things based on the traditional semantic annotation method. 
Firstly, we need to acquire the names of the scenic spots thorough image classi-
fication. Then we have to build ontological knowledge base on tourism domain 
and consider the annotation words and the names of the scenic spots as reason-
ing conditions. At last, we can use the ontological knowledge base to ratiocinate 
so as to enhance the accuracy of image annotation, and what’s more, to asso-
ciate annotation words with the name of scenic spot so that we can make anno-
tation words more specific. 

Keywords: Image annotation · Knowledge base · Tourism ontology · Image 
classification 

1 Introduction 

In recent years, with the development of cross media technology, the travel informa-
tion we got from the internet is not only text information but also contains different 
types of data. It greatly enriched the source of knowledge and expands the perspective 
we understand about the tourism information. However, the content of the tourism 
images is so complicated that the primary problem of image semantic understanding 
is image semantic analysis. Since the 1980s, the study on the semantic of cross media 
data has began. Although the technology of text mining based on natural language 
understanding has made a great achievement, we still face unprecedented difficulties 
about text mining technology because of the limited feature we can mine [1]. Similar-
ly, semantic learning and recognition of image is currently faced with the problem 
that how to cross the semantic gap [2-3]. Following is the basic methods of image 
semantic analysis and automatic annotation [4-5]. The first method is based on the 
content of cross media data [6]. The second method makes full use of the text infor-
mation associated with visual data and transforms the problem of visual data into the 
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problem of text. For example, the Plsa-Words algorithm proposed by Monay belongs 
to the second method. The third method is automatic image annotation by fusing se-
mantic topics [7]. All these methods depend only on visual data or text data or only 
can obtain basic elements of the picture and cannot obtain the content what we want.  

However, due to the complexity of the tourism image data and there are rich se-
mantic contents contained in images that the traditional annotation method cannot 
analyze the specific content in the image. So in this paper we propose the method for 
image annotation tourism based on the tourism domain’s ontological knowledge base 
and do further keywords filtering on this basis. First, SVM-based image classification 
method was used to obtain the names of scenic spots. Then, build ontological know-
ledge base according to the information we got from scenic spots [8]. Finally, in order 
to obtained the specific content keywords and complete the secondary image annota-
tion ,we consider the scenic name and label words as reasoning conditions and  
reasoning based on the prior knowledge base on the basis of image annotation. This 
method can be used to extract the specific content contained in the image and has very 
good effect on analyzing the semantic content of cross media data. 

2 Frame Design of Automatic Image Annotation 

In this paper, we propose a method of automatic image semantic annotation based on 
the tourism domain’s ontology knowledge base to realize tourism image annotation. 
The method mainly consists of three parts: SVM-based classification [9], automatic 
image annotation by fusing semantic topics, and construction and reasoning of tour-
ism domain’s prior knowledge base. We consider the result of image classification as 
inference conditions and make up for the deficiency of the method that uses automatic 
image annotation by fusing semantic topics. That method can only analyze the ob-
vious content contained in the images but cannot relate to the scenic spot. Good re-
sults can be obtained by knowledge base inference and the results we obtained will 
relate to scenic spot.  

As shown in Fig.1, it’s the frame of the method that uses automatic image semantic 
annotation based on the tourism domain’s ontological knowledge base. 

Following is the basic process of the method: 

(1) Annotation for each image with the method that uses automatic image annota-
tion by fusing semantic topics and we can get the keywords correctly represent the 
basic content in the image.  

(2) Classified images according to the names of scenic spots by SVM-based image 
classification and consider the result we got as one of the inference conditions.  

(3) Build ontological knowledge base on travel which contains the name of the 
scenic spot, location of the scenic spot, features of the scenic spot, entertainments 
activities in the spot and other information. 

(4) Reasoning according to the names of scenic spots we obtained by image classi-
fication and the keywords we got by image annotation. By using knowledge base to 
ratiocinate, we can obtain the keywords which are related to the scenic spot and can 
express the specific content of the image.  
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Fig. 1. Frame design of automatic image annotation 

3 The Image Annotation Algorithm Based on Reasoning 
According to Ontological Knowledge  

3.1 Automatic Image Annotations by Fusing Semantic Topics 

In this paper we model the visual data and text data by probability latent semantic 
analysis (PLSA) and then we fuse the results of PLSA in which the visual data and 
text data share the same potential space. The way we fuse the model of visual data 
and text data is that fusing different distributions of themes we obtained by PLSA 
with a weight for each image and get a new kind of distribution of themes. The fusion 
weight of each model is determined by the contribution of the image content which is 
determined by the entropy of the distribution of visual words.  

Suppose that the topic number of visual data is m and the topic number of text data 
is n, then the model after fusion contains k topics, and k=m+n. Using s and t to ex-
press the two topics of PLSA model, and then the topics distribution of visual data 
and text data could be expressed as Pv(s|d) and Pw(t|d). We can get two topics distribu-
tion Pv(s|di) and Pw(t|di) of every image by fusing the two PLSA models. And the 
topics distribution P(z|di) after fusion was determined by the following formula: 

 
(1) 

 
Here, αvi and αwi represent the weights of visual data and text data respectively in 

the image di, and the weights can be calculated by the following empirical formula. 
The experimental results show good annotation effect when the entropy of the vis-

ual words distribution is less than 3 or more than 6, however the effect is not always 
good when the entropy is between 3 and 6. This is because the images usually con-
tains complex contents, and we cannot  fully learn its complexity just rely on the 
entropy and empirical formula , that is to say, we are unable to determine the most 
reasonable weight of visual and textual modal data.  
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Description of the algorithm: 
Suppose that there is a training set named D={(d1,c1),…,(dN, cN)} that contains the 

images and texts, and let TD={d1,…,dN} denote the training set of images, and let 
L={w1,…,wL} denote the vocabulary list. So the images were included in the training 
set like di∈TD and the texts were included in vocabulary list like ci⊂L(i∈1,…,N). In 
addition, we have to suppose that there is a testing set named TT and TT∩TD=∅, dnew∈TT. 

Following is the description of the training algorithm which is used to model the 
data included the training set D and learns the association between image and text.  

Training set Testing set

Text keywords Visual features Visual features

Standard PLSA 
modeling

Continuous 
PLSA modeling

Continuous 
PLSA modeling

P(zk|di) and θk
μK and 
Σk

P(zk|dnew)

P(v|dnew)

Semantic select

EM EM

 

Fig. 2. Automatic image annotation algorithms by fusing semantic topics 

(1) Extract the visual features from each image di∈TD and dnew∈TT, quantized the 
features in order to denote the visual words with v(di). Similarly, process the text cd 

associated with the image di and denote the text words with w(di). 
(2) Fuse the results of the two PLSA models which are respectively based on the 

denotation of visual words v(di) and the denotation of text words w(di) and we can get 
the following results: Pv(v|s), Pv(s|d) and Pw(w|t),Pw(t|d). 

(3) In order to measure the importance of the data in visual modality and textual 
modality, we introduce the fusion parameters αvi and αwi. Calculate the fusion parame-
ters by empirical formula and we can get the result P(z|di) after fusing the topic distri-
bution Pv(s|di) and Pw(t|di) by the formula (1).  

(4) According to the fused topic distribution P(z|di),calculate the final training re-
sults P(v|z) and P(w|z) by using EM algorithm. 
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(5) Calculate the topic distributions P(z|dnew) of images with EM algorithm by us-
ing the denote of visual words v(dnew) of image dne and the parameter P(v|z) which is 
the result of training algorithm.   

(6) Calculate the posterior probability of every keyword in the vocabulary list L by 
the following formula.  

 
            (2) 

 
(7) Select several keywords with maximum posteriori probability to annotate the 

image dnew. 

3.2 The Construction and Reasoning of Tourism Ontological Knowledge Base 

In this paper, we achieve the further reasoning annotation of image annotation results 
by constructing tourism repository and make the results more associated with scenery 
spots and more accurate as well. 

At first, we need to define the class structure of the ontology of tourism. In order to 
meet the requirements of this article, we only need to consider the traveling and enter-
tainment in the tourism which is usually include eating, accommodation, transporta-
tion, traveling, shopping, and entertainment. And we also need to know the human 
and geography knowledge about the scenic spots. So we build four concept classes 
including scenic spots, scenic characteristics, geographic location, and characteristic 
activity. Among them, scenic spots usually include the Summer Palace, the Palace 
Museum, the Great Wall, the Temple of Heaven, the Olympic park and JiuZhaiGou. 
Scenic spot features include mountain, water, tree, sky, palace, construction, bridges, 
ships, tourists. Different scenic spots have certain difference. Characteristic activity 
includes some festival celebration activities and sports activities hold by some scenic 
spots, etc. The activities may also have obvious difference in different scenic spots.  

Secondly, we need define the class attribute of tourism ontology. In order to com-
plete the work in this paper, we need to define all the attributes of different ontology 
classes. The affiliation among scenic spots: for example “Kunming Lake” is sub at-
traction of “the Summer Palace”, the relationship between “Kunming Lake” and “the 
Summer Palace” is affiliation. The “locate in” relationship between scenic spots and 
geographical location: “the Summer Palace” is located in the “Haidian District of 
Beijing city”. The containment relationship between scenic spots and their features: 
for example, the features of the Summer Palace are mountains and water, “the Sum-
mer Palace” and “mountains” have the containment relationship. With the above rela-
tionships, we labeled the tourism ontological knowledge base manually and then we 
can complete the subsequent reasoning work based on these relationships. 

There are two inputs of the algorithm: one is the test image, and the other one is anno-
tation words list which contains 10 keywords that have larger posterior probability. 
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Fig. 3. The reasoning process 

The algorithm process is as follows: 

(1) Use image classification according to the scenic spots by SVM-based method 
and select two categories with larger membership degree of class label. Consider 
these two categories as a scenic spot list.  

(2) Choose one spot sequentially from the scenic spot list and query spot fea-
tures and recreational activities from the knowledge base according to the spot 
name. 

(3) Traverse the candidate annotation word list and judge if a candidate annota-
tion word is included in the spot features or recreational activities, if it is, add the 
word to the new word list ,and if not, read the next word. 

(4) Judge whether the spot is the last one of the scenic spots list or not, if it is, 
execute step (5), and if not, return to step (2). 

(5) Compare the length of the annotated word lists which were obtained ac-
cording to different spots. If the length of all annotated word lists are equal, the 
first spot in the scenic spots list is the result, or we should choose the spot has 
longer annotated word list as the result. 

(6) Choose the spots corresponding to the candidate annotation word list and com-
bine with the relation between different spots, the relation between spots and the fea-
tures of all the spots and the relation between spots and recreational activities. Then 
ratiocinate to acquire the final annotation results. 
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4 Experimental Result Analysis 

The experimental data is collected from Baidu tourism and Chanyouji blogs which 
include the travel data of the Summer Palace, the Great Wall, the Imperial Palace, the 
Temple of Heaven, the Olympic Park and so on, as well include the texts and pictures 
of their sub-attractions. The data is divided into a training set and a testing set. The 
former set data contains 3500 pictures of the Summer Palace, the Imperial Palace and 
their sub-attractions, while the latter data set contains 700 images which try to cover 
all the data included in the former data as much as possible. 

We need to set the number of latent topics in the process of using PLSA to estab-
lish the main model, which determines the capacity of a PLSA model. If the topic 
number is too small, the PLSA model we obtained can't fully express the internal 
training of the data; on the contrary, if the topic number is too large, the efficiency of 
the system will be greatly reduced. What’s more, with the increasing number of the 
unknown parameters of the PLSA model, the possibility of over fitting will increase. 
After the validation of experiments, this experiment used 100 latent topics to learn 
text modal data information and 120 potential subjects to learn the visual modal data. 
After the fusion of information, there are 220 potential themes obtained. 

Table 1. Experimental Results of the two times image annotation algorithm 

Figures 

  

Once  

annotation 

bridge,  boat, 

tree,  water 

building, sky, 

palace, mountain 

Great Wall, tourists, 

mountain, water 

mountain, Tower of 

Buddhist Incense, 

sky, water 

Twice  

annotation 

Seventeen Arches 

Bridge, Summer 

Palace, Kunming 

Lake, sky 

sky, palace, Imperial 

Palace, Piled Elegance 

Hill 

 

Great Wall, tree, sky, 

tourists 

Tower of Buddhist 

Incense, Summer 

Palace, Longevity 

Hill, sky 

 
From table 1 we concluded that after the second mark, the annotation results that 

we got seems to be more concrete, and it is associated with specific features in scenic 
spots and easier to understand. In terms of performance of the annotation, it can be 
measured with the accuracy of the annotation. For a given semantic keywords wq, the 
accuracy was denoted as precision = B/A, that A means the number of all figures 
marked with wq automatically; B indicates the number of images tagged with wq  
correctly. In order to know whether the method we proposed is better than other me-
thods, we annotate the test dataset with Plsa-Words algorithm. The accuracy compari-
son of the result for images annotation is showed in Fig. 4, which is fused with se-
mantic theme and obtained from the tourism ontology knowledge inference. Table 2 
shows the accuracy comparison of three annotation algorithms, where the one-time 
annotation represents automatic image annotation algorithm by fusing semantic topics 
and the two-time annotation represents the reasoning process based on knowledge 
after the one-time annotation. 
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Fig. 4. The accuracy rate comparison of three annotation algorithms 

Table 2. Contrast between the accuracy of three annotation algorithms 

Scenic 

spots 

Summer 

Palace 

Zhang-

JiaJie 

JiuZhai-

Gou 

Olympic 

Park 

Imperial 

Palace 

Tian-

Tan 

Great 

Wall 

Xiang-

shan 

Park 

Plsa-

words 

0.653 0.591 0.554 0.706 0.665 0.612 0.717 0.625 

one-

time 

0.735 0.553 0.597 0.754 0.711 0.687 0.709 0.664 

Two-

time 

0.762 0.566 0.589 0.787 0.726 0.705 0.744 0.667 

 
With the inference method based on knowledge base, the average accuracy of im-

age annotation is improved from 67.63% for one-time annotation to 69.33% for two-
time annotation. Obviously, it’s better than 64.04% for Plsa-Words algorithm. How-
ever, from the graph we can see that the accuracy of all scenic spots is improved  
except ZhangJiaJie and JiuZhaiGou. Through analysis, the reason may relates to two 
points: on the one hand, these two scenic spots are both Natural scenic spot and the 
scenery elements are complex and contain many kinds of scenery which may lead to 
multiple results, thus affect the annotation results; on the other hand, the style of scen-
ic spots has a great influence on the annotation results. For example, the different sub 
attractions have similar style in JiuZhaiGou and it is also very difficult to distinguish 
even for human. So it will inevitably have a certain impact on the annotation results. 

5 Conclusions 

Image annotation techniques are the key technology of image semantic analysis. And 
it plays an important role at the time when our mobile Internet has a high speed of 
development. Though there is a great progress about image annotation techniques in 
the world, there are still some limitations. In this study, we put forward an image 
annotation method relies on reasoning mechanism based on the tourism ontology 
repository which is on the basis of the image annotation method that fuses the seman-
tic theme. This method combines the characteristics of tourism data, and has some 
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innovations about the image annotation method the predecessor put up with. At last, 
we improve the accuracy of image annotation by using this method. And at the same 
time, by using the tourism ontology repository, the tagging results can combine with 
specific scenery spots instead of independent general content elements of image. 
However the accuracy of the results by using this method still has some room to im-
prove. We can obtain more efficient experimental results by building a more complete 
training set, detailing the classification of the training set, expanding the tourism re-
pository and improving the reasoning model.  
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Abstract. In this paper, we present an online co-training method called Triple 
Online Boosting Training (TOBT). TOBT comprehensively combines the ad-
vantages of online boosting and tri-training to accomplish the function of online 
learning and sample validation at the same time. With the help of the novel fea-
ture extraction scheme named Fast Feature Pyramid (FFP) reported recently, we 
develop a real-time online method for multi-scale object detection. This method 
is proposed for detecting all-sized instances of a certain class in entire image, 
which is different from other online detectors for tracking purposes. Various 
experiments based no benchmark datasets and real videos demonstrate the effi-
cacy of the proposed method in the respect of processing speed and stability for 
changing object appearance and scenarios. 

Keywords: Object detection · Fast feature pyramid · Online boosting ·  
Tri-training 

1 Introduction 

Sliding windows detectors are the most popular and powerful approaches in the field 
of object detection. This kind of detector is widely applied in the various environ-
ment, especially in the dynamical background scene, such as mobile or vehicle-
mounted video system [1]. There are two main challenges of sliding windows based 
object detector involving real-scene automotive application. The first problem is 
computational cost for extracting the heterogeneous features to build multi-scale fea-
ture pyramid. The second one is the adaptive ability about variability of target appear-
ance due to the change of illumination and different pose.  

In decades, many research efforts have been devoted to improve the performance 
of object detection in the respect of processing speed [2, 3]. For instance, the 
groundbreaking work is the method of Viola and Jones [4], which develops a real-
time (about 15 fps) face detector by boosting Haar like feature and integral image 
representation. After that, many successful sliding windows based methods are 
proposed for detecting multifarious target in various scenes, such as HOG, DPM 
and ChnFtrs and so on. However, these methods are unable to meet the need of real-
time application due to heavy computational load. Recently, Dollár et al [5] 
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presents an ingenious speed-up scheme named Fast Feature Pyramid (FFP) for mul-
ti-scale feature extraction in 2009. Therefore, a more polished version of FFP was 
published in literature [6]. The key idea of FFP is that finely sampled pyramids may 
be obtained inexpensively by extrapolation from coarsely sampled ones, which 
prominently decreases the time-consuming of feature extraction procedure in the 
multi-scale object detection. 

In order to deal with the problem about the generalization and stability of detector 
in real scene, the effective way is online learning mechanism. There are a lot of works 
focused on the online learning algorithm [7-10], most of which are successfully im-
plemented in tracking application [11]. When we exploit continuous learning mechan-
isms in single task of object detection, no prior knowledge about size and position of 
targets help us to restrict the scope of sliding windows. The issue of automatic valida-
tion for image samples has to be addressed. Co-training [12] is a semi-supervised 
learning paradigm which trains two or more learners respectively from different views 
and lets the learners label some unlabeled examples for each other. Most previous 
theoretical analyses on co-training are based on the assumption that each of the views 
is sufficient to correctly predict the label. However, this assumption can hardly be met 
in real applications due to feature corruption or various feature noise [13-16]. Tri-
training proposed by Zhou et al [14] in 2005 neither requires the instance space de-
scribed with sufficient and redundant views nor does it put any constraints on the 
supervised learning algorithm. 

The key contributions of this work can be summarized as follows: 

1. We present novel online semi-supervised leaning algorithm called Triple Online 
Boosting Training (TBOT), which simultaneously achieves online learning of new 
features and sample images identification. 

2. A fast multi-scale online object detection framework is developed through an 
asynchronous interactive mechanism with TOBT algorithm and fast feature pyra-
mid scheme. 

3. We design several experiments about pedestrian detection and tank detection based 
on the benchmark and real videos to evaluate performance of the proposed method. 
Experiments demonstrate that the proposed method achieves better performance 
than some previous object detection methods. 

The remainder of this paper is organized as follows. We give overview of the pro-
posed method and a more description of TBOT in Section 2. Experimental results on 
four different data sets compared to existing approaches are given in Section 3. Con-
clusions are presented in the last section. 

2 The Proposed Method 

2.1 Overview of Our Method 

As shown in Fig. 1, the proposed method mainly consists of two modules: (1) fast 
detection (FD), (2) online verification and training (OVT). The detector in FD module 
is a binary classifier updated by module of OVT, which exploits the fast feature py-
ramid scheme to accelerate the procedure of multi-scale feature extraction to about 
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five times the speed of traditional ones [2]. And, the image results regarded as object 
by fast detector are saved and delivered to the module of OVT. In OVT, we present a 
co-training algorithm called Triple Online Boosting Training (TOBT) to accomplish 
the function of online learning and sample validation at the same time. In TOBT, the 
image patches are input as ambiguous samples, and three pre-trained online boosting 
classifiers are initialized to start the tri-training scheme. Then, one ambiguous sample 
is labeled for a classifier if the other two classifiers agree on the labeling in each 
round. The iterative process continues until the three classifiers do not change. Final-
ly, we build a cascaded classifier as fast detector using the weak hypotheses of the 
best one of the above-mentioned classifiers. 

It should be pointed out that the operation of FD module and the OVT module is 
not synchronous. This is mainly due to the obvious different between the computa-
tional cost of fast detector and the one of another. And, it is not necessary that fre-
quently updated the fast detector in a short time. 

 
Fig. 1. The flowchart of the proposed method 

2.2 The Fast Detector 

The speed-up of the fast detector in our method is depended on the scheme of Dollár’s 
Fast Feature Pyramid. When we built feature pyramid by this scheme, only feature data 
of one scale per octave is required to be computed precisely. And, the feature data of 
rest scale can be approximated by the ones of intermediate scales with minor loss in 
accuracy according to the exponential power law. In the respect of feature representa-
tion, we also follow the Aggregated Channel Features (ACF) in [6], which has been 
proven effective in general object detection method and suitable for FFP scheme. 

2.3 Triple Online Boosting Training  

The online learning is the pivotal function of our method. Meanwhile, it is very impor-
tant to the performance of online learning that design a reliable verification module to 
identify the input image samples. We build a semi-supervised leaning algorithm named 
Triple Online Boosting Training (TOBT) to simultaneously achieve online learning and 
sample images identification, which comprehensively combine the benefits of online 
boosting and tri-training. 
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Table 1. Pseudo code of Triple Online Boosting Training 

 when TOBT is triggered by new input ambiguous image samples  

1. 
Input: pre-trained classifiers 3,2,1, iH P

i ; ambiguous image samples A from 
fast detector; initial parameters 5.0' ie , 0' il  

Verification and online training phase: 
2. repeat until none of 3,2,1, iH P

i  changes 

3. for 31 toi   do 

4. NULLLi  ; FALSEFlagu
i  ; ),(),&( ikjHHorMeasureErre kji   

5. if )( '
ii ee   then for every Ax  do 

6.                      if )),(),()(( ikjxHxH kj   then )}(,{ xHxLL jii   

7. end for 

8. if )0( ' il  then  1)( ''  iiii eeel  

9. if )( '
ii Ll   then if )( ''

iiii leLe   then TUREFlag u
i   

10 else if ))(( ''
iiii eeel   then 

11  )1,( ''  iiiii eleLSubSampleL , TUREFlag u
i   

12 end for 
13 for 31 toi   do 

14 if )( TUREFlag u
i   then )( ii LtingOnlineBoosH  , ii ee ' , ii Ll '  

15 end for 

16
end repeat and choose             

3,2,1))),(()((max(arg  ixLLablexHsumH mimic  

Building cascaded detector phase: 
17 )( cs HsortH  ; 0L ; 

18 repeat until NULLHs   

19 0  
20 for 

sn Hh  do 

21 if T then 0 ; 1 LL ; break 

22 else n  ; nss hHH  ;
nLL hHH   

23 end for 
24 end repeat 

25 output m
L
mfinal HH 1   

 
In the following, we describe the TOBT algorithm in detail. The TOBT is composed 

of two parts: (1) verification and online phase, (2) building cascaded detector phase. The 
pseudo code of TOBT is shown in Table 1. First of all, three classifiers, which are pre-
viously trained using online boosting [7] on three different sub-set of one training data 
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set, and the training samples of the detection resulted from FD module in a certain pe-
riod of time, are both prepared for starting the TOBT algorithm. In the verification and 
online phase, we mostly follow the scheme of Zhou’s [14] tri-training expect that we 
use the validated image set and online boosting algorithm to update corresponding 
classifier instead of using the original label sample set plus set and any offline learn-
ing. After that, the best performance classifier is chosen for building cascaded detec-
tor. At the beginning of building cascaded detector phase, the week hypothesis 

is sorted in descending order based on the weight of , 
where is the error of . Then, first layer of cascaded is combined with the best part 
of week hypotheses in . The number of week hypothesis in each layer is limited by 
a pre-defined factor . The process is repeated by filling the next layers with the re-
maining week hypothesis. After the levels are completed, their concatenation forms the 
cascade detector and updates the classifier in fast detection module. 

3 Experiments and Discuses 
We design several experiments on benchmark dataset and real scene video to test the 
performance of the proposed approach and compare the results with other the-start-of-
are object detection methods: HOG [17] and ACF. The implementation of all test 
methods are based on C++ and OpenCV library except for the training of ACF, which 
uses directly the Matlab code of Dollár’s toolbox[18]. And all experiments execute on 
the image processing server with Intel Xeon E7 4820 CPU and 32GB memory. 

3.1 Person Detection 

In this section, three detectors are training to detect persons for testing. Experiments 
are run on image sequence S3-T7-A View4 in PETS2006 and a real scene video 
named LIBRARY captured from the D1 resolution camera installed in the library of 
our campus ( Fig.2). All three detectors are trained on the INIRA dataset [17]. 

 

 
Fig. 2. Test video in the pedestrian detection experiments. Top: test video PETS2006. Bottom: 
test video LIBRARY 

iL

iL

cH

cn Hh  ))1(ln( nnn   nh

n nh

sH
T



 Tr

Fig. 

Three detectors are run 
false positive per frame. Ac
update fast detector every 
was calculated to evaluate t
average miss rate (See the
superior to one of other me
formance of our method is 
the beginning of video PET
our method can continuous
improve the discriminabilit
methods and ACF) achiev
with the HOG detectors, e
result demonstrates that the
feature, which is consistent 

The second test of pe
LIBRARY, which is consis
method is also compared w
dition as the first test. In Fi
as Fig.3, and the reduction 
one in the first test. It is als
the adaptability of detector
trend shown in Fig.3 and F
in ACF in the first one or t
decision tree in our method
sion stump) in Online-boos
This kind of choice makes 
can be found in Fig.5. 

riple Online Boosting Training for Fast Object Detection 

 

3. Detection results on video PETS2006  

on the PETS2006 test video under the condition of 
ccording to our method, we trigger the TOBT algorithm
100 frames. So, the average of miss rate per 100 fram
the accuracy of three detectors. As shown in the Fig.3,

e legend in the top left corner of Fig.3) of our method
ethods in the mostly period of test video, although the p
worse than that of ACF and HOG in few trigger period

TS2006. It is proved that the TOBT algorithm proposed
sly learn the new feature of pedestrian in the test video
ty of the fast detector. Secondly, ACF based detectors (O
ve the outperforming detection results in the compari
especially in the present of object partial occlusion. T
e multi-channel features are more discriminative that H
with the study in literature [2].  

edestrian detection is applied on the real video ca
sts of 1458 frames with the size of 720*576. The propo

with detectors based on HOG and ACF under the same c
g.4, it can be found that the curves follow the similar tr
of miss rate by the proposed method is more distinct t

so shown that the TOBT algorithm can effectively impr
r for various application environments. Another simila
Fig.4 is that the miss rate of our method is higher than 
two round. This is caused by the different depth choice
d and ACF detector. We use one level decision tree (d
sting algorithm but two level depth decision tree in A
the proposed method faster in detection processing, wh

75 

one 
m to 
mes 
the 

d is 
per-
ds at 
d in 
o to 
Our 
ison 
This 

HOG 

lled 
osed 
con-
rend 
than 
rove 
arity 
that 
e of 

deci-
ACF. 
hich 



76 N. Sun et al. 

Fig. 

Moreover, we record the
tests. In Fig.5, we plot aver
resolution video, the propo
faster than the one of ACF 
to the reason that the weak
classifier, which is more eff

Fig. 5

3.2 Tank Detection 

After the experiments of pe
video, which is something m
it is usually hard to gather
training, just like main batt
tion, we compare the propo
test video are both collected

 

4. Detection results on video LIBRARY 

e run-time of three detectors in the above-mentioned 
rage miss rate versus runtime for three detectors. With 
osed method can achieve the detection speed at 28.5 
at 22.2 fps and the one of HOG at 3.9 fps. It is mainly 

k hypothesis of the proposed method is the decision stu
fficient than the two level of decision tree of ACF detect

 

5. Time versus miss rate of three detector 

erson detection, we apply our method to detect tanks in
more challenging task. Different from pedestrian detect
r the sufficient image samples of military equipment 
tle tank, belonging to enemy. The same as the above s

osed method with HOG and ACF. The training samples 
d from internet. The training set is consist of 1370 imag

two 
D1 
fps, 
due 

ump 
or.  

n the 
ion, 
for 

sec-
and 
e of 



 Tr

tanks around the world ex
samples randomly bootstra
2089 frames video of Leop
experimental setting can as
more effectively. 
 

Fig. 6. The positive and nega
negative samples. 

Fi

Fig

riple Online Boosting Training for Fast Object Detection 

xcept for the German Leopard 2 tank and 1500 nega
apped from landscape images (Fig.6). The test data i
pard 2 tank named TANK with D1 resolution (Fig.7). T
ssess the ability of online learning of the proposed met

 

ative samples of tank detection. Top: positive samples. Bott

 

ig. 7. The test video of tank detection 

 
g. 8. Detection results on video TANK 

77 

tive 
is a 
This 
thod 

tom: 



78 N. Sun et al. 

Similar as the result of pedestrian detection experiments, the proposed method ra-
pidly achieves the best accuracy of detection after three updating operation. And, the 
average miss rate of our method is lower than one of ACF above 30% (Fig.8). In the 
respect of run-time, the fps of three detectors keeps unchanged because that computa-
tional cost of detection is invariable with the sliding windows scheme under the same 
resolution video.  

4 Conclusions 

In this paper, the Triple Online Boosting Training (TOBT) algorithm combined with 
online learning and co-train is proposed for incrementally learning new features from 
autonomously invalidated image patches of detection results. Through an asynchron-
ous interactive mechanism with TOBT algorithm and fast feature pyramid scheme, 
we build a real-time online method for universal object detection. Then, we design 
several experiments of pedestrian detection and tank detection based on the bench-
mark and real videos to evaluate performance of the proposed method and the other 
two the-state-of-art detectors. The comparison of experimental results prove the effec-
tiveness of the proposed method in the field of accuracy and run-time.   
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Abstract. The sparse representation based classifier (SRC) has been successful-
ly applied to robust face recognition (FR) with various variations. To achieve 
much stronger robustness to facial occlusion, recently regularized robust coding 
(RRC) was proposed by designing a new robust representation residual term. 
Although RRC has achieved the leading performance, it ignores the structured 
information (i.e., spatial consistence) embedded in the occluded pixels. In this 
paper, we proposed a novel structured regularized robust coding (SRRC) 
framework, in which the spatial consistence of occluded pixels was exploited 
by pixel weight learning (PWL) model. Efficient algorithms were also proposed 
to fastly learn the pixel’s weight and accurately recover the occluded area. The 
experiments on face recognition in several representative datasets clearly show 
the advantage of the proposed SRRC in accuracy and efficiency. 

Keywords: Structure regularized · Robust coding · Face recognition 

1 Introduction 

Face recognition (FR) has been extensively studied in the past two decades [5], and 
many representative methods, such as Eigenfaces [6], Fisherfaces [6], LBP [7], have 
been proposed. In order to deal with facial occlusion, Eigenimages [8-9], probabilistic 
local approaches [10] and Markov random fields [19] were proposed for FR with oc-
clusion. Although much progress have been made, robust FR to occlusion/disguise is 
still a challenging issue due to the variations of occlusion such as different categories 
of disguises, and  the unknown intensity of occluded pixels.  

Recently, sparse coding [1] and deep learning [17][18] have been widely applied to 
face recognition. Although deep learning has shown very promising accuracies, it still 
has some limitations, such as requirements of large amounts of training samples and 
super computational machines, and lacks of strong theoretical analysis and specific 
model for face recognition with various occlusions. 

A successful work applying sparse coding to robust face recognition is sparse re-
presentation based classifier (SRC) [1], which was proposed for robust face recogni-
tion, producing very promising performance in FR with occlusion. By coding a query 
image y as a sparse linear combination of all the training samples via Eq. (1), SRC 
classifies y by searching for the class that produces the minimal reconstruction error.  
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                  2

2 1
min  y X                      (1) 

where ||.||1 is the sparse l1-norm and each column vector in X is a training sample. In 
order to make SRC robust to facial occlusion, an identity matrix I was introduced as a 
dictionary to code the outlier pixels (e.g., occluded pixels):  

 2

2 1 1
min     e y X e e                     (2) 

By solving Eq. (2), SRC shows good robustness to face occlusions such as block oc-
clusion and disguise. A theoretical support for the success of SRC may be that only a 
small part of pixels are occluded in most cases (So it is reasonable to require the re-
presentation residual e sparse). 

It is easy to see in Eq. (2) that the representation residual, i.e., e, is regularized by 
l1-norm, which may not be optimal when the representation residuals do not follow a 
Laplacian distribution. Following SRC, He et al. [11] proposed a correntropy-based 
sparse representation (CESR) for robust face recognition, which introduced a Gaus-
sian kernel-based fidelity term to regularize the coding residuals; and Gabor feature 
was also introduced in the framework of SRC to enhance its discrimination [12]. In 
order to deal with more general facial occlusion, Yang et al. [4] proposed a regula-
rized robust coding (RRC) model by designing a robust representation term, which 
has shown the state-of-art performance in robust face recognition and attracted much 
attention in the field. 

 

 
                          (a)           (b)               (c)            

Fig. 1. The structured information of occluded image pixels. (a) a face image; (b) pixels’  
values; (c) pixels’ occlusion patterns. It is easy to see occluded pixels’ patterns but not the 
occluded pixels’ values are spatial consistent. 

Although RRC [4], CESR [11] and Gabor-SRC [12] have achieved leading per-
formance in robust face recognition, all of them measure each pixel’s representation 
residual independently with ignoring the structured information (i.e., spatial consis-
tence) embedded in the 2D image space. In practical face recognition, most of oc-
cluded pixels are not independent but spatially consistent (e.g., illumination, expres-
sion, block occlusion, facial disguise). Here we should note that the spatial consis-
tence  
is embedded in occluded pixels but not the occluded pixels’ values. Fig. 1 gives an 
example to show the spatial consistence of image pixels and image pixels’ values.  

In this paper, we use a weight to indicate whether a pixel is occluded, then the 
structured information could be easily exploited in the pixel weight learning (PWL) 
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without considering the difference among pixels’ values. With the proposed PWL 
model, the structured information of image pixels could be effectively exploited and a 
novel framework of structured regularized robust coding (SRRC) was presented for 
robust face recognition. We also present efficient algorithms to solve PWL model. 
We evaluate the effectiveness of SRRC on several benchmark datasets, such as CMU 
Multi-PIE [21] and a joint face database of AR [13] and CAP-Peal [14]. The experi-
ments on these datasets clearly show the advantage of SRRC in accuracy and effec-
tiveness of robust face recognition. 

The rest of this paper is organized as follows. Section 2 briefly reviews the related 
regularized robust coding model. Section 3 presents the proposed structured regula-
rized robust coding framework. Section 4 conducts the experiments, and Section 5 
concludes the paper. 

2 Brief Review of Related Work 

In order increase the robustness of SRC to various outliers, Yang et al [4] proposed a 
regularized robust coding (RRC) model, which was efficiently solved by using an 
iterative reweighted regularized coding algorithm. In each iteration RRC changes to 

    
21 2

2
min diag

pl
 w y X                     (3) 

where lp-norm on  could be l1-norn or l2-norm ([2] indicated that the l2-norm regula-
rized coding could achieve similar accuracy to l1-norm but with a faster speed), and 
diag(w) is a diagonal matrix with the weight vector w as its diagonal vector. Here the 
element of w is computed as 

 21 1 expj jw e                      (4) 

where ej=yj-rj, rj is the j-th row vector of X, and  and  are two automatically up-
dated scalar parameters in the weight function [4]. Here wj indicates the importance of 
the j-th element of y to the coding of y. We can observe that the outlier pixels will 
have small weights to reduce their effects on the coding y on X since they have big 
residuals. 

RRC could be solved by alternatively updating the weight vector w and the coding 
vector .  When the final coding vector  is achieved, RRC conducts the classifica-
tion via 

     
21 2

2
identity arg min diagi i i y w y X             (5) 

where Xi the training samples of class i, =[1; 2;…; c], and i is the coefficient 
vector associated with i-th disguise pattern. 
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3 Structured Regularized Robust Coding 

Structured information (e.g., spatial consistence) is embedded in the pixels themselves 
but not the pixels’ values. As shown in Fig.1, the nearby occluded pixels may have 
quite different values but their occluded patterns are same (e.g., their weight values, 
such as w in RRC, are same). Thus the proposed structured regularized robust coding 
(SRRC) could be represented as 

  1
arg min s.t. is structured regularized

p

n
i i li

y  
 w θ r w       (6) 

where w indicates weight values of image pixels, and the representation term is a 
robust fidelity term like RRC [4]. Here w could be reshaped to a weight map with the 
same size as face imges,  

Similar to RRC, SRRC is solved by iteratively updating the coding vector  and 
the weight value of each pixel. With known weight matrix w, SRRC changes to the 
coding model of Eq. (3), which could be efficiently solved.  

When the coding vector  is known, the robust representation term, i.e., 
 i iy θ r , could be represented by the approximation of its Taylor expansion 

(Please refer to the detailed Taylor expansion in [4]). So SRRC model changes to  

  0arg min s.t. is structured regularized
pl

w w w w            (7) 

where 0 0 0
1 j= w w   w ,  0 21 1 expj jw e    is the estimated weight 

based on the Taylor expansion of  i iy θ r , 0
jw is the j-th element value of w0.  

It can be easily seen that SRRC will degenerate to RRC if there is no structured re-
gularization on w. In order to make the robust representation model exploit the struc-
tured information, we present a pixel weight learning (PWL) model of Eq.(7) to intro-
duce the structured information. 

3.1 Pixel Weight Learning (PWL) 

The structured information could be designed in many ways. In this paper, we only 
use the local consistence of image pixels as the structured information. Then the pixel 
weight learning (PWL) model could be rewritten as  

0min
pp

i ji j Ni ll
w w


   w

w w               (8) 

where k is a parameter to control the structured regularization, lp-norm indicates the 
l1-norm and l2-norm when p=1 and p=2, respectively. For each pixel i, j is a neighbor-
ing pixels, and Ni is the set of neighboring pixels of pixel i. With the final term en-
sures the neighboring pixels have similar weight values.  Here the neighboring size 
could be set by the users. A bigger neighboring region will introduce more global 
consistence. In this paper we use 4 neighborhoods for a pixel. 
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Different lp-norm regularization will have different physical meanings. In order to 
make the learned w similar to w0 ,we use l2-norm for the first term. When wpq-wpq’ is 
regularized by l2-norm, Eq.(8) requires the weight map should be smooth, while l1-
norm regularized version could tolerate some sparse and sharp variance. Here we only 
consider the case that wpq-wpq’ is regularized by l2-norm since we want the weight 
values be spatially consistent in general.  

Thus the PWL model could be represented as 

 
20

2
min

p
i ji j Nil

w w


   w
w w               (9) 

3.2 Solving Algorithm of PWL 

In order to efficiently solve Eq.(9), we rewrite the final term of Eq.(9) as 
2

2i j ji j Ni j Ni
w w

 
    A w                (10) 

where jA is an indication matrix of the j-th neighboring pixel with all diagonal ele-
ments as 1s. For each row of jA  (i.e., each pixel in the image), the value of j-th 
neighboring pixel is set as -1, with all the elements as 0s. So jA w is a vector with each 
element as the difference of a pixel and its j-th neighboring pixel. 

Denote v=w-w0, by replacing w as v+w0
 we rewrite the PWL model as 

22 0

2
min +j jF j

 v
v A v A w                 (11) 

In this case, we could derive an analytic solution, and the weight matrix solution 
could be presented as 

  1
0T T

j j j jj j
I


   v A A A A w                (12) 

Based on v=w-w0, we could further derive  
0w Pw                           (13) 

where P=   1
T
j jj

I


 A A . Since the incidence matrix is predefined, the projection 

matrix P could be pre-computed and in testing time, only a projection operation with 
a low computation complexity is needed. 

3.3 The Whole Algorithm of SRRC 

Based on PWL, the whole algorithm of SRRC is summarized in Table 1.  
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Table 1. Algorithm of SRRC. 

Solving algorithm of SRRC 
1. Initialize  
2. Compute residual e = y -X. 
3. Estimate weights w as via Eq.(4) 
4. Weight updating w via PWL of Eq.(9) 
5. Solve  via the weighted regularized robust coding , i.e., Eq.(3) 
6. Output  until the condition of convergence is met, or the maximal number of iterations 

is reached.  
 

After several iteration, we could get the final weight vector w and coding vector , 
and then conduct face recognition via Eq.(5). 

4 Experiments 

We perform experiments on several benchmark datasets, such as CMU Multi-PIE 
[21], and a joint database [13][14] to demonstrate the performance of SRRC. In  
Section 4.1, we test SRRC on face recognition with illumination and expression varia-
tions; in Section 4.2 we compare the accuracies and running time on a joint face data-
set. Here the joint database was constructed by using AR database (100 persons, 2599 
images) [13] and a subset of CAS-Peal (101 persons and 843 images) [14].  For the 
experiments of face recognition without occlusion, we estimate the weight values of 
original face image and then use PCA to reduce the feature dimensionality like that in 
RRC [4]. 

In all experiments  of PWL is set as 0.05 in face recognition without occlusion 
and 0.2 in face recognition with occlusion, respectively.  The   is set as the sug-
gested value in RRC. The competing methods include the latest approaches, such as 
LLC [20], SRC [1], Gabor-SRC [12], CESR [11], RRC_L1 [4] and RRC_L2 [4]. 
Similar to RRC, SRRC_L1 and SRRC_L2 represent SRRC using l1-norm and l2-norm 
on , respectively. 

4.1 Face Recognition Without Occlusion 

AR Database: As in [4], a subset (with only illumination and expression changes) that 
contains 50 male and 50 female subjects was chosen from the AR database [13] in 
this experiment. For each subject, the seven images from Session 1 were used for 
training, with other seven images from Session 2 for testing. The images were 
cropped to 6043. The FR rates by the competing methods are listed in Table 2. We 
can see that SRRC could improve the performance of the second best method, RRC, 
in most cases. Especially, SRRC_L1 achieves the highest accuracy with visible im-
provement (e.g., 1.2% with 120-d feature). 
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Table 2. Face recognition rates on the AR database. 

Dimension 54 120 300 
NN 68.0% 70.1% 71.3% 
SVM 69.4% 74.5% 75.4% 
SRC [1] 83.3% 90.1% 93.3% 
LLC [20] 80.7% 87.4% 89.0% 
RRC_L2 84.3% 94.3% 95.3% 
SRRC_L2 84.4% 94.0% 95.9% 
RRC_L1 87.6% 94.7% 96.3% 
SRRC_L1 88.4% 95.9% 97.0% 

 
Multi PIE Database: The CMU Multi-PIE database [21] contains images of 337 sub-
jects captured in four sessions with simultaneous variations in pose, expression, and 
illumination. Among these 337 subjects, all the 249 subjects in Session 1 were used for 
training. To make the FR more challenging, two subsets with both illumination and 
expression variations in Sessions 1 and 3, were used for testing. For the training set, as 
in [4] and [1], we used the 7 frontal images with extreme illuminations {0, 1, 7, 13, 14, 
16, and 18} and neutral expression. For the testing set, 4 typical frontal images with 
illuminations {0, 2, 7, 13} and smile expressions (smile in Sessions 1 and 3) were used. 
Here we used the Eigenface with dimensionality 300 as the face feature for sparse cod-
ing. Table 3 lists the recognition rates in four testing sets by the competing methods. 

From Table 3, we can see that SRRC_L1 achieves the best performance in all tests,. 
Compared to the baseline method, SRC, SRRC_L1 has 4.4% improvement in Smi-S1 
and 16.3% in Smi-S3, respectively. Although the improvement of SRRC over RRC is 
not big, the introduction of structured information could still bring some benefits.  

Table 3. Face recognition rates on Multi-PIE database. (‘Smi-S1’: set with smile in Session 1; 
‘Smi-S3’: set with smile in Session 3). 

 Smi-S1 Smi-S3 
NN 88.7% 47.3% 
SVM 88.9% 46.3% 
SRC [1] 93.7% 60.3% 
LLC [20] 95.6% 62.5% 
RRC_L2 95.9% 67.3% 
SRRC_L2 96.2% 67.8% 
RRC_L1 97.8% 76.0% 
SRRC_L1 98.1% 76.6% 

4.2 Face Recognition on a Joint Face Database 

In the test, we conduct FR with more complex disguises (e.g., sunglasses, scarf and 
hat) with variations of illumination and longer data acquisition interval. 340 images of 
the first 85 subjects (4 natural and non-occluded images with different illuminations 
in Session 1) in AR database and 263 images of the first 80 subjects (the non-
occluded images) in CAS-Peal are used as the training sets. And 510 face images with 
sunglass and lighting variations, 510 face images with scarf and lighting variations, 
and 240 face images with hat and lighting variations are used as the testing dataset. 
Some samples are shown in Fig. 2. 
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Fig. 2. The training and testing samples in the joint database. 

Table 4. Recognition rates by competing methods on the joint database of AR and CAS-Peal 
with complex disguise occlusion. 

Method Sunglass Scarf Hat 
SRC [1] 73.9% 24.9% 26.3% 
GSRC [12] 52.4% 66.1% 34.2% 
CESR[11] 80.2% 11.0% 26.7% 
RRC_L2 83.5% 75.3% 60.4% 
SRRC_L2 87.4% 81.6% 71.3% 
RRC_L1 90.2% 77.3% 67.1% 
SRRC_L1 93.1% 83.3% 78.3% 

 
Table 4 lists the results of face recognition on the joint database by competing me-

thods. Clearly, the SRRC methods achieve much better results than SRC, GSRC, 
CESR and RRC in most cases. RRC achieves the second best performance. SRRC_L2 
outperforms RRC_L2 by 3.9%, 6.3% and 10.9% in face recognitions with sunglass, 
scarf and hat, respectively. SRRC_L1 outperforms RRC_L1 by 2.9%, 6.0%, and 
11.2% in face recognitions with sunglass, scarf and hat, respectively;  

Apart from recognition rate, computational expense is also an important issue for 
practical FR systems. In this section, the running time of the baseline method, SRC, 
and some competing methods which show not bad performance in all cases, including 
GSRC, RRC_L2, RRC_L1, and SRRC, is evaluated using the FR experiments on the 
joint face database. The programming environment is Matlab version R2013a. The 
desktop used is equipped with a 3.5 GHz CPU and 16G RAM. All the methods are 
implemented using the codes provided by the authors. For SRC, we use a fast l1-
minimization solver, ALM [15], to implement the sparse coding step.  

Table 5 lists the average computational expense of different methods. We can ob-
serve that both SRRC_L2 and RRC_L2 have the least running time, followed by 
GSRC and SRC. Although the proposed SRRC has similar computation time to RRC, 
SRRC could achieve visibly better performance than RRC. Especially, SRRC_L1 has 
much better performance than RRC_L1 but with less running time. 

Table 5. Average runnning time on the joint database with three facial disguises. 

Method Sunglass Scarf Hat 
SRC (ALM) 0.610 0.579 0.574 
GSRC  0.269 0.265 0.277 
RRC_L2 0.177 0.153 0.171 
SRRC_L2 0.200 0.170 0.194 
RRC_L1 1.58 1.34 1.59 
SRRC_L1 1.26 1.10 1.26 
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5 Conclusion 

This paper presented a novel structured regularized robust coding (SRRC) framework 
and an associated pixel weight learning (PWL) model for robust face recognition. We 
also propose effective algorithms to solve the pixel weight learning model. One im-
portant advantage of SRRC is that the structured information (e.g., spatial consis-
tence) could be exploited by the proposed SRRC with PWL. The proposed SRRC 
methods were extensively evaluated on FR with various variations, such as illumina-
tion, expression, random block occlusion, and real facial disgusie. The experimental 
results clearly demonstrated that SRRC outperforms previous state-of-the-art me-
thods, such as SRC, CESR, GSRC and RRC.  
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Abstract. Moving objects tracking is an active problem in computer vision and 
has a wide variety of applications. The Kalman Filter algorithm has been com-
monly used for estimation and prediction of the target position in target tracking 
domain, of which the algorithm is adaptive to linear system, but the error of 
Kalman Filter will become large or even diverging when the target status 
changes suddenly. In this paper, multi-innovation theory is applied to target 
tracking, and the Multi-innovation Kalman Filter is proposed. Multi-innovation 
Kalman Filter has better precision and stability, because Multi-innovation Kal-
man Filter takes not only the moving targets’ current state of motion into con-
sideration, but also the time before. In addition, the authors theoretically ana-
lyzed the convergence of improved Multi-innovation Kalman Filter algorithm. 
Finally, simulation results show that the improved algorithm Multi- innovation 
Kalman Filter is superior to the traditional Kalman Filter. 

Keywords: Target tracking · Kalman filter · Multi-innovation · Multi-innovation 
Kalman Filter · Simulation analyses 

1 Introduction 

With the development of computer technology, computer capacity has been greatly 
improved, and the target tracking has become one of the hottest topics at home and 
abroad [1]. It has been importantly and widely application in the fields of civilian, 
military, transportation and others [2, 3]. But how to accomplish correct and fast tar-
get tracking and how to reach good real-time performance and robustness are the key 
problems to be solved. 

KF algorithm [4, 5] is widely used for target tracking, because KF can achieve the 
optimal estimation and better results of target tracking if the system equation, system 
noise and observation noise are all known [6, 7]. However, generally, the motion state 
of the observed object keeps a time-varying motion, instead of a uniform linear one. 
In this case, traditional KF predictive algorithm loses its superiority in target tracking, 
the tracking precision declines and the rate of convergence slows down. It may even 
result in losing track of the object. 
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Considering the above problems of traditional KF, we generally use the adaptive 
filtering technique to solve them [8-12]. The authors of [8,9] come up with an im-
proved adaptive KF algorithm, which introduces the forgetting factors based on fad-
ing memory index weighting, and gets the best forgetting factor by the method of 
forecasting residual error. At the same time, it also takes measures to ensure the semi-
positive definiteness and positive definiteness of the noise estimation variance matrix 
and the measurement noise estimation variance matrix, thereby avoids the filter di-
vergence. In [10], the method of KF target tracking, based on genetic algorithm, is 
proposed. The KF prediction is used to determine the candidate regions of target and 
then the genetic algorithm is used for searching and matching. As a result, the real-
time performance and robustness of tracking is significantly improved. In order to 
reduce the evaluated error caused by changes in modeling, noise and so on, the au-
thors of [11] and [12] put forward a KF tracking algorithm based on neural network. 
However, the amount of calculation of KF algorithm is relatively large. When it is 
combined with other algorithms, although the tracking precision is improved, the 
complexity and calculation of algorithm are increased. Therefore, it has difficulty in 
being applied to some real-time applications. Accordingly, it is very meaningful to 
design a simple and accurate time-varying moving target tracking algorithm. 

Kalman filter algorithm is the classic algorithm in target tracking. Kalman filter al-
gorithm is widely used in engineering because of its good real-time performance, so, 
raise the standard Kalman algorithm prediction accuracy in target tracking is neces-
sary. Currently, many improved algorithms are put forward by combined other algo-
rithm with Kalman algorithm to improve the accuracy of the algorithm, although the 
accuracy of the algorithm improves, complexity of the algorithm will be greatly in-
creased. In this paper, we present an improved algorithm of tracking moving objects 
based on Multi-innovation theory, which is the Multi-innovation KF (MI-KF). MI-KF 
is improved on the basic algorithm, and there is no integration of the other new algo-
rithm, the algorithm is simple, and it also had better real-time performance. At the end 
of the paper, it is used respectively in multiple types of movements (smooth move-
ment and mutational movement), and the simulation results show that the improved 
algorithm MI-KF is superior to the KF, especially under the condition of the latter. 

2 The Traditional Kalman Filter (KF) 

KF is a state sequence of the dynamic system, and the algorithm is used for the linear 
minimum variance error estimation. The system is described by using dynamic state 
equation and observation equation [13]. The basic idea of KF is: Firstly, establishing a 
prior model for describing the stochastic and dynamic variables change over time; 
then under the condition of the real-time observation of random variables, using the 
Kalman equations in real time to get the best estimate of the target state that is based 
on global information. A recursive algorithm is used for the predicted value of time 
k+1 by that of time k, and ensures that the forecast error covariance is minimal. For 
linear systems, the KF algorithm can be used to predict target state easily and accu-
rately, so it has been widely used in target tracking. 
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The state equation and measurement equation of discrete KF observer: 

 1 1 1k k k kx Ax Bu w      (1) 

 k k kz Hx v   (2) 

where kx  is the target state vector to be estimated, kz  is the measured value of the 
system, A is the state transition matrix, B represents the optional gain control input of 
u, a random variable kw  represents the process noise, and its covariance matrix is de-

noted by Q. In addition,   0kE w   and T
k l k klE w w Q     . A random variable kv  

represents the measurement noise, its covariance matrix is denoted by R,   0kE v 
T

k l k klE v v R     ,  is the function of kerKronec  , and H is the observation matrix. 
The basic equations of KF are as follows: 

 1 1ˆ ˆk k kx Ax Bu
    (3) 

 1
T

k kP AP A Q
   (4) 

   1T T
k k kK P H HP H R

    (5) 

  ˆ ˆ ˆk k k k kx x K z Hx     (6) 

  k k kP I K H P   (7) 

where (3) and (4) are the first step prediction and the first step prediction of error 
variance matrix separately, (5) is filter gain matrix, (6) is state correction, and (7) is 
the estimation of error variance matrix. 

In Formula (3), the predicted value of time k is given by time k-1, and Formula (4) 
describes the effect of this prediction. Formula (5)-(7) are used to correct the esti-
mated value of the previous correction. In Formula (6),   ˆ= k ke k z Hx  is known as 
innovation, and it is used to give feedback to the correction of the observed deviation. 
As long as the estimated value of initial state  ˆ 0x  and the initial error variance 

matrix of filter state estimation  0P  are given, KF will be started and proceeded 
recursively all the time. 

3 The Improved KF Based on Multi-innovation Theory  
(MI-KF) 

According to (6), namely the state correction equation, only one innovation exists in 
the traditional KF algorithm. The state prediction of time k is only estimated by the 
status time k-1, and the past data information are not made full use of, so that the use-
ful information hidden in the past data is lost. Multi-innovation identification theory, 
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proposed by Chinese scholar Ding Feng [14, 15], extends the scalar innovation to 
innovation vector, and the innovation vector to innovation matrix. As a result, he puts 
forward and sets up a kind of theory and method based on the idea of Multi-
innovation, which is referred to as multi-innovation identification theory and method, 
and includes the multi-step information in the iterative process [16]. 

3.1 Multi-innovation Identification Theory 

Some identification algorithms [17], such as least squares [18] and stochastic gradient 
algorithm [19], have a common characteristic: all of them use a single innovation 
correction technology that uses single innovation correction technology. 

For the following scalar systems [20]: 

      Ty k k k     (8) 

where   Ry k  is the output of the system,  T k is the information vector that is 
formed by input-output data of the system,   is the vector parameter to be identified, 
and  k  is the system noise. 

To estimate the parameter vector   in Formula (8) 

        ˆ ˆ k-1k L k e k    (9) 

where   nL k R  is the algorithm gain vector. 
Innovation is an important quantity of recursion method, and it is used to describe 

output prediction error of time k. Innovation is defined as: 

        ˆ k-1 RTe k y k k     (10) 

In (9),        ˆ k-1 RTe k y k k     is the scalar, and it is called the single inno-

vation. (9) shows that, we can reformulate parameter estimation vector  ˆ k  of time 

k by the product of gain vector  L k  and scalar innovation  e k , which amends the 

estimated vector  ˆ 1k   of time k-1. That means  ˆ k  is calculated by adding the 

product of gain vector  L k  and innovation  e k  to  ˆ 1k  . 
Innovation is different from the residuals, and the residuals are used to describe 

output deviation of time k. Residuals is defined as: 

        ˆ RTk y k k k      (11) 

There is a relationship between the innovation and the residuals: 

    
       1 1T

y k
k

k k P k k


 


  
 (12) 
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or 

            1 Tk k k P k k y k       (13) 

On the basis of single innovation, the scalar innovation  e k R  is promoted as 

innovation vector        , = 1 1
T pp k e k e k e k p R     ， ， ，E , which is the 

multi-innovation. To make the matrix multiplication dimension compatible, we ex-
tend gain vector   nL k R  to  , n pp k R   , then the multi-innovation identifica-
tion algorithm turns out to be: 

        ˆ ˆ 1 , ,k k p k p t     E  (14) 

where  , n pp k R    is the gain matrix,  , pE p k R  is the innovation vector, 
1p   is the Length of innovation. (14) shows that, in the multi-innovation identifica-

tion algorithm, parameter estimation  ˆ k is corrected by the product of gain matrix 

 ,p k  and innovation vector  ,p kE , on the basis of parameter estimation

 ˆ 1k  . 

3.2 Multi-innovation KF (MI-KF) 

Based on the above multi-innovation theory, we promote the standard KF algorithm, 
and extend the original single innovation to multi-innovation. In (6), the
  ˆ= k ke k z Hx  is defined as the innovation, and we extend it to innovation matrix

 ,E p k . In the same way, extend the measured values kz  to  ,Z p k , extend the 

measurement noise kv to  ,V p k , extend the gain matrix kK to  ,K p k , then: 
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there, p is the multi-innovation length. 
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Then, measurement equation (2) will be changed into measurement matrix equa-
tion: 

      1

1

, , ,

k

k
k

k p

z
z

Z p k H p k x V p k

z



 

 
 
    
 
  


 (15) 

By substituting (15) into (6), we can get the multi-innovation Kalman state prediction 
algorithm, and expand (6) to: 

 
         

   

1 2 3

1

ˆ ˆ , , ,

ˆ 1

k k p

p

k i
i

x x L k L k L k L k E p k

x L k e k i







    

   


 (16) 

We obtain the equations of MI-KF as: 

  
         

 

1 1

1
1

1 2 3

ˆ ˆ

ˆ ˆ , , ,

k k k
T

k k

T T
k k k

k k p

k k k

x Ax Bu
P AP A Q

K P H HP H R

x x L k L k L k L k E p k

P I K H P


 




 





  


 
  

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 (17) 

In (17), we get the traditional KF when    1 ,L k L k    2 3L k L k 

   4 0pL k L k   . 
The improved MI-KF proposed in this paper compared with the traditional KF, 

MI- KF has the following advantages: 

(a) In each step of parameter estimation, standard KF only uses the innovation at  
k-1 moment, but the improved MI-KF not only uses the innovation at k-1 mo-
ment, but also uses the useful data and innovation in the past, so that the algo-
rithm convergence is improved. 

(b) When predicted the state of time k, MI-KF uses useful data of time k-1and time k-2. 
Similarly, when predicted the state of time k+1, MI-KF uses useful data of time k 
and time k-1. Therefore, when predicted the state of two adjacent time (time k and 
time k+1), it uses the useful data and innovation at k-1 moment repeatedly, and this 
is the main reasons for improving the MI-KF algorithm accuracy. 
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4 Convergence Analysis of the Improved MI-KF Algorithm 

In order to analyze the convergence of proposed algorithm, it is necessary to intro-
duce the following theorem: 

Theorem 1. About system equations (1), (2) and the improved MI-KF algorithm, 
suppose (that) the system measurement noise kv is white noise, and the mean and the 
variance of kv  are zero and 2 . 

(A1)   0kE v  ,  2 2 2
k kE v     

If there exist constants 0       and the innovation length p n such that 
the following persistent excitation condition holds, 

(A2)    
1

1 1 1
p

T

i
I k i k i I

p
   



      , a.s. , 

Then, the parameter estimation root-mean-square error of improved MI-KF algo-
rithm is bounded. 

Proof. Define the estimation error: 

 ˆk k kx x x   

there, kx  is real value. 
From formulas (15) and (17), we can obtain: 
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 (18) 

Then, we calculate the norm on both sides of the equation (18), and use the inequality: 

   2 2 211 1 , 0x y a x y a
a

       
 

. Formula (18) is transformed as follows: 
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Because  ,H p k  remains the same in the simulation experiments, and let’s take it to 

be a constant h, then,   2
,H p k h . So, the above equation becomes: 
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  

 
 (19) 

Calculate the mathematics expectation of formula (19): 
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  

 
 (20) 

max  is the largest eigenvalue of  ,K p k . On the basis of (A2), the following for-
mula was established: 

       2
max, , ,TE K p k E K p k K p k p        (21) 

We Substitutes formula (21) into formula (20): 

          2 22 211 1 1k k kE x a E x p p h a E x
a

             
    (22) 

Let the assumption stand:  2
k kT E x  , then  2

1k kT E x
   , according to (22), it 

is easy to get: 
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 (23) 

Assuming  1 1a p h a M    , 2 2 11p N
a

    
 

, then formula (24) turn into: 
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1
1 1
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M


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


   


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The proof is completed. 

5 Experimental Results 

The purpose of the simulation is to demonstrate that the improved target status predic-
tion methods, proposed in this paper, is superior to the traditional method, especially 
when the speed of moving object changes suddenly. For different moving patterns of 
the target (smooth motion, abrupt motion), we conducted the Matlab simulations re-
spectively. By comparing the experiment, we concluded that the accuracy of predic-
tion of the target state in the multi-innovation KF Algorithm is comparable or better 
than the standard KF Algorithm. At the same time, we used the root mean square 
error (RMSE) to undertake the quantitative analysis. In multi-innovation KF algo-
rithm, we added another innovation to the standard Kalman prediction algorithm in 
this paper, namely in the concrete simulation experiments, the improvement of multi-
innovation Kalman algorithm contains two innovations. 

5.1 Slow Moving Target Tracking 

In the simulation experiment, the KF algorithm parameters should be initialized at 
first. 

State transition matrix A is given as: 

        1,0,0,0 ; 0,1,0,0 ; 1,0,1,0 , 0,1,0,1A      

and the transfer matrix of observation H as: 

        1,0 ; 0,1 ; 0,0 ; 0,0H      

Fig. 1 and 2 show the target tracking results, and they also show the tracking  
performance of some frames. Fig. 1 is the tracking performance of standard Kalman 
prediction algorithm. Fig. 2 is the tracking performance of improved multi-innovation 
Kalman prediction algorithm. The red rectangle box represents the position of the 
moving target, and the green rectangle shows the predicted position of the moving 
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target. Comparing the tracking effect of two algorithms, we can see that the improved 
algorithm is better than standard Kalman algorithm. Fig. 3 is the trajectory of the 
moving target centroid in the video. In Fig.3, the red line represents the actual obser-
vation track of moving targets, and the green line represents the predicted trajectory 
of standard Kalman algorithm, and the black line represents the predicted trajectory of 
the improved multi-innovation Kalman forecasting algorithm. Similarly, in the en-
larged part of the track curves, the paper improved algorithm MI-KF (black line) is 
closer to the real value of the predicted value (red line). 

 
Fig. 1. The tracking effect of KF 

 

Fig. 2. The tracking effect of MI-KF 

 

Fig. 3. Real trajectoriy and predicted trajectory of the moving target 
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In each frame of the video image, we define the real position of the centroid as
 1 1,M x y , and the predicted position as  2 2,N x y , then the distance between the real 

position and the predicted position is    2 2
1 2 1 2iL x x y y    , the root mean 

square error is 2

1

m

i
i

RMSE L m


   (m is the total number of video frames). Fig. 4 

shows the distance between the predicted position and the true location of moving 
target centroid in the video image. From the enlarged portion in Fig. 3 and Fig. 4, it 
can be seen that when the speed of the moving target is not stable and changes, the 
predicted performance of the multi-innovation Kalman algorithm is more accurate. 

 

Fig. 4. Distance from the actual position and forecast position of the moving target 

Table 1 shows the RMSE between the standard Kalman prediction tracking algo-
rithm and the improved multi-innovation Kalman prediction algorithm. We can vi-
sually see from the table, the improved algorithm RMSE than the standard algorithm 
has decreased, and therefore a higher prediction accuracy of the algorithm. 

Table 1. RMSE of the two methods of tracking 

Filtering algorithm KF MI-KF 
RMSE 3.4051 3.2315 

5.2 Abrupt Moving Target Tracking 

To further demonstrate that the improved multi-innovation Kalman prediction algo-
rithm has better results when the target has mutational status. We conducted a second 
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set of experiments, and selected the bouncing ball as the tracking target. The initiali-
zation of the MI-KF remains consistent with KF. 

Fig. 5 and 6 show the ball tracking results of KF and MI-KF separately. Fig. 5 is 
the tracking performance of standard Kalman prediction algorithm. Fig. 6 is the 
tracking performance of improved multi-innovation Kalman prediction algorithm. 
The green circle represents the real position of the moving ball, and the red circle 
shows the predicted position of the ball. Comparing the tracking effect of two al-
gorithms, we can see that the improved algorithm is better than standard Kalman 
algorithm, especially when the ball bounces (frame 10 and frame 22). Fig. 7 is the 
trajectory of the ball centroid in the video. In Fig.7, the red line represents the ac-
tual observation track of the ball, the green line represents the predicted trajectory 
of standard Kalman algorithm, and the blue line represents the predicted trajectory 
of the improved multi-innovation Kalman forecasting algorithm. The enlarged 
portion in Fig. 7 depicts that, when the ball bounces, MI-KF has a better result 
than KF. Fig. 8 shows the distance between the predicted position and the true 
location of ball centroid in the video image. We can see from Figure 8, when the 
whole tracking system is stable, the improved algorithm MI-KF predicted target 
position and the instance from the actual position than the standard predicted posi-
tion KF smaller, higher forecast accuracy. 

 

Fig. 5. The tracking effect of KF 

 

Fig. 6. The tracking effect of MI-KF 
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Fig. 7. The trajectory of the ball centroid 

 
Fig. 8. Distance from the actual position and forecast position of the ball 

Table 2 exhibits the RMSE between the standard Kalman prediction tracking algo-
rithm and the improved multi-innovation Kalman prediction algorithm. We can vi-
sually see from the table, RMSE of the improved algorithm significantly lower  than 
the standard algorithm, the prediction accuracy of the algorithm has been greatly im-
proved. 

Table 2. RMSE of the two methods of tracking 

Filtering algorithm KF MI-KF 
RMSE 4.9201 4.2624 
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5.3 Algorithm Performance and Complexity Analysis 

Fig. 9 and Table 3 from two aspects of the step time and the total time to illustrate the 
difference between the standard KF algorithm and the improved MI-KF algorithm of 
abrupt moving target tracking. From Fig. 4 can be seen in every step of filtering, due 
to the improvement of the MI-KF algorithm requires the prior innovation iteration and 
participating in operation, so in single step will longer than the single innovation of 
the KF algorithm. As can be seen from table 3, the improved MI-KF algorithm than 
the standard KF algorithm for each step of the average use more than 0.01 millise-
conds, more than the total time 5 milliseconds. However, MI-KF still used in the real-
time requirements of the acceptable range, so a comprehensive comparison MI-KF 
algorithm is an overall advantage. 

 
Fig. 9. Performance analysis of  KF and MI-KF 

Algorithm\Time Average time(ms) Total Time(ms) 
KF 0.03241 1.94 
MI-KF 0.04221 2.53 

6 Conclusions 

In this paper, we have presented an improved KF algorithm based on multi-
innovation, which combines the multi-innovation theory, on the basis of the tradition-
al KF algorithm. This algorithm gives full consideration to the useful information 
before the current time. These two algorithms are compared under different simula-
tion conditions to demonstrate that the MI-KF can achieve better predictive effect 
than KF in predicting the target motion state, especially for the target whose state 
changes suddenly. Under such situation, our algorithm can avoid losing track of the 
target caused by the sudden change of state. Although the computation of MI-KF  
is slightly larger than the standard KF, but we have demonstrated by the above  
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experiments that the increased computation has no effect on the real-time application 
of the MI-KF algorithm. 
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Abstract. In this paper, we propose a tracking method via structure rearrangement 
and multi-scale block based appearance model, plus a dynamic template mechan-
ism within a two-stage search framework. Firstly, a wide range sampling is per-
formed then confidence value of each candidate is calculated via a discriminative 
reverse sparse coefficient vote method, a part of candidates with large confidence 
value are selected to join in next stage. After a small range resampling in stage 
two, the candidates and target templates are divided into multi-scale patches, in 
addition, the background information is used to model the error term. Further-
more, a labeled template pool is maintained in the tracking process to dynamically 
generate an appropriate template set for next frame according to the occlusion 
map of current tracking result. Both qualitative and quantitative evaluations on 
challenging image sequences demonstrate that the proposed tracking algorithm 
performs favorably against several state-of-the-art methods. 

Keywords: Visual tracking · Template structure rearrangement · Multi-scale 
patch · Dynamic template · Sparse representation 

1 Introduction  

Visual tracking [1] [2] is one of the classic computer vision problems, and has a wide 
application in numerous scenarios [3] [4] such as video surveillance, human-computer 
interaction, etc. Despite the success, to achieve a reliable object tracking still needs to 
overcome many difficulties, for example, the target partially occlusion, illumination 
variation, background clutter, appearance change, etc. 

In general, a visual tracking algorithm [11][12][23]-[28] can be divided into three 
key components: a motion model, an appearance model and a tracking strategy. The 
motion model [5][14] is used to describe the state of the target motion and forecast the 
likely target position in next frame, the appearance model[10][19]-[22] is a descrip-
tion method of target information including intrinsic and extrinsic characteristics of 
the target object, and the tracking strategy[15]-[18] is used to build the main frame-
work of the algorithm with the motion model and appearance model. 

Since the first time sparse representation is introduced into object tracking by Mei 
and Ling [32], it has been used in various tracking algorithms [13][23][26][28][30]-[33]. 
Mei use a target template set and a trivial template set to linear represent each candidate 
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within particle filter framework. In spite of demonstrated success, this method consumes 
a large amount of computation and is sensitive to partial occlusion. Bai et al [34] apply a 
structured sparse representation model to visual tracking algorithm, and propose a block 
orthogonal matching pursuit (BOMP) algorithm based on orthogonal matching pursuit 
algorithm and mutual relations of the target on spatial structure. This algorithm fully 
combines the structural characteristics of the target to reduce the amount of calculation 
and has good robustness on the target occlusion. In addition, Jia et al. [28]proposed an 
align method to extract the target local sparse and spatial information, and also robust to 
partial occlusion, but it did not take the particle resampling process into consideration, 
once tracking result deviates from the actual location of the target, the tracker may com-
pletely lose the target. Zhong et al. [33] propose a sparse collaborative model that  
exploits both local and holistic templates, the algorithm is able to deal with partial oc-
clusion. However, different sequences require a separate debug and different parame-
ters, the performance is sensitive to parameters and needs high computational cost to 
solve L1 problem for so many local patches. 

In view of above analysis, we propose the following method to deal with chal-
lenges during tracking: Firstly, to take full advantage of the holistic spatial structure 
information of target, we propose a template structure rearrangement method to rear-
range the spatial structure of the template, this method can effectively deal with oc-
clusion without any loss of target information. Secondly, we propose a multi-scale 
patch based method to resist partial occlusion with the horizontal and vertical multi-
scale patches. Thirdly, we propose a dynamic target template set generated from the 
labeled template pool to deal with long-term occlusion or appearance change. Fourth, 
we use the background information to construct negative templates and model the 
error term, which can improve tracking robustness. Fifth, we use a two-stage search 
strategy to handle the situation that the target object moves fast and randomly. In 
addition, we use the APG [30] method to solve optimum problem to improve the 
processing efficiency. 

2 Proposed Tracking Algorithm 

2.1 Template Structure Rearrangement 

We find that the traditional L1tracker is robust to Gaussian noise, however not to partial 
occlusion. Inspired by this phenomenon and analysis of existing methods, we propose a 
template structure rearrangement method to rearrange the spatial structure of template, 
this method has the ability to fragment the partial occlusion appeared anywhere and as 
close as possible to make partial occlusion obeys the Gaussian distribution. The tem-
plate is divided into 9 patches shown in Figure 1(a) and numbered from 1 to 9, and then 
the positions of patch 1 and 2, 5 and 6, 7 and 9 are swapped respectively. Finally, all 
patches are re-assembled into a holistic template as shown in the right side in Figure 
1(a), the Figure 1(b) is a demonstration with actual template image. 
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Fig. 1. A demonstration of structure rearrangement method 

Usually the templates will be reshaped into a vector using the method demonstrates 
in Figure 2(a) when solving the L1 regularizations problem, if the target object is 
partial occluded (the colored patch represents occlusion), the occluded patch is still 
continuous distribution, which is seriously deteriorate the tracking performance. If the 
template structure is rearranged before reshaped into a vector shown in Figure 2(b), 
the occluded patch is divided into several smaller sub-patches so that the original 
continuous partial occlusion becomes close to trivial Gaussian occlusion. 
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Fig. 2. A demonstration of handling partial occlusion 

The proposed structure rearrangement method can effectively divide the partial oc-
clusion into trivial occlusion and maintain spatial structure information of the target 
object itself without increasing the computational cost. 

2.2 Discriminative Reverse Sparse Representation Based Vote Method 

The traditional sparse representation based trackers use the target templates to linear 
represent the candidates and perform computationally expensive L1 regularizations 
problem at each frame for each candidate. To make sure the robust of L1 tracker, the 
candidates always amounts to hundreds or even thousands, which results in the  
tracker is unsuitable for an application with a real-time requirement. In this paper, 
motivated by a reverse thought of traditional sparse representation, we construct the 
dictionary with the candidate set Y to represent each target template as in Eq.1. 

                            T ൌ Yୟ ൅ e                            (1) 
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Where T denotes the target template, Y donates the candidate set, a is the sparse 
coefficient vector, e is the error term, then the L1 regularizations problem can be re-
write as Eq.2. 

       arg min௔ԡ ௜ܶ െ ܻܽ௜ԡଶଶ  ൅ ,ԡܽ௜ԡଵߣ .ݏ ௜ܽ  .ݐ ൒ 0 (2) 

With sparsity constraint, only a few candidates which are similarly to the template 
would be involved in representing the template, and with non-negativity constraints 
the coefficient vector denotes the similarity between candidate and target template, 
therefore, a larger element of a means the corresponding candidate is more similar 
with the target template. 

According to the characteristics of the sparse coefficient, each template contributes 
a vote for the candidate set, the vote value are ܽ௜, combining all the voting values of 
the target template to arrive at a more accurate voting results a. 

                               a ൌ ∑ ܽ௜௜                                (3) 

To further increase the accuracy of the voting, we introduce a weight ௜ܹ௝ for each 
voting value, ௜ܹ௝ represents the similarity between i-th template and j-th candidate: 

            ௜ܹ௝ ן cos ൏ ,௜ݐ ௝ݕ ൐                       (4) 

Thus, the vote value of j-th candidate is ௝ܹ. 

               ௝ܹ ן ∑ cos ൏ ,௜ݐ ௝ݕ ൐௜                    (5) 

And the confidence value of each candidate is S௝௙. 

                               S௝௙ ൌ  ௝ܹۨ ௝ܽ                        (6) 

Where ۨ is the element-wise product, ௝ܹ ן ∑ ௜ܹ௝ ௜ ,is the vote value of j-th candi-
date. 

 
Fig. 3. Positive and negative templates 

In order to further improve the tracking robustness, a negative template set (shown 
is Figure 3) is used to vote for each candidate in accordance with the above steps, then 
we can get the confidence value ௝ܵ௕  generated from negative templates, thus, each 
candidate has a final confidence value ௝ܵ. 
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                            ௝ܵ ൌ ܵ௝௙ െ ௝ܵ௕                                (7) 

In this paper, the solution process is reduced to only dozen times by using the 
method of reverse sparse representation instead of the traditional sparse representa-
tion, and take full advantage of the inherent characteristics of the sparse coefficient to 
calculating a confidence value for each candidate. 

2.3 Multi-scale Block Appearance Model 

Multi-scale blocks are the patches divided from target template as shown in Figure 
4(a). Each template has four scales of 10 sub-patches, and these sub-patches divided 
as following: trisect the template in the vertical direction and denoted by h1patch, 
h2patch, h3patch, respectively, then combine h1patch and h2patch as h12patch, com-
bine h2patch and h3patch as h23patch; similarly, obtain w1patch, w2patch, w3patch, 
w12patch, w23patch in the horizontal direction. The benefits of this division method 
are: Firstly, the number of needed patches is less than the overlap patches based me-
thod, therefore the additional amount of calculation is small; Secondly, some patches 
contain other patches which maintains the structural information of the target object 
itself; Finally, the use of vertical and horizontal direction patch method having a simi-
lar function with coordinate axis which can be more quickly locate a smaller portion 
occlusion. As shown in Figure 4(b), when h3patch and w3patch are occluded, but 
h23patch or w23patch are not, then we can know that the colored patch in bottom 
right corner is occluded. 
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Fig. 4. A demonstration of multi-scale target region division 

2.4 Occlusion Map Creation 

Firstly, we obtain the multi-scale patches of target template set and current tracking 
result, then calculate the cosine similarity between the patch ݎ௜,୧ୀሼଵ,ଶ,…,ଵ଴ሽ of tracking 
result and the corresponding position patch ݐ௝ of target templates, the confidence 
value ܿ݊݋௜ of each patch is proportional to the cosine similarity. 

௜݊݋ܿ      ן ∑ cos ൏ ,௜ݎ ௝ݐ ൐௝                        (8) 
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Thus, the occlusion map of current tracking result is written as  O ൌ ሼ݋ଵ, ,ଶ݋ … ,  ,ଵ଴ሽ݋

௜݋     ൌ ൜1  ܿ݊݋௜ ൏ ௜݊݋ܿ  0ݎ݄ݐ ൐  (9)                             ݎ݄ݐ

Where the ݎ݄ݐ is a predefined threshold. The occlusion map indicate whether 10 
patches are occluded, depending on each element of O we can infer more accurate 
occlusion position and occlusion size. 

2.5 Construction and Update of Dynamic Template Set 

Due to partial occlusion occurs randomly, we consider not only the size but also the 
duration of occlusion. As shown in Figure 5, the dynamic template set of each frame 
is generated from the labeled template pool by the template factory, and the tracking 
result is used to update the labeled template pool and the template factory. 

Labeled Template Pool

Occlusion Map

Dynamic Template Set

Patch Generator

Template Factory

Candidates

Current Tracking Result

Update

 
Fig. 5. Construction and update of dynamic template set 

Labeled template pool, denoted by LTP. LTP contains 3 kinds of target template 
set with different labels: a template set without occlusion denoted by NT; a template 
set with small occlusion area (the occlusion area less than one-third of the area of the 
template), denoted by GT; a template set with large occlusion area (the occlusion area 
less than two-third of the area of the template), denoted by HT. Thus, LTP = {NT, 
GT, HT}.  

Template factory consists of two parts: Patch generator and occlusion map. Patch 
generator is used to generate multi-scale template patches, and occlusion map used to 
indicate the occlusion position of the target. 

Dynamic template set changes in a new frame according to the occlusion map of 
current tracking result, as shown in Eq.10. 
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 ܶ ൌ ቐ ሼܰܶሽ                          ݉ݑݏሺ݋ሻ ൌ 0ሼܰܶ, ሽ           0ܶܩ ൏ ሻ݋ሺ݉ݑݏ ൑ 6ሼܰܶ, ,ܶܩ ሻ݋ሺ݉ݑݏ            ሽܶܪ ൐ 6  (10) 

If current tracking result is not occluded, then it will be labeled as NT and only up-
date the NT set, of course the template set is T={NT} in next frame. If current track-
ing result is partial occluded and satisfy ݉ݑݏሺ݋ሻ ൐ 6, then it will be labeled as HT 
and only update the HT set, the template set is ܶ ൌ ሼܰܶ, ,ܶܩ  ሽ in next frame, otherܶܪ
cases handled according to the same principle. The proposed dynamic template set 
can effectively deal with a long term occlusion and reduce the negative impact of 
inappropriate update strategy for tracking. 

In addition to the above holistic based dynamic template set, in this paper we also 
construct a multi-scale patch based dynamic template set, once the template T is ob-
tained, T is divided into multi-scale patches, thus we can obtain a patch based dynam-
ic template set ௣ܶ ൌ{ ௛ܶଵ , ௛ܶଶ , ௛ܶଷ , ௛ܶଵଶ , ௛ܶଶଷ , ௪ܶଵ , ௪ܶଶ , ௪ܶଷ , ௪ܶଵଶ , ௪ܶଶଷ }. The 
multi-scale patch based method can be more flexible to handle partial occlusion, pose 
change, etc. 

2.6 Error Term Modeling 

Motivated by that the occlusion usually comes from the background in tracking sce-
nario, in this paper we use the background information to model the error term. As 
shown in Figure 6, we randomly select N patches with size 2×2 in our experiments 
near the target object in the red box, then assign to the trivial templates with the pixel 
values of these N patches, the other elements of trivial templates is set to zero. This 
background-patch templates take full advantage of the characteristics of occlusion 
itself, not only reduce the computational complexity by decreasing the number of 
dictionaries, but also improve the tracking accuracy. 

 
Fig. 6. Model error term with background-patch templates 

Coefficients



Visual Tracking via Structure Rearrangement and Multi-scale Block Appearance Model 113 

2.7 Proposed Tracking Algorithm 

After manually selecting target to be tracked, NT, the template set without occlusion, is 
generated by random tiny disturbance within the target region, and the negative tem-
plates are drawn further away from the marked location as shown in Figure 3, upon 
completion of the initialization process, the proposed tracking algorithm executed from 
the second frame. We uses a two-step search method to locate the tracking target, the 
specific process of this method is as follows: Firstly, we carry a large-scale search based 
on holistic template in the vicinity of the target location determined in last frame and 
sample a candidate set Yଵ, then calculate the confidence values of each candidate using 
the discriminative reverse sparse representation method(see section 2.2) with the struc-
ture rearrangement template set Yଵ  and dynamic template set T, the candidate with 
largest confidence value denoted by rୱଵand the candidates whose confidence value are 
top k are denoted by Yୱଵ. In second stage, we draw a candidate set Yୱଶwith a small-
scale particle sampling in the vicinity of rୱଵ, thus the candidate set of second stage is Yଶ ൌ ሼYୱଵ, Yୱଶሽ (those candidates are raw images without structure rearrangement), then 
divide the candidate set Yଶ and dynamic template set T into multi-scale patches, now 
we can construct ten traditional sparse representation problems(different from the re-
verse sparse representation, in second stage we use the dynamic template set T to linear 
represent the candidates Yଶ) as shown in Eq.11. 

 ൞ ௛ܻଵ ൌ ௛ܶଵ כ ௛ଵܣ ൅ ݁௛ܻଶ ൌ ௛ܶଶ כ ௛ଶܣ ൅ ݁…  ௪ܻଶଷ ൌ ௪ܶଶଷ כ ௪ଶଷܣ ൅ ݁        (11) 

Where ௛ܻଵ and ௛ܶଵ  are composed of the h1patches of ଶܻ  and dynamic template 
set T, ܣ௛ଵ is the coefficient vector, e is the error term, other formulas are constructed 
in the same way. Then we can calculate the reconstruction error for each patch of 
each candidate, 

௜ߦ   ൌ ԡݕ௜ െ ௜ܶ כ  ௜ԡଶଶ                          (12)ܣ

Where i ൌ ሼ݄1, ݄2, ݄3, ݄12, ݄23, ,1ݓ ,2ݓ ,3ݓ ,12ݓ  23ሽ, then we can obtain theݓ
confidence value for each candidate in Eq.13, 

݊݋ܿ  ௝݂ ן ∑ ݅ߦି݁ ௜⁄ݓ                          (13) 

Where w is the weight parameter for reconstruction error, it is a predefined con-
stant. We choose the candidate with largest confidence value as the tracking result in 
current frame. 

2.8 Update Scheme 

After locating the target position, the labeled template pool is updated firstly, we cal-
culate the occlusion map of current tracking result, then determine its type by Eq.14. 
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 typeሺresultሻ ൌ ቐ ሻ݋ሺ݉ݑݏ               ܶܰ ൌ 0        ܶܩ0 ൏ ሻ݋ሺ݉ݑݏ ൑ ሻ݋ሺ݉ݑݏ                ܶܪ6 ൐ 6                    (14) 

For example, if current tracking result belongs to NT set, we only update NT set by 
replacing the template with the smallest weight, the weight of template equals the 
corresponding confidence value. Similarly, GT set and HT set will be filled before 
updated. After updating the labeled template pool, we construct the dynamic template 
set T for next frame as shown in Eq.10, and the details of the update process will be 
found in section 2.5. 

3 Experiments 

The proposed algorithm is implemented in MATLAB and runs at 0.8 frames per 
second on an Intel 3.2 GHz i5-4570 Core PC with 4GB memory. In order to better 
evaluate the performance of our tracker, we conduct experiments on eleven challeng-
ing image sequences, these sequences focus cover the most challenging situations: 
heavy occlusion, illumination variation, fast motion, background clutter, in-plane and 
out-of-plane rotations and scale variation (See Figure 7). All the sequences are availa-
ble online for public download. In this paper we compare with six state-of-the-art 
tracking methods including IVT[23]、FCT[29]、STC[27]、L1APG[30]、SCM[33] 
and ASLA[28]. For fair evaluation, all trackers run with the same initial positions of 
the targets. In our experiments, the target image patch is normalized to 32×32 pixels, 
the threshold ݎ݄ݐ in Eq.9 is fixed to be 9.5, the weight parameter w in Eq.12 is fixed 
to be 0.04, the labeled template pool is updated in every 3 frames, and all the parame-
ters are fixed in all the experiments. 

3.1 Qualitative Evaluation 

Heavy Occlusion: We test three datasets occlusion1, caviar2 and girl, there are heavy 
occlusion and in-plane and out-of-plane rotations in these datasets shown in Figure 
7(a). The proposed algorithm achieves better tracking performance judging from the 
experiments mainly because of the advantages of template structure rearrangement 
and the dynamic template mechanism, another importance reason is the two-stage 
search mechanism. The STC, IVT and FCT methods undergo some degree of drift, 
because their update mechanisms do not consider how to deal with partial occlusion. 
In contrast, L1APG、SCM and ASLA achieve better performance because of their 
update schemes deal with occluding patches. 

Illumination Variation: We test three datasets car4, car11 and davidin300 with large 
illumination variation as shown in Figure 7(b), in addition, there are a certain scale vari-
ation and pose variation in these datasets. The FCT method does not track the target 
well when large illumination variation occur and has drift in all three sequences. In the 
davidin300 sequence, L1APG method tracks a wrong target which can be attributed to 
the fact that its trivial template mechanism mistakenly target pose and facial expression 
variation as occlusion. As a whole, the proposed tracker, SCM and ALSA perform well 
because they all use the local patches strategy based on sparse representation.  



Visual Tracking via Structure Rearrangement and Multi-scale Block Appearance Model 115 

Fast Motion: We test three datasets boy, Owl and face with motion blur caused by 
target object fast motion as shown in Figure 7(c). The results show that, most tracking 
algorithms fail to follow the target right even lose target object. Some algorithm can 
continue to track the target object due to the fast moving target is in its place, but may 
be completely lose the target object if the fast moving target is not in the same place. 
Compared to other tracking algorithm, the proposed algorithm achieves the best track-
ing results, because the two-step search mechanism is applied. 

Background Clutter: We test two datasets board and stone with complex back-
ground as shown in Figure 7(d), there are multiple objects in the background includ-
ing some region which is similar to the target in terms of appearance. In addition, 
there are serious out-of-plane rotation and heavily occlusion. In the board sequence, 
the L1APG and IVT tracker almost both lose the target in all the frames, and the 
SCM, ALSA, FCT, STC tracker all drift to the background when the target object 
undergoes serious out-of-plane rotations. In contrast, our tracker performs well 
throughout this long sequence. In the stone sequence, the L1APG, FCT and STC all 
lose the target, but our tracker, SCM, ASLA, IVT perform well. 

 

(a) Occlusion1, caviar2 and girl with heavily occlusion, pose variation, in-plane and out-of-
plane rotation. 

(b) Car4, car11 and davidin300 with heavily illumination variation, background clutter and out-
of-plane rotation. 

(c) Boy, face and owl with motion blur and out-of-plane rotation. 

(d) Board and stone with background clutter, heavily occlusion and out-of-plane rotation 

 
Fig. 7. Sample tracking results on eleven challenging sequences. 

ASLA FCT IVT L1APG SCM STC OURS
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3.2 Quantitative Evaluation 

We evaluate the above-mentioned algorithms using the center location error and over-
lap ratio, center location error is the center distance (in pixels) of the tracking results 
and the manually labeled location, the smaller center location error represents the 
better performance; and the overlap ratio is computed by intersection over union 
based on the tracking result ்ܴ and the ground truth ܴீ, i.e., ோ೅תோಸோ೅׫ோಸ, the larger over-
lap ratio represents the better performance.  

Table 1. Comparison results in terms of average center errors (in pixels). The best three results 
are shown in red, Blue and Green fonts. 

sequences ASLA FCT IVT L1APG SCM STC Our 
Board 84.1666 93.6998 164.9847 216.7564 31.7272 21.3653 11.7404 
Boy 2.7294 8.4897 42.5409 6.0128 2.6866 10.7276 2.2062 
car4 3.4738 178.9681 3.7852 13.2720 3.9399 14.7730 1.9223 

car11 2.0578 26.9202 2.9854 2.4786 1.9946 3.5326 1.4043 
caviar2 1.5334 61.1609 4.5668 12.3992 2.2586 6.5082 2.2100 

davidin300 18.5372 10.1545 3.6339 24.0785 22.3952 8.5710 3.2389 
Face 98.2796 30.6608 29.6935 28.9030 141.8946 28.3821 4.0860 
Girl 16.3122 34.5508 30.4518 11.6667 29.6594 14.6307 10.2709 

occlusion1 7.5252 38.3269 9.8410 7.7760 4.0931 34.2394 3.0815 
Owl 27.7134 26.8186 99.2821 27.2591 29.8939 197.1934 1.7551 

Stone 3.7389 27.6678 11.0253 7.6665 2.6097 19.8194 2.2837 
average 24.1880 48.8562 36.6173 32.5699 24.8321 32.7039 4.0181 

Table 2. Comparison results in terms of average overlap rates (in pixels). the best three results 
are shown in red, blue and green fonts. 

sequences ASLA FCT IVT L1APG SCM STC Our 
Board 0.4007 0.3227 0.1462 0.0729 0.7048 0.3828 0.5601 
Boy 0.7914 0.5764 0.3402 0.7215 0.7954 0.5389 0.8238 
car4 0.9011 0.2607 0.9136 0.6871 0.8992 0.6873 0.9265 

car11 0.8163 0.3762 0.7542 0.7930 0.7961 0.6341 0.8422 
caviar2 0.7706 0.3109 0.6054 0.5991 0.6731 0.6681 0.7707 

davidin300 0.4758 0.4733 0.6324 0.4488 0.5915 0.5605 0.7440 
Face 0.2033 0.5048 0.5109 0.5374 0.3280 0.5235 0.9216 
Girl 0.6443 0.5024 0.5888 0.7186 0.5763 0.5468 0.7016 

occlusion1 0.8590 0.5172 0.8192 0.8461 0.9026 0.5012 0.9361 
Owl 0.4959 0.4897 0.1976 0.4969 0.4693 0.0998 0.9417 

Stone 0.5289 0.3338 0.5206 0.6309 0.6118 0.3446 0.6401 
average 0.6261 0.4244 0.5481 0.5957 0.6680 0.4989 0.8008 
 
Table 1 and Table 2 show the average center error and overlapping ratio where the 

red, blue and green fonts represent the top three tracking results. The sequences caviar2, 
girl, occlusion1 and stone have serious occlusion, even totally occluded. The average 
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center errors of FCT, IVT and STC are larger in table 1, meanwhile, the average overlap 
rates in table 2 is smaller, which indicates these trackers lost their target, however 
L1APG, SCM and ASLA contain partial occlusion handling mechanism and the pro-
posed tracker using a template structure rearrangement method and dynamic template 
mechanism to deal with occlusion. The sequences car4, car11 and davidin300 undergo a 
large illumination variation, the FCT method is not perform well, and the sparse based 
methods have more robustness to illumination. The average center errors is large and 
the average overlap rate is small for most trackers in sequences boy, Owl and face with 
motion blur, which indicates they almost lose target, however the proposed method 
introduce a two-step search mechanism to resist drifting. In the sequences board and 
stone with complex background the proposed method has the smallest average center 
errors and a larger average overlap rate, which indicates the proposed appearance model 
is robust to complex background. The last row in table 1 and table 2 represents the com-
prehensive performance of each algorithm in all sequences. Overall, the proposed algo-
rithm is better than the other six kinds of popular algorithms.  

4 Conclusion 

In this paper, we propose a robust object tracking algorithm via structure rearrange-
ment and multi-scale block appearance model. The structure rearrangement method in 
this algorithm rearranges the spatial structure of template without loss of target infor-
mation and is ability to fragment the partial occlusion appeared anywhere, plus the 
multi-scale patches method the proposed tracker is robust to target appearance 
changes caused by the light, posture changes and heavily occlusion and so on. Fur-
thermore, the use of labeled template pool and dynamic template set can not only 
effectively deal with the long-term occlusion and permanent deformation, but also 
reduce the negative impact of template update strategy for tracking performance. We 
also design a two-step search method to trim tracking results. Finally, both qualitative 
and quantitative evaluations on eleven challenging image sequences demonstrate that 
the proposed tracking algorithm performs favorably against the other six kinds of 
popular algorithms. 
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Abstract. Clothes classification is a promising research topic. Due to
the manually-designed features’ limitation, the existing algorithms have
a problem of low accuracy in attributes classification. In this paper, we
propose a new method to utilize convolutional deep learning for clothes
classification. We firstly set up a new database by downloading the images
of each category from Internet via related software and manual work,
which divides clothes into 16 categories according to the common cloth-
ing style in the market. Then, the paper designs convolutional neural
networks(CNNs) architecture and adaptively learns the feature represen-
tation of clothes from our constructed dataset. The experiment adopts
Bag of Words (BOW), Histogram of Oriented Gradient (HOG)+ Support
Vector Machine(SVM)and HSV (Hue, Saturation, Value)+SVM to test
the new database and compares these methods with our CNNs model. The
results demonstrate the superiority of our CNNs to the other algorithms.

Keywords: Clothes categories · Deep learning · Convolutional neural
networks

1 Introduction

The 2013 annual Chinese apparel e-commerce operation report showed that vari-
ety of goods in the online market were exponentially expanding to meet cus-
tomer’s increasing demands, especially clothes and footwear products. In 2013,
clothes and footwear products took up the highest market share in the online
market, purchasing rate reached up to 76.2%. Thus, clothes and footwear prod-
ucts have become the most promising goods in the online market. Nowadays,
most commercial image retrieval systems mainly rely on the key words search,
such as TaoBao, JingDong and SuNing e-commerce. However, these systems have
two weaknesses: first, every original image needs to be marked with key word.
With the widely spread of smartphones, numerous images are updated every-
day. It costs a large amount of human resource and materials to mark images.
Second, because of cognition subjectivity, people may have different understand-
ings of the same image, which will result in subjectivity and inaccuracy when
the images are marked by different key words.
c© Springer-Verlag Berlin Heidelberg 2015
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Many researchers have devoted to designing automatic classification of cloth-
ing. Pan et al. [1] proposed a BP neural network to recognize woven fabric. Ben
et al. [2] recognized woven fabric based on the texture features and SVM classi-
fier. Yamaguchi et al. [3] described clothes by labeling superpixels, which were
obtained from image segmentation making use of a Conditional Random Field
model. Liu et al. [4] had a proposal for describing clothes based on pose estima-
tion and using the features like color, SIFT and HOG and classified clothes into
23 categories. Bourdev et. al. [5] proposed a system describe the appearance
of people by using 9 binary attributes such as male/female with T-shirt and
long hair. For clothes segmentation, Manfred et al. [6] presented an approach
for segmenting garments in fashion stores databases. Hu et al. [7] proposed a
new clothing segmentation method using foreground and background estimation
based on the constrained delaunay triangulation (CDT), without any pre-defined
clothing model. Weber et al. [8] introduced a novel approach to get the mask
of the clothing starting from a set of trained pose detectors, in order to deal
with occlusions and different poses inherent to humans. Also, the clothes can be
classified by the attributes, such as color, pattern, neck type, sleeve and others.
Chen et. al [9] proposed a system that is capable of generating a list of nameable
attributes for clothes in unconstrained images. Lorenzo-Navarro et al. [10] pre-
sented an experimental study about the capability of the LBP, HOG descriptors
and color for clothing attribute classification.

However, the previous clothing categorization algorithms have been trapped
in two limitations. First, the traditional features can’t achieve satisfactory
results, especially for similar classes. Second, there has not a public clothing
database yet to evaluate the algorithms in fair. Therefore, this paper contributes
to proposing the clothes classification algorithm based on deep learning and
setting up a new large clothing database. We design convolutional neural net-
works(CNNs) architecture which adaptively learns the feature of clothes rep-
resentation. In additional, we set up a new clothing database by downloading
the images of each category from Internet via related software and manual work,
which divides clothes into 16 categories according to the common clothing style in
the market. Comparing with some traditional manually-designed features meth-
ods, our algorithm obtains a better performance.

2 Construction of Clothing Database

So far, there is no a public clothing database, and also previous works often evalu-
ated the method in a small database. In this paper, we build a new large database.
We divide the clothes into 16 categories (8 categories of menswear and 8 categories
of womenswear) according to the common clothing styles in the market, and we
download the images from the Internet with human labeling. As the show of table
1, the new database contains 33965 samples, and we randomly select 27565 images
as the training samples(14142 menswear samples, 13425 womenswear samples)
and the rest 6400 images as the validation samples(3200 menswear samples, 3200
womenswear samples). The clothes are categorized into 16 clothing categories:
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Jacket, Mens shirts, Men’s windbreaker , Men’s suits, Ski-wear, Men’s knitwear,
Men’s down jacket, Men’s T-shirts, Cheongsam, Women’s shirt, Women’s Wind-
breaker, Women’s suits, Dress, Women’s fleece, Women’s down jacket, Women’s
T-shirt. The number of each categories samples is shown in the table 2 and table
3. The figure 1 shows us samples from our database.

Table 1. Train and validation total samples

samples Men Women Total

Train 14142 13423 27565
Validation 3200 3200 6400
Total 17342 16623 33965

Table 2. Men’s train and validation samples

Train samples Validation samples Total samples

Jacket 1587 400 1987
Men’s shirts 1582 400 1982
Men’s windbreaker 2204 400 2604
Men’s suits 1854 400 2254
Ski-wear 1652 400 2052
Men’s knitwear 1873 400 2273
Men’s down jacket 1636 400 2036
Men’s T-shirts 1754 400 2154
Total 14142 3200 17342

Table 3. Men’s train and validation samples

Train samples Validation samples Total samples

Cheongsam 1610 400 2010
Women’s shirt 1662 400 2062
Women’s windbreaker 1603 400 2003
Women’s suits 1662 400 2062
Dress 2017 400 2417
Women’s fleece 1637 400 2037
Women’s down jacket 1688 400 2288
Women’s T-shirt 1544 400 1944
Total 13423 3200 16623

3 CNN Based Feature Learning

Deep learning model [11] is a class of machines that can learn a hierarchy
of features by building high-level features from low-level ones. Such learning
machines can be trained using either supervised or unsupervised approaches,
and widely used in the field of computer vision such as object detection [12],
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Fig. 1. Samples from the database

Fig. 2. Image processing for CNN

image classification [13] and image segmentation [14]. The convolutional neu-
ral network(CNN) [15] is a popular deep model in which trainable filters and
local neighborhood pooling operations are applied alternatingly on the raw input
images. CNN has been incorporated into a number of visual recognition systems
in a wide variety of domains. CNN is previously proposed to contain many hid-
den layer of multilayer perceptron. By combining low-level features and discov-
ering distributed characteristic presentation of data, deep learning forms more
high-level characteristics stand by attribute categorisation and assembling. CNN
attracted much attention in recent years, after obtaining much success in digit
recognition [16], OCR [17] and object recognition tasks [18]. Due to the complex
pattern of clothes, the common manually-designed features have the limitation of
low accuracy in attributes classification. CNN can adaptively learn the high-level
semantic features by the multiple layer architecture, which has the capacity to
improve the performance of clothes classification. Thus, in this paper, we propose
a new method to utilize convolutional deep learning for clothes classification.

From the figure 2, it can briefly show how to process image using CNN. We
resize the image in the size of 128×128 for different image sizes from database.
Then, the images are fed into CNN to learn network parameters. In order to
improve the clothing recognition accuracy, the core is to design the effective net-
work architecture which can learn appropriate features to represent the complex
clothing appearance.

In Fig. 3, we design the architecture for our CNNs model. The architecture
consists of 4 convolutions layers. We consider the image of size 128×128 as
inputs to the CNN model. Then, we apply convolutions with a kernel of size
7×7, stride of 1, pad of 2 and C1 layer consists of 16 feature maps. We set pad
as 2 in each convolutions in our architecture. In the subsequent subsampling
layer S2, we apply 2×2 subsampling on each of the maps in the C1 layer. The
next convolution layer C3 is obtained by applying convolution with a kernel
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Fig. 3. The convolutional neural network architecture

Fig. 4. Visual features learned by CNNs and HOG

of size 6×6 on each of feature maps separately. In the subsequent subsampling
layer S4, we also apply 2×2 subsampling on each of the maps in the C3 layer.
We set the convolution with a kernel of size 5×5 in the third layer and 6×6 in
the fourth layer. The full connection layer consists of 100 feature maps of size
1×1. The size of image will be made 126×126, 62×62, 31×31, 15×15 after each
convolution. Through the layers of convolution, the deep model can obtain the
better features from shallow to deep.

Fig. 4 demonstrates the learned visual features by our designed CNNs. The
output of C1, C3, C5 layer are displayed in the first column. The extracted
HOG feature is also listed to compared with our learned features. It can be
seen that HOG only represent the edge characteristic of clothes, lacking of the
global pattern description and HOG features are sensitive to the noise result
from HOG descriptors gradient operation. Different from the HOG features, our
CNNs has the ability to abstract the features layer by layer. The features output
form C5 can extract the global pattern of various clothes, not like the low-level
edge information. Thus, the features leaned by our CNNs model can effectively
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represent the high-level semantic characteristic of clothes, which is more useful
for clothes classification.

4 Experiments

4.1 Model

In order to evaluate the performance of our CNNs model, we adopt the classifi-
cation accuracy as the measure criteria. Our model will also be compared with
three baseline method, including BOW, HOG+SVM and HSV+SVM

BOW model is a common document representation method in image retrieval
field. It consists of three steps. First, we extract visual vectors from different
images by using the SIFT descriptor [19]. Second, we gather all feature points
vectors together, and merge vectors with similar meaning through K-means algo-
rithm [20]. Third, we compute the frequency that these words show up in images.
Thus, these images are transformed into K-dimensional vectors. We put the fea-
ture vectors and labels into the SVM to train the classifier.

HOG initially proposes a descriptor which can implement human object
detection. This method abstracts shape characteristic and movement informa-
tion. In our work, we make use of a cell size of 8×8 pixels and the block is 32×32
cells.

HSV is a model that consists of three parameter: hue(H), saturation (S),
value(V). The hue is measured in angle, and the range of hue is 0◦∼360◦. Hue
counts from red counterclockwise. In this way, red represents 0◦, green repre-
sents 120◦ and blue represents 240◦. Saturation (S) varies from 0.0 to 1.0. The
bigger the value is, the more saturated the color is. The range of value (V) is
0(black)∼255(white). In additional, HSV is a six pyramid model. We quantify
hue into 64 intervals, and quantify saturation into 12 intervals, while value is
not quantified. So we will establish a 768-order histogram.

4.2 Evaluation

Fig. 5 gives the classification results of four methods. We can see our CNN
performs better than other methods and achieve the accuracy of 61.22%.
HOG+SVM achieves the accuracy of 60.36% ranking in the second position.
The third position is BOW with the accuracy of 56.27% and HSV+SVM per-
forms worst with the accuracy of 20.58%.

Fig. 6 plots the accuracy curve of various method for each category. We
can see the curve of our CNN compared with other curve which is overall at
the top of the figure. In addition, we find an interesting phenomenon, if the
accuracy of certain category is higher in CNN compared with other class, the
same is happened in other three methods. On the other hand, if the accuracy of
category compared with other class is lower, the same is true in other algorithms.
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Fig. 5. The classification results of different methods

Fig. 6. Each category classification results for CNN, HOG+SVM, BOW and
HSV+SVM in the database

Table 4. Detailed classification accuracy(%) for men’s clothing

CNN HOG+SVM BOW HSV+SVM

Jacket 56.50 58.50 55.25 17.25
Men’s shirts 57.25 50.75 47.75 18.25
Men’s windbreaker 76.00 74.00 70.75 49.25
Men’s suits 70.00 63.00 53.00 15.75
Ski-wear 94.50 95.00 93.50 74.75
Men’s knitwear 61.75 66.25 66.25 5.50
Men’s down jacket 64.50 64.00 59.00 6.00
Men’s T-shirts 56.00 58.50 51.75 36.25

Detailed results of each category is shown in table 4 and table 5. We find
that the accuracy of each category differs from each other. For examples, ski-
wear and cheongsam accuracy are higher, and men’s jackets, women’s suits and
women’s shirts are relatively lower. We consider the main reason is that the
ski-wears features of edge and color are relatively obvious and high degree of
differentiation. However, the edge feature of jacket is confusing with windbreaker,
suit and other kind of categories. In addition, their color features are not obvious
which leads to the relatively lower accuracy.
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Table 5. Detailed classification accuracy(%) for women’s clothing

CNN HOG+SVM BOW HSV+SVM

Cheongsam 86.00 72.25 63.50 26.75
Women’s shirt 47.50 41.00 31.25 6.50
Women’s windbreaker 41.25 42.75 45.00 10.25
Women’s suits 50.25 49.50 44.75 6.75
Dress 61.25 52.90 65.50 30.50
Women’s fleece 54.75 58.75 52.00 13.50
Women’s down jacket 54.50 52.50 67.25 8.00
Women’s T-shirt 47.75 53.50 38.75 4.00

Fig. 7. Visual features of C1,C3,C5 for ski-swear and women’s windbreaker

BOW is based on the regional block to extract feature, which can obtain more
characteristics. However, compared with the HOG+SVM and CNN algorithm
to extract the edge character, the accuracy of clothes recognition using BOW
is slightly lower. But in some specific aspects such as Women’s down jacket,
dress and so on, it have certain advantages. The training of CNN model needs
constantly iterative optimization. It can refer this iteration classification results
to adjust the next iteration parameters. In addition, the convolution can capture
good edge information of clothes and learn semantic feature. Therefore, the
clothes with strong edge feature such as ski-wear, cheongsam and their accuracies
are higher. However, for some similar clothes style, it’s easily confused with each
other on edge feature. Therefore, their accuracies are lower than other class. On
the whole, our CNNs obtains a better performance.

4.3 Visual Analysis

Because of many clothes categories in the database, we wish to know what is the
difference between these clothes categories by our CNNs. The figure 7 shows the
visual features of ski-swear and women’s windbreaker. We can see the original
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image and each features image after the C1, C3, C5. The size of original sample
is 128×128. From the picture, we consider ski-wear is better than the women’s
windbreaker in features of edge. The profile of ski-wear’s still clear even after C5
and these features can be learned easily by computer, which show better results.
In contrast, the women’s windbreaker doesn’t show nice performance due to less
strong edge features.

5 Conclusion

In this work, our convolutional neural networks obtains good results for clothes
categories recognition. The experiments carry out with database which is set
up by us. Our method learns the global information of image and semantic fea-
ture. The paper contributes to setting up a new clothing categories database and
proposing the clothes classification algorithm based on CNN. We use the convo-
lutional neural networks in deep learning, which can overcome the low accuracy
in attributes classification. Comparing CNN with other traditional manually-
designed features abstracted methods, our algorithm obtains a better perfor-
mance. In future extensions of this work, we will optimize our deep networks
architecture to improve the accuracy of database. In addition, database should
be expanded with the increasing numbers of images furthermore, and we will
publish our database in the right time.
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Abstract. We introduce a robust multi-object segmentation algorithm based on 
visual patch classification for abdominal CT segmentation. Firstly, the proximi-
ty of the pixels is expressed by both intensity and spatial distance. And then 
clustering framework is employed to form various visual patches. In this way, 
the noise and embedded small tissues such as blood vessels and tracheas which 
often make other segmentation algorithms failed are filtered out during the clus-
ter iteration. Afterwards, the visual patches are further grouped by the way of 
classification in the criteria of spatial relationship of visual pitches. Specially, 
the algorithm can be viewed as effectively tradeoff of bottom-up methods and 
top-down methods. The approach has been applied to the multi-object segmen-
tation of abdominal CT images, such as the liver, kidney, spleen and gallbladd-
er. We have test the method in American published TCIA database, whose  
efficiency and robustness is evaluated through quantification results on both 
sectional level and volumetric level, which exhibit the optimistic application 
and prospect in the field of medical image processing. 

Keywords: Abdominal CT image · Segmentation · Visual pitch · Classification · 
Spatial relationship 

1 Introduction 

Medical image segmentation is the first phase of medical imaging data analysis and 
visualization, which are also the precondition and crucial to computer-aided diagno-
sis, image-guided surgery, virtual endoscopy and many medical image applications 
[1]. Compared with osseous organs, human abdominal soft-tissues are more complex 
and deformable, including the liver, the kidney, the gallbladder, the spleen as well as 
vascular such as the veins and arteries. However, due to the limitation of imaging 
device and the peristalsis of tissues, they often exhibit intensity inhomogeneity and 
overlapping in abdominal CT series. Besides, the blurred organs and the ambiguous 
of the edge of lesions also bring some considerable difficulties for segmentation. And 
for abdominal multiple organs segmentation, there will be much more influential 
factors, including high similarity of adjacent organs, partial volume effects and the 
relatively high variations of organ position and shape. Therefore, multi-object seg-
mentation in abdominal CT image is still a challenge task [2]. 



Multi-object Segmentation for Abdominal CT Image Based on Visual Patch Classification 131 

Multi-object segmentation for abdominal CT image has become a research tenden-
cy, which has already reached some achievements. Daniel Freedman’s algorithm, 
which is highly depend on learned shape and appearance models, compares the prob-
ability distributions instead of computing a pixelwise correspondence between the 
model and the image [3]. Robin Wolz et al. presented a multi-organ abdominal seg-
mentation method based on a hierarchical atlas registration and weighting scheme that 
generates target specific priors from an atlas database, which finally obtain the seg-
ment result by applying an automatically learned intensity model [4]. Toshiyuki Oka-
da et al proposed a method for finding and representing the interrelations based on 
canonical correlation analysis, which is developed for constructing and utilizing the 
statistical atlas [5]. Although the above two approaches are able to capture the organ 
location and appearance, it both relies on a subject-specific atlas model which im-
pacted by inter-subject variability. Yinxiao Liu has developed an automatic threshold 
and gradient strength selection algorithm for unknown number of abdominal object 
regions by combining class uncertainty and spatial image gradient features, which is 
only in the view of mathematic and does not incorporate the spatial knowledge into 
segmentation[6]. To address the problem of spatial relationship among multiple or-
gans of abdomen, Xiaofeng Liu et al extended the MAP framework by modeling the 
inter-organ spatial relations using a minimum volume overlap constraint, which fo-
cused on the posteriori probability and volume overlap without of characteristics of 
the organ themselves[7]. Besides, most of the traditional classification methods are 
put forward to single object with the ignorance of spatial information [8,9].  

In this paper, we introduce a classification method for abdominal multi-object 
segmentation based on visual patch, which explicitly incorporate the spatial relation-
ship of abdominal organs into classification. We introduce the definition of visual 
pitch, which is proved effective in color image pre-segmentation called superpixel 
[10], into the medical image segmentation. This pre-segmentation technology divides 
the image into several visual pitches by clustering the pixels with intensity similarity 
and spatial proximity, which are regarded as the unit of classification. Besides, 
through a large number of experiments, we discover an implicit spatial regularity 
among the visual patches of abdominal organs, which is implemented by establishing 
undirected adjacency graph of visual patches and finally integrated into classifier. In 
order to reducing the impact of similar intensity of different organs, we also consider 
the texture of visual patch into classification. Thus, the algorithm we proposed is the 
combination of low-level visual features and spatial physical characteristics, which 
also can be viewed as effectively tradeoff of bottom-up methods-clustering and top-
down methods-classification. Experiments demonstrate that our method achieves the 
comparable performance with the state-of-art algorithms. 

2 Visual Patches Generation Based on Superpixel 

Here, we propose an unsupervised method for medical image, which generates the 
visual patch by clustering pixels based on both intensity similarity and spatial proxim-
ity. According to the complexity of image, there should be a K as the initial number 
of cluster center, and approximately equally divided the image into rectangle pitches 
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shown in Figure 1(a). If the image is *N M , each initial visual patch is assigned about 
* /N M K  pixels. S  is defined as the side-length of visual pitch, which is calculate 

by * /S N M K . The cluster region ranges 2 * 2S S  around the center, which is 
shown in Figure 1(b).  

 

 

(a) Initial visual patches (b) Cluster region 

Fig. 1. Initial visual pitches 

Intensity distance in grayscale space is perceptually effective for small distances, but 
it is no longer working when the space perception of the pixel exceeds the limit of 
intensity distance. Thus, we use the following measure instead of Euclidean distance: 

                          
2 2( ) ( )xy i j i jd x x y y   

 (1) 

 g i jd g g   (2) 

 s xy GrayD d d
S


   (3) 

xy  is the pixel spatial position, and g  is the intensity value of pixel xy in grayscale 
image. Spatial proximity xyd  is calculated by Euclidean distance in two-dimension of 
image plane, and intensity distance gd  is regarded as feather similarity. sD  is the 
distance of the two pixels.   is the parameter of the pixel compactness. The greater it 
is the spatial proximity is more important, and the clusters are more closely. Therefore, 
 effectively balances the spatial proximity in grayscale space. It is known to us all that 
the standard deviation is an important method to measure the dispersion of numerical 
data, which also weighs the volatility of samples. Thus, we take the standard deviation 
of gray feature as the parameter   which controls the compactness of pixels. 

After above, select the minimum gradient pixel of each visual patch as the initial 
cluster center, which will avoids the impact of the boundary and noisy pixels. And 
then, use sD  incorporated the intensity similarity and spatial proximity as the cluster-
ing condition to cluster the pixels. Figure 2(a) shows the visual patches of the cluster 
result. 



Multi-object Segmentation for

3 Multi-object Seg
Classification w

Classification is the essent
recognition, which utilizes 
in the feature space of imag
classification segmentation
images, which will lead to 
that exploits the supervised
to segment the abdominal C
take the spatial relationship
rected adjacency graph of v
which belong to the differe
patches exactly by the mutu

Above all, the prior kno
method is the texture and t
the feather of the irregular
point in the edge of visual p
take the distance as the ha
center, and finally obtain 
occurrence matrix method 
[11]. Meanwhile, the intens

 

(a) Visual patches 

Fig.

 

(a) Undirected adjacency

Fig. 3. The visu

Gallbladder 

Right kidney 

Liver 

r Abdominal CT Image Based on Visual Patch Classification 

gmentation Based on Visual Patches 
with Spatial Relationship 

tial methods of statistical analysis in the field of patt
a known training sample to achieve segmentation purpo
ge. Without considering the spatial information, traditio
n algorithms are not sensitive to inhomogeneous inten

large error in segmentation. There, we propose a met
d learning classification algorithm based on visual patc
CT image to achieve the multi-object regions, in which
p into consideration implemented by establishing an un
visual patches. In this way, even though the visual patch
ent organs, have the similar feathers, we will classify 
ual positional relationship of organs.  
owledge of the supervised classification algorithm in 
the intensity of visual patches. Thus, it is crucial to ext
r patches. We put forward a measure that looking for 
patch which is nearest to the cluster center of the patch, 
alf of the diagonal of rectangle, whose focus is the clu

the square shown in Figure 2(b). The gray level 
is exploited to extract the visual patches textural feath

sity of visual patch is the average of all pixels’ in patch. 

 

 

 

 

(b)Texture region (c) Classification segmentation 

. 2. The visualization result of the steps 

 

 
 

 
y graph of visual pitches (b) Classification segmentation 

ualization result of the undirected adjacency graph 

Left kidney 

Spleen 

133 

tern 
oses 
onal 
nsity 
thod 
ches 
h we 
ndi-
hes, 
the 

our 
ract 
the 
and 

uster 
co-

hers 



134 P. Li et al. 

Through a large number of experiments, we discover an implicit spatial regularity 
among the visual patches of abdominal organs. First, we sign the visual pitches of the 
liver, right kidney, spleen, gallbladder, left kidney and background as a label 
(1,2,3,4,5,0). Then, we find that the visual pitches marked the same label are con-
nected with each other. In addition to, the right kidney is close to the liver, and so as 
the gallbladder. And the spleen is near to the left kidney, both of which far away from 
the liver. Equation (5) shows the close and far distance calculated by equation (4), 
which are taken as the constraint condition of the classification. According to [5,7], 
liver and spleen is stable and easy to be located. So liver and spleen will be calculated 
more accurate. Besides, Right kidney and gallbladder are decided by liver. Left kid-
ney is related to spleen. Then, we establish an directed adjacency graph of visual 
pitches shown in Figure 3(a), and define the distance calculated by equation (4) as the 
weight of two visual pitches to implement the spatial relationship, which also contains 
the location information.  

                           2
1 2pitchd P P                           (4) 

                            
2

3
close

far

d S
d S


 

                             (5) 

pitchd  is the distance of two visual pitches. P is the position  ,x y of the center pixel 
of the visual pitch. .   is 2L norm. The side-length of the cluster region is 2S. 

When constructing the training sample set for classification, which contains the 
abdominal organs like liver, kidney, gallbladder, spleen as well as the backgrounds, 
we should abandon the visual pitches whose intensity is 0 because of the black back-
ground of the medical image, such as the red pitch in Figure 2(a). When all the prepa-
rations are ready, it is time to start the classification stage, which results in labels of 
the visual patches. Finally, we utilize the spatial constraints to revise the label of 
patches. The result of classification segmentation based on visual patch is shown in 
Figure 2(c) and Figure 3(b), which are filled and isolated.  

4 Experimental Results 

4.1 Experimental Results of Visual Patches Generation 

In order to verify the good performance of visual patches generation, we compare the 
result with ground truth and the traditional clustering methods in American TCIA 
database. Experiment shows that the result of the visual patches generation segmenta-
tion is closest to the ground truth than the other state-of-the-art algorithms, which is 
shown in Figure 6. Figure 4 is the result of the visual patches generation and  
Figure 6(d) is the regions of right kidney which is filled and isolated. DP method took 
advantage of the Bayesian methodologies and Markov chain to enhance model flex-
ibility, which ignores the intensity overlap and spatial relationship [8]. Although C-
GMMs algorithm made use of the powerful probabilistic statistical theory, it also 
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spent time with the convergence function, which was proposed for image segmenta-
tion using the feather function to estimate the parameters of GMMs in each iterative 
[9]. Moreover, when compared to the traditional clustering segmentation methods, our 
algorithm select the lowest gradient pixel as the initial cluster centers of each visual 
patch, which no longer rely on the random and manual selection, and largely avoid 
the effects of noise and intensity inhomogeneity. It also considers the spatial relation-
ship of pixels during the clustering, which inhibits the phenomenon of under-
segmentation and over-segmentation significantly, and at the same time retains all of 
the information of the target area in the original image. Therefore, visual patches gen-
eration provides a good basis for clinical medicine diagnosis. 
 

 
 

Fig. 4. Visual patches generation Fig. 5. Homogemeity 

     
(a) Original image (b) DP[8] (c) C-GMM[9] (d) Visual patch (e) Ground turth 

Fig. 6. Results of kidneys segmentation by visual patch generation  

Besides, we put forward a new evaluate criteria for visual pitch. As known to us all, 
homogemeity is a measure of the change of texture, and the greater its value the texture 
is more uniform. Due to the homogemeity ranges from 0 to 1, we can calculate from 
Figure 5 that almost 80% of the homogemeity of visual pitches, regardless of the black 
background patches, are more than 0.8, and the rest are resulting from the uneven back-
ground clustering by spatial proximity. From this we can also prove the good perfor-
mance of visual patches when used in small feather space of medical image. 

4.2 Result of Multi-object Classification Segmentation 

Traditional classification segmentations rely on the whole organ region feathers, whe-
reas the method in this paper regards the organ patch as the classification unit. From the 
visual patch generation we can achieve several kinds of patches, each of which is likely 
to be a small part of the organs. Thus, it is easy to be high quality feathers without back-
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ground, and the classification will be benefit from them. During the experiment, the 
method is validated on 200 CT sequence totally about 14000 slices which are opened in 
American TCIA database. Figure 7 shows the average classification accuracy of each 
organ. As the number of sample growing, the accuracy is gradually increasing and final-
ly stabilized. Because the frequency of occurrence of gallbladder and spleen is lower 
than the liver and kidney in abdominal CT series, and their change is relatively large, 
the segmentation accuracy of them is lower. Table 1 shows the result of the segmenta-
tion of organs compared to the state-of-art method tested in American TCIA database, 
which is calculated by equation (6). T  is the number of is the true positive pixels, and 
F  is the number of the false negative pixels. 

                         
T

T+F
Accuracy                         (6) 

 

Fig. 7. The accuracy of our method.      Table 1. The segment accuracy of each organ 

From Table 1 we can see that classification based on visual pitch considering the 
spatial relationship of visual pitches is proved to be an excellent measure for segmen-
tation. TG [6] using the threshold and gradient is inevitably affected by noise and 
intensity inhomogeneity. Besides, it causes over-segmentation with the intensity as 
the only feather when happened to grayscale overlapping. Although the LPV [7] takes 
the spatial relationship into consideration, it is highly depend on the inter-organ mod-
eling by a minimum volume overlap constraint, which does not apply to individual 
diversity and also result in over- and under-segmentation. Our multi-object segmenta-
tion method, which combines the image low-level features and the spatial location 
information, is the fusion of visual features and physical characteristics. We test these 
methods in American published TCIA database, and the performance of our method is 
proved higher than the other state-of-art algorithms. Figure 8 shows the visualization 
result of the comparative algorithms. 
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Gallbladder 0.38 0.56 0.73 
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Abstract. 3D local feature descriptor construction is a very challenging task in 
the field of 3D model analysis. In this paper, an improved Rotational Projection 
Statistics (IRoPS) descriptor is proposed. For each feature point, the local coor-
dinate system is firstly built and its neighboring points are normalized. Then the 
normalized neighboring points are rotated and projected onto three coordinate 
planes. For each rotation, the distribution matrix is computed and the sub-
descriptor can be obtained using the central moment, the Shannon entropy, the 
mean and variance of local depth values. Finally the IRoPS descriptor is con-
structed by concatenating all the sub-descriptors into a vector. Compared with 
the Rotational Projection Statistics (RoPS) descriptor, the IRoPS descriptor  
includes the local depth information and it has better discriminative power.  
Extensive experiments are performed to verify the superior performance of the 
proposed descriptor. 

Keywords: 3D model matching · Rotational projection statistics · Local feature 
descriptor · Depth information 

1 Introduction 

As the increasing development of the computer vision theory, 3D model has gradually 
become the fourth type of multimedia data following the sound, image and video. 
Compared with image, 3D model contains much more information, which could be 
more conducive to the analysis and understanding of the scene. Therefore, 3D model 
has been applied in more and more fields, such as virtual reality, 3D games, building 
design, animation effect and medical diagnosis. Especially in recent years, with the 
emergence of 3D printer, the application of 3D model has begun to spread to house-
holds, which making the home users can print 3D model [1]. As a result, how to 
quickly search for the required model from so many 3D models has become an urgent 
research topic. 

For most 3D model retrieval methods, 3D model matching is one of the basic steps 
[2]. Therefore, this paper mainly investigates the construction of the 3D model local 
descriptor and its application in 3D model matching. In general, model matching  
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includes the following process. Firstly, the feature descriptor is extracted from the 3D 
model. Then the similarity between the original model and the corresponding model is 
calculated to accomplish the 3D model matching. Up to now, according to the differ-
ent extracted methods of feature descriptor, there are two kinds of methods to solve 
this problem: global matching methods and local matching methods. Global matching 
methods represent global shape of the entire 3D model as a feature descriptor, such as 
geometric distribution based methods [3], skeleton graph matching based methods [4] 
and projection map based methods [5], etc. However, when 3D models have similar 
local structure, pose variations and partial occlusions, global matching is difficult to 
achieve better performance. Over the past two decades, the most popular trend for 3D 
model matching is to use local features, due to their better robustness and descriptive-
ness. The local features contain abundant shape information, and they are not easily 
influenced by external environment, such as pose and lighting variations, shape de-
formation and occlusions. Local matching methods mainly have two kinds of me-
thods. The first ones are feature points description based local matching methods. The 
keypoints are detected and their local descriptors are constructed for matching. This 
kind of methods is relatively robust to noise, but the global topology information is 
not been fully used in the process of matching. The second ones are topology descrip-
tion based local matching methods. This kind of methods obtains the corresponding 
local geometry features for sub-graph matching. But the normal vector and curvature 
calculation would be existed in descriptor construction, resulting that this kind of 
methods would be less robust to noise. 

From the above analysis we can see that the construction of 3D local descriptor is 
one of key research topics of 3D local matching methods. So, in this paper, our re-
search emphasis is 3D local descriptor construction. Up to now, much work about 3D 
local descriptor construction has been published. Chua et al. proposed point signature 
based feature descriptor [6]. They obtained a contour C by intersecting the 3D model 
surface with a sphere of radius r centered at the keypoint p. Then, they fitted a plane 
to these contour points. The distances between contour points and fitting plane would 
be used for descriptor construction. Johnson et al. proposed spin image based feature 
descriptor [7]. They used the normal vector of a keypoint p as the local reference axis 
to build a cylindrical coordinate system. A spin image based feature descriptor is 
generated by projecting a local surface onto the 2D cylindrical plane. Mian et al. pro-
posed tensor based feature descriptor [8]. Firstly, local points were preprocessed by 
triangular mesh method. They then constructed a local 3D grid and summed the 
surface areas in each bin of the grid, to generate a ‘‘3D tensor’’ descriptor. Re-
cently, Yulan Guo et al. proposed a novel local feature extraction algorithm, named 
Rotational Projection Statistics (RoPS) [9], and its performance is better than five 
state-of-art descriptors, including spin image [7], normal histogram (NormHist) [10], 
Local Surface Patch (LSP) [11], THRIFT [12] and signature of histograms of orienta-
tions (SHOT) [13]. The RoPS descriptor is generated by rotationally projecting the 
neighboring points onto three local coordinate planes and calculating several statistics 
(central moment and Shannon entropy) of the projected points, showing both high 
discriminative power and strong robustness to noise. However, this method only fo-
cused on the distribution statistics of the feature points, without considering the depth 
information of the projected points. 



 Improved 3D Local Feature Descriptor Based on RoPS and Depth Information 141 

In this paper, in order to make full use of 3D models’ local depth information, we 
propose an improved local feature descriptor, named improved Rotational Projection 
Statistics (IRoPS) descriptor. The IRoPS descriptor use the frame of RoPS descriptor, 
and the central moment and the Shannon entropy are also used for the sub-descriptor 
construction. The improvement of the IRoPS descriptor is that the mean and variance 
of local depth values are added in the process of sub-descriptor construction. Com-
pared with the RoPS descriptor, the IRoPS descriptor can depict the 3D local structure 
more comprehensively. For two different local neighborhoods with different local 
depth information, they may have same RoPS descriptor and have different IRoPS 
descriptors. Comparative experiments have been performed and the results demon-
strate the effectiveness and efficiency of our proposed IRoPS descriptor compared 
with RoPS descriptor. 

The rest of this paper is organized as follows. Section 2 provides the description of 
the improved RoPS descriptor. Section 3 presents the results and analysis of 3D mod-
el matching experiments. Section 4 concludes this paper. 

2 Improved Local Surface Descriptor construction 

The construction of the improved RoPS descriptor includes the two following steps. 
Firstly, the 3D local coordinate system of each 3D feature point is built, which can 
provide invariance to 3D translation and rotation. Then the local feature descriptor is 
constructed, using the central moment, the Shannon entropy, the mean and variance of 
depth values of the projected points. 

2.1 3D Local Coordinate System Definition 

In this paper, we use the local reference frame proposed in [9] to build unique 3D 
local coordinate system for every 3D feature points, which can provide invariance to 
3D rotation and transformation for the following local descriptor construction. For 
every feature point p, given a support radius r, the local neighborhood can be deter-
mined by cropping a sphere of radius r centered at p. For the ith triangle with three 
vertices pi1, pi2 and pi3, the scatter matrix Ci can be defined as: 
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Assume N is the number of triangles, the overall scatter matrix C is defined as: 
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Then the descending eigenvectors {v1, v2, v3} of C are calculated, which offer a ba-
sis for local coordinate system definition. In order to eliminate the sign ambiguity, the 
unambiguous vector v1 is defined as: 
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vector v2 and v3. Consequently, 3D local coordinate system for given point p is fi-
nished, that p is the origin, v1, v2 and v3 are the x, y and z axes respectively. 

2.2 Improved RoPS Descriptor Construction 

The RoPS (Rotational Projection Statistics) descriptor is a novel 3D local descriptor 
proposed by Yulan Guo et al. And it can be generated by rotationally projecting the 
neighboring points around a feature point onto three coordinate planes and calculating 
the statistics of the distribution of the projected points. Although extensive experi-
ments have testified its superior performance, it does not make full use of the local 
structure information of the 3D point’s neighborhood. Only the number of projecting 
points in each bin is used for the RoPS descriptor construction, without considering 
the depth information of the projection points. For two different local neighborhoods 
with same RoPS descriptor, they may have different local depth variance. The local 
depth information of the 3D local neighborhood is important for depicting 3D local 
structure. So we propose an improved RoPS descriptor to make the descriptor con-
tains the depth information.  

The construction process of a RoPS descriptor is shown in Fig. 1. Given a feature 
point p and its support radius r, local neighborhood of the feature point can be ex-
tracted and its local coordinate system can be determined using the method given in 
section 2.1. After rotation and translation normalization, the local neighborhood is 
rotated around every axis by an angle 2π/T each time, where T denotes the number of 
rotations. Then the local neighboring points are projected on xy plane xz plane and yz 
plane respectively. For each projection, the bounding rectangle of the projected points 
can be divided into L×L bins, and the number of points falling into each bin is counted 
to yield an L×L distribution matrix D. The distribution matrix D is then normalized to 
let the sum of its elements be 1, and it can make the descriptor have invariance to 
variations in mesh resolution. Then the central moment and the Shannon entropy are 
computed from the matrix D. The central moment μmn of the matrix D can be calcu-
lated using the following equation: 
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matrix D can be calculated as: 
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For each rotation and projection, the sub-descriptor can be obtained using {μ11, μ12, 
μ21, μ22, e}. Finally the RoPS descriptor can be obtained by concatenating all the sub-
decriptors into a vector. 

 
(a) 3D model       (b) local neighborhood      (c) rotated points          (d) projected plane 

Fig. 1. An illustrative example of the RoPS method. 

The RoPS method represents local points from a set of views, converting the 
matching between 3D models to that between the 2D projected planes. Under this 
frame, many 2D image matching methods can be used for 3D model matching. How-
ever, the difference between 3D model and 2D image is that 3D model has abundant 
depth information. The RoPS descriptor only uses the distributed information of the 
projected points from different views. The points with similar position in projected 
plane would have different depths in 3D local coordinate system. Unavoidably, the 
RoPS descriptor loses part of the 3D spatial structural information. In the history of 
machine vision, psychologist pointed that the human visual system uses a lot of depth 
information based on visual sense to understand and identify objects [14]. This give 
an important enlightenment: computer vision researchers can directly investigate the 
visual system based on depth information. As we all know, snapshot descriptor is 
obtained by using depth information. Malassiotis and Strintzis [19] first constructed 
an 3D local coordinate system by performing an eigenvalue decomposition on the 
covariance matrix of the neighboring points of a keypoint p. They then placed a vir-
tual pin-hole camera at a distance d on the z axis and looking toward p. The x and y 
axes of the camera coordinate frame were also aligned with the x and y axis of the 3D 
local coordinate system at p. They projected the local surface points onto the image 
plane of the virtual camera and recorded the distance of these points from the image 
plane as a ”snapshot” descriptor. The snapshot descriptor is robust to self-occlusion 
and very efficient to compute. Snapshot achieved better pairwise range image align-
ment results compared to spin image. Mian et al. [20] also defined an 3D local coor-
dinate system for a local surface and then fitted the local surface with a uniform lat-
tice. They used depth values of the local surface to form a feature descriptor, which 
was further compressed using a PCA technique. 
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Inspired by this conclusion and some previous work, we improve the RoPS de-
scriptor using the statistic of depth information. For each distribution matrix D, its 
mean and variance of depth information can be defined as: 
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where di is the ith point’s depth value, num is the points’ number. The mean value dm 
can measure the distance between the local point set and its center point, and the va-
riance value dv can measure how far the local points are spread out. Therefore, they 
are useful for describing the 3D local structure. Finally, the sub-descriptor of each 
projection can be obtained using {μ11, μ12, μ21, μ22, e, dm, dv} and the improved RoPS 
descriptor can be generated by concatenating all the sub-descriptors into a vector. 

3 Experimental Results 

In this section, comparative experiments are performed to verify the superiority of the 
proposed method. As shown in Fig. 2, the experimental data are six models (“Arma-
dillo”, “Bunny”, “Chicken”, “T-rex”, “Parasaurolophus” and “Chef”), which were 
taken from the Stanford 3D Scanning Repository [15] and Mian’s Dataset [16,17]. 
The corresponding model was synthetically generated by randomly rotating in order 
to create clutter and pose variances. Then Gaussian noise with a standard deviation of 
0.1 mesh resolution was added to the model. 

 
(a) Chef      (b) Chicken   (c) Armadillo    (d) Bunny   (e) Parasaurolophus  (f) T-rex 

Fig. 2. The experimental data. 

In the experiments, we use the parameters according to Guo’s suggestion in [8], 
which means the parameters are {μ11, μ12, μ21, μ22, e}, L=5, r=15mr (mesh resolution) 
and T=3. At first, 1000 feature points are randomly selected from the 3D model. Then 
the local descriptors are constructed for each feature point. Finally the feature points 
of two 3D models are matched by computing the distances of descriptors. To evaluate 
the effectiveness of the depth information, we compare four kinds of statistics to con-
sruct the local descriptors. 
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The experimental results are evaluated using the Recall-Precision criteria based on 
the number of the correct matches and the number of the false matches. Fig. 3 is the 
matching results of the testing 3D models. Here “RoPS” denotes the descriptor pro-
posed by Yulan Guo et al. and it is constructed by {μ11, μ12, μ21, μ22, e},“IRoPS1” 
denotes the descriptor constructed by {μ11, μ12, μ21, μ22, e, dm }, “IRoPS2” denotes the 
descriptor constructed by {μ11, μ12, μ21, μ22, e, dv }, and “IRoPS” denotes the descrip-
tor constructed by {μ11, μ12, μ21, μ22, e, dm, dv }. The goal in PR space is to be in the 
upper-left-hand corner, which means the better performance in 3D model matching 
[18]. From Fig. 3 we can see that the performance of the IRoPS1 descriptor is better 
than the performance of the IRoPS2 descriptor, and the IRoPS descriptor performs 
best. That is to say, the mean of the depth values has more discriminative information 
than the variance of the depth values for the local descriptor construction, and the 
IRoPS descriptor can character the local structure of the 3D model effectively. 
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Fig. 3. The experimental results. 
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4 Conclusion 

In this paper, a novel 3D local feature descriptor called IRoPS is proposed. It is the 
improvement edition of the RoPS descriptor. Similar to the RoPS descriptor, the 
IRoPS descriptor is invariant to rotation and translation by normalization using the 
local coordinate system. Compared to RoPS descriptor, the IRoPS descriptor not only 
contains the distribution information of the projected points but also contains the local 
depth information. It has better discriminative power, while maintaining the robust-
ness of the RoPS descriptor. To verify the performance of the proposed descriptor, 
extensive 3D model matching experiments have been performed. The experimental 
results show that the IRoPS descriptor better performance than the RoPS descriptor. 
In our future work, we will search more discriminative information of the 3D local 
surface to improve the performance of the descriptor. 
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Abstract. The research of pedestrian tracking algorithm in infrared image  
sequence is a curial part in video surveillance. But due to the special characteris-
tics of infrared image, such as low contrast, fuzzy edge and unknown noises  
interference, the study of infrared pedestrian tracking algorithm becomes a great 
challenge. Spatio-temporal slice method is an effective analysis method consider-
ing both space and time. In view of the existing tracking methods based on spatio-
temporal slice only considering horizontal slice analysis and usually with large 
amount of calculation, this paper proposes a novel tracking algorithm based on 
spatio-temporal slice trajectory analysis. The proposed algorithm uses multi-layer 
horizontal and vertical slices to obtain the complete trajectories in order to deter-
mine the information of target boundary and position, and then tracks the target in 
each frame of the infrared image sequence. The experimental results show that the 
algorithm has relatively high tracking accuracy at a fast computing speed.  
Moreover, it performs effectively in different infrared image sequences with  
various motion modes by single pedestrian from OTCBVS/05 Terravic Motion IR 
Database, namely, the algorithm has good robustness to some extent. 

Keywords: Infrared image sequence · Spatio-temporal slice · Trajectory  
analysis · Pedestrian tracking 

1 Introduction 

Pedestrian tracking is a very important research hotspot in computer vision field and 
tracking pedestrian targets in infrared (IR) image sequences is especially a crucial part 
in many military or civil fields, such as video surveillance, position orientation and 
behavior analysis. However, the gray contrast between the targets and the background 
in IR image is quite low and the background in IR image is usually inevitably conta-
minated by unknown noises. Moreover, the distant surveillance determines that the 
tracked targets are usually small and blurred. Hence, developing an effective infrared 
pedestrian tracking algorithm is a great challenge. 

Many researchers have focused on the tracking of infrared targets and numerous 
tracking algorithms have been proposed in this field, such as Meanshift [1], Camshift 
[2], histograms of oriented gradients [3] feature, SVM Classifier [4], local binary 
patterns [5], particle filter [6] and spatio-temporal slices analysis, etc. Among these 
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methods, spatio-temporal slices analysis has gained special attention for its unique 
advantages. Compared to traditional methods, it uses long time scale of information 
rather than a small amount of short time frames in image sequence for data 
processing, which enriches the visual information and track information and improves 
the tracking accuracy of the algorithm. Ngos, etc. [7] uses structure tensor histogram 
to do a statistics of the visual information in spatio-temporal slices, and do several 
video segmentations in space domain to realize the detection of foreground and back-
ground. Sato, etc. [8] proposes a TSV (Temporal Spatio - Velocity) transform method 
to calculate the rates of pixels, and to extract target in video image by binary TSV in 
order to implement the target tracking and interactive behavior recognition. Jingjing 
Yang, etc. [9] presents a slice-based approach for pedestrian detection in still images. 
Limited numbers of horizontal spatio-temporal sub-regions are employed to represent 
pedestrians. Meanwhile, a classifier is constructed to classify multiple sub-regions. 

The existing tracking methods based on spatio-temporal slice almost only consider 
horizontal slice analysis, and usually have complex associated algorithms. Besides, 
they generally need a large amount of calculation. Considering the above mentioned, 
in this paper, a novel tracking algorithm based on spatio-temporal slice trajectory 
(both in horizontal and vertical direction) analysis is proposed by analyzing the spa-
tio-temporal slice trajectory superposed by multiple layers to obtain target boundary 
and position in order to realize reliable and accurate infrared pedestrian tracking. 

The remainder of the paper is arranged as follows. A brief review on spatio-
temporal slice is provided in Section 2. Section 3 describes the detailed principles of 
the proposed tracking algorithm. Experimental results and conclusions are given in 
Sections 4 and 5. 

2 Spatio-temporal Slices 

The concept of spatio-temparal slice was initially proposed in 1985 by E. H. Adelson 
and J. Bergen [10] in the article ‘Spatiotemporal energy models for the perception of 
motion ’. Assuming a video as a 3-D image sequence in which the three dimensions 
are respectively the x, y, and time t, if you do segmentation along the axis of t, then 
the cross section is rightly the so-called spatio-temparal slice.  

Spatio-temporal slice images record the history of long time scales of video infor-
mation. There are usually three kinds of spatio-temparal slice depending on the  
segmentation direction: vertical, horizontal and diagonal slice. Among these slices, 
vertical and horizontal slices are more commonly used. One dimension of the cross 
section is time t, another dimension is x or y. If the cross section parallels to the x 
axis, it is called a vertical slice; if the cross section parallels to the y axis, then it is 
called a horizontal slice. The illustration of horizontal and vertical spatial temporal 
slices is shown in Fig.1. The image sequence includes 160 frames (T=160) and the 
size of each frame is 240  360 (M=240, N=360) pixels. 
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Fig. 1. Illustration of slicing: (a) image sequence (b) a horizontal slice (c) a vertical slice 

3 Proposed Tracking Algorithm 

In this paper, a novel tracking algorithm based on spatio-temporal slice trajectory 
analysis is proposed. First of all, multiple horizontal slices at different heights are 
obtained, then we respectively use background subtraction method to extract target 
trajectory in each slice. Next, do a superposition of multi-layer trajectories in order to 
get the complete horizontal trajectory. Meanwhile, the complete vertical target trajec-
tory can be gained by using the similar process (instead,  vertical slices are obtained 
from different widths).And then, vertical coordinate and height of moving target can 
be obtained via analyzing horizontal trajectory  and abscissa along with width from 
vertical trajectory. Finally, tracking pedestrian with a rectangular box which is also 
called bounding box can be realized by using location information from the previous 
step. The process of this algorithm is depicted in Fig. 2. 

Get multi-layer 
horizontal/vertical 

spatio-temporal slices

Image 
sequence

Slice 
processing

Superimpose 
worked slices

Calculate 
parameters

Track 
pedestrian

 
Fig. 2. Flow chart of the proposed tracking algorithm 

3.1 Multi-layer Spatio-temporal Slices Acquisition 

First of all, assume a surveillance video as an XYT 3-D image sequence, where x and 
y are the image dimensions and t is the temporal dimension. Select one row of all 
pixels continuously from each frame in the 3-D image sequence at the same height-
level, and put them together by order of dimension t which forms a horizontal slice. It 
can be seen as an image with dimension y and the temporal dimension t. In the same 
way, select one column of all pixels from each frame in the 3-D image sequence at the 
same width-level we can gain a vertical slice.  

Take a video sequence with T frames for example, if the size of each frame is
M N  , then the size of one horizontal slice is M T , and the size of one vertical 
slice is N T . Assume that I is a video sequence and Ii represents each frame  
(i ranges from 1 to T), if we respectively select one row at the height of m and one 
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column at the width of  n, then the horizontal slice IH and vertical slice IV can be 
represented as the following formulas. 

 
 
 

,: (m,:)
:, (:, n)

H i

V i

I i I
I i I

 
 

 (1) 

In order to gain complete trajectories, different rows and columns should be se-
lected at an abundant and appropriate amount in the proper region. The amount of 
slices will have influence on the performance of this algorithm. It will be discussed in 
Section 4. 

3.2 Slice Processing 

In order to extract trajectory from slice image, background subtraction method is se-
lected. So background modeling is a key issue to this method. The complete process 
is shown in Fig.3. 

Background
subtraction

Binarization
 Morphological 

processing

Slice Processing

 
Fig. 3. Process of slice processing 

There are many kinds of background modeling methods, such as Gaussian Mixture 
Model (GMM) [11], Codebook [12] Algorithm and so on. If one slice image is seen 
as a sequence of   lines in the time domain, then according to the reference definition 
of foreground and background in video sequence, one line is equivalent to one frame 
in a sequence and the trajectory is equivalent to the target section. In this section, 
single Gaussian Model was used for multi-layer slices background modeling. Each 
layer of the spatio-temporal slice corresponds to a row background model. In the 
same layer, the y value of all pixels are fixed, but in different layers y value are dif-
ferent. Therefore, on the whole, layers of time slice is still a two-dimensional Gaus-
sian background model, which can be represented as the following formula. 

    2, ,BI x y N    (2) 

Assume B is a pixel from background in one slice, and x is its abscissa y is its or-
dinate,  is average value,   is variance. 

Take the initial m rows in a single layer slice, 0  and 0  are initial average value 
and variance, and it can be obtained as the formula below. 
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Then Judge by the formula (5) of pixel matching, if meet, then the pixels should 
update according to formula (6), otherwise, remain the same. 
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Among them,  is the update rate of the background. From this process of Gaus-
sian modeling, we can gain the background BH and BV. Then each line in one slice 
image make subtraction with this model BH and BV, the new slice is almost the trajec-
tory TH and TV. 

 (i, j) (i, j) (i, j)
(i, j) (i, j) (i, j)

H H H

V V V

T I B
T I B

  
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 (6) 

Then the trajectory should be converted to binary image at an appropriate thre-
shold. 
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At last, some morphological processing were done on the trajectories, such as me-
dian filtering, open operation and close operation in order to obtain clear multi-layer 
trajectories. 

3.3 Trajectory Extraction 

The appearance of trajectory has its certain uncertainty. However, when the target 
motion in the video, the different parts of the same target at any of the same moment 
have similar levels of coordinates or abscissa as well as a consistent motion mode or 
movement trend. Thus, in the trajectory superposition phase, the adjacent layer trajec-
tory images with similar levels of coordinate or abscissa in the path do a superposition 
then the complete trajectory can be obtained. This process can eliminate the target 
area of the shade or loss caused by the trajectory of fracture to some extent. 
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In this formula, rows is the number of horizontal slices and columns is the number 
of vertical slices.TH is the complete horizontal trajectory and TV is the complete 
vertical trajectory. 

3.4 Parameter Calculation and Pedestrian Tracking 

The complete trajectory can reflect the scene changes and target motion states, such 
as the abscissa, ordinate, instantaneous velocity, direction, width and height informa-
tion of the target as above mentioned. First state, the trajectory image is a binary im-
age. It means that if one pixel is trace of trajectory, then its value is 1, otherwise it is 
background and its value is 0.  

For horizontal trajectory, it is analyzed it by row. In each row, count the pixels 
with the value of 1, and record the coordinate of first appearance position as Miny and 
last as Maxy. Then w, the width of the bounding box is determined: that Maxy minus 
Miny. As for vertical trajectory, it is analyzed by column. In each column, count the 
pixels with the value of 1, and record the abscissa of first appearance position as Minx 
and last as Maxx. Then h, the height of the bounding box is determined: that Maxx 
minus Minx. Meanwhile, the Minx and Miny can be used as the position information of 
the starting point along with this bounding box. 

 y y

x x

w Max Min
h Max Min
 

  
 (9) 

With the information about the starting point and bounding box, rectangles can be 
drawn to track pedestrian in the corresponding frames of one video sequence. Take 
one frame at time t as example, w is the width of bounding box and h is the height of 
bounding box. Fig. 4 illustrates this tracking process. 

 
Fig. 4. (a): the t frame; (b): the horizontal trajectory; (c): the vertical trajectory 
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4 Experimental Results 

In order to verify this proposed tracking algorithm based on the spatio-temporal slice 
trajectory analysis, this section we do simulation on multiple image sequences, in-
cluding irw07, irw08, irw09, irw10 and irw11(these sequences are all from the 
OTCBVS/05 Terravic Motion IR Database [13]).  

4.1 Complexity Performance  

Traditional detection or tracking approaches usually consider all pixels in the image 
sequence, but in this approach target was detected by the low dimensional spatio-
temporal slice images. Therefore, computational cost is relatively reduced in our  
approach. Their computational costs are shown respectively in formula (10) and  
formula (11). 

  O M N T    (10) 

  1 2O k N M k T       (11) 

where M, N, T represent the image height, width and total image frames, and k1,k2 
represent the number of horizontal and vertical slice, meanwhile, 

1 2,k M k N   . 
To validate time efficiency of our approach, experiments were carried on multiple 

surveillance videos of OTCBVS/05 Terravic Motion IR Database. The algorithm has 
been implemented by Matlab R2009a on a PC with Intel Core Quad CPU at 2.50 GHz 
running the Windows 7 Operating System. The size of each infrared image in this 
database is 320 240  pixels. Table 1 is the brief description about these image se-
quences. The average operating time of per frame is shown in Table 2. 

Table 1. Sequence Information 

Sequence 
Name 

Description
Motion direction Distance Occlusion 

irw07 away from the camera close no 
irw08 across the scene far no 
irw09 across the scene far no 
irw10 across the scene far yes 
irw11 across the scene close yes 

4.2 Comparison of Tracking Performance 

Just like the horizontal slices, the vertical slices also include motion information of 
the target.  Especially the height and abscissa of the target can be obtained from the 
vertical trajectory. So it can improve tracking accuracy by analyzing both horizontal 
and vertical trajectories. The experimental results by only using horizontal slice and 
using both horizontal and vertical slices are shown in Fig. 5. 
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Fig. 7. Part of the tracking results from OTCBVS (1) Row1: irw07 (2) Row 2: irw09 
(3)Row3:irw10 (4) Row4:irw11 

If the foreground (pedestrian) is regarded as positive and background is negative, 
then we can use the following evaluation index to validate the efficiency of the pro-
posed algorithm. 

Table 2. Tracking results for the thermal video sequences 

Name Total 
Frames TP FP FN TN TR ACC Comp.Time 

(s/frame) 
irw07 1300 1206 0 0 94 1 1 0.05117 
irw08 360 184 0 0 176 1 1 0.05071 
irw09 1620 1354 0 48 218 0.9658 0.9704 0.05358 
irw10 500 263 0 4 233 0.9850 0.9920 0.04972 
irw11 1150 818 0 27 305 0.9680 0.9765 0.04898 
Avg. - - - - - 0.9838 0.9878 0.05083 

(TP: True Positive; FP: False Positive; FN: False Negative; TN: True Negative; TR: Tracking 
Rate, TR = TP/ (TP + FN); ACC: ACC= (TP+TN)/ (P+N)) 
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It can be observed from Table 2 that the proposed method has average 98.38% 
tracking rate at a relatively fast computation speed and zero false alarm rate. For se-
quence like irw09, irw10 and irw11, all the one pedestrian in motion are under the 
condition of target partially or completely occlusion for a period, so it was a little 
difficult to track the indetectable target and some false negative result (which means 
the target was regarded as background) occurred.  

5 Conclusions 

A novel tracking algorithm based on spatio-temporal slice trajectory analysis for 
single pedestrian tracking is proposed. Trajectories both in horizontal and vertical 
direction are used for determining the information of target boundary and position. 
Experiments show that the proposed tracking algorithm could perform well in 
different infrared image sequence, especially that it tolerates the situation that sub-
region of the pedestrian was with occlusion. In conclusion, it can provide relatively 
accurate pedestrian bounding boxes with low computational cost, and it has 
robustness to some extent. 
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Abstract. This paper presents a novel and simple image feature extraction me-
thod, called exploring deep gradient information (DGI), for face recognition. 
DGI first captures the local structure of an image by computing the histogram 
of gradient orientation of each macro-pixel (local patch around the central pix-
el). One image can be decomposed into L sub-images (also called orientation 
images) according to the structure information of each macro-pixel since there 
are L bins in the local histogram. For each orientation image, dense scale inva-
riant feature transform (DSIFT) is used to further explore the gradient orienta-
tion information. All DSIFT feature are concatenated into one augmented  
super-vector. Finally, dimensionality reduction technology is applied to obtain 
the low-dimensional and discriminative feature vector. We evaluated the pro-
posed method on the real-world face image datasets NUST-RWFR, Pubfig and 
LFW. In all experiments, DGI achieves competitive results compared with 
state-of-the-art algorithms. 

Keywords: Feature extraction · Gradient information · Local structure  
feature · Face recognition 

1 Introduction 

Face recognition is a very popular visual recognition problem that attracted a lot of 
attentions due to its challenging nature and its potential values for practical applica-
tions. Especially, it’s difficult to hand the appearance variations that commonly occur 
in face images owing to pose, illumination and facial expression. Therefore, a simple 
and robust image feature extraction method is one of the most urgent needs for an 
automatic face recognition system.  In the past decade, there is a large amount of 
literatures on developing image feature extraction methods.  

The previous work like SIFT [6] shows that gradient information plays an impor-
tant role in image feature representation since it achieves good performance in the 
cases of image matching and scene recognition. To further explore sufficient gradient 
information behind the observed space, this paper borrows the idea of IDLS [11] and 
presents a novel image feature extraction method named exploring deep gradient  
information (DGI) for face recognition. DGI first computes the gradient orientation  
of each pixel. Thus, one image is decomposed into a series of orientation images  
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according to local gradient histogram of each macro-pixel. To achieve the more de-
tailed gradient information, dense scale invariant feature transform (DSIFT) [14] is 
employed to represent each orientation images. Subsequently, we concatenated all 
DSIFT features into one augmented super-vector and used the dimensionality reduc-
tion technology to obtain the low-dimensional and discriminative feature. The pipe-
line of the proposed method is shown in Fig. 1.  

It’s necessary to highlight the differences between DGI and IDLS. 1) IDLS de-
scribe the local structure by computing the relationship between central macro-pixel 
and its neighbors in the local window. DGI utilize the histogram of gradient orienta-
tion in the macro-pixel to represent the local structure. 2) IDLS concatenated all the 
normalized structure images into a super-vector. However, DGI further explore the 
gradient information using DSIFT for each orientation images. Thus, DGI concate-
nated all DSIFT features into an augmented vector. 

2 Related Work 

It’s known that image feature extraction method can be classified into two categories: 
subspace based global feature and local descriptor feature. In this section, we mainly 
focus on the related literature of local image feature extraction methods.  

One of the most successful face image extraction methods is Gabor feature [1]. 
Gabor feature explores the desirable local characteristic structure of spatial frequency, 
spatial locality, and selective orientation, which are proven to be robust to illumina-
tion and facial expression changes. Local Binary Pattern (LBP) [2, 3] describes the 
difference between central pixel and its neighbors over the local patch. A lot of me-
thods have been proposed to cover the shortcomings of LBP, like three-patch LBP, 
four-patch LBP [4] and local tensor pattern (LTP) [5].  SIFT, as one of the most 
popular local image descriptor, is widely used in the area of computer vision. For face 
recognition, SIFT performed not good since it is a sparse descriptor, which cannot 
provide rich detailed information. However, dense SIFT [14] overcome this drawback 
and gave better results than LBP [12]. 

Recently, Ngoc-Son et al. [7] applied the LBP-based structure on oriented edge 
magnitudes to construct a novel image descriptor, Patterns of oriented edge magni-
tudes (POEM), for face recognition. J. Qian et al. gave a novel scheme to compute 
dominant gradient orientation and presented a discriminative histogram of local do-
minant orientation (D-HLDO) for image feature extraction [8]. D-HLDO is robust to 
image noise and contrast changes.  H. J. Seo et al. proposed LARK descriptor for 
face verification [9]. The key idea is that LARK describes the local structure informa-
tion by using the geodesic distance to measure the similarities between the central 
pixel and its neighborhoods. Subsequently, ID-LARK is proposed for face recognition 
under difficult lighting conditions [10]. Based on the idea of image decomposition,  
J. Qian et al. presented a novel image feature extraction method coined IDLS and 
applied it for face recognition [11]. IDLS gave the competed results in various face 
image sets.  Especially, IDLS is non-sensitive to illumination changes. 
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Fig. 1. An overview of the proposed method DGI 

3 Exploring Deep Gradient Information 

In this section, we will discuss how to explore deep gradient information in detail. 
There are mainly three steps: 1) orientation images are obtained by decomposing 
image via local histogram of gradient orientation; 2) re-exploring the gradient infor-
mation on orientation images using DSIFT; 3) dimensional-reduction technology is 
employed to obtain the low-dimensional and discriminative feature vector. 

3.1 Image Decomposition Based on Local Histogram of Gradient Orientation 

To describe the local histogram of gradient orientation, let us characterize the macro-
pixel firstly.  Suppose there are N pixels in an image. We treat the i-th pixel in an 
image as a center and determine its corresponding macro-pixel. The macro-pixel is 
actually a r r×  (e.g. r=5, 7, 9) local patch around the i-th pixel.  

Further, we describe our method to obtain the local histogram of gradient orienta-
tion. Specially, we compute the gradient information in x-direction and y-direction, 
respectively.  The orientation of the i-th pixel iθ  is defined as follows: 
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where, ( )Gx i  is the gradient value in x-direction of the i-th pixel, ( )Gy i  is the gra-

dient value in y-direction of the i-th pixel. The corresponding magnitude value iw of 

iθ is defined as: 

2 2( ) ( )iw Gx i Gy i= +                        (2) 

As well known, the distribution of local gradients or edge directions can describe 
the local information effectively. To achieve the sufficient gradient information, we 
choose a series of macro-pixels with half-overlapping (as shown in Fig. 2) and com-
pute the histogram of gradient orientation of them. For the j-th macro-pixel jm , we 

construct a 1-D histogram of gradient orientation, 1[ , ]j t Lh h h=h   , which con-

tains L bins (e.g. L=9), with each bin covering 360/L degrees for “signed” gradient. 
Each gradient orientation in macro-pixel jm added to a histogram bin is weighted by 

its corresponding magnitude. In other words, the height of t-th bin of the histogram, 
ht, accumulates all magnitudes that are associated with the orientation angles belong-
ing to the t-th bin of the histogram. All the local histograms of each macro-pixel can 
form a gradient feature matrix as follows: 
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where,  P is the number of macro-pixel.  
Each row of H, a P dimensional vector can be reformulated into an image, which 

called orientation image. The gradient feature matrix thus generated a set of P orienta-
tion images. That is, one image can be decomposed into P orientation images accord-
ing to local histogram of gradient orientation. Fig. 3 shows the orientation images are 
derived from a given image. Since each orientation image accumulate the different 
bin of local histogram in all macro-pixels, they reveal the structure information of 
different orientations. 

 

Macro-pixel 

Fig. 2. The distribution of macro-pixels 
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Fig. 3. Image decomposition according to local histogram of gradient orientation 

3.2 Feature Representation and Dimensionality Reduction 

From Section 3.1, we can obtain several orientation images of an image to describe 
the structure information in different orientations. To achieve the robust feature repre-
sentation, we will further explore the detailed gradient information for each orienta-
tion image.  

We know that SIFT is actually a 3-D histogram of gradient locations and orienta-
tions. The contribution of the location and orientation bins is determined by the gra-
dient magnitude. We believe that SIFT reveal the gradient information in the local 
patch around the center-pixel. Here, we mainly focus on the descriptor representation 
of SIFT and select DSIFT to further extract gradient feature for all orientation images. 

All the DSIFT features of each orientation images are concatenated into an aug-
mented super-vector to include all deep gradient information from different orienta-
tions as shown in Fig. 4. Letting tv ( 1, ,t L=  ) represents feature vector of the t-th 

orientation image. The augment super-vector V is defined as follows: 

1 2( , , , )L=V v v v                          (4) 

Now, the dimension of feature vector V is very high. To address this problem, 
FLDA is used to achieve a compact feature space to improve the discriminative power 
and the computational efficiency. The discriminative and low-dimensional deep gra-
dient feature vector is: 

T=DGI VW                              (5) 

where, W is the projection matrix of FLDA. 

Histogram of gradient 
orientation

Histogram of gradient 
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4 Experiments 

In this section, we will use the proposed method DGI for image feature extraction and 
compared the performance with those of state-of-the-art algorithms by experimenting 
on three real-world face databases (NUST_RWFR, Pubfig and LFW). For DGI, the 
number of bin is set to 9 through the paper. 

4.1 NUST_RWFR 

The NUST-RWFR database [11] contains 2400 color face images of 100 persons, 
including frontal views of faces with different facial expressions, lighting conditions 
and degrees of blurring. All the pictures are taken in a real world situation. The pic-
tures of 100 persons were taken in two sessions and each session contains 12 color 
images. The quality of pictures in the first session is good, and that in the second ses-
sion is poor. All face images of these 100 persons are used in our experiments. The 
face portion of each image is manually cropped and then normalized to 80× 80 pixels. 
The sample images of one person as shown in Fig. 5. 

In the first experiment, the images from the first session of each person are used for 
training, and images from the second session for testing.  DSIFT plus FLDA, LBP plus 
Chi2, LTP plus Chi2, LARK, POEM, IDLS and proposed DGI are used for image fea-
ture extraction. The nearest neighbor (NN) classifier is employed for classification. 
Table 1 lists the recognition rates of each method. From Table 1 (Experiment 1), we can 
see clearly that the proposed DGI achieves remarkable results among all the methods.  
DGI significantly outperforms LBP, LARK and POEM. The probable reason is that 
these three methods are lack of discriminative power. Actually, DSIFT plus FLDA can 
be considered as a superficial gradient orientation feature. The performance of DGI is 
8% higher than that of DSIFT plus FLDA. Compared to IDLS, DGI also decompose an 

Image decomposition 

DSIFT 

Super-vector 

Dimensionality Reduction 
Final feature 

Fig. 4. An illustration of a DGI feature for a given image 
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image into several sub-images according to local structure information. However, DGI 
explore the deep gradient information using DSIFT to further represent the orientation 
images. This is reason why DGI give better performance than IDLS. Additionally,  
Fig. 6 illustrates that DSIFT plus FLDA, IDLS and DGI give the similar results when 
the dimension is lower. However, DGI gives better performance than the other two 
methods when the dimension is equal or greater than 50. 

 

 
(a)                                     (b) 

Fig. 5. Sample images for one person of NUST-RWFR database (a) session 1, (b) session 2 

Table 1. The recognition rates of each method on the NUST_RWFR database 

Methods 
Recognition Rates 

Experiment 1 Experiment 2 

DSIFT + FLDA 67.1 73.5 

LBP [3] 49.2 60.7 

LTP [5] 45.4 62.0 

LARK [11] 47.2 62.7 

POEM 56.4 65.3 

IDLS [11] 73.8 78.0 

DGI 75.1 79.3 

 

Fig. 6. The recognition rates of DSIFT, IDLS and DGI with the variations of dimensions on the 
NUST_RWFR database  
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The second experiment only selected images from the session 1 (with good quality) 
of each person. We just use the first six images of each person to construct the train-
ing set, and the remaining images are used for testing. Similar with the first experi-
ment, seven competed methods are used for image feature extraction, respectively. 
The performance of each method is listed in Table 1.  From Table 1 (Experiment 2), 
we see that the performance of all the methods are better than that in the column of 
Experiment 1 since the second experiment setting is easier than the first experiment. 
DGI always gives better recognition rates than other methods.   

 

 

Fig. 7. The recognition rates of each method versus the variation of the training sample size on 
the Pubfig database 

4.2 Pubfig 

Pubfig is a large real-world face dataset consists of 58,797 images of 200 persons [15]. 
All images are taken in completely uncontrolled situations with non-cooperative sub-
jects and there is large variation in pose, lighting, expression, scene, camera, imaging 
conditions and parameters, etc. Twenty face images of two hundred persons are se-
lected and used in this experiment. We simply crop the aligned face images [17] to 
remove the background and resize them into 80×70 pixel.  

In this experiment, we choose the first K (K varies from 4 to 12 with interval 2) 
images per subject for training, and the rest images for testing. The recognition rates 
of DSIFT plus FLDA, LBP plus Chi2, LTP plus Chi2, LARK, POEM, IDLS and 
proposed DGI with NN classifier are shown in Fig. 7. DGI always shows better re-
sults than the other methods, irrespective of the variations of training sample size.  
Fig. 7 also gives similar results with Table 1. 
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4.3 LFW 

The LFW [16] database contains 13,233 target face images. There are 5,749 different 
individuals in the LFW. 1,680 people have two or more face images. The remainder 
4,069 persons have just only one image. These images have a large degree of facial 
expression, occlusions, pose and illuminations  since all of them are taken from the 
real-world. Here, we use the aligned version of images [18] and simply crop the face 
image to remove the background, leaving a 150×100 face image. 

In this experiment, we mainly focus on the unsupervised setting, which is the most 
difficult case since there are no training examples available. Thus, DGI is applied to 
represent image feature for face verification and compared with the state-of-the-art 
algorithms include SIFT, LBP, LTP, LARK, POEM, LQP [13] and IDLS. Notice that 
DGI does not use the dimensionality reduction technology here. Additionally, we use 
the Euclidian distance to compute the similarity score. To reduce the effect of pose 
variation, LARK presents a ‘mirror’ operator to improve the performance. Similar 
with LARK, POEM gives ‘flip’ operator. Actually, both the idea of ‘mirror’ and ‘flip’ 
are the same. Here, we also give the mirror version of the proposed DGI to improve 
the performance. Table 2 lists the mean accuracy of each method follows the protocol 
as specified in [16]. It’s clear that the mirror version of the proposed DGI outperforms 
all other competed image feature extraction methods. DGI also gives the better results 
than all considered descriptors like SIFT, LBP, LTP and also the very recent LARK, 
POEM and IDLS. Especially, the performance of DGI is 5.4% higher than SIFT. This 
result demonstrates that image decomposition based on local gradient orientation 
further improve the accuracy of face verification. 

Table 2. The mean verification rates of the competed methods on the LFW database View 2 
(the unsupervised setting) 

Methods 
Verification 

Rates 

SIFT [12] 69.12 

LBP [12] 68.24 

LTP [11] 69.95 

LARK [9] 70.98 

IDLS [11] 73.70 

POEM [7] 73.69 

LQP [13] 75.30 

DGI 74.52 

LARK (Mirror) [9] 72.23 

POEM (flip) [7] 75.22 

DGI (Mirror) 75.65 
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5 Conclusions 

This paper has presented a deep feature representation method coined DGI for face 
recognition. We have evaluated the new image feature extraction method through the 
extensive experiments on three real-world face image databases. Experimental results 
demonstrate that the proposed DGI achieves better or comparable results in compari-
son with state-of-the-art methods. Overall, our main findings are as follow. 1) Deep 
architecture provides valuable information behind the observed space. 2) Orientation 
images reveal the intrinsic structure of an image from different orientations. 3) Care-
fully adapted expressive gradient features for each orientation image are pivotal to the 
good performance of the practical system.  

In our future work, we are planning to investigate diversified gradient features for 
orientation images and try to incorporate multi-feature image representation methods 
into one framework. 
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Abstract. In optical character recognition, text strings are extracted from im-
ages so that it can be edited, formatted, indexed, searched, or translated. Cha-
racters should be grouped into text strings before recognition, but the existing 
methods cannot group characters accurately. This paper proposes a new ap-
proach to group characters into text strings based on the consistency constraints. 
According to the features of the characters in the topographic maps, three kinds 
of consistency constraints are proposed, which are the color, size and direction 
consistency constraint respectively. In the proposed method, due to the intro-
duction of the color consistency constraint, the characters with different colors 
can be grouped well; and this method can deal with the curved character strings 
more accurately by the improved direction consistency constraint. The final ex-
perimental results show that this method can group the characters more accu-
rately, and lay a good foundation for text recognition. 

Keywords: Grouping characters · Topographic maps · Color information ·  
Character expandability · Consistency constraint 

1 Introduction 

Recognizing individual characters separately fails to take advantage of the whole 
word context, and the recognition results cannot represent the meaning of the  
word[1-2]. Character grouping is a difficult task, and much of the previous methods 
can only work on specific cases[3]. In order to solve these problems, researchers pro-
posed character grouping methods to group characters into text strings, then these 
strings can be recognized to represent the meaning of the words more accurately.  

In 1999, Goto proposed a method called Extended Linear Segment Linking, which 
was able to extract text strings in arbitrary orientations and curved lines[4]. This method 
works on touching characters effectively, and requires that the sizes of the characters are 
similar. A bottom-up approach was proposed by Pal[5], but it cannot work on the 
curved text strings. In 2008, Roy proposed a method based on the foreground and back-
ground information of the characters to extract individual text strings from multi-
oriented and curved text document[6]. In 2009, another method was presented by him to 
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segment English multi-oriented touching strings into individual characters by using 
convex hull information[7]. These methods can deal with curved strings, but the direc-
tions of the strings were detected only in 4 directions. In 2004, a method for separating 
and recognizing the touching/overlapping characters was proposed by Velázquez[8]. In 
this method, OCR was applied to define the coordinate, size and orientation of the cha-
racter strings, and four straight lines or curves were extrapolated to separate those sym-
bols that were attached. In 2011, Aria Pezeshk grouped the individual characters into 
their respective strings using pyramid decomposition with Gaussian kernels[9,10], but 
this method cannot distinguish different text strings when they are nearby. 

According to the analysis above, it is known that most researchers focused on the 
study of text separation and recognition, but the methods for grouping text strings are 
not researched deeply. Chiang has done lots of work on grouping characters[11] and 
text recognition[12], and a conditional dilation algorithm was presented for grouping 
characters into text strings[11]. Compared with other methods, Chiang’s method can get 
better results. But there are still some problems, for example, the color information of 
characters is not considered, and the string curvature condition is not perfect. In order to 
solve these problems, this paper proposes a method to group characters into text strings 
based on the consistency constraints of the character color, size and directions.  

The organization of the paper is as follows: In section 2, we make an analysis of 
the features of characters in maps. And the proposed method is described in section 3. 
In section 4, we compare the experimental results with Chiang’s method. Finally, the 
concluding remarks are given in section 5. 

2 The Analysis of Characters in Topographic Maps 

In topographic maps, such as the map shown in Fig.1, the distribution of characters is 
very complex. The sizes of characters in different text strings are not the same, and 
the distance between some text strings is very small. In addition, there are broken and 
touching characters in the segmented maps. All these facts adversely affect the accu-
racy of the grouped text string. 
 

 
(a) The topographic map (b) The text strings 

Fig. 1. Text strings in topographic maps 
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At present, there are few methods for grouping characters into text strings, and 
these methods can only be used when the characters could be separated accurately. 
But some characters are mistakenly grouped into other text strings or leaved out when 
the characters in the map image have different sizes, directions, and colors, especially 
when some text strings are in a curved line. 

3 Dynamic Character Grouping Based on the Consistency 
Constraints 

According to the analysis in section 2, it is difficult to group the multi-oriented, multi-
sized, and curved characters into text strings. This section gives a new method for 
grouping characters into text strings. The color information, which is not considered 
by the existing method[11], is used as an additional constraint due to that some cha-
racters are presented by different colors. The directional constraint is designed more 
perfect in the new method. So based on the consistency constraints of the character 
color, size and direction, the new character grouping method can be described by the 
following expression. 

  T G ,  ,  c s d
                           (1) 

Where, T  is the grouped text string,  G   is the character grouping operation 

function. c , s  and d  are the color, size and direction consistency constraints, 
which means that the characters in one text strings have the similar color and size, and 
the centers of these characters are on a curved line，whose curvature is in a numeri-
cal range.  

3.1 The Color Consistency Constraint 

In topographic maps, some text strings are represented by different colors, so we can 
use this information to distinguish different text strings. And for a character  , its 
color feature is defined as: 

  R G B,  ,  C M   
 

(2)
 

Where C  is the main color feature of the character  , which is obtained by 

color histogram.  M   is the operation of color extraction, and the average value 

of RGB in the character area is used as the main color feature of this character. The 
color difference between the characters 1  and 2  can be obtained by Mahalano-
bis distance. 

  1 1 2 1 2

T 1
,D C  C (C  C )S     

  
2

 (3) 
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Where 1S  is the inverse of the covariance matrix of the samples. The color con-
sistency constraint of the characters means that 

1 ,D 2
 should be less than or equal 

to a minimum threshold cT . 

 1 ,D cT  
2  (4) 

Where cT  is the average color difference in the area aound the current characters 

1  and 2 .  
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1 1= ( 1)( )

2

i j

N N
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i j i

c

D
T N N



  



 
 (5) 

Where N is the number of the pixels in the area, ,i jp pD is the color distance be-

tween the pixels ip and jp
 

If there are no color information, all the characters are viewed as that all of them 
have the same color. Further, they are grouped by the size consistency constraint and 
the direction consistency constraint. 

3.2 The Size Consistency Constraint 

For a character, its size is the max value of the length and the width of its bounding 
box, and the sizes of the characters in one text strings must be similar. So the size 
ratio of the characters must be smaller than a threshold sT . According to the size 
features of the characters, such as the English letter ‘f’ and ‘a’, we always choose 

=3sT  [11] . 

3.3 The Direction Consistency Constraint 

For the text strings in the binary image, each connected component is a single charac-
ter, and each character needs to be connected to at least one character. Assuming that 
there is a character 1 , we can get another character 2  which is the closest charac-

ter to 1  according to the size consistency constraint and the color consistency con-
straint. Furthermore, based on the distances between different connected components, 
we try to get the neighbor character 1,N  of 1 , and 2,N  of 2 . In this way, at 
least two and no more than four characters, which may belong to the same text string, 
can be obtained.  
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There are three cases when we check 1  and 2  belong to the same text string 
or not.  

(1). If there are no neighbor characters of 1  and 2 , these two characters are 
grouped into a text string directly.  

(2). If there is one neighbor character of 1  or 2 , we need to check the direc-
tion consistency constraint of these three characters. Although the sizes of the charac-
ters of one text string meet the size consistency constraint, they are not the same, so 
the centers of these characters are on a curved line rather than on a straight line. The 
curved text grouping is similar with this case.  

As shown in Fig.2, if the angle   of the two lines is less than or equal to the thre-
shold dT  , these three characters are satisfied with the direction consistency con-
straint.  

 | 180 | dT     (6) 

 =180dT   (7) 

Here a curvature parameter   is used to control dT , according to the distances 
and the size difference between the characters, or on the basis of the empirical data, 
this curvature parameter   is  set to 50° generally. 

 

1 21,N  1 2 2,N  
(a) Neighbor character of 1  (b) Neighbor character of 2  

Fig. 2. One neighbor character of 1  or 2  

(3) If 1  and 2  have a neighbor character respectively, we need to check the 
direction consistency constraint of these four characters, as shown in Fig.3. If either 
the angle 1  or 2  is less than or equal to a minimum threshold dT , these four 
characters are satisfied with the direction consistency constraint. 

 1 2(| 180 | )|( | 180 |d dT T       ） (8) 
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1 2 2,N1,N
 

Fig. 3. Neighbor characters of 1  and 2  

If the characters 1 , 2  and neighbor characters are satisfied with the consisten-

cy constraint of the character color, size and direction, 1  and 2 are grouped into 
the same text string.  

4 Experiments and Analysis 

In this section, several experiments are made on artificial images and topographic 
maps to verify the accuracy of the proposed method. Because Chiang has made a 
comparison between the method proposed by him and several other methods in ref[3], 
and he came to the conclusion that his method has the best performances. therefore, in 
this paper, only Chiang’s method[11] is chosen as a comparison method. 

4.1 Experiments on Artificial Images 

We made two artificial images which contain multi-color, multi-oriented, multi-sized, 
and curved strings to test our new method. In these images, the characters are sepe-
rated and unbroken. All the results are shown in Fig.4, the red pixels are the spreaded 
background pixles which connect to only one character, and each green pixel connects 
to two characters which would be grouped. By comparing the results, the proposed 
method can get more accurate results.  

As shown in Fig.4 (c), Chiang’s method can deal with the multi-oriented, multi-
sized, and curved text strings well. But when there are two text strings in different 
directions, and the beginning or the end character of one string is close to one charac-
ter of the other string. In this case, Chiang’s method cannot deal with the beginning or 
the end characters of these two text strings, due to the disadvantages of Chiang’s me-
thod in string curvature condition. In the proposed method, the direction consistency 
constraint is designed more perfect, so the results are better, as shown in Fig.4(b) . 
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(a) The artificial image (b) the result acquired 

by the proposed method 
(c) the result acquired 

by the Chiang’s method 

Fig. 4. the results obtained from artificial images 

In other case, Chiang’s method cannot handle the close text strings with different 
colors, due to that color information is not used in his method, as shown in Fig.5(c). 
In contrast, the color consistency constraint is used in the proposed method, so the 
characters with different colors are not grouped into the same string, as shown in 
Fig.5(b). 

 
(a) The artificial image B 

 
(b) the result obtained by the proposed method 

 
(c) the result obtained by the Chiang’s method 

Fig. 5. the results obtained from artificial images 

4.2 Experiments on Topographic Map Images 

In order to verify the accuracy of the proposed method in applications, two topo-
graphic maps are chosen as test images. Characters are separated based on color in-
formation and morphological features[2]. The grouped characters are shown in Fig.6.  

From the results, the proposed method has advantages over Chiang’s method. The 
former can deal with color and direction information better. From Fig.6(a2) and（a3), 
we can see that the proposed method can distinguish text strings with different colors, 
but Chiang’s method cannot. Many characters, which is the beginning or end charac-
ters of the text strings, are not grouped into the corresponding text strings in the 
Chiang’s results. 
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(a1) The topographic map M2 

 
(a2) the result obtained by the proposed method and the detailed image 

 
(a3) the result obtained by the Chiang’s method and the detailed image 

(b1) The topographic map M3 

Fig. 6. The results obtained from topographic maps 
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(b2) the result obtained by the proposed method and the detailed image 

 
(b3) the result obtained by the Chiang’s method and the detailed image 

Fig.6. (Continued) 

5 Conclusion 

It is well known that it is difficult to design a perfect method to group all the charac-
ters accurately in topographic maps. This paper proposes an algorithm to group cha-
racters into text strings based on the designed consistency constraint of the character 
color, size and direction. In this method, color features are introduced, and the direc-
tion consistency constraint is designed more perfect. Experimental results show that 
the proposed method can get better results. However, there are still many works to do. 
The proposed method cannot deal with the characters in the strings with big character 
spacing, so new methods should be studied. 



A Novel Dynamic Character Grouping Approach Based on the Consistency Constraints 179 

Acknowledgments. The work was jointly supported by the National Natural Science Founda-
tions of China under grant No. 61472302，61272280，U1404620，41271447, 61373177, and 
61272195; The Program for New Century Excellent Talents in University under grant No. 
NCET-12-0919; The Fundamental Research Funds for the Central Universities under grant No. 
K5051203020, K50513100006, K5051303018, JB150313, and BDY081422; Natural Science 
Foundation of Shaanxi Province, under grant No.2014JM8310；The Creative Project of the 
Science and Technology State of xi’an under grant No. CXY1441(1); The State Key Laborato-
ry of Geo-information Engineering under grant No.SKLGIE2014-M-4-4. The Science Founda-
tions of Northwest University under grant No.14NW25, 14NW27, 14NW28. 

References  

1. Adam, S., Ogier, J.M., Cariou, C., et al.: Symbol and character recognition: application to 
engineering drawings. International Journal on Document Analysis and Recognition 3(2), 
89–101 (2000) 

2. Pezeshk, A., Tutwiler, R.L.: Extended character defect model for recognition of text from 
maps. In: 2010 IEEE Southwest Symposium on Image Analysis & Interpretation (SSIAI), 
pp. 85–88. IEEE (2010) 

3. Chiang, Y.Y., Adviser-Knoblock, C.A.: Harvesting geographic features from heterogene-
ous raster maps. University of Southern California (2010) 

4. Goto, H., Aso, H.: Extracting curved text lines using local linearity of the text line. Interna-
tional Journal on Document Analysis and Recognition 2(2–3), 111–119 (1999) 

5. Pal, U., Sinha, S., Chaudhuri, B.B.: Multi-oriented English text line identification. In:  
Bigun, J., Gustavsson, T. (eds.) SCIA 2003. LNCS, vol. 2749, pp. 1146–1153. Springer, 
Heidelberg (2003) 

6. Roy, P.P., Pal, U., Lladós, J., et al.: Multi-oriented English text line extraction using  
background and foreground information. In: The Eighth IAPR International Workshop on 
Document Analysis Systems. DAS 2008, pp. 315–322. IEEE (2008) 

7. Roy, P.P., Pal, U., Llados, J., et al.: Multi-oriented and multi-sized touching character  
segmentation using dynamic programming. In: 10th International Conference on Document 
Analysis and Recognition. ICDAR 2009, pp. 11–15. IEEE (2009) 

8. Velázquez, A., Levachkine, S.: Text/graphics separation and recognition in raster-scanned 
color cartographic maps. In: Lladós, J., Kwon, Y.-B. (eds.) GREC 2003. LNCS, vol. 3088, 
pp. 63–74. Springer, Heidelberg (2004) 

9. Pezeshk, A., Tutwiler, R.L.: Automatic feature extraction and text recognition from 
scanned topographic maps. IEEE Transactions on Geoscience and Remote Sensing 49(12), 
5047–5063 (2011) 

10. Burt, P., Adelson, E.: The Laplacian pyramid as a compact image code. IEEE Transactions 
on Communications 31(4), 532–540 (1983) 

11. Chiang, Y.Y., Knoblock, C.A.: Recognition of multi-oriented, multi-sized, and curved 
text. In: 2011 International Conference on Document Analysis and Recognition (ICDAR), 
pp. 1399–1403. IEEE (2011) 

12. Chiang, Y.Y., Knoblock, C.A.: An approach for recognizing text labels in raster maps. In: 
2010 20th International Conference on Pattern Recognition (ICPR), pp. 3199–3202. IEEE 
(2010) 



© Springer-Verlag Berlin Heidelberg 2015 
H. Zha et al. (Eds.): CCCV 2015, Part II, CCIS 547, pp. 180–189, 2015. 
DOI: 10.1007/978-3-662-48570-5_18 

A Digital Video Stabilization System Based on Reliable 
SIFT Feature Matching and Adaptive Low-Pass Filtering 

Jun Yu1, Chang-Wei Luo1, Chen Jiang1,2, Rui Li1,2, Ling-Yan Li1,  
and Zeng-Fu Wang1,2() 

1 Department of Automation, University of Science and Technology of China,  
Hefei 230026, China 

{harrtjun,zfwang}@ustc.edu.cn 
2 Institute of Intelligent Machines, Chinese Academy of Sciences, Hefei 230031, China 

Abstract. A real-time digital video stabilization system is proposed to remove 
unwanted camera shakes and jitters. Firstly, SIFT algorithm is improved to ex-
tract and match features between the reference frame and current frame reliably, 
and then global motion parameters are obtained based on the geometric con-
straint consistency between feature matches through random sample consensus 
algorithm. Secondly, multiple evaluation criteria are fused by an adaptive low-
pass filter to smooth global motion for obtaining correction vector, which is 
used to compensate the current frame. Finally, stabilized video is obtained after 
each frame is completed by combining the texture synthesis method and the 
spatio-temporal information of video. The objective experiments demonstrate 
the system can increase the average peak signal-to-noise ratio of jittered videos 
around 6.12 dB, The subjective experiments demonstrate the system can in-
crease the identification ability and perceptive comfort on video content. 

Keywords: Global motion estimation · Motion filtering and compensation · 
Video completion 

1 Introduction 

Videos retrieved from hand-held video cameras are affected by unwanted camera 
shakes and jitters, resulting in video quality loss [1]. Digital video stabilization tech-
niques have gained consensus, for they permit to obtain high quality and stable video 
footages by making use only of information drawn from footage images and do not 
need any additional knowledge about camera physical motion [2][3]. 

There are three stages for digital video stabilization: global motion estimation [4], 
motion filtering and compensation [5], video completion [6]. 

Global motion estimation can be performed by global intensity alignment ap-
proaches [7-10] or feature-based approaches [11-13]. Feature-based methods are gen-
erally faster than global intensity alignment approaches, while they are more prone to 
local effects. A good survey on global motion estimation can be found in [4]. 

After estimating the global motion, motion filtering is removing the annoying irre-
gular jitter to recognize intentional movement. It can be performed by DFT filtered 
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frame position smoothing [10], Kalman filtering [14] and motion vector integration 
[15] according to real system constraints [16][17]. After motion filtering, motion 
compensation is applied to spatially displace image frames by correction vector from 
the filtering result. 

The goal of video completion is filling in missing image areas in a video [18]. It 
can be performed by mosaicing [19], sampling spatio-temporal volume patches [20], 
multi-layers segmenting [21][22] and local motion estimation of missing image areas 
[23][24]. The texture synthesis method [25][26] searches the similar texture patch to 
replace the unknown part in the missing image area. Good result can be obtained if 
enough similar information are available. 

In this paper, a digital video stabilization system is proposed (Fig. 1). Our work has 
following advantages: 1) To increase the reliability of invariant feature transform 
(SIFT) algorithm, non-maximum suppression is used to obtain evenly distributed 
feature points, and multi-objective optimization is used to improve the feature match-
ing accuracy. 2) Feature matches are used to estimate global motion by random sam-
ple consensus (RANSAC) fitting. 3) An adaptive low-pass filter with adaptive length 
according to the variation of global motion is constructed, thus over stabilization and 
under stabilization are prevented effectively. 4) Multiple evaluation criteria are fused 
to increase the robustness of motion filtering and compensation. 5) The performance 
of image texture synthesis method [25] is promoted with the plentiful spatio-tempral 
information of video to conduct the video completion. 
 

 
Fig. 1. Framework. 

2 Image Matching 

SIFT algorithm has been shown excellent performance in image matching [27]. It can 
be divided into three stages: feature detection, feature description and feature match-
ing. However, there are two shortcomings of SIFT algorithm, namely non-evenly 
distribution of the feature points and non-adaptive feature matching strategy. 
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A large range, evenly distribution of feature points is a key factor ensuring the 
quality of image matching. In the feature detection stage of SIFT algorithm, the fea-
ture points are determined by the comparison of the extreme of the 26 surrounding 
pixels; thus the extreme value detected represents 27 pixels of the feature points, 
which are likely to fall into the local extremes. The spatial distribution of the detected 
feature points tend to be concentrated within a certain range, and the feature points 
may reflect only one or a few objects characteristics of the image. Whereas the re-
quired feature points should be able to reflect the overall characteristics of image, not 
just some local characteristics. In order to obtain a more uniform distribution of fea-
ture points, a large detection range should be considered. The reason is as follows. 
The greater the detection range, the greater the range of the local extremes 
represented by feature points. When the feature points are treated as local extremes in 
a wider range, the distances between them are more distant and a more uniform distri-
bution of feature points will be obtained. Therefore, a detecting feature method with 
the non-maximal suppression [28] is used. There are (2×r+1)×2−1+18 pixels used to 
detect extremes with the radius of r at the current scale and 18 pixels at the adjacent 
scales, not only 26 pixels. In the original SIFT algorithm, feature detection is to com-
pare feature points with 8 pixel at the current scale and 18 pixels at the neighbors and 
scales, while the used detecting feature method [28] is to compare feature points with 
48 pixels at the current scale and 18 pixels at the neighbors and scales. Although the 
number of feature points detected by the used method is reduced, the features are 
distributed on a wider scope. 

Because the SIFT feature points are disorder, and are not described regularly, such 
as corner, straight line, edge. So the normal image matching technology, such as rele-
vant matching, is hard to achieve high accuracy. So the multi-objective optimization 
theory [29] is introduced into SIFT feature matching to reduce the error matching 
ratio, which consider Euclidean distance between correlation coefficient and feature 
point as the objective function and the confidence degree is taken as the constraint. 
The optimization purpose is to select the most satisfactory scheme from many alterna-
tive ones according to a more than one objective. The advantage of multi-objective 
optimization is that we can regulate the trade-off problem among multi-objectives to 
make them realize optimization at the same time under some certain constraint condi-
tions. The details refer to [29]. 

As a result, the result of image matching is a list of keypoints pairs that can be easi-
ly used as the input of feature-based motion estimation stage. 

3 Global Motion Estimation 

Based on the perspective projection imaging model, the global motion, associating fea-

ture  , T
i ix y  in frame nI  with feature  ,

T

j jx y  in frame 1nI  , is described by: 

            
   
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where  1 2 3 4 5 6 7 8, , , , , , ,a a a a a a a a  are the parameters to be solved. 
The whole set of feature matches probably includes wrong matches  

or correct matches that indeed belong to self-moving objects in the filmed  
scene. Here RANSAC [30] is used to deal with this problem. Firstly, six  
couples of features are selected randomly from the feature set, and a  
solution is obtained from them. Then a subset of feature set is obtained by 

        
   

1 2 3 7 8*
1

4 5 6 7 8

1
, ; ,
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TT j i i i i

i i j j
j i i i i

x a x a y a a x a y
x y x y T

y a x a y a a x a y
              

S , T  is a given 

threshold. Secondly, above process is repeated K  times [13], and the subset with 
the most elements is selected. Finally, LM method is applied on the selected subset to 
obtain the final solution. 

4 Motion Filtering and Compensation 

An adaptive low-pass filter and multiple evaluation criteria are applied in the motion 
filtering. The following low-pass filter is used: 

             sin 2 1 2 1 1 2 1 2
0

t N t N N t N
h t

other
        




     (2) 

where N  is the length of filter. To make N  be adjusted according to the variation 
of global motion parameters, N  is initialized as 5 manually after experiments, then 
following indices are computed:  

Cumulative variation of gloabal motion parameters: 

        
1 1

1,
N N

i ave ave i
i i

S
N 

   M M M M               (3) 

Max variation of gloabal motion parameters: 

 max , 1,2, ,i ave i N S    M M               (4) 

Smoothness of gloabal motion parameters: 

    aveS  M                           (5) 

Then a max threshold of   (threshold 1) and a min threshold of 
 

(threshold 2) 
are determined manually after experiments. Finally, N  is adjusted online during 
stabilization process: if 

 

is smaller than threshold 1, and   is smaller than thre-
shold 2, N  is increased. Otherwise, N  is decreased. 

Firstly, the estimated global motion parameters M  is chosen as one criterion to 
evaluate the video jitter. The adaptive low-pass filter is applied on M , and the 
smoothing components are set as the motion filtering result. However, we found the 
motion filtering result of M  is not satisfying when the jitter has very frequent tiny 
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rotation component. The reason is: when the rotation component is very tiny, the fil-
tering result is almost same to the original value, thus the compensation effect is very 
limited, and the human visual system still feel jittery when watching the compensated 
result. To alleviate this problem, the Euclidean distance of matched keypoints 
(EDMK) between adjacent frames is used as the second criterion, and the adaptive 
low-pass filter is also used to smooth the x component and y component of EDMK. 
Finally, the average of the filtering results by both criteria is set as the final result. 

After motion filtering, the motion compensation is conducted as follow: 
Firstly, the correction vector for the first criterion is obtained by computing the dif-

ference between original parameters M  and filtering parameters M̂ . Then the 
motion compensation is applied according to the equation (1). The only difference is 
 ,x y  is the pixel position. 

Secondly, the correction vector for the second criterion is obtained by computing 
the difference between original EDMK and filtering EDMK. Then the motion com-
pensation is applied by displacing the pixel according to the correction vector. 

Finally, the coordinates of pixels are set as the average coordinates of the pixels 
compensated by the first evaluation criterion and the pixels compensated by the 
second evaluation criterion. 

5 Video Completion 

Good result can be obtained by the texture synthesis method [25][26] if enough simi-
lar information are available. However, it is hard to obtain satisfying result only by 
this method because the similar information in the single image is usually not enough. 
The texture synthesis method can be improved if the plentiful interframe information 
of video is introduced. The way of combining them is: the most similar texture patch 
of an original texture patch A in the current frame is searched in the adjacent frames 
by the texture synthesis method. If it is found, and the found texture patch is B in the 
adjacent frames, the neighbor texture patch of B will have the high priority to be the 
most similar texture patch of the neighbor texture patch of A during searching. If it is 
not found, it is searched in the current frame by the texture synthesis method. 

6 Experiments 

Experiments are conducted using a workstation with AMD Athlon (tm) II X4 640 
3.01G, memory 2G, NVIDIA GT200 and CUDA 1.3.  

Two jittered videos are captured [31]. The first is the video without moving object, 
and has 2476 frames, while the second is the video with moving object, and has 3124 
frames. The GPU+CPU framework [32] is used to achieve the real-time ability. Be-
cause the global motion estimation, motion filtering and compensation need large 
computation, they are implemented in GPU, while other parts are implemented in 
CPU. In addition, the GPU implement of SIFT [33] is used to accelerate the process 
of feature extraction. 
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Fig. 2 shows the video stabilization results on the captured videos. 
 

 
(a) 

 
  (b) 

Fig. 2. (a) The frames before video stabilization. (b) The frames after video stabilization. 

 

Fig. 3. Green curves are 3a , 6a  of the original video, red curves are 3a , 6a  of the stabi-
lized video. 

Fig. 3 is the motion filtering results of M  by the adaptive low-pass filter. It 
shows the adaptive smoothing effect of the filter. 

An index, peak signal-to-noise ratio (PSNR) between the reference frame 0S  and 
current frame 1S , is defined to evaluate the stabilization quality: 

             2
1 0255 ,

1 0 10, 10 log MSEPSNR   S SS S                 (6) 

where MSE is the mean square error of pixel value between two images. This index 
reflects the coherence between two images. The large the index, the better the video 
stabilization result. 

Table 1 show the average PSNR on captured videos. As can be seen from it, the 
average PSNR is increased by the proposed video stabilization method around 6.12 
dB, and the real-time ability is also achieved. Therefore, jittered video is stabilized by 
the proposed method nicely in real-time. 
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Table 1. Qualitative evaluation result of video stabilization. 

 

Average PSNR of 
original videos 

Average PSNR of stabi-
lized videos 

Average time each frame 
takes 

Captured video 25.35 31.47 0.045s 

6.1 Improved SIFT Vs. Original SIFT 

To evaluate the performance of the improved SIFT algorithm, experiment is con-
ducted on different pairs of images from a standard LEAR image database [32]. Table 
2 shows that the matching correct rate of improved SIFT is outperform that of original 
SIFT. From it, we can see the effectiveness of the improvements on the distribution of 
feature points and the feature matching strategy. 

Table 2. Comparison of the matching correct rate between improved SIFT and original SIFT. 

 Original SIFT Improved SIFT 
LEAR image database 84.56% 89.67% 

6.2 Using Single Evaluation Criterion Vs. Fusing Multiple Evaluation 
Criteria 

The effect of fusing multiple evaluation criteria is verified on a video clip, in which 
some very frequent tiny rotation component is added. From Table 3, we can see the 
superiority of fusing multiple evaluation criteria.  

Table 3. Evaluation between single evaluation criterion and multiple evaluation criteria. 

 

Average PSNR of origi-
nal videos 

Average PSNR of 
stabilized videos 

Average time each 
frame takes 

Single evaluation criterion 18.56 23.67 0.037s 
Multiple evaluation criteria 18.56 24.56 0.045s 

6.3 Objective Comparison with Other Algorithm 

The method in [24] is one of the state-of-the-art video stabilization methods. We have 
implemented it, then it and the proposed method are tested on the above video clip. 
We can see the proposed method is superior to the method in [24] from Table 4. This 
is because the proposed method fuses multiple evaluation criteria to conduct motion 
filtering by an adaptive low-pass filter, and the SIFT algorithm is improved to extract 
and match features between the reference frame and current frame reliably. 
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Table 4. Evaluation of several video stabilization algorithms. 

 
Average PSNR of origi-
nal videos 

Average PSNR of 
stabilized videos 

Average time each 
frame takes 

The proposed method 18.56 24.63 0.045s 
The method in [24] 18.56 24.21 0.053s 

6.4 Subjective Comparison with Other Algorithm 

The problem with an objective evaluation is that the absolute truth of camera motion 
is not known. However, it is less problematic for the subjective evaluation since the 
human visual system is very sensitive to the video jitter. Therefore, user’s reactions 
interacting with this system are evaluated. 

34 users participate in the evaluation. The goal of the evaluation is to decide if the 
system can remove the discomfort on human visual system, and if the objects in the 
stabilized video can be identified easily. 

In the first stage, the questionnaire is chosen for participants. Table 5 shows the 
constructs and questions of the survey related to the system performance. The answers 
to these questions are given from ‘disagree’ to ‘agree’ on a ten point scale. A Cron-
bach’s alpha test [34] is carried out to determine if these constructs refer to the same 
topic. Typically, an alpha of 0.7 or greater is considered acceptable in psychological 
experiments. As Table 5 shows, all the alpha values obtained are greater than 0.7, 
indicating that the questionnaire is suitable for the evaluation in this paper. 

Table 5. Cronbach’s alpha results of questionnaire and mean scores after evaluation. 

Construct Question 
Cronbach’s 
alpha 

Mean score of the 
proposed method 

Mean score of the 
method in [24] 

Smoothness 
If the stabilized video  
is smooth and coherent. 

0.743 7.79 6.73 

Identification 
If objects in the  
stabilized video can  
be identified easily. 

0.811 7.75 6.48 

 
In the second stage, the developed system and the method in [24] perform stabili-

zation on captured videos, then participants compare stabilized videos with original 
videos. Finally, the questionnaire is filled. Table 5 shows the result of mean scores 
after evaluation. The maximum is 10, while the minimum is 0. For the developed 
system, all the scores obtained are greater than 7.5, and are higher than those of the 
method in [24], indicating that it has the ability to remove the discomfort on human 
visual system, and the objects in the stabilized video can be identified easily. 
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7 Conclusion 

A real-time, reliable and adaptive digital video stabilization system is proposed. The 
SIFT algorithm is improved to match the adjacent frames robustly. Global motion 
parameters are obtained by RANSAC effectively. Multiple evaluation criteria are 
fused to conduct motion filtering by an adaptive low-pass filter. The spatio-temporal 
information are combined with the texture synthesis method to obtain a complete 
video. In future, the accuracy of motion estimation will be further improved. 
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Abstract. Feature matching is essential in computer vision. In this
paper, we propose a robust and reliable image feature matching algo-
rithm. It constructs several matching trees in which nodes correspond to
traditional sparsely or densely sampled feature points, and feature lines
are constructed between the nodes to build a cross-references based on a
Difference-of-Gaussians down-sampling pyramid. This can make patch-
based descriptors combine efficiently with spatial distributions. By com-
paring with SIFT, SURF and ORB, our method can get much more
correct correspondences on both synthetic and real data under the influ-
ence of complex environments or transformations especially in irregular
deformation and repeated patterns.

Keywords: DoG · Image feature matching · Tree structured matching ·
Feature line

1 Introduction

Feature correspondence is a fundamental task in many applications of computer
vision such as feature tracking[13], image classfication[11], object detection[4],
2D and 3D registration[10,17]. A large number of applications promote various
kinds of feature matching algorithms. At the same time, the continuous develop-
ment of the applications put forward some new and higher requirements such as
precision, speed and robust ability. In order to meet the needs of all these prac-
tical applications, much attention has been paid to improve the matching per-
formance. A widely used method is computing variety of feature descriptors and
select a threshold carefully to filter out large outliers. Therefore, variety of feature
descriptors have been proposed, such as SIFT[8], SURF[9], BRISK[15], ORB[14]
and LDB[19]. Further more, some people turned to combine more flexible geo-
metric features and spatial characteristics. For instance, Chui et al.[5] introduced
a feature based method named TPS-PRM (thin-plate spline-robust point match-
ing) for non-rigid registration. C.Schmid[16] and Y.Zheng[20] use the thought of
proximity. They assumed that two adjacent points in the original image should be
matched to the couples which are also neighbours in the target image. X.Xu[18]
use RANSAC and strong space constraints to obtain relatively stable feature
point set first and then use a selection model[10] to decide which transforma-
tions are the most appropriate one. Finally, it constructs a global geometric
c© Springer-Verlag Berlin Heidelberg 2015
H. Zha et al. (Eds.): CCCV 2015, Part II, CCIS 547, pp. 190–200, 2015.
DOI: 10.1007/978-3-662-48570-5 19
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transformation model as the matching constraint. O.Duchenne[6] accommodate
both (mostly local) geometric invariants and image descriptors and search for
correspondences by casting it as a hyper graph matching problem using higher
order constraints.

Although many existing algorithms are general and could cover both rigid
and non-rigid matching problems according to the problem definition, most of the
them are either too computationally expensive to achieve real-time performance,
or not sufficiently distinctive to identify correct matches from a large database
with various transformations.

In this paper, we propose a tree structured hybrid feature matching algo-
rithm, called DoG-based Random Grow (DoG-RG). In order to solve the prob-
lems mentioned above, we summarize our contributions as follows:

1. Flexible tree structure can effectively improve the patch-based discrimination
of feature matching by combine feature lines with spatial distributions.

2. In order to increase the distinguish, we build a iterator method on the feature
lines correspondences based on down sampling DoG pyramid.

3. Cell-space partitioning algorithm is used to reduce the selection number
of candidate points in a limited area and which drastically speed up the
matching process.

The remainder of the paper is organized as follows: Section 2 presents details
of the proposed algorithm. In section 3, we compare performance of DoG-RG
with some existing outstanding algorithms on public benchmarks. Section 4 gives
the concluding remarks.

2 Algorithm Details

Suppose we have extracted two sets of feature points PS and PT from source
image IS and target image IT . The overview of our proposed framework is shown
in Figure 1. Firstly,we present the feature line extraction method; Secondly, we
show the tree structure’s start points(we call it anchors); Thirdly, we show the
details of the exploring random tree(DoG-RG).

DoG Image Pyramids

IS IT

Anchor Points
Extraction

SP PT

Cell-Space Partitioning

Random Grow ModelScrub FilterMatching
Trees

anchor points remain

Fig. 1. The framework of the algorithm
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2.1 Image Pyramids and Feature Lines

Considering the computational complexity, antinoise ability and characteristics
of resolution, we use the DoG pyramid as the reference matching substrate. The
lines between feature points are casted on the surface of the pyramid called
feature lines.

Image Pyramids. We define L(x,y,δ) as a level in the multi-scale images
and it is formed by a gaussian function G(x,y,δ) and an image I(x,y)
convolution[12],described as follows:

L(x, y, δ) = G(x, y, δ) ⊗ I(x, y) (1)

We set ⊗ as the operator of convolution and G(x,y,δ) is:

G(x, y, δ) =
1

2πδ2
e

−(x2+y2)
2δ2 (2)

We set σ as 1.5 and make a substraction between two adjacent scale-space
images. The difference of gaussian image is denoted as D(x,y,δ). The function is
given as follows:

D(x, y, α) = S(k) ∗ ((G(x, y, σδ) − G(x, y, δ)) ⊗ I(x, y) (3)

where k is the down sampling factor, S is the down sampling function which
is introduced to reduce the computational burden of feature lines’s extraction
and increase the robustness of feature lines.

Feature Lines. We cast the feature points onto the reference matching sub-
strate of DoG pyramid through coordinate conversion. As is shown in Figure 2,
the feature lines projected on the surface of substrate present different fluctua-
tions. The higher the level of the substrate is, the more stable of its fluctuations
will become. On the contrary, The lower level substrate is, the stronger the
resolution of the feature line will be.

In order to construct feature lines, we sample discrete pixels normally along
the corresponding spaced feature points from DoG images. The similarity eval-
uation can be expressed as the follow mathematical formula:

Let FLS and FLT be the sequence of points extract from different levels of
DoG images and for any PS

i (x, y, z) ∈ FLS ,PT
i (x, y, z) ∈ FLT . Then normalize

the length of FLS and FLT as N = max(length(FLS),length(FLT )). Here
similarity η is defined as

η =

N−1∑
i=1

sign(PS
i )

⊙
sign(PT

i )

N − 1
(4)
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DoG-6 DoG-7 DoG-8

coordinate
transformationFeature Line

Perspective Transformation

DoG-6 DoG-7 DoG-8

coordinate
transfoff rmationFeature Line

Fig. 2. An illustration of feature line extract from source and target image DoG-
6:blue;green:DoG-7;red:DoG-8

where, Pi.z means the gray value of DoG image and sign(Pi) is defined as

sign(Pi) =

⎧
⎪⎨

⎪⎩

1 , Pi.z − Pi−1.z > ε

−1 , Pi.z − Pi−1.z < −ε

0 , abs(Pi.z − Pi−1.z) ≤ ε

(5)

Where, the ε is a precision control factor given as follows, M is a feature line’s
resolution parameter.

ε =
max(Pset.z − min(Pset.z))

4M
(6)

Generally, we set N ≥ 20,otherwise, this feature line will be deemed invalid.
More over, we set ε = 0.7, M = 13 and these settings are used in the subsequent
experiments in this paper.

Anchor Points Extraction. In order to find more stable feature points
(Anchor points), we establish a triangular structure, the start position of match-
ing trees, which is constructed by three feature points and three feature lines.
Based on the patch-based descriptors and more restricted similarities, we get
small pieces of matched feature points. After that, several three-point combina-
tions are randomly selected and checked by the spatial similarity and feature
lines. If the triangular correspondence is wrong, the matching trees will always
become low and will be filtered in the procedure Scrub Filter latter.

2.2 Tree Structured Random Grow Method

Space Partitioning. In order to speed up the matching process, we divide the
feature points into grid cells according to space distribution. Assuming that fea-
ture points are under relatively uniform distributions, the division can contribute
to avoiding a large number of outliers’ operations.



194 X. Sun et al.

For the subdivision, two basic principles are proposed as follows:

1. Minimize the number of points in each subdivision cell to improve the match-
ing speed.

2. Retain enough cell size can increases the length of a feature line, strengthen
the resolution and improve the matching accuracy.

As these two principles are contradictory, we propose an empirical formula.
Suppose PS ’s distribution area is posWS ×posHS , PS size is FeNumS ,N is the
minimum acceptable length of the feature lines. The division of cell number XS

can be calculated as:

XS = min(
√

posWS ∗ posHS

2N
,

√
FeNumS

2
) (7)

If the scale transformation happened, denoted by s, we can get the target
point set PT ’s division cell number XT as:

XT = min(
√

posWT ∗ posHT

2N
,

√
FeNumT

2
,
XS

s
) (8)

In the division, we put the feature points to the split cell grids. This strategy
quite good to the quick index of feature points and exclude the outliers. Thus,
It drastically increase the matching speed and improves the precision.

Random Grow Method. Suppose AS is anchor point and let it as the root
of a whole matching tree. Matching process starts from AS and then search
new points in the range of rbranch around. Assuming point DS is belong to the
range of rbranch, we use feature line

−−−−→
ASDS and position relations to check the

corresponding point DT in the target point set PT .
If the feature point D matching success, we set DS as a new growing point and

shrink the searching area to eight-neighborhood region. As shown in the Figure 3.
In order to maintain the distinction of feature lines, our eight-neighborhood area
ignore the center cell which is marked blue in the Figure 3. With the reference of
the position DS , we find out the corresponding position Evir in IT . Then we draw
a circle (Evir, rleaf ) and extract the contact cells, obtain all the candidates in the
cells such as ET

1 and ET
2 . Finally, we use the descriptors and feature lines to sift

out the best match. Traditionally, patch-based descriptors may hard to distinguish
local repeatmode.Here,with theback-trace strategy of tree structure,we can easily
find out local repetitive patterns and determine which one is the best. For example,
if the feature lines from DT failed to distinguish ET

1 and ET
2 , we just backtrack to

AT and build new feature lines to avoid passing through duplicate regions.
In the entire search process, we continually use the matched points to deduce

the next points nearby till the end of matching process.
We continue the performs of algorithm till it can not find new anchor points

to generate more matching trees. Since we can not ensure all the anchor points
are correct matches, we have to filter the scrub to ensure a better accuracy.
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Fig. 3. An illustration of the matching process;The image at left reveals origin strategy
and the one on the right shows the target

Due to the wrong matching trees don’t match with the growing image region
which always grow shorter, we can easily purify the matching trees by remove
the scrubs.

3 Experimental Results

In the experiments presented here, we dived them into two parts: first we
try to assess our method’s actual capability on several image transform con-
ditions(illumination, blur and compression). In order to guarantee the justice
of experiment, we use OpenCV 2.4.6 to extract different size of feature points.
To rule out the influence of patch-based descriptors, we repeat the experiments
with the frequently-used descriptors: SIFT, SURF, ORB and BRISK.

Second, we give a set of images including local area transformation, irregular
deformation and high repetitive pattern to show the good robustness of the
algorithm.

3.1 Experiment Based on Different Local Feature Descriptors

Using the image groups of Tree, UBC and Leuven from data set [3], we exam the
performance of blur, compress and light respectively. For each image group, the
task is to match the first image to the remaining five, yielding five image pairs
per sequence which are denoted as pair 1/2 to pair 1/6. Under the reference
of the descriptors performance research [1], we carefully selected SIFT, SURF,
ORB and BRISK as feature descriptors for the contrast experiments. To be fair,
we compare DoG-RG with several the most frequently used feature descrip-
tor combination algorithms integrated in OpenCV2.4.6, they are RADIUS,
NNDR and BRUTE-FORCE. In order to verify the validity of corresponding
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Fig. 4. PPV and ACC obtained by SIFT(Top left),SURF(Top right), ORB(Left bot-
tom), BRISK(Right bottom) for the six image sequences of leuven

Fig. 5. PPV and ACC obtained by SIFT(Top left),SURF(Top right), ORB(Left bot-
tom), BRISK(Right bottom) for the six image sequences of Trees

Fig. 6. PPV and ACC obtained by SIFT(Top left),SURF(Top right), ORB(Left bot-
tom), BRISK(Right bottom) for the six image sequences of UBC

points, we use the combination of the above four algorithms to extract corre-
sponding feature points. Correct matching enforces a one-to-one constraint so
that a match is correct if two points are geometrically closet with sufficient
overlap, and closest in feature space measure.

Two measures are introduced to evaluate the performances of all these meth-
ods according to the evaluation index ACC and PPV [7] and the calculating
Formula 9 are listed below:
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Table 1. Number of Feature Points Extracted

Sequence Descriptor 1 2 3 4 5 6

Tree

SIFT 2613 2667 2940 3524 2163 2409
SURF 1905 1872 1833 1637 1495 1424
ORB 500 500 500 500 500 500
BRISK 984 996 1033 995 818 573

Leuven

SIFT 861 682 574 521 433 349
SURF 1313 1143 1036 937 802 650
ORB 500 489 489 476 464 489
BRISK 268 214 175 160 117 104

UBC

SIFT 1371 1348 1360 1418 1595 1597
SURF 1602 1575 1620 1561 1582 1315
ORB 500 500 500 500 500 500
BRISK 546 558 507 503 571 774

Table 2. Threashold for matching.

Descriptor RADIUS NNDR BruteForce DoG-RG

SIFT thr=0.24 ratio=1.0/1.2 thr=0.34 fl=0.6,DoG-level=8
SURF thr=0.25 ratio=1.0/1.2 thr=0.35 fl=0.6,DoG-level=8
ORB thr=65.0 ratio=1.0/1.1 thr=75 fl=0.6,DoG-level=8
BRISK thr=145 ratio=1.0/1.1 thr=200 fl=0.6,DoG-level=8

Accuracy(ACC) =
TP + TN

TP + TN + FN + FP

Precision(PPV ) =
TP

TP + FP

(9)

Different feature points are extracted from sequence of test images, the points
number are listed as Table 3.1.

We carefully select the thresholds for each patch-based method as shown in
Table 2 by comprehensive considering of the overall performance. These settings
are also used in DoG-RG’s patch-based parts. Among them, fl is the feature
line threshold, thr is the threshold of descriptors and ratio is used for NNDR.

Through the experiment, we find that tree structured method obtains a quite
higher performance than other algorithms. The explaining is that patch-based
descriptors and feature lines are local, but the tree structured feature lines are
more ”global”, this flexible structure enables us to overcome patch myopia. This
strategy is attractive because of its simplicity and flexibility. The combination of
feature descriptors and tree structured feature lines can effectively suppress the
unstability of accuracy in different conditions and obtain more excellent results
in general.
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3.2 Matching in Irregular Deformation and Repeating Pattern

In order to further the ability test on irregular transformations, we select several
common image transformations in real life .

1. The ability to match the partial translations and rotations in one scene.
2. Test matching capabilities under partial irregular deformation.
3. Test matching capabilities in high repeat patterns.

In the following cases, we combine the descriptor SIFT with dynamic feature
lines to complete the matching process. Matching results are shown in the mosaic:
the uppers are the original images, the middles are the feature matching trees
and the lowers are the connections of the corresponding points.

Fig. 7. (UP)Local mobile origin images(Middle)Matching trees (Bottom)Matching
figure

Our algorithm can easily handle the partial inconsistent deformations are
seen in the Figure 7. Explanation is as follows: by using the tree-structured
searching strategy, local gentle irregular deformation can be easily cope with
local tree nodes searching strategy, regional steep deformations in different trans-
formations can be easily solved by bring more different matching trees in.

These local irregular deformations of fisheye images are come from [2]. It
can be seen from the Figure 8 that feature lines from high level Difference-
of-Gaussians pyramid can effectively adapt to the local irregular deformations.
Generally, this combination of feature descriptors and tree structured feature
lines have a quite good robustness in irregular deformations.

Seen from Figure 9, although we do not use the consistent algorithm to
purify the result, this proposed method can effectively distinguish the repeat
patterns effectively. Even in dense points distribution area, dynamic feature lines
strategy can still automatically select appropriate connections to achieve a good
matching result. At the same time, feature lines can also prevent the spread of
error matches. Just as the description in the figure, very few mismatched feature
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Fig. 8. (UP)Fisheye origin images(Middle)Matching trees (Bottom)Matching figure

  

Fig. 9. (UP)Repetitive patterns (Middle)Matching trees (Bottom)Matching figure

points distributed in the border area are all isolated and these short trees will
be removed in the scrub filter process.

4 Conclusion

In this paper, we propose a new image feature matching algorithm DoG-RG. By
combining the feature lines with dynamic strategy and the patch-based feature
descriptors, it constructs a incremental tree structured matching algorithm. The
substantial benefits of this work is the good matching performance in simple
calculation method and high robust ability. Experiment results show its bet-
ter performance in common transformations and high local repetitive patterns.
In addition, proposed methods can easily combine with various of patch-based
descriptors to satisfy the needs of different matching conditions.
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Abstract. Tyre quality inspection is very important for tyre industry. In the 
present paper, an algorithm is proposed to detect cracks in tread area by using 
the idea of Hough transform and analyzing singular area obtained by multi-
scale decomposition of wavelet transform. Firstly, tyre X-ray images are ob-
tained by using X-ray beam. Secondly, a series of curves are obtained by pro-
jecting X-ray image of tyre to different angles. Thirdly, those projection curves 
are decomposed into multi-scale curves by wavelet transform, and the orienta-
tion and location of cracks are determined by analyzing the singularity of those 
multi-scale curves and the texture regularity of normal tread area images. The 
experimental results show that most of cracks in tread area can be detected ef-
fectively. 

Keywords: Tyre tread area · X-ray image · Wavelet transform · Multi-scale 
analysis · Singular area · Crack detection 

1 Introduction 

Tyre quality inspection is very important for tyre industry, accurate detection of tyre 
defects can reduce economic and life loss caused by traffic accidents to a great extent. 

There are many kinds of tyre, and the meridian tyre attracts the most concern due to 
its practical extensive applications [1]. Meridian tyre is composed of ply layer, belt 
layer, tread area, shoulder and steel bead, and the carcass is pinched by belt layer. In the 
process of manufacturing, meridian tyre has a very high requirement of technology, 
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because the defects in tyre may reduce the normal performance and shorten the normal 
service life, and may further result in serious danger to the crew, vehicles and cargo. 
Therefore, the quality detection of tyre is very important. 

The defects are generally inside the carcass of tyre, so special methods are often 
used to detect these defects. There are two basic detection approaches: the use of laser 
interference imaging [2] and the use of X-ray beam imaging. 

The former uses vacuum load and laser interference imaging, and finds defects by 
analyzing the holographic images. In the state of vacuum, deformation of tyre will 
lead to the change of phase and light intensity of laser beam, and then we record all 
these changes in the holographic plate and finally obtain the holographic interference 
images. In the holographic interference images, dense interference stripes and sparse 
interference stripes indicate big deformation and small deformation, respectively, and 
regular distribution of interference stripe shows the normal deformation of tyre. Ac-
cordingly, by using holographic interference images, the position and the size of de-
fects can be determined. Laser interferometer imaging, however, is not convenient in 
practical application, since it is costly and less intuitive, and requires professional 
knowledge; moreover, it can only detect such defects as bubble and wire delamina-
tion. So laser interferometer method has its inherent weakness. 

 

 
Sidewall    Shoulder     Tread Area   Shoulder    Sidewall 

Fig. 1. Projection image of radial tyre X-ray image 

The latter makes use of the difference of absorption capacity of different materials, 
i.e., with of rotation of tyre, the projection images can be obtained when X-ray beam 
passes through the cross section of tyre from X-ray source to the image intensifier 
(Fig. 1). 

Up to now, we can find many references about the manufacturing and improve-
ment of X-ray imaging machine, but it is not easy to see any references about intelli-
gent detection of tyre defects by using X-ray images, especially about the defect  
detection algorithms. 

X-ray image of a tyre can reflect the basic structure of the tyre, which can be gen-
erally divided into three parts (Fig. 1): sidewall area, shoulder and tread area. Gener-
ally, it is a comparatively easier job to detect defects in sidewall area and shoulder, 
but it will be more difficult to detect defects in tread area, because the texture in tread 
area is much more complex than that in sidewall and shoulder. Currently, most of the 
references are discussing the detection of defects in sidewall area and shoulder  
[1, 3, 4], e.g., abnormal array of the body cords and blister in sidewall area. The ab-
normal array of the body cords includes overlapped cord, open ply splices, wide spac-
ing, crossed cord, broken cord and bending cord, et al (Fig. 2). It shall be pointed out 
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here that these kinds of defects can be found in the whole tyre, i.e., we can find these 
defects in sidewall and shoulder, and can also find them in tread area. 

Manual detection has many unfavorable factors, e.g., personal subjectivity, heavy 
workload, eye strain, et al, which may result in a strong probability of misjudgment. 
In order to improve the detection efficiency, intelligent detection methods shall be 
developed. 

The detection of defects from X-ray images can be divided into four basic steps: 
preprocessing, defect detection, feature extraction and defect classification. The main 
task of image preprocessing is to obtain a high-quality X-ray image, and manages to 
sharpen the difference between the defects and the background, the common em-
ployed methods include histogram equalization[1,3], filtering (e.g., mean filter, me-
dian filter, smoothing filter) [4] and gray level adjustment [6], et al. It’s obvious that 
the first two steps are the most important procedures. In most cases, X-ray images of 
tyre can be regarded as a kind of complex texture, and the defect detection is equiva-
lent to the abnormal texture detection [7-8]. 

Thorough investigations indicate that the detection of defects in sidewall and 
shoulder attracts more attention whereas the researches of detection of defects in tread 
area are hardly seen, there are two reasons for this: one is the comparatively simpler 
texture background in sidewall and shoulder, the other is the more importance of si-
dewall and shoulder because the sidewall is thinner and weaker than tread area. 

With the increasing requirement of tyre quality, the detection of defects in tread 
area needs the same urgent research as that in sidewall and shoulder. Crack, as an 
important and the most common defect in tread, seriously degrades the performance 
of tyre, and then are attracting more attentions gradually. 

Most of defects in sidewall and shoulder can be detected by using histogram fea-
ture matching, adaptive threshold segmentation and chain-code tracking based on 
integral image [1], invariant moments and Fourier descriptor [1], mean image and 
variance image [5], frequency spectra analysis in polar coordinates and gray level co-
occurrence matrix, et al. The detection of defects, for example, cracks, in tread area, 
however, is still under exploration. Some people may wonder whether the detection 
methods for sidewall and shoulder can apply for tread area, the answer is basically 
negative, the reason for this is: when employing the methods of detection of defects in 
sidewall and shoulder to detect the defects, e.g., cracks, in tread area, we found that 
the background textures in tread area are so complex that the features of those defects 
are drowned out by noises from the background textures. So we must find other effec-
tive methods to deal with cracks in tread area.  

In the present paper, we introduce an effective and practical method to detect cracks in 
tread area by means of wavelet transform and multi-scale analysis of singular area. In 
section 2, we observe and analyze the features of cracks in tread area image, and then 
present detection algorithms briefly based on Hough transform and wavelet transform. 
For the sake of convenience and universality, in section 3, we perform an omni-
directional rotating projection and then obtain a series of projection curves of tread area 
images. In section 4, we use multi-scale analysis of wavelet transform, and then obtain 
the singular curves corresponding to the part of tread area containing crack, and finally 
we are able to determine the position and orientation of crack in tread area image.  
The experimental results in section 5 demonstrate the proposed method is effective. 



204 J. Li et al. 

2 Crack Features of Tyre Tread Area and Detection Algorithm 

2.1 Crack Features Analysis of Tyre Tread Area 

With the knowledge of tyre tread area manufacturing process, tyre tread area is com-
posed of regular layers of steel cords. In the ideal case, there are no defects in the tyre 
of good quality; In other cases, however, there may be some defects in tyre manufac-
turing due to the technical limitations in production technology and equipments. For 
example, multi-layer steel cord layers may not coincided completely or layers edge 
overlap, which can cause uneven layer thickness, and cracks may occur in the corres-
ponding X-ray image. 

There are many kinds of defects in tread area, e.g., overlapped cord (Fig. 2.a-1), 
open ply splices (Fig. 2.b-1), overlap (Fig. 2.c-1), impurity (Fig. 2.d-1) and so on,  
Fig. 2.a-2, Fig. 2.b-2, Fig. 2.c-2 and Fig. 2.d-2 are the corresponding gray equalization 
images, respectively. Overlapped cord and open ply splices are more common de-
fects, and both of them have the same line feature, we call them crack uniformly. In 
practice, we seldom see any cracks in the form of curved lines, so the detection of 
cracks with line pattern is the focus in the present paper. 

 

 

Fig. 2. Tyre defect images 

2.2 Crack Detection Based on the Idea of Hough Transform 

It is easy to see from the crack images that the grayscale distribution at cracks is ab-
normal in comparison with the rest part. So it is the first task to sharpen the local ab-
normal grayscale distribution (see Fig. 2.a-2, Fig. 2.b-2, Fig. 2.c-2 and Fig. 2.d-2) if 
we want to detect cracks in tread area effectively and accurately. 

A traditional method to detect defects is Gabor transform. Up to now, Gabor filters 
constructed by Gabor transform have been extensively used in the detection of tyre 
texture defects [1, 7], and also extensively applied in the field of hot-rolled steel plate 
and fabric defects detection [9-13]. In essence, the application of Gabor filters is 
equivalent to a kind of curved surface fitting [12], and each filter determines a charac-
teristic function. Since the texture in sidewall and shoulder is comparatively simpler 
and with better regularity, features can be extracted with Gabor filters preferably and 
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easily. With the same reason, most of fabric textures are also relatively simpler and 
has obvious regularity, so Gabor filters are also wildly used in the detection of texture 
defects in fabric images [10-13]. As of tread area, the background texture is so com-
plex (Fig. 1 and Fig. 2) that it will be a very hard job to perform the curved surface 
fitting, Gabor transform, consequently, is not a good candidate in the detection of 
defects in tread area. 

Another traditional method for the detection of defects is Hough transform. As is 
known, Hough transform is often used to detect line patterns. From the preceding 
analysis, we know that the crack is generally a line pattern, so Hough transform can 
be obviously regarded as a good candidate for detecting cracks in tread area. How to 
effectively simplify and apply Hough transform is the key in practice. 

As is known, Hough transform can detect specific geometric shape effectively in 
an image. Based on the duality between the point and the corresponding geometric 
shape, Hough transform converts the problem of detection of a specific geometric 
shape into the problem of peak search in parameter space by representing the given 
curves in the original space with a point in parameter space [14]. For example, the 
following parametric form of Hough transform can be used to detect lines, 

 
            =x cos+y sin     (1) 

 
The points in an image can be mapped to the parameter space () by using the 

above formula. 
In Hough transform, for curves of some specific geometric shape, a point in the 

original coordinates can be mapped to a specific curve in the parameter coordinates, 
meanwhile, a specific curve in the parameter coordinates can also be mapped to a 
point in the original coordinates. In a sense, Hough transform is equivalent to the 
search of the identical or similar geometric shape in a complex image by using the 
same specific geometric template. From the mathematical point of view, this is a spe-
cial curvilinear integral, only when the geometric shape is identical or similar to the 
specific given geometric template, can we obtain the greatest integral value. 

Therefore we will detect cracks by using the idea of Hough transform, not merely 
by using the specific steps directly given in the literatures. The preceding analysis 
indicates the crack is generally in a line pattern, so the maximum (in the case of open 
ply splices) or the minimum (in the case of overlapped cord) could be obtained if the 
integral is along the crack when the direction of crack is different from the direction 
of normal texture. 

To our delight, through a large number of observations, we find that most of cracks 
are different from the actual direction of normal texture stripe. Then we propose an 
effective and simple method to detect cracks in tread area based on Hough transform: 
for an image of tread area containing cracks, we can obtain an integral curve if the 
integral is performed along one direction; and when a region of the maximum value 
or the minimum value appears in the integration curve, we may find a candidate re-
gion of a crack. 

In the current paper, the regions of the maximum value or the minimum value are 
called the singular region. However, we shall be aware of such a fact that the direction 
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of a crack is not fixed even though it is generally different from the actual directions 
of normal texture stripe. So in order not to miss cracks in all possible directions, we 
adopt a full range of integral that the image of tread area is projected to all possible 
directions, and then a family of integral curves can be obtained. 

In actual computation, for the sake of convenience, we carry out the omni-
directional projection every 2 degree. For each image window, a total of 90 projection 
curves can be obtained (in the range of 180 degree). In this way, the analysis based on 
Hough transform becomes the singularity analysis of projection histogram curves. 
Experiments showed this approach is effective. 

3 Omni-Directional Projection Histogram of Tread Area 

3.1 Omni-Directional Projection of Tread Area 

According to the traditional projection algorithm, we need to rotate images in a  
certain degree and then project the rotated image. Since the actual obtained tyre im-
ages are usually very large, the traditional projection algorithm will consume too 
much time and will then lead to lower detection efficiency. So we make use of a spe-
cial projection method, i.e., project the image along a series of given angles (see Fig. 
3). 
 

 
Fig. 3. The method of obtaining projection curve. (a) Projection principle; (b) An obtained 
projection curve. 

In Fig. 3, Oxy is the image coordinate system, the projection line is shown in the 
Fig. 3(a). P1 and P2 are two pixels in the image. The angle between projection line and 
abscissa (X-axis) is , the angles between P1 , P2 and abscissa are 1, 2, respectively. 
Draw two perpendicular lines from P1 and P2, the feet are H1 and H2, respectively. We 
aim to compute OH1 and OH2 so as to obtain the projection curve. The following  
formula can be used to compute OH. 

|OH1|=|OP1|cos(1)= |OP1|(cos cos1+ sin sin1) 
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Since cos1=x1/|OP1|, sin1=y1/|OP1|, So |OH1|= x1cos+y1sin, then 
|OH2|=|OP2|cos(2)=x2cos+y2sin. 

It is easy to see that the projection of each pixel is independent of the angle be-
tween the current pixel and the abscissa, and only depends on the projection direction. 
As of a pixel P(x, y), the projection can be computed by 

 
OH= xcos + ysin     (2) 

 

3.2 Analysis of Projection Curves 

We perform omni-directional projection for images of tread area sequentially from 1 
degree to 180 degree, and then we can obtain a series of projection curves. 

If the minimum projection interval angle is a, the error for crack angle will be a/2. 
We choose 2 degree as the minimum projection angle, so the error is 1 degree. Ac-
cording to (2), we sequentially project the images of tread area, and then we can ob-
tain 90 projection curves. After thorough observation and analysis, it is easy to see 
that there are three types of projection curves (see Fig. 4), 

 
Fig. 4. Three types of projection curves for interface open, which is obtained from three  
different projection angles 
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From Fig. 4 (a) and (c), it can be easily seen that there are obvious protrusions, 
which means that the data of protrusions is much higher than the neighborhood data. 
In the current paper, we call these protrusions as singular area, and the projection 
curves containing singular areas as singular curves. From Fig. 4 (b), the curve is rela-
tively flat with no singular area, and it shall be pointed out that most of the projection 
curves are of this type. Generally, it is impossible that the curves like Fig. 4 (c) can be 
found from the projection of tread area images in normal tyre without any defects. In 
the normal case, the projection curves can be classified into the following types for 
the normal tyre images of tread area, 

 

 
Fig. 5. The projection curves for tread area image in normal tyre 

From Fig. 5, we can see that the projection curves of normal tyre image are quieter 
and have no significant volatility in local area except the starting position and ending 
position, because the peaks and valleys at the starting position and ending position are 
caused by image boundaries. Therefore whether there are singular areas in projection 
curves can be taken as a judgment for the determination of cracks in tread area, since 
we can seldom see any projection curves similar to Fig. 4 (c) in normal tyre image. As 
of the projection curves similar to Fig. 4 (a), we will point out in Sec. 4 that it is hard 
to detect cracks from this kind of curves because of the texture regularity. 

In the current paper, the detection of cracks in tread area is consistent with the de-
tection of singular area in projection curves. 



 Crack Detection in Tread Area Based on Analysis of Multi-scale Singular Area* 209 

4 Singular Area Analysis Based on Wavelet Theory 

4.1 Multi-scale Decomposition of Projection Curves Based on Wavelet 
Transform 

Wavelet transform is a powerful tool for data analysis and a common method for 
feature extraction. In wavelet transform, multi-scale decomposition plays an impor-
tant role in signal analysis, which will be employed to analyze the projection curves 
of tread area image of tyre. 

In the scale space, the multi-scale decomposition of a signal can be considered to 
be a kind of smoothing in different scales. In the process of decomposition, the fluc-
tuations in different scales can be extracted successively. Thus, we can obtain the 
profile signal and the corresponding detail in different scales. With the increase of 
scale, the profile signal becomes clearer and clearer, which will bring convenience in 
the detection of the local prominent fluctuations of signal. 

Suppose f(t) is a one dimensional signal with limited energy, i.e., f(t)L2(R). The 
wavelet transform of f(t) is, 

, ,
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where a and  represent the scaling factor and the translational factor, respectively, a, 
 R, and a0. (t) is called the mother wavelet from which a series of wavelet func-
tions a,(t) can be generated by expanding and contracting the signal in scale and 
translating the signal in time, i.e., the wavelet basis, 
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With the change of translational factor, wavelet window moves along the time 
axis; with the change of scaling factor, the signal can be analyzed in different scales. 

In a sense, the wavelet transform of a signal is equivalent to filtering a signal by 
using a series of filters. For each scale, a profile signal and the corresponding detail 
signal can be obtained simultaneously, and the former corresponds to the signal of 
low frequency and can reflect the local fluctuations easily. So we detect singular area 
of projection curves by using the profile signals in different scales. We employ dis-
crete wavelet transform because the actual signals are in discrete form. 

The multi-scale decompositions of Fig. 2(a-1)’s projection curve 4(c) are shown as 
follows： 

We can easily see from Fig. 6 that the singular area and the local instability be-
comes more and more obvious with the increasing scaling factor, and it is the instabil-
ity and abnormal change in local area that makes up the basis of the detection of  
defects in tread area. 
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                       (a) a=0                (b) a=1 

 
                   (c) a=2      (d) a=3 

Fig. 6. The multi-scale decompositions of a projection curve 

4.2 Location of Curve Peaks and Valleys 

For projection curves, in order to analyze features and detect abnormal local singular 
areas correctly, the key is to determine the location of peaks and valleys of projection 
curves in different scales. 

In this paper, we propose an improved neighborhood comparison algorithm to de-
termine peaks and valleys. The traditional algorithm determines the maximum or the 
minimum of local area by means of the comparison of neighborhood data, which may 
cause non-extreme points near the peaks and valleys (see Fig. 7, the non-extreme 
points are marked in red circles), 

 
Fig. 7. Non-extreme points 
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In the case of non-extreme points, the following method is designed to determine 
peaks and valleys: 

      Xmax=max (Xi-r, Xi-r-1, ..., Xi, ..., Xi+r-1, Xi+r)    (5) 

      Xmax=min (Xi-r, Xi-r-1, ..., Xi, ..., Xi+r-1, Xi+r)    (6) 

The above two formulae are used to determine whether Xmax or Xmin is the extreme 
value in the local area centered at Xi, r is the neighborhood radius of the local area. If 
the current obtained the extreme value equals to the previous one, the current one 
shall be regarded as a new extreme point; otherwise, it shall be discarded. Experimen-
tal results show that this method can greatly reduce the non-extreme points and retain 
unrepeated extreme points. 

4.3 Acquisition of Local Energy Curves 

From the preceding discussion, we know the determination of cracks in tread area is 
consistent with the determination of singular area in projection curves, so how to 
sharpen the characteristics of singular area is the key of the defects defection. 

After the location of peaks and valleys of curve, how to describe the local singular-
ity becomes a key to detect defects. In this paper, peak density is defined as the num-
ber of peaks (valleys) per unit distance. High peak density means fast change and 
small interval of peaks (valleys), so a narrow window is enough to contain all the 
local changing data according to the relationship between the scaling factor of wave-
let transform and the time-domain analysis window. On the contrary, low peak densi-
ty means slow change and large interval of peaks (valleys), so a wide window is  
necessary to contain all the local changing data. Thus, peak density can well measure 
the fluctuation of local data and can be used to determine width of the analysis  
window of local data (see Fig. 8). 

 

 
Fig. 8. Analysis window of peak density 

As is shown in Fig. 8, we take the distance of three adjacent peaks (valleys) as a 
measure, obviously, d1>d2，d3>d4. The curve marked by d1 fluctuates slowly and has 
a lower peak density, so we choose a wide window; meanwhile the curve marked by 
d2 fluctuates fast and has a higher peak density, so we choose a narrow window. The 
relationship between the window and the peak density can be described as follows, 
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na


      (7) 

Where a is the analysis window,  is the peak density, n is the number of chosen 
adjacent peaks (valleys). 

It can be easily seen from the above analysis that the width of local analysis win-
dow changes with the peak density in real time: when the peak density increases, the 
window becomes narrow, whereas when the peak density decreases, the window 
wide. Now the question is how to reflect the local instability. Since the second mo-
ment can describe fluctuations of local data around its mean and can especially reflect 
the characteristics of singular area, e.g., the instability of local data, thus the second 
moment is taken to measure the changes of local data. 

For one-dimensional discrete signal, the second moment can be computed as fol-
lows (suppose there are K elements in the analysis window), 
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From (9), it is easy to see that the second moment is equivalent to the local energy, 
so we regard (9) as a local energy definition. Let n=3 in (7), then the local energy 
curves in different scales of image 2(a-1) and 2(b-1) can be computed by using the (8) 
and (9) (see Fig. 9 and Fig. 10), 

 

 

Fig. 9. Projection curves in different scaling factors (a)-(c) and local energy curves in different 
scaling factors (d)-(f) 
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Fig. 10. Projection curves in different scaling factors (a)-(c) and local energy curves in different 
scaling factors (d)-(f) 

From the above figures, apparent changes can be easily found in different scales at 
some specific locations in the local energy curves, i.e., the energy at these locations is 
much higher than the other locations. This indicates that there exist singular areas at 
these locations.  

Fig. 11 shows projection curves and local energy curves of a normal image in scal-
ing factor a=0 and 1. From Fig. 11, we can see that these curves change stably and 
smoothly and there is no intense fluctuation (except the starting position and ending 
position, the reason is that the peaks and valleys at the starting position and ending 
position are caused by image boundaries). So we can draw the conclusion that the 
proposed method in this paper can be used to determine the singular area in projection 
curves and then further to detect cracks in tread area. 

 

4.4 Singular Area Location in Local Energy Curve 

In order to further determine singular area, we make use of a synthetic energy curve 
by combining the energy curves in different scales (from 0 to 2) according to (10),  
 

                (10) 

 
where y0i, y1i and y2i represents the energy curves with length normalized in different 
scales, and yi represents the synthetic energy curve. Then the presence of singular area 
on the synthetic energy curve can be confirmed according to the energy information 
in multiple scales. 
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The synthetic energy curves of Fig. 2(a-1) and Fig. 2(b-1) are shown in Fig. 12. 
 

 
Fig. 11. Projection curves in different scaling factors (a)-(b) and local energy curves in differ-
ent scaling factors (c)-(d) 

 

Fig. 12. The synthetic energy curves of Fig. 2(a) and Fig. 1(b) 

From the synthetic energy curves, we find that the difference was very obvious be-
tween the maximum and the second maximum; the rest areas in the curves change 
stably and have no intense fluctuations. From the synthetic energy curve, it is easy to 
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see that the area with the maximum value corresponds to the so-called “singular” 
area. 

In this paper, the absolute difference between the maximum and the second maxi-
mum value in the synthetic curve is taken as a standard for determining a singular 
area, and the threshold is set to be 0.4, i.e., if the difference is greater than 0.4, the 
area corresponding to the maximum energy is taken as a singular area, otherwise, not. 

5 Crack Detection Based on Texture Regularity 

After the analysis of Omni-directional projection curves of tread area, we find that the 
curve with singular area can be detected by using the multi-scale decomposition of 
wavelet transform and the computing of local energy curves when the corresponding 
image contains crack, the orientation and the location of crack can be then easily ex-
tracted from the singular curve. The detected singular curves can be divided into two 
types (see Fig. 13), 
 

 
Fig. 13. Two types of projection curves containing singular area 

In Fig. 13, we can see that there are two peaks in (a) and there is only one peak in 
(b). From (a), we can easily deduce that there are at least two crack-like singular areas 
along the projection angle, and from (b), there is only one singular area along the 
projection angle. Generally, we can also see that the height and the width of the peaks 
in (a) are different from that in (b), so we use the following formula to describe the 
difference: 

 = h/w    (11) 
where h and w represent the height and width of peak, respectively. Since there are 
two peaks in Fig. 13 (a), we can obtain a1=ha1/wa1 and a2=ha2/wa2; there is only one 
peak in Fig. 13 (b), we obtain b=hb/wb. Obviously, a1<b, a2<b and wa > wb. It is 
easy to see that the width of singular area represent the width of crack and number of 
peaks represent the number of cracks. For actual tyre image, however, the probability 
that there are more than two parallel cracks is rather low. Generally, the width of a 
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crack is within 1cm~2cm (of course this depends on the actual resolution of images). 
In order to get good performance, we set the threshold =5 just by experience, i.e., 
only the peak with 5, we take it as a real singular crack, otherwise, not. Therefore, 
the singular areas shown in Fig. 13 (a) are in general not caused by cracks but by the 
texture of images, e.g., in Fig. 14 (a), two vertical white texture patterns may lead to 
the curve pattern corresponding to Fig. 13 (a). As a matter of fact, this method to 
detect real singular crack makes use of texture regularity of a tyre, i.e., we suppose the 
probability that there are more than two parallel cracks is rather low. 

Projection curves with singular areas caused by image texture can be excluded by 
using the characteristic of texture regularity, and only singular curves caused by real 
cracks will be retained. By the projection angle and the range of singular area in pro-
jection energy curves, we can easily find the orientation and location of a crack in the 
corresponding image. So cracks can be marked in tread area image with fairly high 
accuracy (see Fig. 14). 

 

 
Fig. 14. Result of crack detection in four images of tread area. 

At present we cannot find any image dataset of tread area for defects detection, and 
all the images used for defects detection are provided by Shandong Linglong Tire Co., 
Ltd. More than 800 images are tested in our experiment, and the results showed this 
method can detect cracks of tread area at an accuracy of 90%. 

The following cracks are the two main failure cases (Fig. 15), the first one is paral-
lel cracks (see a-1 and a-2), the second one is divergence (see b-1 and b-2). The first 
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case does not obey our assumption, the second may display weak peaks. These will be 
studied in our future research. 

 

 
(a-1)      (a-2) 

 
(b-1)       (b-2) 

Fig. 15. Two main failure cases. 

6 Conclusions 

We propose a method for the detection of cracks in tread area by analyzing singular 
area based on Hough transform and multi-scale decomposition of wavelet transform. 
Firstly, we make full use of the abnormal distribution characteristics of grayscale at 
cracks in tread area image, and obtain a series of projection curves based on Hough 
transform and Omni-directional projection, and then manage to convert the detection 
of abnormal distribution of grayscale into the detection of singular area. 

Secondly, we analyze the projection curves in different scales by means of wavelet 
transform. The key point is to compute the energy curves in different scales after the 
location of peaks and valleys in those curves and the automatic adjustment of window 
width according to the peaks density dynamically. The abnormal fluctuations of the 
energy curves in different scales are used to locate the singular area. 

Finally, we exclude the projection curves caused by normal regular texture, even 
though these curves contain singular areas. Only curves caused by real cracks are de-
tected for the determination of orientation and location of cracks. The experimental re-
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sults demonstrated the proposed approach is effective to detect cracks in tread area. 
However, this method needs the operation of image omni-directional projection, which 
may lead to high computational complexity. So it is very important to reduce complexity 
and improve detection efficiency in the future. 
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Abstract. Person re-identification is an important problem in auto-
mated video surveillance. It remains challenging in terms of extraction of
reliable and distinctive features, and matching of the features under differ-
ent camera views. In this paper, we propose a novel re-identification strat-
egy for person re-identification based on multiple image scaled framework.
Specifically, global features and local features are extracted separately in
different image scales. These two-scaled processing are constructed in a
cascaded system. We use semi-supervised SVM to obtain a similarity func-
tion for global features and a similarity function combining the spatial con-
straint and salience weight for local features. Experiments are conducted
on two datasets: ETHZ and our dataset with high resolution. Experimen-
tal results demonstrate that the proposed method outperforms the con-
ventional method in terms of both accuracy and efficiency.

Keywords: Person re-identification · Multiple scaled framework ·
Distance metrics

1 Introduction

Person re-identification across different views of cameras is a fundamental task
in automated video surveillance.Despite best efforts have been made in computer
vision area in the past years, person re-identification problem remains largely
unsolved. This is due to a number of reasons. First, the resolution of the current
monitored cameras is not high enough so that person verification relying upon
biometrics is infeasible and unreliable. Second, as the transition time between
disjoint cameras varies greatly from individual to individual with uncertainty, it
is hard to impose accurate temporal and spatial constraints. Third, the visual
appearance features, which are extracted mainly from the clothing and shapes
of people, are intrinsically indistinctive for matching people.

To solve the re-identification problem, discriminative and reliable signature
for the person is needed. The image can be described by color[1], shape[2, 3],
c© Springer-Verlag Berlin Heidelberg 2015
H. Zha et al. (Eds.): CCCV 2015, Part II, CCIS 547, pp. 219–228, 2015.
DOI: 10.1007/978-3-662-48570-5 21
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texture[3, 4, 5, 6], Haar-like representations[7], edges[3], interest points[8, 9, 10]
and image patches[4]. Since a single type of features is not powerful enough
to capture the subtle differences of all pairs of objects, multiple features are
combined here to make the person signatures more discriminative and reliable.
Bazzani et al.[1] and Cheng et al. [11]combined MSCR descriptors with weighted
Color Histograms, achieving state-of-the-art results on several widely used per-
son re-identification datasets.There are also some other research works on person
re-identification have been done to learn reliable and effective mid-level features.
Li et al. [12] proposed a deep learning framework to learn filter pairs, which
encode photometric transforms across camera views for person re-identification.
Zhao et al. [13] proposed a method to automatically learn discriminative mid-
level features without annotation of human attributes.

Conventional methods attend to seek the discriminative and reliable signa-
ture, after feature extraction, these methods simply choose a standard distance
measure such as L1 norm and L2 norm. However, under severe changes in viewing
conditions, extracting a set of features that are both distinctive and reliable is
extremely hard. Moreover, given that certain features could be more reliable than
others under a certain condition, applying a standard distance measure is unde-
sirable as it essentially treats all features equally without discarding bad features
selectively in certain matching circumstances. To overcome these shortcomings,
recent years researchers focus on the distance metric of person re-identification.
That is, given a set of features of each person image, they seek to quantify and
differentiate these features by learning the optimal distance measure that is most
likely to give correct matches. Gray et al. [4] combined spatial and color infor-
mation in an ensemble of local features by boosting. Prosser et al. [5] formulated
person re-identification as a ranking problem, and used ensembled RankSVMs
to learn pairwise similarity.Zheng et al. [14] formulate person re-identification
as a relative distance comparison learning problem in order to learn the optimal
similarity measure between a pair of person images.

This paper focuses on effectively using the benefits of high resolution images
and reducing the complexity in the foundation of improving the accuracy of re-
identification. To perform re-identification under the HD monitor cameras, we
propose a re-identification framework, in which global features and local features
are extracted respectively in different image scales based on their scale behav-
iours. Specifically, the global features are represented by the histogram whose
matching performance is not related to the image scale directly while the local
features perform better on the higher image scale since they need more feature
details to match. It is worth mentioning that our approach is performed under
special application scenarios, that is the scenarios monitored by HD cameras. So
we do not compare with the most advanced methods.

The contributions of this framework can be summarized in three-folds: First,
we propose a novel multiple scaled framework in which different features can be
extracted in proper image scales on their behaviors, so that the benefits of HD
monitor cameras can be exploited. Second, we use a cascaded system to improve
the efficiency of the system. Third, we use a new matching algorithm based
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on feature points, adding the color feature into the descriptor and combing the
spatial constraint and salience weight, which improves the accuracy of person
re-identification.

The rest of the paper is organized as follows: Section 2 describes the details
of the proposed framework which we refer to as Multiple Scale Re-identification
Framework (MSRF). Section 3 illustrates and analyzes the experimental results.
Finally, the main conclusions are summarized in Section 4.

2 Multiple Scale Re-identification Framework

Figure 1 shows a re-identification system under the HD monitor circumstances.
There are four steps in our framework. First, the global features are extracted on
low image scale. Second, we use semi-supervised SVM to get a match result and
choose the top k% as the filtered candidate. Third, local features are extracted
on high image scale. Forth, a local feature points based algorithm is used to
get another match result. Last,the match results obtained in the two-scaled
processing are added together to get the final ranking. In our experiments, the
low image scale is obtained with the down sampling factor 2 while the large scale
with the sampling factor 1.

Fig. 1. System structure of Multiple Scale Re-identification

2.1 Re-identification on Low Image Scale

The appearance of objects is usually characterized in three aspects, color, contour
and texture. Since a single type of feature is not powerful enough to capture the
subtle differences of all pairs of objects, color and contour are combined here to
make the person signatures more discriminative and reliable.

Color. Color histograms of the whole image region are widely used as global
features to match objects across camera views because they are robust to the
variations of poses and viewpoints. However, they also have the weakness that
they are sensitive to the variations of lighting conditions and photometric settings
of cameras and that their discriminative power is not high enough to distinguish a
large number of objects. Various color spaces such RGB, Lab, HSV and Log-RGB
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have been investigated and compared in [15]. Removing the lightness component
in the HSV color space can reduce the color variation across camera views and
we use this method to obtain color feature in our experiment.

Contour. Histogram of Oriented Gradients (HOG)[15]characterizes local shapes
by capturing edges and gradient structures. It is robust to small translations and
rotations of object parts.

In our experiments, the color feature and contour feature are concatenated to
form a new representation.The dimension of the histogram in each color channel
is 128 and the dimension of HOG histogram is 3528.

After the feature histograms have been extracted, the standard distance
measure such as L1 norm could be applied. The distance learning method like
RankSVM [5], RDC [14] could also be used according to the application circum-
stances. Here we use semi-supervised SVM to get a match result and choose the
top k% as the filtered candidate.Here is a brief introduction of the principle of
semi-supervised SVM. In order to exploit the unlabeled data, Bennett[16] cre-
ated a method to classify the unlabeled data based on the original support vector
machine. It is assumed that the unlabeled points are classified as Category 1,
and the classification accuracy is calculated. Then, the points are classified as
Category 2. Select the class that has the high classification accuracy.

The choice of k relates to the accuracy and complexity of the algorithm. If
k is too small,the number of samples for the following processing is small,which
will reduce the accuracy of the algorithm.If k is too large, the complexity will
be increased. Considering the accuracy and complexity, we choose k=30 here.

2.2 Re-identification on High Image Scale

Local features perform better on high image scale since they need more feature
details to match.Under the HD monitor circumstances, the image details could
be exploited, which will benefit the matching performance based on the texture
interest points. Traditional methods just extracted the texture feature of the
interest points, which were less discriminative and reliable. Here this paper pro-
posed an improved re-identification method based on the interest points, which
we called Local Salience Feature (LSF) method.

There are four steps in the re-identification. First, the interest points will be
extracted by the SURF operator. Second, in the center of each interest point, a
patch is extracted. Then the color histogram will be extracted from the patch.
Color histogram and contour histogram are concatenated to form a new repre-
sentation. Third, the location of each point is considered to make the matching
process more effective. Finally, the salience weight of each point is learned to
make the re-identification more reliable.

Feature Extraction. In the center of each interest point, a patch will be
extracted. A LAB color histogram is extracted from each patch. For the pur-
pose of combination with other features, all the histograms are L2 normalized.
To handle viewpoint and illumination changes, SURF descriptor[17]is used as
a complementary feature to color histograms, which are also L2 normalized. In
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our experiments, the parameters of feature extraction are as follows: patches
of size 10x10 pixels.128-bin color histograms are computed in L, A, B channels
respectively. And in each channel, SURF features produces a 128 feature vector
for each interest points. In a summary, each patch is finally represented by a
discriminative descriptor vector with length 128x3+128 =512.

Spatial Constrain. The distance of pairwise person could be converted to
compute the distance of pairwise interest point set. The greedy algorithm [18]
will be applied in our experiment. For each point of the target, we will find the
corresponding one which has the shortest distance with it in the candidate point
set. For each point pair, in order to deal with the misalignment in the matching
process, we also compute the distance of the locations of the features with the
Euclidian distance. The final ground distance between two interest points is
shown in Eq.1.

D (xA, xB) = FD (xA, xB) + α × ED (xA, xB) (1)

Where α is a weighting parameter, FD is the distance of the feature vector,
L1 norm is applied in our experiments, ED is the Euclidean distance, and x is
the location of the centroid of the point. It is worth mentioning that several
distance measures were considered, and experiments showed the effectiveness of
the proposed combination of distances.

As suggested in [15], aggregating similarity scores is much more effective than
minimizing accumulated distances, especially for those misaligned or background
points which could generate very large distances during matching. By converting
to similarity, their effect could be reduced. We convert distance value to similarity
score with the Gaussian function:

s (xA, xB) = exp

(
−D (xA, xB)2

2

)
(2)

Salience Weight. Each interest point of a person has certain information, so
different point has different identify power in the matching process. According
to [19], KNN method could be applied to learning the salience weight of the
interest points. We could get the following function:

Xnn

(
xi
A,p

)
=

{
x|arg max

xj
B,q∈{Bq}

s
(
xi
A,p, x

j
B,q

)
, q = 1, 2, ..., NB

}
(3)

Where the interest point in target image is represented as xi
A,p, where (A, p)

denotes the p-th image in camera A and i denotes the point index in set. The
interest point in candidate image is represented as xj

B,q, where (B, q) denotes
the q-th image in camera B and j denotes the point index. {Bq} means the
candidate set under camera B. s is the similarity score function in Eq.2. NB is
the candidate number.
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We apply a similar scheme in [19] for each test point, and the KNN distance
is utilized to define the salience score:

w
(
xi
A,p

)
= D

(
xi
A,p,Xnn

(
xi
A,p, k

))
, k =

NB

2
(4)

Where D denotes the distance of the k-th nearest neighbor. If the distribution
of the reference set well reflects the test scenario, the interest point could only
find limited number of visually similar neighbors. More details about the salience
learning method could be found in [19][2].

Then we could get the similarity of two point sets by the following equation.

sim (xA,p, xB,q) =
|xA,p|∑

i=1

w
(
xi
A,p

) · s
(
xi
A,p, x

j
B,q

)
(5)

a) Reidentification Scenario and Dataset of ETHZ

b) Reidentification Scenario and Dataset of Square

c) Reidentification Scenario and Dataset of Road

Fig. 2. Example images of different datasets used in our evaluation.The first column
denotes the scenario and the rest columns denote image pairs of the same person.a)
ETHZ,b) our dataset on square,c) our dataset on road
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3 Experimental Results

3.1 Experiment 1

In this experiment, we evaluated the accuracy of the proposed strategy. We
evaluated our approach on the public ETHZ dataset. The results are shown
in standard Cumulated Matching Characteristics (CMC) curve [19]. A rank r
matching rate indicates the percentage of the p images with correct matches
found in the top r ranks against the p gallery images. Rank 1 matching rate is
thus the correct matching/recognition rate. Note that, in practice, although a
high rank 1 matching rate is critical, the top r ranked matching rate with a small
r value is also important because that the top matched images will normally be
verified by a human operator. We also apply our method on two real HD monitor
circumstances. Both ETHZ and real dataset are shown in Fig. 2.
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Fig. 3. Re-identification Result of ETHZ Dataset

Table 1. Matching rate(%) of Different Methods on ETHZ Dataset

ETHZ Dataset

Methods r=1 r=2 r=3 r=4 r=5

MSRF 90.00 96.00 98.00 100.00 100.00

BGR[15] 62.00 76.00 82.00 88.00 92.00

HS[15] 62.00 88.00 92.00 96.00 100.00

LAB[15] 66.00 86.00 92.00 98.00 100.00

HOG[18] 70.00 80.00 90.00 92.00 92.00

SIFT[18] 46.00 56.00 58.00 62.00 64.00

LSF 72.00 80.00 86.00 86.00 92.00

ETHZ Dataset. This dataset contains video sequences captured from moving
cameras. It contains a large number of different people in uncontrolled conditions.
With these video sequences, we get 50 pairwise people images for evaluation.
All image samples are normalized to 128x64 pixels. Traditional methods like
appearance-based methods[15]are compared here.
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As shown in Fig. 3 and Table 1, our approach outperforms other methods
based on single feature because that the MSRF method exploits the benefits of
the HD images and multiple features are combined in our framework. The ETHZ
is not a very challenging dataset,so we evaluate our method on two real monitor
circumstances with different challenges.

Square and Road Dataset. The square datasets were captured from a rail-
way station by two non-overlapping cameras. We collected 101 pairwise people
images under each monitor circumstance for evaluation. All image samples are
normalized to 128x64 pixels. Traditional methods like appearance-based meth-
ods[15]are compared here.
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Fig. 4. Re-identification Result of Real Monitor Dataset

Table 2. Matching rate (%) of Different Methods on Different Datasets

Square scenario Road scenario

Methods r=1 r=5 r=10 r=20 r=1 r=5 r=10 r=20

MSRF 72.28 88.12 92.79 96.04 63.72 77.45 84.31 92.15

BGR[15] 45.54 70.30 78.22 89.11 22.55 47.06 66.67 78.41

HS[15] 44.55 63.37 74.26 83.17 36.27 59.80 79.41 86.27

LAB[15] 44.55 68.32 78.21 89.11 21.57 50.00 67.64 79.41

HOG[18] 64.36 76.24 84.16 88.12 39.21 53.92 69.61 84.31

SIFT[18] 55.45 65.35 73.27 82.18 24.72 36.49 50.21 71.78

SURF[18] 56.44 70.30 79.21 83.17 24.90 40.69 74.51 75.00

LSF 57.56 71.28 81.19 90.10 32.35 54.90 70.59 80.39

As shown in Fig. 4 and Table 2, our approach outperforms other methods
based on single feature, especially when r is small. This is because the MSRF
method exploits the benefits of the HD images and multiple features are com-
bined in our framework. Images have a range of variations in human appearance
and illumination under the real monitor circumstances, which made single fea-
ture less discriminative and reliable. In our framework, multiple features will
have more identify power which benefited the re-identification result. Moreover,
the local feature extracted on the high scale can get more feature details, which
made the match result more reliable.
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3.2 Experiment 2

In this experiment, we evaluated the high efficiency of the proposed strategy.
Table 3 gives the cost of different algorithms. The hardware platform is Intel
i7, 3.4GHz, 4GB RAM. Each algorithm is conducted on 101 pairwise people
images and there are 10210 comparison operations in our experiments. It can be
seen that the algorithms based on statistical characteristics have low complexity
because the number of distance calculations is small. While the local feature
algorithms need to conduct matching operation for each feature point. For there
are M feature points extracted from one pedestrian image and N feature points
from another pedestrian image, the computation cost is O(MN). In the proposed
strategy, firstly we use the statistical characteristics based algorithm to obtain
the selected candidates. And then we use the local feature points based algorithm
to recognise the selected candidates. These two steps can reduce the complexity.

Table 3. Time Cost Result of Different Methods

Methods COLOR CONTOUR SURF LSF MSRF

Cost Time(ms) 14992 71480 842046 842311 307806

4 Conclusions

In this paper, we propose a new re-identification framework based on the multiple
scaled framework to perform re-identification under the HD monitor cameras.
Global features and local features are extracted separately in different image
scales based on their scale behaviours. Specifically, the global features are rep-
resented by the histogram whose matching performance is not related to the
image scale directly, while the local features perform better on the higher image
scale since they need more feature details to match. In our framework, firstly we
use the statistical characteristics based algorithm to obtain the selected candi-
dates. And then we use the local feature points based algorithm to recognise the
selected candidates. Experimental results demonstrate that the proposed method
outperforms the conventional method in terms of re-identification accuracy and
efficiency.

Acknowledgments. This research is supported by STCSM (No.10231204002,
No.11231203102),NSFC (No.61171172) and the Innovation Research Group Project
of National Natural Science Foundation of China(No.61221001).

References

1. Bazzani, L., Cristani, M., Murino, V.: Symmetry-driven accumulation of local
features for human characterization and re-identification. Comput. Vis. Image
Underst. 117(2), 130–144 (2013)



228 H. Yang et al.

2. Oreifej, O., Mehran, R., Shah, M.: Human identity recognition in aerial images. In:
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition
(2010)

3. Schwartz, W., Davis, L.: Learning discriminative appearance based models using
partial least squares. In: Brazilian Symposium on Computer Graphics and Image
Processing (2009)

4. Gray, D., Tao, H.: Viewpoint invariant pedestrian recognition with an ensemble
of localized features. In: Proceedings of the European Conference on Computer-
Vision, pp. 262–275 (2008)

5. Prosser, B., Zheng, W., Gong, S., Xiang, T.: Person re-identification by support
vector ranking. In: Proceedings of the British Machine Vision Conference (2010)

6. Zhang, Y., Li, S.: Gabor-LBP based region covariance descriptor for person re-
identification. In: International Conference on Image and Graphics, pp. 368–371
(2011)

7. Bak, S., Corvee, E., Bremond, F., Thonnat, M.: Person re-identification using
haar-based and DCD-based signature. In: Proceedings of International Workshop
on Activity Monitoring by Multi-camera Surveillance Systems (2010)

8. Gheissari, N., Sebastian, T., Tu, P., Rittscher, J., Hartley, R.: Person reidentifi-
cation using spatiotemporal appearance. Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition 2, 1528–1535 (2006)

9. Kai, J., Bodensteiner, C., Arens, M.: Person re-identification in multi-camera net-
works. In: Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognitio Workshops, pp. 55–61 (2011)

10. Zheng, W., Gong, S., Xiang, T.: Associating groups of people. In: Proceedings of
British Machine Vision Conference (2009)

11. Cheng, D., Cristani, M., Stoppa, M., Bazzani, L., Murino, V.: Custom pictorial
structures for re-identification. In: Proceedings of British Machine Vision Confer-
ence (2011)

12. Li, W., Zhao, R., Xiao, T., Wang, X.: Deepreid: Deep filter pairing neural network
for person re-identification. In Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition (2014)

13. Zhao, R., Ouyang, W., Wang, X.: Learning midlevel filters for person reidentifi-
cation. In: Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition (2014)

14. Zheng, W.S., Gong, S., Xiang, T.: Reidentification by relative distance compari-
son. IEEE Trans. Pattern Anal. Mach. Intell. 35, 653–668 (2013)

15. Wang, X., Doretto, G., Sebastian, T., Rittscher, J., Tu, P.: Shape and appear-
ance context modeling. In: Proceedings of the IEEE International Conference on
Computer Vision (2007)

16. Bennett, K., Demiriz, A.: Semi-supervised support vector machines. In Advances
in Neural Information Processing Systems 11 (1998)

17. Bay, H., Tuytelaars, T., Van Gool, L.: SURF: speeded up robust features. In:
Proceedings of the European Conference on Computer Vision, pp. 404–417 (2006)

18. Doretto, G., Sebastian, T., Tu, P.H., Rittscher, J.: Appearance-based person rei-
dentification in camera networks: problem overview and current approaches. J.
Ambient Intell. HumanizedComput. 2(2), 127–151 (2011)

19. Zhao, R., Ouyang, W., Wang, X.: Unsupervised salience learning for person re-
identification. In: Proceedings of the IEEE International Conference on Computer
Vision and Pattern Recognition (2013)

20. http://www.vision.ee.ethz.ch/aess/dataset/

http://www.vision.ee.ethz.ch/ aess/dataset/


© Springer-Verlag Berlin Heidelberg 2015 
H. Zha et al. (Eds.): CCCV 2015, Part II, CCIS 547, pp. 229–236, 2015. 
DOI: 10.1007/978-3-662-48570-5_22 

Aesthetic Image Classification Based on Multiple  
Kernel Learning 

Ningning Liu1, Xin Jin2(), Hui Lin1, and De Zhang3 

1 School of Information Technology and Management,  
University of International Business and Economics,  

Beijing 100029, People’s Republic of China 
ningning.liu@uibe.edu.cn, linhuivicky@foxmail.com 

2 Department of Computer Science and Technology,  
Beijing Electronic Science and Technology Institute,  

Beijing 100070, People’s Republic of China 
jinxinbesti@foxmail.com 

3 Department of Automation,  
Beijing University of Civil Engineering and Architecture, Beijing 100044, China 

zhangde@bucea.edu.cn 

Abstract. Aesthetic image classification aims at predicting the aesthetic quality 
of photos automatically, i.e. whether the photo elicits a high or low level of af-
fection in a majority of people. To solve the problem, one challenge is to build 
features specific to image aesthetic perceptions, and another one is to build ef-
fective learning models to bridge the “semantic gap” between the emotion re-
lated concepts and the extracted visual features. In this paper, we present an ap-
proach for aesthetic image classification based on Multiple Kernel Learning 
(MKL) method, which seeks for maximizing the classification performance 
without explicit feature selection steps. The experiments are conducted on a 
large diverse database built from online photo sharing website, and the results 
demonstrated the advantages of MKL in terms of feature selection, classifica-
tion performance, and interpretation, for the aesthetic image classification task. 

Keywords: Aesthetic quality · Image classification · Multiple kernel learning 

1 Introduction 

Aesthetics is a sub discipline of philosophy and axiology dealing with the nature of beau-
ty, art, and taste. The assessment or prediction of aesthetic value in images is considered 
to be of subjectivity and universality. The subjective feature suggests that the judgment 
relies on individual personal feelings, and there is no single agreement on what it exactly 
belongs to. In contrast, the universality indicates that certain features in photographic 
images are believed to please humans more than others. In conclusion, though the evalua-
tion of beauty and other aesthetic qualities of photographs is highly subjective, still they 
have certain stability and generality across different people and cultures as a universal 
validity to classify images in terms of aesthetic quality [2]. Figure 1 shows two photos 
from an online website, and according to the ratings by web users, it is confirmed that the 
photograph (b) can inspire higher aesthetic feelings than the left one (a) for most people. 
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There could be many applications making use of an algorithm for photo quality as-
sessment. For example, a search engine can merge a photo aesthetic factor into its 
ranking stage to get most relevant and better looking photos. An advertiser can make 
a choice referring to the most beautiful photos selected by the aesthetic quality as-
sessment tools. Photo management solutions, like Picasa and iPhoto, can analyze the 
quality of one’s holiday snapshots and automatically present the best ones. 

Research in the field of aesthetic image classification focuses on designing repre-
sentation from various aspects, e.g., color, composition, lighting, and subjects. Re-
cently, the impressive work made by R. Datta [2], Y. Ke [3] and M.Nishiyama et al. 
[4] have made a progress to this important issue. R. Datta [2] proposed 56 features 
based on the 'rules of thumb in photography'. Classification and linear regression on a 
community-based database showed that there is a significant correlation between 
various visual properties of photographs and their aesthetics ratings. Y. Ke [3] firstly 
proposed high level features based on a group of principles, including simplicity, 
realism and basic photographic technique, and the test provided a classification rate of 
72% on a database. M. Nishiyama assess the aesthetic quality of a photo based on 
color harmony feature, namely ‘bags-of-color-patterns, and their results show that the 
performance of aesthetic image classification is improved by combining our color 
harmony feature with blur, edges, and saliency features. Meanwhile, there also other 
people [5, 6] simply employed the traditional low-level color, shape and texture  
features. Above works have designed various visual representations to characterize 
beauty in the form of photo art, but without considering the classifier or combination 
at all. For example, the authors in [2] use 5 cross-validation SVM accuracy score to 
rank and then select the top 15 descriptive features from the 56 proposed feature set, 
which requires explicit cross-validation steps for selecting features while optimizing 
the classifier parameters, and thus suffers from heavy computational complexities. 

 

 
                  (a)                                      (b)                           

Fig. 1. Example photos (a) and (b) received an average aesthetic rating of 2.4 from 222 votes 
and of 8.6 from 137 votes from a photo sharing website [6] respectively.  

In this paper, we study the aesthetic image classification by applying multiple 
kernel framework, which can learns the feature representation weights and corres-
ponding classifier in an intelligent way simultaneously. The main contributions of 
this paper included: (1) we investigate and implement visual features related to 
aesthetics, and also propose mid-level features to describe the dynamism and  
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harmony in a photo; (2) we build a MKL scheme to perform aesthetic image classi-
fication, and received a good performance compared to the state-of-the-arts.  

The rest of this paper is organized as follows: Section 2 introduces the image fea-
tures used in this paper. Section 3 introduces our MKL framework for the aesthetic 
image classification. In Section 4, the experimental setup and results are reported. 
Finally, the conclusion and future work are presented in Section 5. 

2 Image Features for Aesthetic Classification  

Image feature extraction is a key issue for concept recognition in images. Features should 
be designed to carry sufficient information to be able to recognize the different concepts. 
In this paper, we complement low-level visual features based on color, texture and shape 
with higher level features such as color harmony and dynamism. Moreover, we make use 
of features based on aspects of a photograph appealing from a population and statistical 
standpoint [2], as well as representations based on perceptual factors that distinguish 
between professional photos and snapshots [3], and the aesthetic features based on color 
harmony [4]. The list of the features is given in Table 1. 

2.1 Color, Texture and Shape  

Studies have shown that the HSV (Hue, Saturation, and Value) color space is more 
related to human color perception than others such as traditional RGB. Moreover, 
different colors have different emotional meanings. Indeed, red is associated with 
happiness, dynamism and power whereas its opposite color, green, is associated with 
calmness and relaxation [7]. In this paper, different methods based on HSV color 
space are employed to describe color contents in images such as moments of color, 
color histograms.  

The spatial gray-level difference statistics, known as co-occurrence matrix, can de-
scribe the brightness relationship of pixels within neighborhoods, and the local binary 
pattern (LBP) descriptor is a powerful feature for image texture classification. In this 
paper, these texture features are employed to contribute to aesthetic quality assessment. 

Studies on artistic paintings have brought to the fore semantic meanings of shape 
and lines, and it is believed that shapes in a picture also influence the degree of aes-
thetic beauty perceived by humans [7]. Therefore, we make use of the Hough trans-
form to build a histogram of line orientations in 12 different orientations.  

2.2 Mid-Level 

According to Itten's color theory [7], color combinations can produce effects such as 
harmony, non-harmony, calmness and excitation. Indeed, visual harmony can be obtai-
ned by combining hues and saturations so that an effect of stability on human eye can be 
produced. Itten has proposed to organize colors into a chromatic sphere where contrast-
ing colors have opposite coordinates according to the center of the sphere. In case of 
harmony, color positions on Itten sphere are connected thanks to regular polygons. 
Therefore, by projecting the dominant image colors into the sphere and by comparing the 
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distance between the polygon center and the sphere center, a value characterizing the 
image harmony can be obtained. At last, we extract the harmony features in 11 parts by 
dividing the image in (1, 2x2, 1x3, 3x1) sunblock’s and concatenate them into one fea-
ture vector, by this way, it can include the spatial information.  

Table 1.Summary of the features in this work. 

Category Feature name # Short Description 

Color 
Color moments 144 Three central moments (Mean, Standard devia-

tion and Skewness) on HSV channels. 

Color histogram 64 43 = 64 bin histogram is created based on each 
HSV channel.

Texture 

Grey level 
Co-occurrence 

matrix 
16 

GLCM, described by Haralick (1973), defined 
over an image to be the distribution of co-
occurring values at a given offset. 

Local binary 
pattern(LBP) 256

A compact multi-scale texture descriptor analy-
sis of textures with multiple scales by combin-
ing neighborhoods with different sizes.  

Shape Histogram of 
line orientations 12 12 different orientations by using Hough trans-

form 

Mid-level 

Harmony 11 Try to describe color harmony of images based 
on Itten's color theory [7]. 

Dynamism 11

The ratio of oblique lines against horizontal and 
vertical ones. Indeed, oblique lines communi-
cate dynamism and action whereas horizontal 
or vertical lines rather communicate calmness 
and relaxation.  

Others 

Y. Ke 5 

Features by Y. Ke [3] were chosen to measure 
criteria including: spatial distribution of edges, 
color distribution, hue count, blur, contrast and 
brightness.  

R.Datta 44

Features by R. Datta [2] including: exposure of 
light and colorfulness, saturation and hue, the 
rule of thirds, familiarity measure, wavelet-
based texture, size and aspect ratio, region 
composition, low depth of field indicators, 
shape convexity. Note that we implement most 
of the features (44 of 56) except those (some 
from familiarity measure and Region composi-
tion) that are related to IRM (integrated region 
matching) technique [4]. 

M. Nishiyama 200

Features by M. Nishiyama [4] namely “bags-of-
color-patterns” based on the photo’s color har-
mony the sum of color harmony scores com-
puted from the local regions of a photograph is 
closely related to its aesthetic quality. 
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Lines also carry important semantic information in images: oblique lines commu-
nicate dynamism and action whereas horizontal or vertical lines rather communicate 
calmness and relaxation. To characterize dynamism in images, the ratio is computed 
between the numbers of oblique lines with respect to the total number of lines in an 
image. At last the dynamism features are obtained by extracting in 11 parts just as the 
harmony feature. 

3 MKL for Image Aesthetic Classification 

MKL refers to set methods that learn an optimal linear or non-linear combination of a 
predefined set of kernels. The reasons we build our image aesthetic classification 
based on MKL include: a) the ability to select an optimal kernel and parameters from 
a larger set of kernels, without an explicit feature selection step and b) combining data 
from different types of feature (e.g. color and texture) that have different notions of 
similarity and thus require different kernels. Moreover, instead of creating a new ker-
nel, multiple kernel algorithms can be used to combine kernels which are already 
established for each individual features. All of these can improve the classification 
performance and makes the interpretation of the results straightforward. MKL has 
earlier been applied for visual object classification in [9], and we are the first to intro-
duce it into image aesthetic classification. Our experimental results demonstrate the 
advantages of the MKL framework in image aesthetic classification. 

According to the works [10, 12], we employ the Lasso MKL as our kernel learning 
method for it’s simple and efficient. The algorithm formulates an alternating optimi-
zation method and updates the kernel weights η௠as follows: 

                           η݉ ൌ ԡ߱݉ԡ2∑ ฮ݄߱ฮ2݄ܲൌ1                        (1) 

where ԡ߱௠ԡଶ ൌ η௠ଶ ∑ ∑ ௝௠ሻே௝ୀଵே௜ୀଵݔ௜௠ݔ௝K௠ሺݕ௜ݕ௝ߙ௜ߙ  is from the duality conditions. K௠ denotes the kernel function calculated on the ݉th feature representation.  ܲ is 
the number of kernels or feature representations ( ܲ  = 10 in our case),  and ∑ η௠௉௠ୀଵ = 1.  

After updating the kernel weights in equation (1), the algorithm then solves a clas-
sical SVM problem by maximizing SVM dual formulation with the combined kernel K ൌ ∑ η௠K௠௉௠ୀଵ  as follows:                            ܹሺߙሻ ൌ ∑ ௜ߙ െ ଵଶ ∑ ,௜ݔ௝Kሺݕ௜ݕ௝ߙ௜ߙ ௝ሻே௜,௝ୀଵே௜ୀଵݔ               (2) 

subject to the constraints:  0 ൑ ௜ߙ ൑ for all  i ܥ ൌ 1, … , N and ∑ ௜ே௜ୀଵݕ௜ߙ ൌ 0, where ܥ is the regularization parameter and ݕ௜  is the label (±1) of training sample ݔ௜. The 
two steps alternate until convergence. 
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4 Experiments and Results 

4.1 Database  

Previously, due to copyright restrictions, there is few public available database for 
photo aesthetic quality analysis. An exception is the preliminary work in [2] where 
photos have been collected from three Web-based sources [5, 6], in which photos 
have been rated by users of its community. Unfortunately, becasue photographs have 
been removed, it is hard to collect the same dataset as R. Datta [2] (about 15% has 
changed). Therefore, we have chosen to build a large and diverse training and testing 
database based on the Web source DPChallenge.com [6], which was created in Janu-
ary 2002 by Drew Ungvarsky and Langdon Oliver. To date, 180,255 users have sub-
mitted 318,599 photographs to 2086 challenges. Thus, we have collected a total of 
60000 photographs by random crawling. Each photo is rated by at least 115 users with 
a mean average of 185 users, and the mean scores of all images are 5.6 with a std. 
dev. of 0.72. Figure 2 shows the distribution of average score and number of ratings. 
In order to reduce noise in the experiments, the top 10% and bottom 10% mean score 
of the photos were chosen and assigned as high and low aesthetic quality photo set 
respectively. From each set, half of the photos (3000) were used for training and the 
other half for testing. Some of the photos, especially the high quality ones, contain 
borders which we removed using a simple color counting algorithm in order to reduce 
bias in our results. 

    
(a)                                (b) 

Fig. 2. The distribution of mean score (a) and number of ratings (b). 

4.2 Results 

Experimental Setup. Our experiments are conducted as follows: Firstly, for each set, 
half of the photos (3000) were used for training and the other half for testing. To obtain 
the ground truth labels for the SVM classifier, we adopt the top 10% photos as the posi-
tive class, whereas those with bottom 10% are treated as the negative class. We conduct 
experiments in order to (1) compare visual features that show correlation with communi-
ty-based aesthetics scores. For this, SVM is run 20 times per feature, and using a 5-fold 
cross-validation; (2) build a classification model based on MKL such that there is no 
need to select features and generalization performance is near optimal. For the MKL 
parameters, we set the regularization parameter ܥ  as  ܥ ൌ 1 , the kernel width ݏ ൌ ,ܦ√2  is the feature dimension size and the alternating iterations for inference as ܦ
20 times.  
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that it jointly learns the feature weights and the corresponding classifier, by seeks for 
maximizing the classification performance without explicit feature selection steps. 
The experiments are conducted on a large diverse database built from online photo 
sharing website, and the results demonstrated the advantages of MKL in terms of 
feature selection, classification performance, and interpretation, for the aesthetic im-
age classification task.  

In future works, we believe that following effort can further enhance the perfor-
mance: (1) proposing higher level visual features by combing visual saliency informa-
tion, which indicated the region of interesting (ROI) in the image, (2) investigating 
the photograph metadata such as exposure time, aperture and ISO, and (3) introducing 
effective combination or regression techniques such as, the evidence theory and 
sparse logistic regression methods. 
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Abstract. Eye detection is an important step for a range of applications
such as iris and face recognition. For eye detection in practice, speed is
as equally important as accuracy. In this paper, we propose a super-fast
(1000 fps on a general PC) eye detection method based on the label
map of the raw image without face detection. We firstly produce the
label map of a raw image according to the coordinates of its bounding
box . Then we train a stacked denoising autoencoder (SDAE) which is
specifically designed to learn the mapping from the raw image to the
label map. Finally, through an effective post-processing step, we obtain
the bounding boxes of two eyes. Experimental results show that our
method is about 2,500 times faster than the deformable part-based model
(DPM) while maintaining a comparable accuracy. Also, our method is
much better than the popular LBP+Cascade model in terms of both
accuracy and speed.

Keywords: Eye detection · Autoencoder · Label map

1 Introduction

As a challenging problem in computer vision, eye detection has attracted increas-
ing attention in recent years due to its importance in some real applications such
as iris and face recognition. Eye detection aims to solve the problem of getting
the accurate position of eyes in a given image. Great achievements have been
made on the accuracy of object detection over the past years [2] [3] [7] and these
methods could be directly utilized to eye detection.

However, when facing truly practical problems, we find that few methods can
run at a fast speed and keep a high accuracy at the same time. On one hand,
despite of the great accuracy achieved by many recently proposed methods such
as DPM [2] and RCNN [3], they usually rely on tools of high performance com-
puting (HPC) for the demand of real-time detection. Sometimes, even though
the HPC technology is adopted, the speed still cannot meet the requirements in
applications such as on the embedded devices. On the other hand, traditional
methods like LBP+Cascade can run in real time, but their detection accuracy
is usually not satisfactory.
c© Springer-Verlag Berlin Heidelberg 2015
H. Zha et al. (Eds.): CCCV 2015, Part II, CCIS 547, pp. 237–246, 2015.
DOI: 10.1007/978-3-662-48570-5 23
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In this paper, we propose a novel method based on the label map to address
fast and accurate eye detection. To obtain great acceleration, we adopt SDAE [14]
to learn the mapping from raw image to label map image, which can be very fast
in testing because SDAE needs only a few times of matrix multiplication.

Label map has been proposed in [8] for face parsing. Our method differs
from that in two aspects. Firstly, the method in [8] deals with the face parsing
problem, so the label map needs segmentation for each pixel. However, our task
is specific object detection and the label map with the location of the bounding
box is enough, which means traditional object detection datasets can be directly
utilized to train our model. Secondly, face parsing in [8] needs the face detection
results as the input. In our approach, to avoid the use of face detector, we adopt
a different strategy called patch based label map training. This strategy ensures
getting the whole label map with a high accuracy, at the same time at a super-
fast speed.

The major contributions of this paper are summarized as follows:

1) We propose a novel method based on the label map for reliable eye detection,
which avoids the time-consuming face detection. It is robust to illumination
changes, non-rigid deformation, incomplete object and partial occlusion.

2) We specifically design a SDAE model to learn the mapping from a raw image
to the label map, and propose a patch based label map training strategy to
effectively train the SDAE model.

3) Our approach is about 2,500 times faster than DPM while maintaining a
similar accuracy and is much better than the LBP+Cascade model in terms
of both accuracy and speed, which gives the potential for our approach to be
used in computing-limited scenarios such as the embedded mobile devices.

2 Related Work

The work proposed in this paper is related to object detection and deep learning.
We simply introduce some related work as follows.

Object Detection. Object detection has long been studied and attracted
increasing attention in recent years. As for dealing with real-time tasks such
as face detection in videos, LBP+Cascade [7] might be one of the most mature
methods and has been proved very effective in common use. Deformable part
based model (DPM) proposed in [2] is another milestone because of its high
detection accuracy. Both LBP+Cascade and DPM in essence are the sliding
window based methods.

These methods first turn an image into a large amount of image windows
by slidingly sampling windows in the image pyramid. Then features (LBP in
LBP+Cascade and HOG in DPM) are extracted from each window and clas-
sified by a category specific classifier (Cascade in LBP+Cascade and Latent
SVM in DPM). Finally through a post-processing method named non-maximum
suppression (NMS) [2], a bounding box surrounding the specific object can be
obtained. Sliding window based methods turn out to be effective in some object
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detection tasks such as face detection [7], pedestrian detection [2]. A main prob-
lem for sliding window based methods is the large amount of image windows.
Especially, when objects in an image have a large range of size variance, to guar-
antee a high recall, the number of layers in the image pyramid should be larger
and the stride between two windows should be smaller, which will produce a
huge number of image windows. Classifying these image windows will be quite
time-consuming. Our method adopts a label map based measure which avoids
constructing the image pyramid, and thus significantly reduces the number of
image windows (Section 3).

Deep Learning. The deep learning technology, with its strong representation
learning capacity, has been utilized to deal with various computer vision prob-
lems and great success has been achieved in many areas such as image classifi-
cation [6] [11] and object detection [3]. There are different deep learning models
that have been proposed, such as DBN [5], Autoencoder [10], Convolutional Neu-
ral Network (CNN) [6]. Among all these models, CNN may be the most widely
used, but its high computing cost is the biggest obstacle in real-time scenarios.
Autoencoder (AE) is trained in an unsupervised manner by setting the output
equal to the input. Lots of variants of AE have been developed in recent years
such as denoising AE(DAE)[12], dropout AE [10], sparse AE [9] and stacked
AE (SAE) [13]. AE has its own advantage that all it needs is just a few times
of matrix multiplication, which leads to a super-fast forward propagating speed
when testing.

3 Our Method

In this section, we detail our method. The whole framework includes three parts:
data preparation, SDAE training and bounding boxes acquisition. We explain
each part one by one below. More implementation details will be further intro-
duced in Section 4.

3.1 Data Preparation

Two key problems we should solve before training a SDAE are 1) how to get the
label map from traditional object detection datasets and 2) how to ensure we
have enough data to effectively train the SDAE.

Getting Label Map. Unlike the method in [8], we do not need accurate label
map with the segmentation for each pixel during training. Traditional object
detection datasets can be directly used in our framework. In particular, we just
utilize the size of the input image and the labeled bounding box to create a
binary image with the same size. As shown in Fig. 1, we set the value of pixels
in the bounding box to one and other pixels to zero, and thus get the label map
used in our method.
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Fig. 1. (a) is an original image with bounding boxes and (b) is the corresponding label
map. (c) is an image without the target object and (d) is the corresponding label map.

Patch Based Label Map Training. In our method, instead of first performing
face detection as some other methods do, we directly perform eye detection on
the whole input image. But training a SDAE with the whole image as input is
proved to be unreasonable. For example, although the input image is 480x268, we
experimentally find that the size of 80x44 is almost the limit to guarantee good
performance. A simple AE with such a size will have ten millions of parameters.
Optimizing so many parameters needs huge amount of training data and the
optimized model will be very large so that it is hard to be loaded to a normal
PC memory.

To solve this problem, we propose a training strategy called patch based label
map training. In this strategy, instead of using the whole image as the input, we
randomly crop image patches from the whole image with a reasonable size as
the training data.

Another key point in this strategy is the cleaning of the generated label map
patches before training. Let us define the response rate of a label map patch as:

r =

∑i=N,j=N
i=1,j=1 I(i, j)

N2
(1)

where I denotes the label map patch, N denotes the size of I, I(i, j) ∈ {0, 1}
denotes the pixel value at (i, j) in I. We find that, if the training data contains
label map patches with a small r, the output label map will have many small
noisy response regions, which will be a severe problem in the post-processing
procedure. Therefore if r of a patch is smaller than a predefined threshold, we
set the label map of this patch to 0.

Because of the above strategy we propose, we can easily sample thousands of
image patches from one original image. Meanwhile, the model can be smaller so
that fewer parameters need to be optimized. Fig. 2 shows the procedure of our
strategy. To increase the contrast, the red border is added for sampled patches.
The r value of the upper patch in Fig. 2 is above the threshold, so no further
processing is needed. But the r value of the lower patch in Fig. 2 is smaller than
the threshold, so all the values in this patch are set to 0.
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r>th

r<th

Fig. 2. The procedure of the training strategy described in Section 3.1. (Best viewed
in color)

3.2 SDAE Training

The whole training procedure includes two parts: pre-training and fine tuning.
The whole model architecture is shown in Fig. 3. (a) and (b) are two DAEs used
for pre-training. (c) is the SDAE used in our framework.

Pre-training. Pre-training is an unsupervised layer-wise initialization proce-
dure for deep network to avoid getting stuck in local minima or plateaus [1].
In our framework, we choose a variant of the conventional AE called denoising
AE (DAE) as the building block of SDAE. DAE learns to recover a data sample
from its corrupted version, which means it can learn more robust features than
conventional AE. The architecture of DAE is shown in Fig. 3(a).

Suppose there are N training samples. Let ik denote the kth image patch and
ĩk denote the corrupted ik, where corruption can be Gaussian or salt-and-pepper
noise. Let W 1 and W 2 denote the weights (including the bias) for the encoder
and decoder respectively. A DAE is learned by solving the following optimization
problem:

min
W 1,W 2

N∑

k=1

||ik − îk||22 + λ(||W 1||2F + ||W 2||2F ) (2)

where
hk = f(W 1ĩk) (3)

îk = f(W 2hk) (4)

Here λ is a parameter that balances the reconstruction loss and weight penalty
terms, || · ||2F denotes Frobenius norm, and f(·) is a nonlinear activation function
which is typically a sigmoid function or hyperbolic tangent function. As shown
in Fig. 3, two DAEs are trained in our framework, thus leading to three hidden
layers in SDAE.

Specifically Designed SDAE and Fine-Tuning. In the fine-tuning proce-
dure, we utilize the two pre-training DAEs to build a SDAE. The weights of
SDAE are all initialized with the weights from the pre-training stage as shown
in Fig. 3(c) except that the weights between the last hidden layer and the output
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Fig. 3. (a) and (b) are two DAEs used for pre-training.(c) is the SDAE used in our
framework. The weights in (c) are initialized with weights from (a) and (b) except that
the weights between h3 and l̃ are randomly initialized.

layer are randomly initialized. These weights in conventional SDAE should be
set to W 2, because the output is just a re-construction of the input. But in our
method, we expect the output to produce the corresponding label map of the
input image patch, so we initialize these weights with a random matrix denoted
W 5 aiming to let the optimizing algorithm search for the optimal solution in a
larger scope.

Other Strategies Adopted in Training. Overcomplete filters are used in
the hidden layer of DAE. In conventional AE, the hidden layer is always in a
“bottleneck” style. Overcomplete filters demand that the number of units in the
hidden layer is larger than that of the input layer because it has been found that
an overcomplete basis can usually capture better image structure [16].

To further learn more meaningful features, we also adopt sparsity constraints
[4] imposed on the hidden units. If a sigmoid activation function is used, the output
of each neural unit can be regarded as the probability of being active. Let ρi denote
the target sparsity level of the ithunit and ρ̂i denote its average empirical activation
rate. The cross-entropy of ρi and ρ̂i can then be introduced as an additional penalty
term to Eqn.(2):

s2∑

j=1

ρ log
ρ

ρ̂j
+ (1 − ρ) log

1 − ρ

1 − ρ̂j
(5)

where s2 is the number of hidden units.

3.3 Bounding Boxes Acquisition

Once we obtain many label map patches of the input image, we can merge
these patches to form the whole label map according to their original positions.
Example merging result is shown in Fig. 4(a) and we usually binarize the label
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(a)                                                                (b)                                    (c)

Fig. 4. (a) is the label map image obtained by merging all the label map patches from
SDAE. (b) is the binary label map image, showing how to produce bounding boxes
from label map. Please see the text for details. (c) is the result we get finally.

map as shown in Fig. 4(b). To get the bounding box from such a label map, we
introduce a simple but very effective method in our eye detection task.

This method is first to add the matrix of the binary image along y axis to
get one or two longest continuous non-zero sequence, which corresponds to the
x coordinates of the eyes. Then we can separate the binary image into two parts
according to the x coordinates. Adding the matrix of each part along x axis will
get the corresponding y coordinates. We show this procedure in Fig. 4(b).

When response areas in the label map cannot be separated by x or y axis,
we can also adopt some methods such as finding contours to get the bounding
box from the label map.

4 Experimental Results

In this section, we first introduce the implementation details of our experi-
ments. Then we present our experimental results including the results of dif-
ferent strategies, comparison with other methods and the visualization of our
detection results.

4.1 Experimental Setting

Dataset. We collect 2,732 near-infrared eye images as the dataset used in our
experiments for the background of this task is the Asian iris recognition. We
randomly choose 2,182 images for training and the remaining 550 images for
testing. The image size is 480x268. In our experiments, we resize all the images
to 80x44. The patch size is 36x36. In testing, we sample patches with a stride of
18, just the half of the patch size.

Implementation Details. We empirically set the threshold of r to 0.02. For
DAE and SDAE, we set the denoising ratio to 0.5, the sparsity target to 0.05,
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Table 1. Effectiveness comparison of different strategies.

F1 h1 = 1024, h2 = 512 h1 = 2048, h2 = 1024

r = 0 — 0.879

r = 0.02 0.892 0.906

the weight penalty to 0.0001, the batch size to 100 and the learning rate to 0.2 in
DAE and 0.1 in SDAE respectively. The sizes of h1 and h2 are 2,048 and 1,024
respectively. For DPM, the settings suggested by the paper [15] are used.

Evaluation Metrics. For accuracy, we use the same criterion as in [2] that
the predicted bounding box is valid if its overlap ratio with the ground truth is
bigger than 50%. Because our method does not return a score for a predicted
bounding box, we use F1 value as the performance metric instead of the ROC
curve. Let P denote precision and R denote recall rate, F1 can be defined as
follows:

F1 =
2PR

P + R
(6)

From the formula, we can see that F1 value is a balance between precision and
recall rates.

For speed, we use frames per second (fps) as the performance metric.

4.2 Basic Results

Effectiveness of Cleaning Small Response Area. We set r to 0 and 0.02
separately. Results show that when r is equal to 0, the label map will have some
noisy regions which results in the overlap between the predicted bounding box
and ground truth being less than 50%. In our test, this will reduce the accuracy
by about 2.7% compared with r = 0.02.

Effectiveness of Overcomplete Filters. Except for setting h1 to 2,048 and
h2 to 1,024, we also use the conventional ”bottleneck” hidden layer with h1 =
1,024 and h2 = 512. It shows that by adopting overcomplete filters, the accuracy
can be improved by about 1.4%. All these results are shown in Tab. 1.

4.3 Comparison

We compare our method with other methods from two aspects: speed and accu-
racy. As for the methods we choose to compare with, LBP+Cascade is the most
widely used object detection method and DPM has achieved excellent results
on the challenging PASCAL VOC dataset. The accuracy and speed comparisons
are shown in Fig. 5. We can see that our method can get a surprising 1,000 fps
on a general PC with CPU (i7-3770 in our experiments), which is 17 times faster
than LBP+Cascade, 140 times faser than the fastest DPM [15] and 2,500 times
faster than original DPM [2]. The accuracy of our method is slightly lower than
DPM but obviously better than LBP+Cascade. Overall, our method achieves a
super-fast speed while maintaining a high accuracy.
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(a) Accuracy Comparison with Other Methods
LBP+Cascade 0.869
DPM 0.924
Fastest DPM 0.917
Proposed Method 0.906
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(b) Speed Comparison with Other Methods
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Fig. 5. Comparison with other methods on accuracy and speed.

Fig. 6. Example results produced by LBP+Cascade(top), DPM (middle) and our app-
roach (bottom). From left to right, we can see that our method is robust to the incom-
plete object, background disturbance, changes of illumination, occlusion and non-rigid
deformation (best viewed in color).

4.4 Visualization

We show some detection results in Fig. 6. From left to right, we can see that our
method can effectively deal with the incomplete object (such as the incomplete
eyes), background disturbance (such as the disturbance of eyebrows), changes
of illumination, occlusion (such as wearing glasses) and non-rigid deformation
(such as the non-rigid deformation of eyes).

5 Conclusion

In this paper, we have presented a label map based eye detection method. By
training a specifically designed SDAE, the label map can be accurately pro-
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duced. The resulting method is 2,500 times faster than DPM while maintaining
a comparable accuracy, which shows the great potential of our method to be
used for real-time applications and in computing-limited scenarios.
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Abstract. This paper investigates robust and fast moving object detec-
tion in dynamic background. A motion compensation based approach
is proposed to maintain an online background model, then the moving
objects are detected in a fast fashion. Specifically, the pixel-level back-
ground model is built for each pixel, and is represented by a set of pixel
values drawn from its location and neighborhoods. Given the background
models of previous frame, the edge-preserving optical flow algorithm is
employed to estimate the motion of each pixel, followed by propagat-
ing their background models to the current frame. Each pixel can be
classified as foreground or background pixel according to the compen-
sated background model. Moreover, the compensated background model
is updated online by a fast random algorithm to adapt the variation of
background. Extensive experiments on collected challenging videos sug-
gest that our method outperforms other state-of-the-art methods, and
achieves 8 fps in efficiency.

Keywords: Fast object detection · Random algorithm · Dynamic back-
ground · Motion compensation

1 Introduction

Moving object detection with dynamic background is to detect moving objects
under a moving camera, and has a broad prospect of application and research
value in the intelligent transportation, medical diagnosis, security monitoring,
and many other industries. However, due to the high complexity of the existing
method which are unable to meet the time demand of many applications, it is
still a challenging subject in computer vision.

Aimed at overcoming this limitation, this paper proposes a fast moving object
detection framework in dynamic background, in which the motion compensation
algorithm is utilized to accommodate the dynamic background, and the back-
ground model is updated online in a probability way to adapt the variation of
background. Specifically, the background model of each pixel consists of a set
of pixels, which are initialized by its location and neighbors. When new frame
arriving, the optical flow algorithm, based on edge-preserving patch matching
c© Springer-Verlag Berlin Heidelberg 2015
H. Zha et al. (Eds.): CCCV 2015, Part II, CCIS 547, pp. 247–256, 2015.
DOI: 10.1007/978-3-662-48570-5 24
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is employed to compensate the motion of each pixel and propagate their back-
ground models from previous frame to current one. Then, every pixel can be
classified as the foreground or background pixel by the matching score with
their background models. Furthermore, the background models are updated in
an online fashion to adapt the variation of background.

To the best of our knowledge, it’s the first time to develop a near real-time
moving object detection in dynamic background. The key contributions of this
paper are summed up in three aspects. Firstly, a general framework is proposed
for robustly and fast detecting moving objects in dynamic background, in which
the detection speed can reach near real-time. Secondly, a robust background
model based on motion compensation is developed and updated online by a
random algorithm to adapt the motion and variation of background over time.
Thirdly, 10 challenging videos are collected in dynamic background from different
scenes to comprehensively evaluate our approach against other state-of-the-art
approaches. Extensive experiments on the collected challenging video sequences
suggest that our method outperforms other state-of-the-art methods in accuracy,
and achieves 8 fps in efficiency.

2 Related Works

Generally, moving object detection methods can be divided into two categories,
i.e., static background and dynamic background. At present, moving object
detection in static background has become an increasingly mature technique
and many related technologies have been successfully applied to real life. Stauf-
fer et al. [11] proposed an adaptive background mixture models for real-time
tracking, in which each pixel was modelled as mixture of Gaussian while using
an online approximation to update the model. Some improved approaches on
Gaussian Mixture Model (GMM) had proposed to address different issues, such
as parameters initialization [7], model updating [8] and the number of Gaus-
sian components [18]. Although these approaches achieved nearly real-time, it
was still difficult to apply them to many applications unless with some parallel
optimizations. Barnich et al. [5],[14] presented a simple background modelling
method to detect the moving object with high accuracy and efficiency. The
background model of each pixel consisted of a set of values taken in the past
at the same location or in the neighborhood and randomly updated from the
last pixel at same location or its neighbors. Although lots of progress has been
made on moving objects detection in static background, there still exists many
critical issues in dynamic background. Zhou et al. [17] proposed a moving object
detection framework DECOLOR to address several complex scenarios, such as
non-rigid motion and dynamic background. They assumed that the transforma-
tion between consecutive frames was linear and thus utilized the 2D parametric
transforms [12] to model translation, rotation, and planar deformation of the
background. DECOLOR can achieve state-of-the-art performance, but it was
time-consuming and only processed the video in a batch fashion. Therefore, we
aim at finding a kind of better way to solve some mentioned problems in dynamic
background.
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3 Our Approach

The details of our approach are described in this section. We utilize motion
estimation algorithm to adaptively maintain a robust background models in the
dynamic background. Fig. 1 shows the flowchart of our framework.

Fig. 1. Flowchart of our framework.

3.1 Motion Estimation

In this paper, the motion of each pixel will be accurately estimated to propagate
to their background model to accommodate the motion of the camera. Most of
existing methods on dense optical flow are time-consuming and computationally
inefficient [1]. On the other hand, a fast optical flow algorithm based on edge-
preserving PatchMatch is recently proposed by Bao et al. [3] with high accuracy
and efficiency. Therefore, we employ the edge-preserving PatchMatch optical
flow to estimate the motion of background in this work, and briefly review it as
follows.

The edge-preserving PatchMatch optical flow is a fast algorithm that employs
approximate the nearest neighbor field [6] to handle the large displacement
motions and consists of four steps: matching cost computation, correspondence
approximation, occlusions and outliers handling, and subpixel refinement.

(1) Matching Cost Computation. The edge-preserving PatchMatch optical
flow follows the traditional local correspondence searching framework [10]. To
make the nearest neighbor field preserve the details of the frame, it employs
bilateral weights [16] into matching cost calculation, and can be defined as

d(a, b) =
1
W

∑

Δ

ω(a, b,Δ)C(a, b,Δ), (1)
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where a and b denote two pixels, Δ indicates the patches center on a and b , W
is a normalization factor, ω(•) is the bilateral weighting function and c(•) is the
robust cost between a and n. More detailed definitions please refer to [3].

(2) Correspondence Approximation. To produce high-quality flow fields, this
optical flow method utilizes self-similarity propagation and a hierarchical match-
ing scheme to approximate the exact edge-preserving Patch Match[4]. Firstly,
self-similarity propagation algorithm is based on the fact that adjacent pixels
tend to be similar to each other. Specifically, for each pixel, a set of pixels from
its surrounding region is randomly selected and stored into a self-similarity vec-
tor in the order of their similarities to the center pixel. Then, its adjacent pixels’
vector is merged into its own vector from top-left to bottom-right. This process is
reversely repeated. Thanks to the propagation between adjacent pixels, the algo-
rithm can produce reasonably good approximate results in a much faster speed.
Secondly, a hierarchical matching scheme is employed to further accelerate the
algorithm and similar with SimpleFlow method [13].

(3) Occlusions and Outliers Handling. The edge-preserving PatchMatch opti-
cal flow explicitly performs the forward-backward consistency check [9] between
the two nearest neighbor fields to detect occlusion regions. Moreover, a weighted
median filtering is performed [2] on the flow fields to remove the outliers.

(4) Subpixel Refinement. The edge-preserving PatchMatch optical flow pro-
duces subpixel accurately with a more efficient technique - paraboloid fitting,
which is a 2D extension from the 1D parabola fitting [15].

3.2 Background Modeling

Compared with the background models of a static background, the background
modeling in dynamic background is difficult to maintain online since the back-
ground pixels are also moving. Although estimated optical flow can compensate
the background motion, the background model is still sensitive to noises, due
to incorrect optical flow estimation. Thus, a robust pixel model of background
is proposed in this paper to adaptively detect the objects in the dynamic back-
ground. The two main components of the proposed background model can be
described as follows.

Initialization. For each input video, the first frame is selected to initialize the
background model. The background model of each pixel is a set of pixel values,
and can be represented as

B(p) = {I(p1), I(p2), · · · , I(pn)} , (2)

where pi ∈ N(p), and N(•) indicates the neighbors of pixel p. I(•) denotes the
pixel value. For each pixel, n samples are selected from itself and its neighboring
pixel values to initialize its background model.
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Update. In this section, we assume that each pixel has been accurately classified
by the background model (the details are discussed in next section) when new
frame arriving. Thus, the background model of each pixel can be updated online
by randomly selecting the classified background pixels at the same location or
its neighbors. Specifically, for one classified background pixel pb, two robust
background model updating strategies are adapted to obtain its background
model B(pb).

Firstly, one element from B(pb) is selected in a uniform probability way to
replace pb. Secondly, one pixel value is heuristically taken from its neighbors
N(pb), and substituted by the element randomly selected in B(pb). Herein, we
assume that if one pixel belongs to its background model, its distance to all the
values of the background model should be as close as possible. This assumption
will be helpful to suppress the effect of the noises. Thus, the selected probability
of pixel pi

b from N(pb) is defined as

qi =
1
Q

exp{− 1
n

n∑

j=1

D(I(pi
b), Bj(pb))}, (3)

where D(•, •) denotes the Euclidian distance function, and Q is a normalization
factor.

In addition, to accommodate the change speed of the background, the updat-
ing probability, called as updating factor and denoted as η in this paper, is
introduced to determine whether the above updating is carried out or not.

3.3 Pixel Classification

Given the background model of previous frame, it can be propagated to the
current frame by employing the motion estimation algorithm. Then, every pixel
of current frame can be classified as the foreground or background pixel according
to the matching scores with their corresponding background model.

For one pixel p, the matching score with background B(p) is defined as

M(p) =
n∑

i=1

δ(D(I(p), Bi(p)) > R), (4)

where δ(•) denotes the indicator function, and R indicates the adaptive threshold
of matching cost, which is determined by the variation σ of B(p). Herein, σ
indicates the complexity of the background, and, R is defined as

R =

⎧
⎨

⎩

20, σ/2 ≤ 20,
σ/2, 20 < σ/2 < 40,
40, σ/2 ≥ 40.

(5)

Then, p can be classified by

U(p) =
{

0, M(p) ≥ T,
1, M(p) < T,

(6)

where 0 and 1 indicate the background and foreground, respectively. T denotes
the threshold of matching score.
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Fig. 2. Illustration of the noises produced by pixel classification and the results by
morphological opening operation. (a) Denote the original frames, (b) Denote detection
results with noises, and (c) Denote detection results post-processed by morphological
opening operation.

3.4 Postprocessing

Due to the pixel-level modelling and classification, the proposed moving object
detection may introduce some errors, which usually are isolated points. There-
fore, the morphological opening operation is further utilized, in which the struc-
tural element is defined as 3 × 3, to remove these errors. Fig. 2 illustrates this
process.

4 Experimental Result

In this section, our approach is evaluated on 10 collected challenging video
sequences comparing with other state-of-the-art approaches, followed by the dis-
cussion of the efficiency analysis of our approach.

4.1 Evaluation Setting

The test videos are the real-life videos recorded from the university security
monitoring system by PTZ cameras and hand-held cameras with resolution of
320 × 180 and frame rate 25fps. The evaluation is performed on 10 challeng-
ing video containing 4000 frames in total with vary moving objects, including
pedestrians, cars, motorcycles and bicycles in dynamic background of the road
or the playground, which take into account of the size and the type of moving
objects as well as the camera movement and can comprehensively evaluate the
performance of the proposed detection algorithm with others.

To make the comparison more comprehensive, the parameters are empirically
fixed as {n, η, T} = {20, 0.2, 2} in all evaluations.
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4.2 Comparison Results

We compare our approach with two state-of-the-art moving object detection
approaches, including DECOLOR [17] and ViBe [5]. Tab. 1 illustrates the average
Recall (R), Precision (P) and F-measure on 10 collected video sequences while
the detailed R and P values on each video sequence are shown in Fig. 3 and Fig. 4.
We can conclude that our method can significantly outperforms other state-of-
the-art in Precision and F-measure, although worse than others in Recall.

Table 1. The average R, P and F-measure values on 10 collected video sequences

R P F-measure

DECOLOR 87.9% 49.1% 51.4%

ViBe 82.8% 22.7% 31.9%

Ours 70.1% 74.5% 70.6%
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Fig. 3. Recall.
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Fig. 4. Precision.

To demonstrate the performance of our proposed detection method against
other two methods, we present some typical detection examples with differ-
ent objects or backgrounds, as shown in Fig. 5. DECOLOR segments moving
object in image sequence using a framework that detects the outliers to avoid
complicated calculation, and uses low rank model to deal with complex back-
ground. It’s easier to detect relatively dense and continuous region from the
group. However, due to the smooth assumption of DECOLOR, more than one
closed objects, especially in some occlusions, usually are detected as one single
object (the second and third rows of the second column). ViBe produces ghost
and has many noises (the second, the third and the fifth rows of the third col-
umn). From the comparative experiments, we can see that the proposed method
outperforms DECOLOR in the details of objects, especially in the case of mul-
tiple objects, and is robust to the background interference compared with ViBe.
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Fig. 5. Detection examples by our method comparing with other two methods,
DECOLOR [17] and ViBe [5], with different objects under different dynamic back-
grounds. The first column presents the sample frame of each type of video and the
rest 3 columns present the detection results by DECOLOR, ViBe and the proposed
method, respectively.

Fig. 6. The detection results of our proposed algorithm on 3 videos in every 5 frames.
The 3 odd rows are the frames from 3 test videos respectively and the other 3 even
rows are the corresponding detection results by our proposed method.
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Fig. 6 presents the detection results of our proposed algorithm on every 5 frames
of three videos. From Fig. 6 we can see that the proposed method can achieve
superior performance in different surroundings with different types of objects in
dynamic background.

4.3 Efficiency Analysis

The experiments are carried out on a desktop with an Intel i7 3.4GHz CPU and
32GB RAM, and implemented on C++ platform without any optimization. In
the above experiments, the average runtime of proposed method is 0.12 second
per frame while DECOLOR is 20 second per frame. Therefore, the proposed
method are substantially faster than DECOLOR. In addition, our method is
online while DECOLOR is a batch method. ViBe costs 0.02 second per frame,
but it can only handle weak jitter problem of the camera, and is not suitable for
the situation of dynamic background.

5 Conclusions

In view of the problems of moving object detection in dynamic background,
this paper proposed a fast object detection method based on motion compen-
sation. The background model of each pixel is initialized according to the first
frame and is propagated to current frame by employing the edge-preserving
optical flow algorithm to estimate the motion of each pixel. Each pixel can be
finally classified as foreground or background pixel according to the compen-
sated background model which is updated online by the fast random algorithm.
The comparisons with DECOLOR and ViBe demonstrated the effectiveness of
the proposed method, particularly in dynamic background. Moreover, the speed
of proposed method achieved 8 fps. In future works, we will focus on developing
more robust moving object detection approaches in real-time way to meet other
applications.
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Abstract. Hashing methods have been widely applied for fast retrieval and effi-
cient data storage. However, most existing hashing methods have not taken the 
discriminative features into account in nearest neighbors search which leads to 
unsatisfied retrieval accuracy, especially for high-dimensional dataset. In order 
to take best use of discriminative information, we introduce an effective feature 
extraction framework for hashing that can get high retrieval accuracy in this pa-
per. Firstly, the divergence between two classes is represented by the ratio of 
signal to noise. Then the discriminative features of high-dimensional data are 
obtained through the generalized eigen-decomposition. Finally, we exploit the 
discriminative feature into hashing methods to generate compact binary code. 
Experimental results on data sets show that the proposed framework can reach 
better results in comparison with state-of-the-art methods. 

Keywords: Approximate nearest neighbor search · Hashing · Discriminative 
features · Generalized eigenvectors · Precision-recall 

1 Introduction 

In recent years, with the rapid development of information technology and wide-
spread use of digital multimedia, the amount of global data comes into the era of ZB. 
Moreover, the dimensionality of data is very high, leading to the problem of curse of 

dimensionality in many real applications. The high-dimensionality and the big sample 

size make the data storage and retrieval very challenging. How to extract useful in-
formation from these high-dimensional, massive and complex data becomes a core 
problem. Among large-scale data processing technologies, Approximate Nearest 
Neighbor (ANN) search[1] is widely used in image retrieval and can retrieve the  
query sample with sub-linear, logarithmic, or even constant query time. 

There has drawn wide attention in mapping image data onto binary codes for ANN. 
The goal of binary embedding is to well use Hamming distance approximate the input 
distance so that efficient learning and retrieval can happen in the binary space. It is im-
portant to note that related area called hashing becoming popular for efficient retrieval 
and learning on massive data sets in a large number of application. Hashing creating hash 
tables make similar data points that are fall in the same (or nearby) bucket with high 
probability so that yielding a dramatic increase in search speed and the dimension of the 
hash codes is much lower so that can save memory space greatly. To obtain better hash 



258 L. Ding et al. 

algorithm requires the hash function should ensure that they can quickly calculate the 
hash codes of new query point and maps similar images to similar binary codes. Espe-
cially, Hashing can preserve much more construct information and get better perfor-
mance while make use of similarity between data and class label information. 

Some classical hash methods have been proposed for ANN search. We summarize 
them into unsupervised, semi-supervised, and supervised methods. For unsupervised 
hashing, Locality Sensitive Hashing (LSH)[2]-[3] can embedded similar samples into 
same bucket with high probability by random projects. But LSH needs long hash 
codes to maintain high precision, which make recall is low and cost storage. The other 
strategy to obtain effectively hash function based learning scheme. Iterative Quantiza-
tion (ITQ)[4] minimizing the quantization error through learning the rotation function 
to get hash function. Some hash techniques get hash codes based on product quantiza-
tion [5]. Such as K-means hashing (KMH)[6] can learn binary codes through partition 
the feature space by k-means quantization and estimates the Euclidean distance by 
Hamming distance of each cluster indexes. In addition, Inductive Hashing on Mani-
folds(IMH) [7] embedding the original data into a low dimensional space and preserv-
ing the inherent neighborhood structure for learning effective hash codes by non-
parametric manifold learning. What’s more, a semi-supervised hashing (SSH) [8] 
framework was proposed that minimizes empirical error over the labeled set and an 
information theoretic regularizer over both labeled and unlabeled set. Besides, for 
supervised hashing, Supervised Hashing with Kernels (KSH)[9] learning effective 
hash by utilizing the equivalence between optimizing the code inner products and the 
Hamming distances. 

Although many hash algorithms can get effective retrieval performance, the most 
hashing methods are not taken the discriminative features into account in nearest 
neighbors search so that ignore structure information of data and unable to obtain 
better retrieval accuracy. In this paper, we introduce a kind of feature vector extrac-
tion algorithm under signal-to-noise ratio (SNR) framework. We construct conditional 
second moment matrices for every cluster data points to construct signal and noise 
vectors, then to get discriminative features of original data through solve the ratio of 
signal to noise using generalized eigen-decomposition, which is favorable for feature 
extraction. The algorithm using the data of local neighbor to redefine the relationship 
between signal and noise can get the discriminative features of data and make each 
dimensional feature of extracted contains discriminative information as more as poss-
ible. Then, we using discriminative features into hashing and confirming its higher 
accuracy compared with the unsupervised, and supervised hashing methods. 

The rest of the paper is organized as follows: The basic principle of hashing  
algorithm and extract discriminative features are presented in Section 2. Section 3 
shows the experimental results. Finally, we conclude the paper in Section 4. 
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2 The Proposed Method 

2.1 Hashing  

Given n  data points { }1 2, , , d
nX x x x= ⊂  , where each sample is a d-dimensional 

column vector. The aim of the hash method is to determine r  hashing functions 

 ( ) ( ) ( ) ( )1 2, , , rH x h x h x h x=     (1) 

where ( ) { }0,1 , 1, ,ih x i r∈ =  , hashing function can transform the samples into r-bit 

binary hash codes. Based on hash functions ( ) ( ){ }
1

r

k k
H x h x

=
= , given a sample 

, 1, 2, ,ix i n=  , its hash codes can be obtained by 

 ( )
ix iB H x=  (2) 

2.2 The Framework of Discriminative 

Given a labeled data set { } 1
,

n
i i i

x y
=

, and ( , ) [ ]d
i ix y k∈ × , where each sample is a  

d-dimensional column vector, there are n  training samples and k classes. The aim of 
the proposed method is to extracting discriminative feature between data of every two 
classes. 

Towards cluster pairs ( ) ( ){ }, , | , [ ],i j T i j i j k i j∈ = ∈ ≠ , we expect that the data 

distribution contains much more information than that contained in the first moment 
statistics in usual discriminative setting, inspired by [10], we defined signal and noise 
are the two cluster’s conditional second moment matrices 2[( ) | ]Tw x y i=  and 

2[( ) | ]Tw x y j=  respectively. w  was the direction of feature projection. As dem-

onstrated in flowchart of the proposed framework in Fig. 1, the ratio of signal to noise 
about cluster pairs was: 

 ( )
2

2

[( ) | ] [ | ]

[( ) | ] [ | ]

T T T T
i

ij T T T T
j

w x y i w x x y i w w C w
R w

w x y j w x x y j w w C w

= == = =
= =

 
 

 (3) 

whose local maximizers are the generalized eigenvectors solving 

 i jC w C wλ=  (4) 

From the view of intuitive, we maximize the ratio of signal to noise is to make the 
data of class i  with bigger covariance and make the data of class j  with smaller 

covariance. We estimate [ | ]Tx x y c=  using sample covariance of the class c  [11] 
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Where [ ]iy c=  represent [ ] 1iy c= =  if and only if  iy  belongs to class c, other-

wise [ ] 0iy c= = . Considering the number of training samples is limited, may not be 

able to meet the condition of full rank, the commonly solution [12] method is add the 
appropriate regularization matrix 

 ( ) ( )
ˆ

ˆ

T
i

ij
T

j

w C w
R w

w C I w

γ

γ
=

+
 (6) 

where 0γ >  is regularization parameter. we will have ˆT
iw C w λ=  if we assume 

that each eigenvector w  is scaled such that ( )ˆ 1T
jw C I wγ+ = , i.e. on average, the 

squared projection of an example from class i  on w  will be λ  while the squared 
projection of an example from class j  will be 1. We will be able to discriminate the 

two classes by simply using the magnitude of the projection while λ  is far from 1. 
Then, we extracted generalized eigenvectors for each class pair by solving 

 ( )ˆ ˆ ˆ
i j jC w C Trace C I w

d

γλ  = + 
 

 (7) 

Generalized eigenvalues are useful for feature selection. Aim to extract the top few 
eigenvectors, we can get r  eigenvectors are associated with the r  largest eigenva-
lues, or make eigenvalues are bigger than a threshold. To all class pairs 

( ) { }2
, 1, ,i j i k≠ ∈  , According to the guiding of the generalized eigenvalue choose 

corresponding eigenvectors as the final projection matrix 

 ( )ˆ ˆ ˆ{ | ,  , [ ]}ij i ij j j ijW w C w C Trace C I w i j k
d

γλ  = = + ∈ 
 

 (8) 

Embedding the original data points to the new coordinates with discriminative infor-
mation by final projection matrix 

 TY W X=  (9) 

The goal about our hashing method is to learn binary codes such that neighbors in the 
input space are mapped to similar codes in the Hamming space. Then, the compact 
hash codes for training data are obtained by hash method processing Y  and thre-
sholding at zero: 

 ( ){ } ( ){ }
11

r rT
k k kk

B h W X h Y
==

= =  (10) 

The flowchart of the proposed framework is illustrated as Fig. 1. 
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Fig. 1. Flowchart of the proposed framework 

3 Experimental Results  

We evaluate the effectiveness of hashing algorithm with discriminative features on 
CIFAR10 [13] and MNIST [14] two databases. The CIFAR10 database including 
60000 color images and is divided into 10 categories with 6000 samples for each 
class. Each image is represented by a 512-dimensional GIST feature vector. The 
MNIST database consists of 70000 images of handwritten digits from ‘0’ to ‘9’, each 
digit image have 28×28=784 pixels. 

Besides, we apply discriminative features to Locality Sensitive Hashing, Iterative 
Quantization, Supervised Hashing with Kernels and Inductive Hashing on Manifolds 
(DFLSH, DFITQ, DFIMH and DFKSH) and compare with original hash algorithms 
(LSH, ITQ, IMH, and KSH). For unsupervised hash algorithm LSH, ITQ and IMH, 
the original data points without any supervision information. In order to obtain the 
label information, we get the category information for each data point using K-means 
clustering algorithm. 

3.1 MNIST 

The precision-recall curves at 32 bits, 48 bits and 64 bits as shown in Fig. 2(a),  
Fig. 2(b) and Fig. 2(c) on MNIST, respectively. For unsupervised hash algorithm 
DFLSH, DFITQ and DFIMH gain the biggest can reach about 8%, 4%, 6% in preci-
sion-recall curves over the corresponding LSH, ITQ and IMH. For supervised hash 
algorithm DFKSH gain the biggest can reach about 4% in precision-recall curves over 
the corresponding KSH. Fig. 2(d) is the mean average precision(MAP) curves, as we 
can see from the figure, the MAP curves of hash algorithms with discriminative  
features DFLSH, DFITQ and DFIMH and DFKSH have about 3%, 5%, 3% and 7% 
over the LSH, ITQ and IMH and KSH have not discriminative features. Fig. 2(e) and 
Fig. 2(f) are the precision curves and the recall curves with the number of top re-
trieved samples at 32 bits respectively, we can see DFLSH, DFITQ and DFIMH and 
DFKSH performs better than the corresponding hashing approach have not discrimin-
ative features. 
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(a) Precision-Recall@32 bits                   (b) Precision-Recall @48 bits 

    

(c) Precision-Recall @64 bits                                (d) MAP curves 

    

(e) Precision @32 bits                                    (f) Recall @32 bits 

Fig. 2. The results on MNIST database 
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3.2 CIFAR-10 

Fig. 3(a), Fig. 3(b) and Fig. 3(c) shows the evaluation results of precision-recall 
curves at 16 bits, 24 bits and 32 bits on CIFAR-10. The precision decreases when the 
recall increases and hashing approaches with discriminative features DFLSH, DFITQ, 
DFIMH and DFKSH outperforms associated with all hashing approaches have not 
 

    

(a) Precision-Recall @16 bits                            (b) Precision-Recall@24 bits 

    

(c) Precision-Recall@32 bits                             (d) MAP curves 

    

(e) Precision@16 bits                                  (f) Recall@16 bits 

Fig. 3. The results on CIFAR10 database 
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discriminative features LSH, ITQ, IMH and KSH. Fig. 3(d), Fig. 3(e) and Fig. 3(f) are 
the mean average precision(MAP) curves, the precision curves and the recall curves 
with the number of top retrieved samples at 16 bits respectively, as shown in the  
figure, DFLSH, DFITQ, DFIMH and DFKSH has much better performance than 
LSH, ITQ, IMH and KSH. 

4 Conclusion 

In this paper, we introduce an effective framework of signal-to-noise ratio to extract 
discriminative feature of the original data. We first construct signal and noise vectors 
and further showed that this construct is feasibility when distinguish information be-
tween the data of two classes. Moreover, our framework get discriminative features of 
original data through generalized eigen-decomposition are applied in the hash  
algorithm can obtain higher precision and recall with short binary codes. However, 
our techniques are not a panacea, due to the data will not discriminative when the 
directions are very similar for all classes, but it is very easy and simple to apply and 
understand. Experimental comparison showed that our framework apply to hash me-
thods achieved very promising hashing performance over the original hashing me-
thods. What’s more, conditional second moment matrices has better discriminant 
feature extraction ability than three layer or multilayer algorithm, because the multi-
layer algorithm structure can cause over-fitting phenomenon, which lead to the ex-
traction of low dimensional characteristics excessively depend on the training data, 
and losing its universal applicability. 
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Abstract. The available image quality assessment methods are mostly based on 
statistical characteristic and consider very little the change of pixel correlation 
in conjunction with the quality assessment, which induces the quality assess-
ment metric to be limited in the degradation of image quality caused by the 
change of pixel correlation. However, the pixel correlation change has a big ef-
fect on the image quality, so a novel image quality assessment based on the pix-
el correlation is proposed in this paper. Firstly image is parted based on mutual 
information, and then, three kinds of mutual information between the pixel in-
tensity and the image patches are extracted to catch the variation of the pixel 
correlation. Finally the machine learning is utilized to learn the mapping from 
these differences space to image quality. The experimental results show that the 
proposed framework has good consistency with subjective perception. 

Keywords: Image quality assessment · Mutual information · Pixel correlation 

1 Introduction 

Image acts as the carrier of information, which conveys the vital information to eve-
ryone and becomes a ubiquitous part of modern life. However, the impairment of 
image effects the substantial information contained in the image, which will bring 
down the satisfaction of human perceived. It is essential to build image quality evalu-
ation metrics for various image applications [1-2]. Subjective methods perceive image 
quality by many participators, which is expensive and time consuming. So we move 
to objective measurements which accomplish the image quality assessment task au-
tomatically.  

The state-of-the-art image quality assessment methods can be divided into two 
broad classes in which kind of information it used. The first is the image pixel domain 
based paradigm, where the pixel value changes between the reference and distorted 
signals is predicted as the image quality. Mean Squared Error [3] and Peak Signal-to-
Noise Ratio are the most widely used objective quality metrics due to their conveni-
ence and clear physical meaning. Zhou Wang et al. [4] propose a method based on 
Structural Similarity which measures the structure variation between the reference 
and distorted image. Corresponding to the pixel domain based methods, are the image 
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transform domain based methods, where the transform domain coefficients informa-
tion error between the reference and distorted signals is predicted as the image quali-
ty. Sheikh et al. [5] proposed a method named Visual information fidelity based on 
the Gaussian scale mixtures in the wavelet domain. Wang et al. [6] propose a method 
using a natural image statistic model in the wavelet domain, which measures the 
wavelet coefficients histogram difference between the reference and distorted signals 
to get image quality score. Ding et al. [7] propose a method using mutual information 
of Gabor features. 

The statistics is widely used in both pixel domain and transform domain. The sta-
tistical model parameters provide a good approximation to pixel difference, but not to 
the weakening of pixel correlation. Three kinds of information of a pixel in different 
patch were introduced by Rigau et al. [8], which are sensitive to the changes of image 
pixel values and the correlation between pixels. The first component is the specific 
information to express how much image content information is conveyed in a particu-
lar pixel. The second component is defined as saliency information to express how 
significant the pixel is. The last one is the entanglement information, which can eva-
luate the pixel correlation information in a region. Based on the proposed information, 
a new IQA algorithm is proposed. First, a non-overlapping segmentation set is ac-
quired to build the relation with image pixels. Then based on the mutual information 
of the pixels, the specific information of a pixel in different patch are extracted and 
the mean and variance of it are calculated to catch the pixel value changes, then ac-
cordingly the saliency and entanglement information of a pixel in different patch were 
measured to catch the pixel correlation change, finally these differences are mapped 
to the image quality  

The remainder of the paper is organized as follows. In Section 2 presents the de-
tails of the proposed IQA algorithm framework. Experimental results are presented in 
Section 3, and Section 4 concludes. 

2 The Proposed Image Quality Assessment  

In this section, we propose an image pixel domain based image quality assessment 
algorithm after building the relation between the image pixels and the image patches. 
First, a non-overlapping segmentation set is acquired to build the relation with image 
pixels. Then based on the mutual information of the pixels and the patches, the specif-
ic information of a pixel in different patch and calculated the mean and variance of it 
to catch the pixel value changes, then accordingly the saliency and entanglement in-
formation of a pixel in different patch were measured to catch the pixel correlation 
change, finally these differences are mapped to the image quality. The algorithm 
framework shown in Fig. 1: 
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Fig. 3. The transformation relation between two information channels. 

2.2 Measure the Variation of Pixel Difference  

Given an image I of N pixels, where represent the set of region

with the number of the regions is t, and  represent the 

set of image pixel value, which bi means a pixel value is i. Nb is the frequency of bin b 
( ) and Nr is the number of pixels of region r ( ), according to 

the mutual information (MI) formula, the MI between B and R is given by 

 

 

 

(1) 

Where ,  and  in (1), and the MI 

represents the shared information or correlation between B and R. 
After dividing the image, the set of regions R, the information channel BR and 

RB are got. We defined an information of a pixel in different patch which is sensi-
tive to the changes of image pixel values which have been introduced in [9]. Specific 
process as following: 

The Specific Information : From (1), in the information channel BR, mutual 

information can be expressed as 
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 (4) 

Then we measure the mean and variance of the specific information in the patches 
to catch the pixel value changes quality factors qi where i = {1, 2, … , 8}. Specific 
process as following: Firstly, we need to divide a region of the image into four re-
gions averagely, and then calculate the mean of their specific information μi and the 
variance of their specific information σi where i = {1, 2, 3, 4}. The splitting process is 
shown in Fig. 4. 

 

Fig. 4. The process of dividing a region into four and statist the mean and variance. 

For the region rj of the image, we can get the mean of its specific information μij 
and the variances σij where i={1, 2, 3, 4} and j={1, 2, … , n}. The mean and variance 
of the reference image is 
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And the mean and variance of the distorted image is 

 

 
 

(10) 

The quality factors can been defined as 
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2.3 Measure the Variation of Local Pixel Correlation  

For getting a good approximation to the weakening of pixel correlation, we defined 
two information of a pixel in different patch which is sensitive to and the correlation 
between pixels. Specifically, the first component is defined as saliency information to 
express how significant the pixel is. The second one is the entanglement information, 
which can evaluate the pixel correlation. Then we use the three information defined in 
this paper to measure the image pixel correlation changes. The saliency information 
and the entanglement information are defined as following: 

The Saliency Information : From (1), the MI between luminance and regions can 

be expressed as 

 

 
(5) 

Where  

 

 

(6) 

as the surprise associated with the luminance b and can be interpreted as a measure of 
its saliency. High values of I2(b;R) express a high surprise and identify the most sa-
lient luminance. 

The Entanglement Information : From (1), in the information channel BR, the 

entanglement information is defined as 

 
 

 (7) 

A large value of I3(b;R) means that the specific information I1(r;B) of the regions 
that contain the luminance b are very informative. 

After transforming image into the three information above, we can get three infor-
mation matrixes which have the same size as the image, respectively are the saliency 
information matrix, the specific information matrix and the entanglement information 
matrix RIi from the reference image, and DIi from the distorted image where i=1,2,3. 
As it has been said, the essence of image quality descended is the loss of visual per-
ceptive information, the more the image quality descended, the lesser the visual per-
ceptive information kept, that means that we can measure image quality by calculat-
ing image information matrix discrepancy between RIi and DIi. Here, we take RIi and 
DIi. as the input of the SSIM model and take the output of SSIM as quality factor qi. 
where i=1,2,3. We can represent it as 
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After finding out the image quality factors qi where i={1, 2, … ,11}, Support Vec-
tor Regression (SVR) is used to learn the mapping from quality factor space to image 
quality. Since each image is represented by a single quality factor vector, the image 
quality assessment problem can be solved as a regression problem. A lot of regression 
techniques such as SVR and random forest can be used to learn the mapping. Here we 
use SVR with RBF kernel to do the regression. 

3 Experimental Results 

In this section, we compare the performance of the proposed framework with standard 
RR-IQA methods, i.e., RRVIF [10], FEDM [11], WNISM [12], RRED [13], LBPs 
[14], RR-PCA [15] and RRIQV [16], based on the following experiments: the consis-
tency experiment, the rationality experiment, and the influence of quality factor’s 
number on the final experimental result experiment. At the beginning of this section, 
we first brief the image database for evaluation. 

The laboratory for image & video engineering (LIVE) database [17] has been rec-
ognized as the standard database for IQA measures performance evaluation. This 
database contains 29 high-resolution 24 bits/pixel RGB color images and 175 corres-
ponding JPEG and 169 JPEG2000 compressed images, as well as 145white noisy 
(WN), 145 Gaussian blurred (GB), and 145 fast-fading (FF) Rayleigh channel noisy 
images at a range of quality levels. 

3.1 Consistency Experiment 

In this subsection, we compare the performance of the proposed IQA framework with 
RRVIF, FEDM, WNISM, RRED, LBPs, RR-PCA and RRIQV. The PLCC and 
RMSE results for all IQA methods being compared are given as benchmark in  
Table 1 and Table 2.  

Table 1. PLCC values the newest RR methods and the proposed method on whole LIVE 
Database and five data sets of different distortion categories 

 JP2K JPEG WN GB FF ALL 
 
 
 
 

PLCC 

RRVIF 0.932 0.895 0.957 0.955 0.944 0.725 
FEDM 0.921 0.875 0.925 0.902 0.875 --- 

WNISM 0.924 0.876 0.890 0.888 0.925 0.710 
RRED 0.930 0.831 0.926 0.953 0.922 0.764 
LBPs 0.927 0.894 0.990 0.966 0.950 0.935 

RR-PCA 0.934 0.904 0.980 0.777 0.923 --- 
RRIQV 0.944 0.909 0.886 0.882 0.919 --- 

Proposed 0.950 0.967 0.971 0.970 0.948 0.954 
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Table 2. RMSE values the newest RR methods and the proposed method on whole LIVE 
Database and five data sets of different distortion categories 

 JP2K JPEG WN GB FF ALL 
 
 
 
 

RMSE 

RRVIF 5.88 7.14 4.65 4.66 5.42 17.1 
FEDM 6.31 7.73 6.06 6.78 7.96 --- 

WNISM 6.17 7.71 7.28 7.22 6.24 18.4 
RRED 9.28 17.7 10.5 5.62 11.3 17.6 
LBPs 5.97 6.94 2.25 3.98 4.86 9.59 

RR-PCA 9.38 17.6 5.33 13.8 14.7 --- 
RRIQV 9.26 15.8 14.0 8.22 11.0 --- 

Proposed 6.63 5.72 5.56 4.68 7.10 5.88 

3.2 Rationality Experiment 

To verify the rationality of the proposed framework, we choose the Einstein image 
with different distortions, which are blurring (with smoothing window of W×W), addi-
tive Gaussian noise (mean=0, variance=V), impulsive Salt-Pepper noise (density=D), 
and JPEG compression (compression rata=R). 

Figs. 5 (all of the images are 8 bits/pixel; cropped from 512 512 to 128 128 for 
visibility) shows the Einstein image with different types of distortions and the metrics 
prediction trend to the corresponding image, respectively. It is found that the pro-
posed framework prediction trend to image drop with the increasing intensity of  
different types of image distortions. It is consistent well with the tendency of the de-
creasing image quality in fact. So the results demonstrate the rationality of the  
proposed framework. 

 
Blurring Additive Gaussian Noise 

 
Impulsive Salt-Pepper Noise JPEG Compression 

Fig. 5. Trend plots of Einstein with different types of distortion using the proposed framework. 
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3.3 The Influence of Quality Factor’s Number on the Final Experimental 
Result Experiment 

The perception changes caused by image quality descended not only reflect on each 
pixel of the image, also on a higher image scale. For catching the perception changes 
in a higher image scale, we design other eight quality factors . Here we 

show that these quality factors do have positive influence on the final image quality 
result. When we use Support Vector Regression (SVR) to learn the mapping from 
quality factor space to image quality, if we changed the number of the quality factors, 
it would have a different image quality result, the more the quality we put in, the 
higher the image quality score is. This can been shown in Table 4. 

Table 3. The Influence of Quality Factor’s Number on the Final Experimental Result 

 JP2K JPEG WN GB FF ALL 
 
 

PLCC 

 0.954 0.927 0.961 0.967 0.961 0.924 

 0.960 0.963 0.96. 0.965 0.940 0.952 

 0.950 0.967 0.971 0.970 0.948 0.954 

4 Conclusions 

A novel general image quality assessment is proposed in image pixel domain. An in-
formation channel is established by a mutual information based image partition, which 
is aimed to analyze the correlation between the luminance histogram and the composi-
tion of the image, In this channel, three kinds of mutual information between the pixel 
intensity and the image patches are extracted to catch the variation of the pixel correla-
tion. Then the differences between these information are utilized to learn the mapping 
from the differences space to image quality. Experimental results illustrate that the pro-
posed framework have good consistency with subjective perception values and the ob-
jective assessment results can well reflect the visual quality of images. 
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Abstract. No-reference image quality assessment (NR-IQA) is signifi-
cant for image processing and yet very challenging, especially for real-
time application and big image data processing. Traditional NR-IQA
metrics usually train complex models such as support vector machine,
neural network, and probability graph, which result in long training and
testing time and lack robustness. Hence, this paper proposed a novel
no-reference image quality via hash code (NRHC). First, the image is
divided into some overlapped patches and the features of blind/ refer-
enceless image spatial quality evaluator (BRISQUE) are extracted for
each patch. Then the features are encoded to produce binary hash codes
via an improved iterative quantization (IITQ) method. Finally, compar-
ing the hash codes of the test image with those of the original undistorted
images, the final image quality can be obtained. Thorough experiments
on standard databases, e.g. LIVE II, show that the proposed NRHC
obtains promising performance for NR-IQA. And it has high compu-
tational efficiency and robustness for different databases and different
distortions.

Keywords: No-reference · Image quality assessment · Hash code

1 Introduction

With the tremendous development of intelligent network, ultra-high resolu-
tion display, and wearable devices, high quality and credible visual information
(image, video, etc.) is significant for the end user to obtain a satisfactory quality
of experience (QoE). Where, assessing the quality of visual information, espe-
cially no-reference or blind image quality assessment (NR-IQA or BIQA), plays
an important role in numerous visual information processing system and appli-
cations [1]. Moreover, effective (high quality prediction accuracy) and efficient
(low computational complexity) NR-IQA is essential and has attracted a large
number of attentions.

NR-IQA metric is designed to automatically and accurately predict image
quality without reference images. Hence, it is a difficult and challenging work
and has attracted many researchers’ attentions. Traditional methods focus on
designing distortion-specific methods [2]-[4], which means that these methods
evaluate images with only one kind of distortions effectively, such as JPEG com-
pression, JPEG2000 compression, white noise, and Gaussian blurring. Therefore,
c© Springer-Verlag Berlin Heidelberg 2015
H. Zha et al. (Eds.): CCCV 2015, Part II, CCIS 547, pp. 276–285, 2015.
DOI: 10.1007/978-3-662-48570-5 27
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it is imperative to build the general purpose NR-IQA metric to handle different
types of distortions and even multi-distortions.

Recently, great effort has been made to design general purpose NR-IQA met-
rics. A series of methods are presented in the literature [5]-[18]. Almost all of the
reported NR-IQA methods include quality-aware feature extraction and effective
evaluation model designing, which are the most important processing for build-
ing a NR-IQA method. Generally, natural scene statistical (NSS) properties [19]
are most popular utilized features, which are extracted by generalized Gaussian
distribution in wavelet domain usually. Also other features are extracted through
Gabor in spatial domain [11] or statistical characteristics in discrete cosine trans-
formation (DCT) domain [10]. Another key point is designing the prediction
model. The latest methods can be divided into two categories, two-steps strat-
egy and transductive approach. The former first determines the distortion type
of a test image and then employs an associated distortion-specific no-reference
image quality assessment metric to predict the quality of the given image, e.g.
BIQI [5] and DIIVINE [6]. The BIQI trains a support vector machine (SVM)
model to divide five different distortions and trains five different support vec-
tor regressions (SVR) model for a particular distortion to predict image quality.
The DIIVINE, which is the extended work of BIQI, also is built in the two-steps
framework. While the transductive approach aims to build a model to directly
map image features to image quality without distinguishing different types of
distortions, such as LBIQ [7], BLINDS [8], BLINDS-II [10], CORNIA [11], and
SRNSS [12]. In those metrics, a large number of machine learning methods are
utilized to train the quality prediction model, such as multiple kernels learn-
ing (MKL), neural network (NN), and the probabilistic model. Therefore, the
reported metrics face a significant problem that they need long training and
test time. This is because that complex machine learning model is adopted, the
parameters are mostly defined by experience, and a large number of samples are
utilized to train the prediction model. And these methods also would reduce the
robustness of the quality evaluation system.

In order to solve the above problems, this paper proposed a novel no-reference
image quality assessment metric via hash codes, which is simple yet very fast. The
proposed method first divides the image into overlapped patches and extracts
the blind/referenceless image spatial quality evaluator (BRISQUE) [9] features
for each patch. Then the features are encoded into hash codes via an improved
iterative quantization (IITQ) [20] method. The Hamming distance between the
hash code of the test image and the original undistorted image is calculated to
predict image quality. In the proposed method, the quality prediction includes
hash coding and the Hamming distance calculation. They have the properties
of fast speed and high efficiency. Hence, the proposed can satisfy the real-time
applications and big image data processing.

The rest of the paper is organized as follows. Section 2 illustrates the pro-
posed no-reference image quality assessment. Detailed experimental results are
summarized and discussed in Section 3, and section 4 concludes the paper.
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2 NR-IQA via Hash Code

In order to assess the image quality effectively and efficiently, a novel no-
reference image quality assessment method is presented in the paper. The pro-
posed method includes three major steps: feature extraction, hashing coding,
and quality evaluation. For convenience, the proposed metric is named NRHC,
which is short for fast No-Reference image quality assessment via Hash Code.
And the framework of proposed NRHC is shown in figure 1.

Fig. 1. The framework of the proposed NRHC.

2.1 Features Extraction

Generally, the image has some statistical properties [19], especially for natural
scene images. The natural scene statistic is sensitivity to the presence of distor-
tions, such as JPEG2000 compression. Hence, quantifying deviations from the
normal natural scene statistics can assess the image quality, which is sufficient to
quantify naturalness of the image. However, the NSS feature is extracted from
the coefficient of some transform domain, such as DCT, wavelet and contourlet.
And it has a defect that time of transformation is huge. Hence, this paper intro-
duces the NSS properties into the BRISQUE [9] to describe the naturalness of
images.

Let X denotes the training set of images including n images. First, every
image in the training set is divided into overlapped patches with the size ω × ω
and an over-lapping size of ω0 pixels between neighboring patches. Then the local
BRISQUE features are extracted for every patch. The local patch is processed
by local mean subtraction and variance normalization on log-contrast values to
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produces decorrelated coefficients which follow Gaussian like distributions. Given
a local patch xl,k (l-th image and k-th patch), the process is as follows

x̂l,k(i, j) =
xl,k(i, j) − μl,k(i, j)

σl,k(i, j) + σ0
. (1)

Where, i and j are the spatial indices in local patch. σ0 is a constant that is
used to prevent instabilities. μ and σ are the mean and variance with a Gaussian
filter. The normalized luminance coefficients obey the asymmetric generalized
Gaussian distribution (AGGD). And all the parameters are estimated for the
AGGD with zero mode

pX(x;α, σ2
l , σ2

r) =

{
α

(βl+βr)γ(1/α) exp(−(−x
βl

)α) x < 0
α

(βl+βr)γ(1/α) exp(−(−x
βr

)α) x ≥ 0
(2)

Let fl = (fl,1, · · · , fl,kl
) represents the feature set of the l-th image. kl is the

number of patches for the l-th image. fl,k is the BRISQUE feature vector of
the k-th patch in the l-th image. In this paper, the dimension of the feature is
thirty-six for every patch.

All the features extracted from the training images are then clustered into
c classes using the k-means clustering algorithm with the squared Euclidean
distance metric. The cluster centers are used as the “quality-aware” visual words.
Every patch is assigned to the nearest cluster center by vector quantization, and
an empirical distribution over the visual words is calculated for each training
image, denoted as sl for every image.

2.2 Hashing Coding

The BRISQUE statistical features have a weak positive correlation with the
differential mean opinion scores (DMOS) which are produced human evalua-
tion. To get more accuracy prediction quality, it needs to design the evaluation
model and learning algorithm. Most existing models are built through com-
plex machine learning methods. Aiming to design as efficient and fast quality
assessment model, the iterative quantization [20] hash code algorithm is adopted
in this paper because of the fast properties. However, ITQ is an unsupervised
method. To obtain accuracy image quality, ITQ is improved (named IITQ) with
the supervised information (e.g. DMOS) to learning similarity binary codes for
images with similarity DMOS.

Training
Given the training image set S = [s1, s2, · · · , sn] ∈ R

c×n and corresponding
DMOS {q1, q2, · · · , qn}, our goal is to learn a binary code matrix B ∈ {−1, 1}n×d,
where d denotes the code length. For each bit r, the binary encoding function is
built by hr. Combining all bits, we can get hash functions H = {h1, h2, · · · , hd}.
Following [19], we will apply linear dimensionality reduction to data, and then
perform improved binary quantization in the resulting space. First, the PCA
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projection matrix W ∈ R
c×d is utilized to maximum the variance as follows

max F (W ) = 1
n tr

(
WT SST W

)

s.t. WT W = I.
(3)

Where, maximizing the objective function F is a typical Eigen-problem which
can be easily and efficiently solved by computing the eigenvectors of SST corre-
sponding to the largest d eigenvalues. After getting PCA projection vectors W ,
we can get the low-dimensional embeddings V = ST W . Then we orthogonally
transform the projected data by an orthogonal rotation matrix C ∈ R

d×d to
minimize the quantization loss

min Q (B,C) = ‖B − V C‖2F
s.t. CT C = CCT = I.

(4)

Meanwhile, we intend to make the Hamming distance between a pair of binary
codes preserving the DMOS difference of two images, that is

min δ (C) = tr(sgn(V C)T S̃sgn(V C)), (5)

where S̃ ∈ R
n×n is the difference matrix of DMOS. As the Eq. (5) is difficult to

solve, we approximate binary codes B and rotation matrix C simultaneously

min δ̃ (B,C) = tr(sgn(V C)T S̃V C) = tr(BT S̃V C). (6)

Then the overall objective function for minimizing the quantization loss and
preserving the difference of DMOS simultaneously would be

min L(B,C) = ‖B − V C‖2F + 2ηtr(BT S̃V C)
s.t. CT C = CCT = I.

(7)

Where, η is a scaling parameter to balance the two contributions. Although
the problem is NP-hard, its sub-problems w.r.t. each of B and C are convex.
Therefore, we can minimize it by the alternating procedure.

Testing
Given a test image, we can obtain the features st ∈ R

c×1. Then, its hash code
can be obtained by

bt = sgn(sT
t WC). (8)

2.3 Quality Evaluation

For a new image y, we extract its features and quantify those features to get
statistic properties of empirical distribution over the “quality-aware” visual
words. Then the features are coded through the previous testing processing and
we can obtain the hash code of the new image, indicated as bt.
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The original images from the training set are selected, indicated as bi (r =
1, · · · , r), where r is the number of original images in the training set. Finally,
the image quality can be obtained as follows

Q =
100
d

1
r

r∑

i=1

Hamming(bi,bt). (9)

Where, Hamming(bi, bt) denotes the Hamming distance between bi and bt. And
d is the number of hash code bits.

3 Experimental Results and Analysis

To validate the effectiveness and robustness of the proposed NR-IQA method,
some experiments are conducted, including the consistency experiment, database
independence, and time cost experiment.

Databases: LIVE II [23], TID [24], CSIQ [25], IVC [26], and MICT [27] are
used as the standard databases. The LIVE (the Laboratory of Image and Video
Engineering at the University of TEXAS at Austin) II database is the most
popular adopted database and it is used as the benchmark database. It con-
tains 29 high-resolution 24-bits/pixel RGB color original images and a series of
distorted images (#982): JPEG2000 compression (JP2K, #227), JPEG com-
pression (JPEG, #233), white noised in the RGB components (WN, #174),
Gaussian blurring (Gblur, #174) and transmission error in the JPEG2000 bit
stream using a fast-fading Rayleigh channel (FF, #174). All the images are
presented with differential mean opinion scores.

Criterion: Video quality expert group (VQEG) [22] provides the comparison
criterion in Phase-I and -II. A nonlinear mapping is first built between the pre-
dicted quality and DMOS using logistic non-linear regression analysis. And the
criteria of LCC and SROCC are used to compare the performance of metrics.
The Pearson linear correlation coefficient (LCC) provides an evaluation of pre-
diction accuracy. The Spearman rank-order correlation coefficient (SROCC)
is considered as a measure of prediction monotonicity. A larger value indicates
better performance.

Settings: The bit size of binary hash code will directly affect the performance
of the proposed NRHC. Generally, the size is larger than 100 for the proposed
metric. On the other hand, the size of hash code is limited to the dimension of
the image features. When all of these conditions are considered together, the
size of hash code is set to 120 in this paper. And this setting can lead to a good
performance.

3.1 Consistency

The subjective score (DMOS or MOS) is the most reliable evaluation because
human beings are the ultimate recipients of the image. Therefore, the consistency
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Table 1. Comparison of the Performance (LCC) on the LIVE II Database.

Metric Type JP2K JPEG WN Gblur FF All

PSNR FR 0.8962 0.8596 0.9858 0.7834 0.8895 0.8240
SSIM FR 0.9367 0.9283 0.9695 0.8740 0.9428 0.8634
BIQI NR 0.8086 0.9011 0.9538 0.8293 0.7328 0.8205
LBIQ NR – – – – – –

DIIVINE NR 0.9220 0.9210 0.9880 0.9230 0.8880 0.9170
BLIINDS NR 0.8070 0.5970 0.9140 0.8700 0.7430 0.6800

LQF NR 0.8424 0.8310 0.8523 0.8459 0.7976 0.8021
QAC NR 0.8648 0.9435 0.9180 0.9105 0.8248 0.8625

NRHC NR 0.9006 0.8674 0.8845 0.8887 0.8955 0.8714

Table 2. Comparison of the Performance (SRCC) on the LIVE II Database.

Metric Type JP2K JPEG WN Gblur FF All

PSNR FR 0.8898 0.8409 0.9853 0.7816 0.8903 0.8197
SSIM FR 0.9317 0.9028 0.9629 0.8942 0.9411 0.8510
BIQI NR 0.7995 0.8914 0.9510 0.8463 0.7067 0.8195
LBIQ NR 0.9000 0.9200 0.9700 0.8800 0.7800 0.8900

DIIVINE NR 0.9130 0.9100 0.9840 0.9210 0.8630 0.9160
BLIINDS NR 0.8050 0.5520 0.8900 0.8340 0.6780 0.6630

LQF NR 0.8389 0.8323 0.8472 0.8456 0.8018 0.8156
NIQE NR 0.9187 0.9422 0.9718 0.9329 0.8639 0.9086
QAC NR 0.8621 0.9362 0.9509 0.9134 0.8231 0.8683

NRHC NR 0.8622 0.8428 0.8518 0.8806 0.8651 0.8776

between the objective evaluations and the subjective scores is the most important
performance. To verify that the algorithms are robust to the image content, a
cross-validation experiment is conducted on the database. Part of original images
and their corresponding distorted images (80%) are randomly selected for model
training, with for the remainder being used as test images. The performance
of LCC and SROCC is the average of the experimental results with 100 times
of random cross-validation. The results are shown in Table 1 and 2. Where,
PSNR (Peak Signal-to-Noise Ratio) and SSIM (Structural SIMilarity) [21] are
typical full-reference image quality assessment metrics, and BIQI (the Blind
Image Quality Indices) [5], LBIQ (Learning based Blind Image Quality measure)
[7], DIIVINE (the Distortion Identification-based Image Verity and INtegrity
Evaluation) [6], BLIINDS (BLind Image Integrity Notator using DCT Statistics)
[8] [10], LQF (Latent Quality Factors) [15] and QAC (Quality-Aware Clustering
method) [17] are no-reference image quality assessment metrics.

Table 1 and 2 show the comparison of performances on the sub (JP2K, JPEG,
WN, Gblur, FF) and the entire LIVE II database. It can be found that different
NR-IQAs present the best performance on some distorted sub database. The
proposed NRHC obtains better performance than the state-of-the-art methods
on most conditions. Furthermore, the proposed NRHC has similar performance
on different distortions. Hence, the proposed NRHC has greater robustness than
other metrics.
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3.2 Database Independence

Most of the NR-IQA metrics need to determine model parameters through learn-
ing algorithm on the training set. Hence, it is necessary to verify the robustness
and generalization. It means that whether the learned model is sensitive to dif-
ferent databases or database independence.

The metrics are trained on the LIVE II database and tested on other
databases including TID (1700 distorted images with 17 different distortions),
CSIQ (900 distorted images with 6 different distortions), IVC (195 distorted
images with 4 different distortions), and MICT (168 distorted images with 2 dif-
ferent distortions). The experimental results of PSNR, SSIM, BIQI, DIIVINE,
BLIINDS, LQF, QAC and the proposed NRHC on these publicly available
databases are shown in Table 3. It can be found that the proposed metric has
better stability than other metrics.

Table 3. LCC on other Public Databases.

Metric Type TID CSIQ IVC MICT

PSNR FR 0.5643 0.8772 0.7192 0.6355
SSIM FR 0.6387 0.8060 0.7924 0.7979
BIQI NR 0.4192 0.6601 0.5346 0.6853

DIIVINE NR 0.7749 0.8284 0.3300 0.6416
BLIINDS NR 0.5086 0.7529 0.7013 0.7924

LQF NR 0.4231 0.6396 0.6191 0.7042
QAC NR 0.8538 0.8416 0.7676 0.5189

NRHC NR 0.5387 0.6826 0.6237 0.7187

Table 4. Computational time on LIVE II Databases.

Metric Type Training Testing

PSNR FR – 1.86s/100p
SSIM FR – 7.20s/100p
BIQI NR – 74.25s/100p

BLIINDS NR – 85.27s/100p
NRHC NR 1.75s/100p 0.21s/100p

3.3 Computational Time

Time cost will greatly affect the effectiveness and efficiency and plays a significant
role in the real-time application and big image data processing system. In this
subsection, we test and compare the computing time of some existing methods
with the proposed NRHC. The computational time experiment is conducted on
the LIVE II database and the same runtime environment. The results are shown
in Table 4. The computational time is recorded and presented under processing
for every 100 images. From the table, we can find that the proposed NRHC has
the best performance on computational time cost.
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4 Conclusions

This paper proposed a novel no-reference image quality assessment method via
hash codes. The proposed NRHC is effective and efficient which are demon-
strated by the analysis and experiments. The proposed NRHC first extract the
spatial natural scene statistics features, embed the features into hash codes via
an improved iterative quantization method, and calculate the Hamming distance
between the hash code of the test image and the original undistorted image to
predict image quality. The hash coding and the Hamming distance calculation
have the properties of fast speed and high efficiency. Hence, the proposed NRHC
can satisfy the real-time applications and big image data processing. However,
the proposed NRHC has not considered the characteristics of the human visual
system (HVS), such as visual saliency. Therefore, the method combining the fast
algorithm and the properties of HVS need to be studied. Additionally, in order
to assess stereo images, video and high definition, the proposed method also
needs to be extended to fit new applications.
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Abstract. VR shooting theaters are very popular now, and shooting recognition 
system is one of the important components. In this paper, we will introduce a 
new simulation gun and a novel shooting recognition system used in VR shoot-
ing theaters in which multi-players can moving freely, and describe how to im-
prove the realistic experience of shooting actions in virtual worlds. We will also 
show one of its application in two-view VR shooting theaters in which players 
can see the different pictures rendered from different viewpoints. 

Keywords: Shooting game · VR theater · Simulation gun 

1 Introduction 

The traditional first-person shooter video game exists mainly in the consoles, and 
users play games with keyboard, mouse, or joystick in an unnatural way. Currently, 
more and more virtual reality (VR) theaters come forth in cultural theme parks, exhi-
bition museums and so on, with the development of VR, human-computer interaction, 
computer animation, computer game and projector technology. The existing VR thea-
ters [1] usually involve a large screen, 3D glasses, surround-stereo sound systems and 
dynamic seats. They allow the interaction of a large number of audiences. Generally, 
all the players share one same scene image. As one kind of the VR theaters, the shoot-
ing theater systems provide shooting game with cooperative mode, usually limiting 
players in the seats, so the players cannot move freely to shoot the hiding targets [2]. 
To enhance the immersive experience, simulation guns based on infrared and laser 
technology are made-up of complex and expensive apparatus [3]. The guns are con-
nected to the seats by cables in most scenarios. However, the use of simulation guns 
becomes the biggest drawback of this form of the game, mainly embodying as fol-
lows: First, the simulation guns correction process is very complex, affected deeply 
by subjective ideas of the correcting people. Second, simulation guns on each seat 
needs to be corrected, which are large correction tasks. Third, the use of wired simula-
tion guns, limits user interaction and impacts on the user's immersive experience. 

We implemented a two-view VR shooting theater system in which multi-players 
can move freely and interact with the movies, and briefly introduced a shooting  
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recognition system [4]. In this paper, we focus on introducing an improved shooting 
recognition system. The simulation guns only have laser transmitters and have no 
cameras in them. The system only uses an infrared camera to capture screen images, 
and we complete interactive shooting task by analyzing the position of front sight and 
users’ shooting information. Without the limitation of power cable, each user can 
move freely. We also discuss how to improve the realistic experience of shooting 
actions in virtual worlds in this paper, and show one of its application in two-view VR 
shooting theaters in which players can see the different pictures rendered from differ-
ent viewpoints. 

2 System Architecture of the Shooting Recognition System 

Figure 1 shows the system architecture of the shooting recognition system. The cam-
era is placed where lens is on the centerline of the curtain, and install it on the roof or 
other high at 2.5 to 3 meters away from the curtain. Adjust the position by monitoring 
software that comes with the camera. Then the projector is also placed where lens is 
on the centerline of the curtain. We install it on the roof or other high (It can be placed 
at the bottom of the camera). Adjust the position of the projector imaging. Make  
sure the camera and projector are set up a good network connection to the computer. 
We complete the front sight positioning and determine the case of the simulation guns 
by infrared emitters on the guns. The simulation gun has two laser emitters. One is on 
all the time and utilized to locate front sight, another is on while player is shooting, 
and is utilized to determine whether player is shooting. 
 

 
 

Fig. 1. Multiplayer free shooting recognition system and device 
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3 The Method of Shooting Recognition 

We briefly introduced a shooting recognition system in reference [4]. The simulation 
gun was equipped with three infrared lasers on the head. Two of them on the side are 
turned on to locate the front sight, and the last one in the middle is controlled by the 
trigger as the signal of shoot. When the trigger was pulled, the infrared camera will 
catch the light of middle laser, and the shooting event will be triggered. The infrared 
lasers can compose different patterns with the parameters such as different angles, 
distance etc., and it’s convenient to be recognized using pattern recognition technolo-
gy. As the example in Figure 2, gun A shows a line shape and gun B shows a triangle 
shape, so the infrared camera can distinguish them through capturing and detecting 
the pattern of laser points. But it is difficult to recognize the guns when several pat-
terns are overlap. 
 

 
Fig. 2. Different patterns of simulation guns 

In this paper, a new simulation gun recognition method is presented, which enables 
users to play a shooting game with wireless simulation guns in a more natural way. 
The simulation gun is equipped with two infrared lasers. One for target locating is 
always on during the game (Figure 3.a), and the other one for trigger status will be 
turned on only if the user pulled the trigger (Figure 3.b). An infrared camera is 
adopted to capture the infrared laser spots from the curtain. Because a filter is covered 
in front of the camera to filter out contents from the projector, we can easily capture 
laser spots generated by the infrared laser transmitter and record them with black 
color blocks. Our method is supposed to recognize the front sight position and the 
triggers status. 

Figure 3 shows us different patterns might be produced by our infrared simulation 
guns. Figure 3(a) describes the four predefined status that users do not pull the trigger; 
figure 3(b) describes status when users pull the trigger, and we can notice that an 
extra dot block for firing status is captured; and patterns in figure 3(c) is generated 
when an overlap is happened during the shooting process.  

Before shooting patterns recognition, we define the feature value of shooting pat-
terns as   

                                  

and . We calculate the 
center point of the front sight block, and build a frame with the center point  
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(a) 

 
(b) 

 
(c) 

Fig. 3. Patterns of infrared simulation guns 

as the original point. Then we find a center for each block area in on phase. 
 are coordinate of center points in phases 1, 2, 

3, 4 respectively(Figure 3(a)).  
The basic idea is to calculate the feature value of the captured image and com-

pare it with the predefined patterns to decide the status of the simulation gun. The 
main steps can be described as: 

Step 1: Calculate the area of each shooting pattern. 
Step 2: Decide the status of each shooting pattern. Set up three predefined ascend-

ing value C1, C2 and C3. If the area of block is lower than C1, we consider it as noise. 
If between C1 and C2, it is a shooting block and goes to step 3. If between C2 and C3, 

(1) (3) 

(2) (4) 
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it is a front sight block and goes to step 4. If bigger than C3, it is an overlap block and 
goes to step 5. 

Step 3: Enumerate each front sight block, and calculate distances between the front 
sight block and the shooting block. Find the nearest pairs that meet the distance re-
quirements and mark the front sight block as firing status. 

Step 4: Calculate the feature value, compare it with the shooting patterns, and find 
the best match pattern with minimum sum of square difference method. 

Step 5: Decide the pattern of the overlap front sight blocks. Calculate the missing 
front sight block of current frame from the previous frame. Find a nearest overlap 
block for each missing block. If the distance between the missing block and its nearest 
overlap block is less than a predefined value, the missing block exists and we assign 
the overlap block coordinate as its new coordinate. Otherwise, the missing block will 
be skipped.     

4 Shooting Effects Simulation 

Three types of particle systems are used to simulate the visual effects of firing flare, 
firing smoke, and hitting smash correspondingly. Transparent billboard pictures are 
used to represent particles. Particles to simulate the firing flare and the firing smoke 
are both emitted along the virtual gun direction. The former particle is emitted with 
high speed and short life cycle. The latter one has long life cycle and low spread 
speed. Particles for hitting smash simulation are relatively complex to design. The 
difficulty is that different visual effects are supposed to be displayed when the bullet 
hits different objects. We have categorized objects into three kinds and designed 
smoke, splat, and explosion effects to simulate the hitting effects for hard objects, 
fragile objects, and explosive objects perceptively.   

Gunkick and viewkick are introduced to enhance the player experience for firing. 
A quick backward gunkick movement or a predefined reload animation for virtual 
gun is displayed and produces the shooting delay. We change the view position 
slightly after each shot for two reasons. The swift and slight shake of view position 
can produce the viewkick effects. And players are expected to adjust targets after each 
shooting action due to the fact that their positions are changed slightly when shooting. 

5 Application in Two-View VR Shooting Theater Systems 

In conventional projection-based display systems, stereoscopic images are projected 
onto a single large screen to allow groups of people to view the virtual environment. 
These systems provide only one stereoscopic image pair in a shared virtual environ-
ment, and also all viewers observe stereoscopic images from a single viewing posi-
tion, this case lacks realistic experience. The multi-view projection display  
system which presents multiple viewpoints of the same screen concurrently has be-
come the focus in recent years[5][6]. Using this kind of technology, we developed  
a shooting theater system, equipped with two-view projecting system, 3D  
shutter glasses, individual surround-stereo earphone and user-customized simulation 
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guns [4]. To provide a more friendly interaction for the players, we use Kinect net-
works to capture the movement of players.  

The system mainly has four modules: output module, interactive input module, 
real-time parallel rendering module, and integrated processing module. Kinects and 
simulation guns are utilized as interactive tools to trace information such as shooting 
position, shooting action, player’s dynamic position and ID of simulation gun. Images 
are rendered by the rendering server based on the information, and then projected on 
the large screen. Players can see their individual view of 3D scene through the custo-
mized shutter glasses and hear sound with stereo sound earphone. At the same time, 
the integrated processing server also drives the devices to produce special effects of 
smog, rain, bubbles in line with the story to form a unique experience.  

As there could be multiple players in the game, cooperative strategy needs to be 
made. The system supports two kinds of game mode: collaborative mode in which 
players will cooperate with each other and adversarial mode in which players in dif-
ferent team will shoot each other. Both modes follow the same rules: when there  
are two players, they can move freely to drive the virtual avatar and each of them will 
see his own scene image with different shutter glasses. When there are more than two 
players, they will be divided into two teams. Players can only see the scene of their 
own team. Each team should assign a leader who commands the team, control the 
story plot and change the scene. Each member in one team wears the same kind of 
shutter glasses.  

The multi-view projection display system which presents multiple viewpoints of 
the same screen concurrently has become the focus in recent years[5][6]. Using this 
kind of technology, we can also develop a six-view shooting theater system. The me-
thod of shooting recognition and simulation in this paper also can be adapted to the 
six-view shooting theater system. 

Different from the traditional single view system, it is necessary to render the scene 
from different viewpoints simultaneously for multi-view systems. In our system, we 
maintain different worldview transformation matrix for different players. Although, 
the positions and shooting information of two players are recognized with the same 
Kinect network and camera, positions and directions of different group of players are 
transformed to different places in the scene after the worldview transformation. 

6 Conclusion 

This paper introduces a kind of multiplayer free shooting recognition system and 
device for 7D shooting theater. This system can rapidly identify the ID of each player, 
locate front sight and obtain shooting information. No need to pre-correction, easy to 
use, more freedom because of wireless. In addition, it is easy to transport and set up, 
low cost, suitable for family. 

For future work, we would like to evaluate the two-view free shooting recognition 
system by a user study. We will design a shooting task and ask volunteers to fulfill the 
task in different systems including our two-view system. Objective indicators such as 
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task completion time and subjective indicators such as user satisfactory will be used 
to evaluate the system. 
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Abstract. The available image quality assessment (IQA) methods based on 
gradient calculation are mostly implemented without considering visual percep-
tion threshold (VPT) and color information. However, incorporating VPT with 
IQA model can reduce redundant information and human visual system (HVS) 
is extremely sensitive to color variation. An improved image quality assessment 
in gradient domain is proposed which utilizes minimum amount of gradient 
coefficients to capture the color and structure distortion of degraded image by 
applying a VPT to remove the unperceived gradient coefficients. The difference 
of perceived gradient coefficients between distorted and reference image is 
measured to acquire image quality score. Experimental results on two ben-
chmarking databases (LIVEII and TID2008) indicate the rationality and validity 
of the proposed method. 

Keywords: Image quality assessment · Human visual system · Gradient calcu-
lation · Visual perception threshold 

1 Introduction 

Objective image quality assessment is designed with the aim of interpreting the quali-
ty of distorted image automatically and responding consistently with the behavior of 
the HVS [1-2]. A huge number of IQA algorithms have been emerged with the evolu-
tion of image processing technology, which can be divided into two categories, name-
ly HVS based paradigm and non-HVS based metrics. The traditional peak signal to 
noise ratio (PSNR) [3] just measure the pixel difference between degraded and refer-
ence image to obtain the image quality score, which doesn’t accord with the way of 
human perceive information. The perfect IQA model is required to simulate the actual 
process of HVS perceive image. However, the HVS is extremely complex and the 
research on it is limited, which lead to the mainstream IQA methods are designed 
based on certain properties of HVS. The Multi-Scale structural similarity (MS-SSIM) 
[4] assumes that HVS is sensitive to structure information in an image when perceiv-
ing the image quality. Motivated by SSIM, the gradient SSIM (G-SSIM) [5] is built 
by Chen et al, which first compute the gradient of distorted image and reference im-
age and then measure the luminance similarity, contrast similarity and structural simi-
larity of gradient maps. Given the gradient magnitude maps, the gradient orientation 
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maps and contrasts of reference and distorted image, the similarity among them is 
computed in geometric structure distortion (GSD) [6] method to acquire the image 
quality score. RR-VIF [7] constructs the IQA model by measuring the change of visu-
al information fidelity in the distorted image. GMSD [8] explores the use of global 
variation of gradient based local quality map for overall image quality prediction. 

The available IQA methods based on gradient calculation are mostly imple-
mented ignoring VPT and color information. However, incorporating VPT with IQA 
model can reduce redundant information and HVS is extremely sensitive to color 
variation [9-10]. The human eyes cannot perceive image gradient with its magnitude 
under VPT. However, there is no consideration of this aspect for these models [4-8]. 
An improved image quality assessment in gradient domain is proposed in this paper. 
In the proposed framework, we first calculate the gradient of an image in RGB color 
space and grayscale domain to capture its color and structure distortion. And then the 
VPT is determined according to the properties of HVS, which is used to calculate the 
perceived visual feature. Finally, the difference of perceived visual feature between 
distorted and reference image is measured to acquire image quality score. 

The remainder of this paper is organized as follows. Section 2 presents the com-
prehensive implementation of proposed algorithm. Section 3 illustrates the experi-
mental result and a though analysis. Finally, conclusion is made in section 4. 

2 Image Quality Assessment in Gradient Domain 

Fig. 1. presents the structure of the proposed metric. In the first step, we calculate the 
gradient of distorted and reference image in RGB color space and grayscale domain. 
The greater of gradient magnitude imply the huger variation in the image and yet the 
tiny change in the image can’t be perceived by human eyes. So the next step is to 
compute the VPT of reference image gradient magnitude. Afterwards, the proportion 
of perceived gradient magnitude of reference and distorted image is calculated ac-
cording to the VPT. Finally, the objective image assessment is acquired by comparing 
the difference of the proportion of perceived gradient magnitude between reference 
and distorted image. 

 
Fig. 1. The proposed image quality assessment algorithm framework 
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2.1 Gradient Calculation 

It is well known that image gradient is sensitive to distortions, however, the mostly 
existing IQA methods just compute image gradient in grayscale domain, which ig-
nores the fact that image gradient in RGB color space has a great influence on quality 
prediction. With gx denotes the horizontal direction of the filter and gy denotes the 
vertical direction, the calculation of gradient magnitude complies with the the follow-
ing rules. Let I denote an image. 

                          
, 

 
 (1) 

                  
, 

 
 (2) 

Where “ ” is the linear convolution operator and Ggray denotes the gradient in the 
grayscale domain, Grgb denotes the gradient in RGB color space. Ir, Ig and Ib denote 
the R, G and B channel of image respectively. The gradient in the grayscale domain is 
compute at four scales to capture multiscale behavior, by low pass filtering.  gv is the 
Gaussian partial derivative filter applied along the horizontal (x) or vertical (y) direc-
tion: 

                        
 

                        
, 

 
 (3) 

Where is the scale parameter. Fig. 2 shows the gradient map in RGB color space 
and grayscale domain of natural image and corresponding distorted image. What we 
can see from Fig. 2 is that the degradation of image will induce obvious change of 
image gradient in RGB color space and grayscale domain. 

2.2 Visual Perception Threshold  

The available IQA models based on gradient just compute the similarity of image 
gradient structure without considering the human visual perception threshold. How-
ever, the tiny change in the image can’t be perceived by human and therefore the VPT 
is required to remove the diminutive gradient magnitude which doesn’t arouse re-
spond in HVS [11-12]. The VPT is defined by. 
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Where C is the amount of gradient coefficients, g(k) is the kth gradient coefficients 
and is the mean of all gradient coefficients,  a tuning parameter. Based on the 
eq. (4), we can obtain the visual perception threshold in RGB color space and grays-
cale domain denoted by Trgb and Tgray. 

It is valuable to preserve visually sensitive gradient coefficients by VPT and the 
amount of visual sensitive gradient coefficients reflects the visual quality of the im-
ages, which reduce the amount of feature and decrease the complexity of algorithm.  

 
Fig. 2. Gradient map in RGB color space and grayscale domain 

2.3 Visual Perception Feature Extraction 

By using VPT obtained by eq. (4), we can count the number of visually sensitive gra-
dient coefficients in RGB color space and grayscale domain. Therefore, for a given 
image, we can obtain the proportion of perceived gradient coefficients N based on  
eq. (6). 

                                    , 
 

 (5) 

                                      
, 

 
 (6) 

Where C is total number of gradient coefficients and CT is the visual perceived gra-
dient coefficients which are greater than VPT. With eq. (5), (6) the proportion of vis-
ual perceived gradient coefficients in RGB color space and grayscale domain are got 
and denoted by Nrgb, Ngray , which are defined as the visual perception feature.  
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2.4 Quality Pooling 

In the proposed framework final quality index is defined by weighted strategy of Qrgb 
and Qgray. 

                           

, 
 

 (7) 
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 (8) 

, 
 

 (9) 

Where are the tuning parameters, Drgb and Dgray are the difference of visual 
feature in the RGB color space and grayscale domain, which are obtained by the fol-
lowing equations. 
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 (10) 
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Where Nrgb_r, Nrgb_r(i) and Nrgb_d , Nrgb_d(i) are the visual perception feature of refer-
ence and distorted image in RGB color space and grayscale domain. S is the number 
of image scale in grayscale domain obtained by low pass filtering and i is the scale 
index. 

3 Experimental Results 

Experiments are done on the LIVE database II [13] and the TID2008 database [14]  
to verify the rationality and validity of proposed. LIVE database II contains 29  
high-resolution 24 bits/pixel RGB color images and 175 corresponding JPEG and  
169 JPEG2K compressed images, as well as 145 white noisy (WN), 145 Gaussian 
blur (GB), and 145 fast-fading (FF) Rayleigh channel noisy images at a range of qual-
ity levels. We select five types of distortion in the TID2008 database to complete the 
experiment, i.e., Gaussian blur (GB), Image denoising (DEN), JPEG compression 
(JPEG), JPEG2K compression (JPEG2K) and JPEG transmission errors (JGTE). The 
assessment indexes considered in the experiment is spearmans rank ordered correla-
tion coefficient (SROCC). The value of SROCC closer to 1 implies superior consis-
tency with human perception. 
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3.1 Consistency Experiment 

In this section, we compare the performance of the proposed framework with standard 
IQA methods, i.e., PSNR [3], MS-SSIM [4], G-SSIM [5], GSD [6] and RR-VIF [7]. 
The values for SROCC of all the IQA metrics mentioned above are given in  
tables 1, 2. Fig. 3 presents the nonlinear fitting of the objective quality score obtained 
by proposed versus mean opinion score (MOS) on LIVE database II. In implement 
the IQA task, methods [3-6] require full information of reference image while the 
proposed just utilize a fraction of information, which reduce the redundant informa-
tion and complexity of algorithm. RR-VIF [7] build IQA model based on the additive 
noise model, while the mostly of distortions on LIVE II database are induced by addi-
tive noise and hence the performance of RR-VIF [7] on LIVE II database is superior 
to the proposed. However, the distortions on TID2008 are generated by additive noise 
and multiplicative noise and therefore the performance of RR-VIF [7] declined. Most-
ly of the SROCC values on TID2008 for the proposed are higher than that for algo-
rithms [3-7]. In general, consistency experiment shows that the proposed owns a pre-
ferable result.  

Table 1. SROCC of different metrics on LIVE II database 

Metric JPEG2K JPEG WN GB FF 
PSNR 0.895 0.881 0.985 0.782 0.891 
MS-SSIM 0.963 0.981 0.973 0.954 0.947 
G-SSIM 0.935 0.944 0.926 0.968 0.948 
GSD 0.911 0.931 0.879 0.964 0.953 
RR-VIF 0.950 0.885 0.946 0.961 0.941 
Proposed 0.927 0.827 0.919 0.956 0.937 

Table 2. SROCC of different metrics on TID2008 database 

Metric GB DEN JPEG JPEG2K JGTE 
PSNR 0.870 0.942 0.872 0.813 0.752 
MS-SSIM  0.691 0.859 0.956 0.958 0.932 
G-SSIM 0.924 0.880 0.859 0.944 0.855 
GSD 0.911 0.878 0.839 0.923 0.880 
RR-VIF 0.942 0.948 0.599 0.928 0.891 
Proposed 0.937 0.946 0.796 0.951 0.787 

3.2 Rationality Experiment 

To verify the rationality of the proposed metric, we choose four sets of images with 
different distortions, which are Gaussian blur, spares sampling and reconstruction, 
chromatic aberrations and Image denoising. Fig. 4 illustrates the prediction trend of 
the four sets images with different quality. It can be observed that the proposed me-
thod prediction trend rises with the increasing of MOS on different types of distor-
tions. It proves the rationality of the proposed framework. 
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3.3 The Performance of Gradient in RGB Color Space 

The available IQA metrics based on image gradient just calculate the gradient in 
grayscale domain, which fails to consider the case that HVS is sensitive to color 
change. Therefore, we compute the gradient both in the grayscale domain and RGB 
color space to capture the structure and color feature. The first strategy map gradient 
in grayscale domain to the quality score and denote as Ggray. Both the gradient in 
grayscale domain and RGB color space is used to obtain the quality score denote as 
Ggray+rgb, which is defined as.the second strategy. Tables 3, 4 show the performance of 
the two different strategies. The values for SROCC of Ggray+rgb are higher than that of 
Ggray, which verifies the rationality and validity of gradient in RGB color space in the 
proposed IQA model. 

Table 3. SROCC of different quality pooling on LIVE database II 

 JPEG2K JPEG WN Gblur FF 
Ggray 0.910 0.812 0.850 0.946 0.924 
Ggray+rgb 0.927 0.827 0.919 0.956 0.937 

Table 4. SROCC of different quality pooling on TID2008 database 

 GB DEN JPEG JP2K JGTE 
Ggray 0.871 0.915 0.745 0.933 0.760 
Ggray+rgb 0.937 0.946 0.796 0.951 0.787 

4 Conclusion 

A novel image quality assessment metric in gradient domain is proposed. In the pro-
posed framework, the gradient is first calculated in RGB color space and grayscale 
domain to obtain the change in the color and structure of a distorted image. VPT 
which determined from the reference image is utilized to produce a noticeable varia-
tion in sensory experience. Finally, the objective image quality assessment is acquired 
by measuring the difference of the proportion of visual sensitive gradient coefficients 
between reference and distorted image. Although the proposed achieves a desirable 
performance, it is essential to develop blind image quality metrics that estimate the 
quality of images without any prior information of nature image. 
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Abstract. Action recognition (AR) is one of the most important tasks
in computer vision and there are a large number of related research works
along this line. While most of these works are investigated on AR datasets
collected from the visible spectrum, the AR problem on infrared scenar-
ios still has not attracted much attention, and there is even few public
infrared datasets available for supporting this research. This study aims
to emphasize the importance of the infrared AR problem in real applica-
tions and arouse researchers’ attention on this task. Specifically, we con-
struct a new infrared action dataset and evaluate the state-of-the-art AR
pipeline, including widely-used low-level local descriptors, coding meth-
ods and fusion strategies, on it. Through these evaluations, we find some
interesting results. E.g., dense trajectory feature can achieve the best per-
formance while the appearance features, e.g., HOG, has relatively poorer
performance; the coding method of vector of locally aggregated descrip-
tors is evidently better than that of the widely-used fisher vector; the late
fusion facilitates a better performance than early fusion. Furthermore, the
best performance achieved on our dataset is 70%, leaving a relative large
space for promoting new methods on this infrared AR task.

Keywords: Infrared action dataset · Action recognition · Local descrip-
tors · Feature fusion

1 Introduction

Action recognition (AR) is one of the most important tasks in computer vision.
Its potential applications include video surveillance, video indexing, human-
computer interaction (HCI), etc. [1]. Over the past decades, human action recog-
nition has attracted extensive attention and a number of methods have been
proposed to address this task [24]. Basically, most of the efforts have been put
into visible imaging videos and many existing methods follow the pipeline: raw
feature extraction, feature coding and classifier learning. Generally speaking, the
description ability of the adopted features is very important to the performance
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of the method. So far, many good feature descriptors have been widely used for
action recognition, such as STIP [18], HOG3D [14], 3DSIFT [23], etc.

The development of feature descriptors needs to be refined and substantiated
on proper AR datasets. Recently, many AR datasets have been constructed to
research purposes, such as KTH [22], UCF sports [26], HMDB51 [16],WEB-
interaction [8], etc. The recently proposed AR datasets [15] more and more
simulate real scenarios. While benefited from these datasets, recently designed
methods for AR can better adapt real applications, these methods still often
encounter great challenges, such as illumination change, shadow, background
clutter, occlusion of the object, etc. Actually, these challenges also make other
computer vision tasks, like object detection, very hard to be effective only based
on the provided visible information.

Compared to visible spectrum imaging, the infrared thermal imaging have
many complementary advantages over the aforementioned challenges [10], e.g.,
the infrared imaging is able to work well under poor light condition, like imaging
at night. These advantages have been utilized in pedestrian detection [30], face
recognition [13] and other computer vision tasks, but still have not been attracted
much attention in AR community [9]. Especially,to the best of our knowledge,
there is still no public dataset available for AR research purpose so far.

To the aforementioned issues, we set up a new infrared dataset, called infrared
action dataset (IAD), for the infrared AR task. Following the approach of con-
struction of existing AR datasets in visible spectrum [3], the new dataset collects
12 kinds of common human actions. The samples vary from simple to complex
scenes. We further evaluate the state-of-the-art AR pipeline on our dataset.
Specifically, our evaluation emphasis is put on widely-used low-level local descrip-
tors, the coding strategies and the fusion strategies. This work is expected to
establish a benchmark and baseline for infrared AR research, like KTH dataset
for AR of visible spectrum.

The rest of this paper is organized as follows: Section 2 introduces details of
the newly constructed dataset. Section 3 introduces the employed local descrip-
tors and the utilized evaluation methods. Section 4 presents experimental setup
and evaluation results on the dataset. The conclusion is drawn in Section 5.

2 Infrared Action Dataset(IAD)

Following the approach to construct a AR dataset from the visible spectrum [3],
we collect 12 common human actions from infrared videos. As shown in Fig. 1,
the action types include one hand wave(wave1), multiple hands wave(wave2),
handclapping, walk, jog, jump, skip, handshake, hug, push, punch and fight.
Each action type has 30 video clips. All actions are performed by 25 different
volunteers. The videos are captured by a handled infrared camera IR300A. Each
clip lasts 4 seconds in average. The frame rate is 25 frames per second and
the resolution is 293×256. Each video contains one person or several persons
performing one action or more actions. Some of them are interactions between
multiple persons. Table 1 lists the detailed information of our IAD and some
known existing visible AR datasets.
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Fight Handclapping Handshake Hug

Jog Jump Punch Push

Skip Walk Wave1 Wave2

Fig. 1. 12 actions of the newly constructed infrared AR dataset.

Table 1. Comparison of existing AR datasets and the new IAD dataset.

KTH IXMAS UCF sports HMDB51 IAD

Video clips 600 2236 156 (min)5151 360
Action Class 6 13 13 51 12
Resolution 160×120 390×291 480×360 320×240 293×256
Frame Rate 25 25 25 30 25

Average Length(s) 4 3 3 3 4
Data Type visible visible visible visible infrared
Reference [29] [28] [21] [29] -

In order to make our dataset more representative for real-world varying sce-
narios, we consider four intra-class variations: (a) The background varies from
simple scene (clean background) to complex one (including real-life background
with moving humans). For some clips with simple background, there are only
the person performing actions with clean background, as shown in Fig. 2(a). On
the contrary, for some other clips with complex background, there are interrupt-
ing pedestrian activities concurring with the action, as shown in Fig. 2(b)-(f).
(b) We specify 2-3 video clips with over 50% occlusion in each class, as shown
in Fig. 2(c). (c) The pose variation is considered even for the same person, as
shown in Fig. 2(d)-(f). (d) The viewpoint variation is also considered. Around
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(a) Static Side-view (b) Dynamic Front-view (c) Oclussion Front-view

(d) Posture1 (e) Posture2 (f) Posture3

Fig. 2. Examples of intra-class variations of the handclapping action. (a) the ideal
case with side-view angle and single person. (b) and (c) two cases with dynamic and
occlusion variations in the background. (d), (e) and (f) cases with different postures.

20 video clips are taken under the front-view, and the remaining are taken under
side-view, as shown in Fig. 2(a) and (b)-(c).

3 Evaluation Pipeline

3.1 Local Descriptors

Seven widely-employed low-level local descriptors are extracted from infrared
video, including STIP [18], HOG3D [14], 3DSIFT [23], trajectory feature
TRAJ [27], appearance feature HOG [4], and motion features HOF [19] and
MBH [5]. Combination of TRAJ, HOG, HOF and MBH forms the dense tra-
jectory feature [27], denoted as Dense-traj. In order to further introduce our
evaluation settings, we briefly review these descriptors below.

STIP: The spatio-temporal interest points (STIP) is proposed by Laptev
et al. [18] based on the idea from the Harris and Forstner interest point opera-
tors [11], which is widely used as a video representation to handle videos with
complex and dynamic background recently [31]. As actions often have charac-
teristic extending both in spatial and temporal domain, Laptev el al. extended
the notion of interest points into the spatio-temporal domain and adapted both
spatial and temporal scales of the detected features. In our experiment, we use
the off-the-shelf binary package available online to extract this feature.

HOG3D: This feature is the local descriptor proposed by Klaser et al. [14],
which is based on histograms of oriented 3D spatio-temporal gradients. It com-
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putes 3D gradient from an integral video representation. Then regular polyhe-
drons are used to quantize orientation of 3D gradient. The author divided a 3D
patch from videos into nx ×ny ×nt. The corresponding descriptor concatenates
gradient histograms of all cells and is then normalized. In our paper, we firstly
detect interest points with Harris corner detector, and then represent them with
the HOG3D descriptor. We use executable programs from the author website
and apply their recommend parameter setting as: nx = ny = 4, nt = 3, where
nx, ny and nt are numbers of spatial and temporal cells, respectively.

3DSIFT: The 3 Dimensional Scale-Invariance Feature Transform (3DSIFT)
descriptor was proposed by Scovanner el at. [23] which encodes gradient charac-
teristics in 3 dimensional space. First the gradient magnitude and orientations
in 3D are computed, and then A sub-histogram is created by sampling sub-
regions surrounding the interest points. For each sub-region the orientations are
accumulated into sub-histogram. The final descriptor is a vectorization of the
sub-histogram. Here we detect interest points using the Harris Corner detec-
tor. We use the publicly available code from the Scovanner’s website with the
suggested parameter settings.

TRAJ: Want et al. [27] put forward a trajectory descriptor which encodes local
motion of the densely-sampled interest points. The trajectory shapre is described
by the sequence of the relative motion between every two consecutive frames,
and the feature points are sampled on the trajectory with a fixed number of
frames. This feature can well capture the motion characteristics of the video,
which is significant in action recognition.

HOG/HOF: The Histogram of Gradients (HOG) and the Histogram of Optical
flow (HOF) descriptors are introduced by Laptev et al. [19]. The authors com-
pute histograms of spatial gradient and optical flow accumulated in space-time
neighborhoods of detected points, which can be detected using any interest point
detectors [7,18]. In our experiment, these points are selected along the motion
trajectory [27] and features are computed within a N ×N volume around these
points. Each volume is subdivided into a space-time grid of size nσ × nσ × nT .
The default parameters for our experiments are N = 32, nσ = 2, nT = 3 .

MBH: The Motion Boundary Histogram (MBH) descriptor is proposed in the
work of Dalal et al. [5], where derivatives are computed separately for the hor-
izontal and vertical components of the optical flow. The descriptor encodes the
relative motion between pixels. Since MBH represents the gradient of the optical
flow, constant motion information is suppressed and only the information con-
cerning changes in the flow field (i.e., motion boundaries) is kept. This descrip-
tor yields good performance when combined with other local descriptors. In our
evaluation, we used the same MBH parameters as used in the work of Wang
et al. [27].

3.2 Feature Encoding Methods

In this paper, two encoding methods, namely the Fisher Vector [20] and the
Vector of Locally Aggregated Descriptors (VLAD) [12], are used. The former
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utilizes Maximum Likelihood (ML) estimation to train a Gaussian mixture model
(GMM), which is later employed to form the description of low level features.
The latter, however, utilizes the k-means technique to assign each feature to the
closest cluster of a vocabulary with size k.

3.3 Fusion Strategy

At present, early-fusion and late-fusion are the basic feature fusion strategies.
Early fusion [25] combines multiple features before classification. In our work,
the concatenation of multiple features is employed since it is a commonly-used
way in early fusion. Late fusion [17] requires more computation, since it combines
the outputs of each type of feature. In our work, the average of the output scores
is adopted for late-fusion.

4 Experiments

In this section, we first describe the implementation details, and then present the
evaluation results of low-level local descriptors, including the encoding strategies
on our IAD dataset. Besides, the fusion strategies are also evaluated.

4.1 Implementation Details

In our experiments, we follow the widely-used pipeline of raw feature extraction,
feature encoding and classifier training in general AR systems. Basically, the
raw feature extraction adopted the off-the-shelf coding and the default param-
eter configure as aforementioned. For the Fisher Vector, the number K of the
Gaussian distributions model is an important parameter. We tested many values
and empirically found that K = 90 can get relative better performance. For the
VLAD, the size K of the codebook is also empirically determined as 500. We
adopted the SVM [6] as the classifier and the libSVM [2] software in our exper-
iments. We tested two kernels of Linear kernel and RBF kernel for two coding
methods. The corresponding optimal parameters C and γ are obtained using 5
fold cross validations with a grid searching algorithm. Using the Fisher Vector
and VLAD encoding methods, the searching results are as follows: For the linear
kernel the optimal C is 30 and 80, respectively, and for the RBF kernel, the
optimal C is 50 and 8, and γ is 2.7 × 10−3 and 5.0 × 10−1, respectively.

4.2 Evaluations on Low-Level Local Descriptors

We evaluate 8 local feature descriptors as aforementioned with respect to dif-
ferent coding methods and different classifier kernels. For each evaluation, we
randomly select 20 samples as the training set out of a sample set containing
30 samples and the rest 10 samples are used as the test set. We conduct the
experiments of the same settings five times and the average is used as the final
result. All evaluation results are shown in Table 2.
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Table 2. The average precision (%) of different local descriptors with different kernels
and coding methods.

Descriptor
Fisher Vector VLAD
Linear RBF Linear RBF

TRAJ 55.74 51.66 62.5 60.49
Dense-Traj 68.15 65.83 74.83 72

HOG 48.61 43.66 52.5 50.83
HOF 66.94 65.5 69.16 69.16
MBH 64.53 64.16 70 68.83
STIP 62.66 45.66 61.83 58.16

HOG3D 57.16 37.83 56.66 56
3DSIFT 53.66 20.33 58.33 54.16

From Table 2, we can observe that the best performance is from the Dense-
traj [27]. This is basically in accordance with the situation on some other avail-
able datasets of visible spectrum [3]. Overall, the performance of the HOG is
relatively bad among these descriptors. The reason may be caused by the lack of
local texture information in infrared images (please see Fig. 2). Since the HOG
descriptor is good at appearance description, its strength may not be revealed
in the situations where local texture is relatively weak.

It can be also observed that the performance of linear kernel is much better
than the RBF one, especially for those descriptors with higher feature dimensions
(e.g., HOG3D, 3DSIFT) under the Fisher vector coding strategy. One possible
reason is that the RBF kernel causes over-fitting in our task. It is also interesting
to see that the performance of VLAD is better than Fisher Vector. This may be
the fact that the codewords generated by HOG3D, MBH, etc. are not suitable
to be described as the GMM model.

4.3 Early Fusion and Late Fusion

The early fusion and late fusion strategies are evaluated on the IAD dataset. We
mainly consider STIP, TRAJ, HOG, HOF and MBH descriptors since they are
of different and complementary types. The combinations of different numbers of
features are tested, respectively, and the results are shown in Table 3. We can
observe that the late fusion benefits more to the overall performance than the
early fusion. Besides, the number of features for fusion does not determinate the
final performance. In our case, the best performance for both fusion strategies
is obtained when using STIP, HOF and MBH.

In order to further explore the classification performance for each action, we
illustrate two confusion matrices shown in Fig. 3. The left one is the result of early
fusion of STIP and HOF, and the right one is the result of late fusion of STIP
and MBH. It can be seen that four actions of handshaking, hugging, punching and
pushing have relative lower precisions. These actions are easily confused with other
actions, e.g., handshaking and hugging, punching and pushing, pushing and hug-
ging, etc. Fig. 4 shows two pairs of frames from four action videos. From the left pair
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Table 3. The evaluation results (AP) of Early vs. Late Fusion with the same coding
method of fisher vector.

Fusion Type Descriptor Early Fusion Late Fusion

Two features fusion

STIP+TRAJ 63.33 62.5
STIP+HOG 58.33 61.67
STIP+HOF 70.83 74.17
STIP+MBH 69.16 75.83

Three features fusion
STIP+TRAJ+HOG 63.33 65
STIP+HOG+HOF 70 72.5
STIP+HOF+MBH 78.33 77.50

Four feature fusion
STIP+TRAJ+HOG+HOF 70.83 71.67
STIP+HOG+HOF+MBH 72.5 72.5

Five feature fusion STIP+TRAJ+HOG+HOF+MBH 73.33 72.5
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Fig. 3. The comparative results of two fusion strategies, where the left is from early
fusion strategy of STIP and HOF, while the right is from the late fusion strategy of
STIP and MBH. Note that “hc” stands for “handclapping”, “hs” stands for “hand-
shake”.

handshaking hugging punching pushing

Fig. 4. Two pairs of easily confused actions. The left shows two actions of handshaking
and hugging with heavy occlusion, while the right shows two similar actions of punching
and pushing.

of frames, we can see that the handshaking and hugging actions are both occluded
by crowded persons around. These background clutter would bring big confusion.
From the right pair, we can see that punching and pushing are so similar that it
may even be deceitful for human eyes to recognize.
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5 Conclusion

In this paper, we introduce a new infrared action dataset and evaluate the state-
of-the-art AR pipeline on it. The evaluation results reveal that the dense trajec-
tory feature can achieve the best performance on our dataset and the appearance
features have relative poorer performance. Besides, the coding method of vector
of locally aggregated descriptors is better than the widely-used fisher vector,
and the late fusion benefits more to performance than early fusion. In addition,
the best average precision on our infrared action dataset is around 70%, which
leaves sufficient space for promoting new infrared-oriented AR methods.
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Abstract. In this paper, we propose a framework on building segmen-
tation and classification from Aerial Lidar data via planar features. In
this framework, the planar points corresponding to planar objects are
obtained first by an unsupervised Markov random field clustering model.
The ground normal is detected from planar points via the proposed
constrained K-means algorithm. Within constrained K-means algorithm,
the building points are generated by removing ground points from pla-
nar points. Furthermore, the candidate buildings are obtained by using
region growing algorithm. Finally, these candidate buildings are classi-
fied into two types, that is, abnormal building and normal building based
on the proposed vertical feature. Experimental results on a real world
dataset demonstrate the effectiveness of our framework.

Keywords: Building segmentation · Planar objects · Aerial lidar data ·
Ground detection

1 Introduction

Earthquake and flood have taken place frequently over the world and brought
disasters to natives. Many buildings are collapsed and damaged in the affected
areas. In practice, it is difficult to measure and evaluate the damaged condition
of buildings by manpower. Many algorithms based on computer vision have
been proposed, among which image-based approaches are widely used. However,
image-based approaches may not be applied to real-world problems effectively
because the image acquisition is susceptible to lighting conditions. By contrast,
3D point cloud is robust to light. Hence, we propose a method to detect and
classify buildings from 3D point cloud.
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Fig. 1. A framework of building detection and classification.

1.1 Related Work

Building detection and classification approaches can be mainly divided into two
categories, i.e., supervised learning based methods [1–4], and unsupervised learn-
ing based methods [5–9].

For the supervised learning based approaches, the features for points clas-
sification are learned by fitting a mixture of Gaussian model by Charaniya et
al. [1] and Lalonde et al. [2] [3]. Secord et al. [4] proposed a method based on
support vector machines for object detection using aerial lidar and image data.
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Fig. 2. One segmentation and classification result on data1. In sub-figures (b) and (c),
each color represents a normal building except the red color. The red color represents
abnormal buildings. Specifically, for red color buildings, each white box is a single
abnormal building.

This method can provide satisfactory result. Unfortunately, the training sets are
hard to be labeled due to the unstructured distribution of 3D point cloud.

The unsupervised learning approaches directly use the scatter or elevation for
object including building detection and classification from 3D point cloud. Gener-
ally, for feature extraction, they focused on the neighborhood size of each point. For
example, Weinmann et al. [7] minimized a energy function to obtain the optimal
neighborhood size with the unknown density of 3D point cloud. The main limi-
tation of this method is its computational complexity and fixing-density assump-
tion. For the application of building detection, Carlberg et al. [5] and Lafarge et al.
[6] used 3D point cloud to detect buildings in urban scenes. Specifically, Carlberg
et al. [5] used a multi-category classifier to classify water, ground, roof, and trees.
The height information has been used to remove ground and water under the
assumption that the ground and water are in low height. Buildings and trees are
detected through 3D shape analysis and region growing. Lafarge et al. [6] com-
bined the features of local non-planarity, elevation, scatter and regular grouping
to classify 3D point cloud data into buildings, vegetation, ground and clutters.
The constructive solid geometry is then used to reconstruct buildings. The region
growing segmentation and gradient orientation segmentation algorithms are used
for classification of building, ground and vegetation in [8]. Matei et al. [9] proposed
a building segmentation method by using error back propagation algorithm. These
methods perform well on urban scenes, however, they may not be robust for rural
scenes, where houses are built with different elevations.

1.2 Our Method

The framework of our method is illustrated in Fig. 1. The planar objects are first
detected from 3D point cloud by a Markov random field (MRF) based model,
which is motivated by [6] . Then, the ground normal is extracted by constrained
K-means to further remove the ground points. After that, region growing method
is used to obtain a single building and remove some of the clusters. Finally, the
vertical feature is utilized for building classification.

The main contributions are highlighted as follows:
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1. We propose an unsupervised building detection and classification frame-
work based on planar features. Experimental results show that our method can
provide satisfactory results.

2. A new dataset, which includes major difficulties in building detection and
classification, is created to evaluated performance of our method. For quanti-
tative evaluation, we have labeled the ground truth including all normal and
abnormal buildings.

2 Local Planer Feature

In this section, we introduce the features used in our method. Let X =
{x1,x2, · · · ,xN} be the set of input noise-free 3D points1 in the scene, where
N is the number of points. For each point xi, we first consider a subset
Xi = {xi,1,xi,2, · · · ,xi,K} ⊂ X as its K-nearest neighbors (K-NN). Then, the
covariance matrix Ci ∈ R

3×3 of these K-NN points Xi is calculated by

Ci =
K∑

k=1

(xi,k − μi)(xi,k − μi)T , (1)

where μi = 1
K

∑K
k=1 xi,k is the mean of the K-NN points. After that, we can

obtain the eigenvalues {λi,j}3j=1 of the covariance matrix Ci and the correspond-
ing eigenvectors {ui,j}3j=1 by performing singular value decomposition, namely,

Ci =
3∑

j=1

λi,jui,juT
i,j . (2)

Without loss of generality, we assume that λi,1 ≥ λi,2 ≥ λi,3. The local planar
features of the point xi are composed of two parts, that is,

{fi,ni} =
{

λi,2

λi,3 + ε
,ui,3

}
,

where ε = 10−5 is a small positive value to prevent dividing by zero. On the
one hand, fi represents the degree of planarization of the K-NN points Xi and
the larger fi is, the closer the plane distribution is. On the other hand, ni is the
normal of this potential plane.

3 The Proposed Framework

3.1 MRF-Based Planar Object Classification

Let L = {0, 1} be two class labels to represent whether a 3D point locates on
the planar object. Denote

Z = {z1, z2, · · · , zN}
1 The noise is removed by applying the method proposed in [10].



Building Segmentation and Classification from Aerial LiDAR 317

as a potential classification result of all points X , where zi ∈ L is the class label
of the i-th point. Note that, zi = 1 represents the i-th point that locates on a
planar object. The MRF model [11] used in this work is defined as

E(Z) =
N∑

i=1

D(zi) + γ
∑

i∼j

S(zi, zj) , (3)

where D(·) is the data term, S(·, ·) is the pairwise smooth term, i ∼ j represents
the pairs of neighboring points, and γ is a weighting constant. In this paper, the
data term is defined as

D(zi) =

{
1, fi ≥ θ

0, otherwise
, (4)

where θ is a positive threshold. The smooth term S(zi, zj) is considered as the
Potts model, given by

S(zi, zj) =

{
1, zi = zj

0, otherwise
. (5)

During implementation, the Graph-cut (GC) algorithm [12] is utilized to solve
Eqn. (3).

After performing GC algorithm, all points X can be divided into two subsets,
i.e., X 0 and X 1, satisfying that

X 0 ∪ X 1 = X , X 0 ∩ X 1 = ∅ ,

where X 0 = {xi|zi = 0}N
i=1 and X 1 = {xi|zi = 1}N

i=1. The points in subset X 1

represent planar objects, including buildings and ground (see Fig. 2). To segment
and classify buildings, the ground should be removed beforehand. The details of
removal of the ground is presented in the following subsection.

3.2 Ground Detection via Constrained K-Means

In real application, the normals of buildings and ground are mutually perpendic-
ular. Based on this observation, the ground is detected by classifying all normals
into two types, i.e., ground normal and building normal. To obtain these two
types of normals, we propose the constrained K-means clustering model, which
is defined as

min
{mj}M

j=1

N∑

i=1

M∑

j=1

‖ni − mj‖22δi,j ,

s.t. ‖mj‖22 = 1, ∀j ∈ {1, 2, · · · ,M} , (6)

where M is the number of clusters, {mj}M
j=1 are M cluster centers, and δi,j is

a Dirichlet function, satisfying that δi,j = 1 if the i-th point belongs to the j-th
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Fig. 3. Building segmentation and classification results on the other three data (each
column). The first row represents the planar object by MRF. The second row shows
our segmentation and classification results. The last row illustrates the ground truths
labeled manually. The color indexes are the same with those of Fig. 2.

cluster, otherwise δi,j = 0. In Eqn. (6), the constraint is to restrict the cluster
centers to be normals. During implementation, the number of clusters M is set
to be 3.

Optimization: The proposed constrained K-means in Eqn. (6) is optimized by
iterating the following two steps (the max number of iterations is set to be 10):

Step 1: Computing normal clusters {mj}M
j=1 by K-means.

Step 2: Restricting each normal cluster mj with the normalizing operation, that
is, mj = mj

‖mj‖2
.

Ground Detection: Let I = {1, 2, · · · ,M} be the indexes of all the nor-
mal clusters obtained by the proposed constrained K-means. In order to detect
ground normal, we first define a perpendicular value for each normal cluster. For
example, the perpendicular value pi for the i-th normal cluster is calculated by

pi =
∑

j∈{I/i}
mT

i mj , (7)

where I/i means all indexes except the index i. The index of the ground normal
i� is computed as the index with the minimal perpendicular value, given by

i� = min
i

{p1, p2, · · · , pM} . (8)

Hence, the i�-th normal cluster mi� is the ground normal.
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For the i-th point, we first calculate the inner product qi between its normal
ni and the ground normal mi� , that is, qi = nT

i mi� . The i-th point is detected as
ground point if |qi| > τ , where τ is a positive threshold. During implementation,
the threshold τ is set to 0.3 experimentally. After removing the ground points,
the rest are building points, which are denoted as XB (see Fig. 2).

3.3 Region Growing for Building Segmentation

The region growing method is used to segment candidate buildings. Specifically,
after performing region growing algorithm, the building points XB are clustered
into C non-overlapped clusters, that is,

XB =
C⋃

c=1

X c
B, X i

B ∩ X j
B = ∅, 1 ≤ i �= j ≤ C , (9)

where X c
B is the c-th candidate building. We remove the small clusters with the

number of points less than a threshold ξ. During implementation, the threshold
ξ is set to 1000.

3.4 Building Classification

In practice, the tilt angles between abnormal and normal buildings are different.
Based on this fact, we first compute a vertical feature for each candidate build-
ing. For example, the vertical feature vc for the c-th candidate building X c

B is
calculated by

vc =
1

Nc

∑Nc

j=1
mT

i�nj , (10)

where Nc = |X c
B | is the number of points on c-th building and mi� is the ground

normal obtained by the constrained K-means (see Subsection 3.2). Then, a
thresholding operation is used to classify all candidate buildings into two classes,
that is, normal building and abnormal building, given by

lc =

{
normal building, vc ≥ β

abnormal building, otherwise
, (11)

where lc is the label of the c-th candidate building and β is a positive threshold
(refer to Fig. 2 as example).

4 Experiments

In this section, we evaluate our building segmentation and classification method
on the real dataset, which is obtained from Aerial LiDAR. Our algorithm is
implemented in C++ on platform Intel(R) Core(TM) i3-2100 CPU @ 3.10GHz
with 4GB RAM.
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Table 1. The description on the dataset.

data1 data2 data3 data4

Num. of  3D Points

Num. of  Buildings

Num. of  Abnormal 
Buildings

335172 209353 441796 534735

7 14 10 15

2 6 3 6

4.1 Parameter Setting

Three major parameters, i.e., γ, θ and β are used for building segmentation and
classification. During implementation, they are experimentally set as follows: 1)
parameters γ and θ are set to γ = 7500 and θ = 25 for MRF-based planar object
classification; 2) in building classification, the threshold of β is set to β = 0.08.

4.2 Dataset Description

The dataset obtained from Aerial LiDAR is created to evaluate the effectiveness
of our method (refer to Fig. 2 and Fig. 3 for visual perception). The 3D point
numbers of them are 335172, 209353, 441796 and 534735, respectively. They
contain 5, 8, 7 and 9 normal buildings, as well as 2, 6, 3 and 6 abnormal build-
ings (refer to Table 1). We manually labeled the ground truth for quantitative
evaluation. There are several difficulties, which make building segmentation and
classification problems challenging.

– Buildings are built on mountains. On the one hand, the buildings to be
segmented are often shaded by the other objects, which results in severe
data missing. On the other hand, the elevations of them are different with
each other. Hence, they do not locate on the same ground plane.

– Some abnormal buildings are seriously destroyed. In this case, it is very hard
to distinguish them from clutter objects, such as trees. For some abnormal
buildings, the inclination angle is small, which causes that it is very hard to
distinguish them from the normal buildings.

4.3 Visual Results

The visual comparisons of our method with the ground truth are shown in Fig. 2
and Fig. 3. With the local planer feature and ground normal estimation, the
buildings are segmented and classified accurately. It is very close to the ground
truth. Although our method can provide satisfactory segmentation and classifi-
cation results, it still has some small errors. As shown in Fig. 3, in data3, one
building is segmented into two buildings (see the white rectangle in the third
row). In data4, two buildings are not segmented out. The main reason is that



Building Segmentation and Classification from Aerial LiDAR 321

Table 2. The building classification results on the dataset.

data1 data2 data3 data4

Num. of  Buildings

Num. of  Abnormal 
Buildings

7/7 14/14 9/10 13/15

1/2 5/6 2/3 6/6

Total

93.48%

82.35%

the numbers of building points are very small. However, in practice, our method
works well in building segmentation and classification, and it can be used in real
world application.

4.4 Quantitative Results

To further evaluation the effectiveness of our method, the TPR criterion is
adopted to evaluate the segmentation and classification results quantitatively.
The criterion TPR is defined as follows:

TPR =
TP

TP + FN
, (12)

where TP is the number of correct segmented (or classified) buildings, while FN
is the number of missed segmented (or classified) buildings. Table 2 demonstrates
the results of our method on the dataset. As illustrated in this table, our method
achieves high TPR in building segmentation and classification.

5 Conclusion

In this paper, we propose a novel method for building segmentation and classi-
fication via local planar feature. The core idea is to detect planar objects from
clutter 3D points. To evaluate the effectiveness of our method, the dataset is
created, which contains major difficulties in building detection and classifica-
tion. Experimental results on this dataset demonstrate the effectiveness of our
method.

However, our method still has some limitations. For example, the very small
building may be miss-detected, and two near buildings would be detected as one
building. In addition, as some abnormal buildings are destroyed very seriously,
we can only detect a part of them. In the future, we will solve the above problems
to make our method more general.
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Abstract. The mysterious and beautiful aurora represents various physical 
meaning, thus the classification of aurora images have significant scientific val-
ue to human beings. Principal component analysis network (PCANet) has 
achieved good results in classification. But when using PCANet to extract the 
image features, it transform original image into a vector, so that the structure in-
formation of the image are missing. Compared with PCA, 2DPCA is based on 
2D image matrices rather than 1D vectors so that 2DPCA can use the structure 
information of original image more efficiently and reduce the computational 
complexity. Based on PCANet, we develop a classification method of aurora 
images, 2-dimension PCANet (2DPCANet). To evaluate 2DPCANet perfor-
mance, a series of experiments were performed on two different aurora databas-
es. The classification rate across all experiments was higher using 2DPCANet 
than PCANet. The experiment results also indicated that the classification time 
is shorter using 2DPCANet than PCANet. 

Keywords: Aurora image · Deep learning · Principle component analysis · 
PCANet · 2DPCANet 

1 Introduction 

Aurora is the magnificent light when the solar wind travels the magnetosphere of high 
altitude areas near the north and south poles of the earth. The aurora is not only re-
lated to the earth's atmosphere and geomagnetic field, but also related to the solar 
eruption of high-speed charged particles. When charged particles are emitted by the 
sun toward the earth into the scope of the earth magnetic field, they travel along the 
earth's magnetic field lines into the upper atmosphere near the north and south poles 
under the influence of the magnetic field, and then inspire visible light after proton 
collisions, and finally become a high-profile, we call it aurora. 

Aurora phenomenon is not only a simple optical phenomenon, but also an impor-
tant way for understanding the atmospheric physics. Different forms of the aurora 
imply different physical meanings. Therefore, the highly efficient classification of 
aurora images has very important value in scientific research. 

From 1964 till now, Akasofu [1], Hongqiao Hu [2], and the Chinese polar research 
center [3] have divided the aurora into different types. For a long time, the aurora was 
divided into arc aurora and corona aurora. The corona aurora was further divided  
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into drapery corona, radial corona and hot-spot corona. In 2015, on the basis of arc 
aurora and corona aurora, the Chinese polar research center considers that corona 
aurora contains two types aurora: drapery corona and radial corona. Hot-spot corona 
aurora is regarded as anther aurora. So now the most significance aurora types are arc 
aurora, drapery corona aurora, and radial corona aurora. According to this, we classify 
these three types aurora effectively in this paper to discover the mechanism from them 
and provide an effective analysis for aurora physics research. 

In 2004,Syrjasuoet al. [4] have firstly introduced the image processing and ma-
chine visual technology into the classification of the aurora image, and employ the 
texture feature of the aurora image to classify its shape as arc, block, omega and 
south-north shape. Since the texture structure of the aurora image in the complex 
background is not clear, the classification accuracy of the aurora image is not high.  
In 2007, Qian Wang et al. [5] have extracted the gray scale features of the aurora 
image by the principal component analysis (PCA) to divide it into the arc type, the 
corona type and the hybrid types, to achieve better classification efficiency. In 2008, 
Lingjun Gao et al. [6] have proposed the classification method of the aurora image 
based on Gabor transform to reduce the characteristic redundancy and to ensure the 
characteristic effectiveness and the classification. In 2009, Rong Fu et al. [7] has 
combined the analysis of the aurora image with the morphology to greatly improve 
the classification accuracy between the arc-like and corona aurora images. In 2010, 
Yuru Wang et al. [8, 9] have obtained the classification algorithm of the aurora image 
based on X-GLAM characteristics by modifying the GLAM field, in order to improve 
the classification precision, but its computational complexity is high. In 2013, Bing 
Han, et al. [10] employed the Salient Coding method to classify the features of aurora 
images, and Bing Han, et al. [11] proposed an aurora image classification method 
based on latent dirichlet allocation with saliency information, which improves the 
classification accuracy of the arc aurora. 

According to the analysis of the existing algorithms, there are several critical prob-
lems on the highly effective classification of the aurora image, how to effectively 
extract the aurora feature, how to reduce the algorithm complexity and to improve the 
algorithm efficiency simultaneously. 

With the development of the science and technology, convolutional deep neural 
network architecture [12], [13] consists of multiple trainable stages stacked on top of 
each other, followed by a supervised classifier. PCANet cascading two-layer PCA in 
[14] has been referred as a simple deep learning network to obtain the well efficiency 
in classification owing to that PCA in [15] has been referred as the data processing 
method with the advantages of revealing the essence of things and simplifying com-
plex problems. However, in the PCA-based classification technique, the 2-dimention 
image matrices must be previously transformed into a vector, which ignores its struc-
tural information and leads to a high-dimensional image vector space. It is difficult to 
evaluate the covariance matrix accurately due to its large size and the relatively small 
number of training samples. While, 2-Dimention PCA (2DPCA) in [16] is a 
straightforward image projection technique for image feature extraction. Compared 
with PCA, 2DPCA is based on 2D image matrices rather than 1D vectors so that 
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2DPCA can use the structure information of original image more efficiently and re-
duce the computational complexity. 

In this paper, we propose deep-learning classifications of the aurora image, two-
staged 2DPCANet by full employing its structure information in order to increase the 
classification accuracy and to reduce the elapsed time. 

The remainder of this paper is organized as follows: In section 2, the background 
of PCANet is reviewed. The ideal of the proposed two-staged 2DPCANet are de-
scribed in section 3. In section 4, experimental results and analysis are presented. The 
final one is conclusion. 

2 The PCA Network 

PCANet is a deep learning network for image classification in [14]. It comprises 
components: cascaded PCA, binary hashing, and block-wise histograms and em-
ployed to learn multistage filter banks. This architecture can be designed and learned 
extremely easily and efficiently.  

Assume that N  input training images 1{ }N
i i of size m n  are given and trained in 

the PCANet system. The patch size is 1 2k k  at all stages and suppose that the number 
of filters in layer i is iL . 

 

Fig. 1. Illustration of how the proposed PCANet extracts features from an image through three 
simplest processing components 

2.1 The First Stage: PCA 

1. Take a 1 2k k  patch around each pixel and collect all patches of the i th input im-
age: 1 2

, 1 , 2 , mn, , , k k
i i ix x x R  ,where ,i jx denotes the j th patch in the i th input image; 

2. Calculate patches mean and compute mean-removed patch from each patch to get
,1 ,2 ,mn, , ,i i i iX x x x    , where ,i jx is a mean-removed patch. 

3. By dealing all input image with the same steps and putting them together, we ob-
tain ( )1 2

1 2, , , k k Nmn
NX X X X R       ; 

4. PCA minimizes the reconstruction error within a family of orthonormal filters, i.e.,

1 2 1 1

2min || | , . .|
k k L

TT
LFV

X VV VX s tV I





, where 
1LI  is identity matrix of size 1 1L L ; 
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5. The PCA filters can be expressed as 1 2

1 2

1
, ( ( )) k kT

l k k lW mat q XX R   , 11, 2, ,l L  , where 

1 2, ( )k kmat v  is a function that maps v  to a matrix W . 

2.2 The Second Stage: PCA 

Just like repeating the process as the first stage, the l th filter output of the first stage 
can be 1* , 1,2, ,l

l
i i W i N    . Just as the first stage, collect all the patches of l

i , com-

pute mean-removed patch from each patch and form , ,1 , ,2 , ,mn[ , , , ]i l i l i l

l
iY y y y  . The matrix 

collecting all mean-removal patch of the l th filter output can be defined as
1 2(k k )

1 2[ , , , ] R Nmnl l l l
NY Y Y Y    , and concatenate lY for all the filter outputs as

1 1 2 1(k k )1 2[ , , , ] RL L NmnY Y Y Y    . Then, obtain the PCA filters of the second stage  
as 1 2

1 2

2
, ( ( )) k kT

l k k lW mat q YY R   , 21,2, ,l L  . We can achieve 2L outputs for each input l
i of 

the second stage:   22

1

l
i

Ll
i l l

O W


  . 

2.3 Output Layer 

For the outputs from the second stage, we binaries these outputs and get   22

1
( * )

Ll
i l l

H W


  . 
Convert binary bits of each pixel from each outputs bake into a decimal number. 
Then, we can get single integer-valued “images”: 2

1 2

1
2 ( * )

L
l l

i
l

l
i lH W



  . Partition each of 

the images into B blocks. Then, concatenate all the B histograms into one vector after 
compute the histogram of the decimal values in each block and denote as  i

lBhist  . 
After encoding process, the feature of the i th input image is defined as:

      11
221 T[ , , ]

L L B
i i

L
if Bhist Bhist R   . 

3 The 2DPCA Network 

2DPCA is based on 2-dimention image matrices rather than 1-dimention vectors so 
that the structure information can be fully considered and the dimension can be re-
duced. In this section, we adopted the cascaded 2DPCA , the binary hashing, and 
block histograms to classify the aurora images. The proposed 2DPCANet model is 
illustrated in Fig. 2. 

Suppose that N  input training images 1{ }N
i i of size m n  are given and the number 

of filters in layer i  is iL .  

3.1 The First Stage: 2DPCA 

1. For each image, subtract image mean from each image to obtain iX  and putting 
them together to get ( )

1 2, , , m n N
NX X X X R      ; 
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Fig. 2. The detailed block diagram of the proposed (two-stage) 2DPCANet. 

 
2. 2DPCA minimizes the reconstruction error within a family of orthonormal filters, 

i.e., 
( 1 1)

2 , . .min || ||
m n L

T
FV

T
LX VV X s t V V I

 



, where 

1LI  is identity matrix of size 1 1L L ; 

3. The 2DPCA filters can be expressed as 1
, ( ( )) m nT

l m n lW mat q XX R   , 11, 2, ,l L  , where 

, ( )m nmat v  is a function that maps v  to a matrix W , and ( )T
lq XX  is the l th primal ei-

genvectors of matrix TXX . 

3.2 The Second Stage: 2DPCA 

Almost repeating the same process as the first stage, set the l th filter output of the 
first stage is 1* , 1,2, ,l

l
i i W i N    . Before convolving i  with 1

lW , the boundary of i  
is zero–padded. Just as the first stage, we define ( )

1 2[ , , , ] Rl l l l m n N
NY Y Y Y     for the ma-

trix collecting all mean-removed image of l th filter output, and concatenate lY  for all 
the filter outputs as 1 1( )1 2[ , , , ] RL m n L NY Y Y Y    .Then, obtain the 2DPCA filters of the 
second stage as 2

, ( ( )) m nT
l m n lW mat q YY R   , 21,2, ,l L  . We will have 2L outputs for each 

input of the second stage:   22

1

l
i

Ll
i l l

O W


  . 
One can simply repeat the above process to build more (2DPCA) stages. 

3.3 Output Layer 

Binaries the outputs from the second stage and get   22

1
( * )

Ll
i l l

H W


 . Convert binary bits 
of each pixel from each outputs bake into a decimal number to get

2 1 2
1
2 ( * )L l l

i l
l

i lH W


   , whose every pixel is an integer in the range 2 10,2L    . Partition 
each of the images into B  blocks. Then, concatenate all the B  histograms into one 
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 i
lBhist  . After encoding process, the feature of the i th input image is defined as:

      11
221 T[ , , ]

L L B
i i

L
if Bhist Bhist R   .  

4 Experiment Results and Analysis 

In this section, the proposed 2DPCANet classification scheme is evaluated by con-
ducting several classification and comparison experiments, and the experiment results 
are exhibited and analyzed then. 

4.1 Dataset 

The aurora data were obtained from the all-sky imagers at Yellow River Station 
(YRS) in Ny-lesund, Svalbard. The optical instruments at YRS capture photoemis-
sions at 427.8, 557.7, and 630.0nm, and the time interval between every two images is 
10 second. Dayside aurora images are divided into two categories: arc aurora, and 
corona aurora. The corona aurora can be further divided into drapery corona and radi-
al corona. Sample images from the three aurora shape categories are shown in Fig. 3. 

Experiments in this article, we adopt two kinds of aurora database. They were con-
centrated on the dayside aurora and selected from December 2003 to January 2004 to 
constitute the two different databases. Only auroras at 557.7 nm were adopted in con-
sideration of the image characteristics.  

The database I where images are unrelated in time domain contains 2400 aurora 
images which have 800 arc aurora images, 1600 corona aurora images (800 drapery 
corona and 800 radial corona). The aurora images of this database are all similar with 
standard aurora in morphology. The database II where images are related in time do-
main is larger than the database I and contains 11133 images. In database II, images 
are selected due to not only their morphology similarity, but also their physical devel-
opment of an aurora event. That is to say, the time interval of images with same class 
is so small in the database II. 

Compare two kinds of database on time and show in Fig. 4. We select the images 
form an aurora event. And different images with different time from this aurora event 
belong to the database I and the database II.  The numbers over each aurora image 
represent the time when the image was captured. When the blank space in the row of 
the database I are filled with a tick, it illustrates that the aurora image over the blank 
space are belonged to the database I. And the same to the row of  the database II. 

On the basis of two different aurora databases, we randomly select different num-
bers of aurora images used for training and testing. In addition, the numbers of aurora 
images for training are three times than the numbers of aurora images for testing. The 
labels of arc, drapery corona and radial corona are 1, 2 and 3, respectively. 
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Fig. 3. Typical categories of aurora. Columns from left to right are: (a) arc, (b) drapery corona, 
and (c) radial corona. 

1401 1411 1421 1431 1441 1451 1501 1511 1521 1531

Database I
Database II

An aurora 
event

 

Fig. 4. An aurora event (arc aurora).  

4.2 Classification Experiment for Parameters Setting 

In the experiments, we evaluate the performance of 2DPCANet-3, 2DPCANet-2, 
2DPCANet-1, PCANet-2, and PCANet-1. We select 600 aurora images used in the 
experiments. The numbers of arc, drapery corona, and radial corona are 200, respec-
tively. We select randomly 150 aurora images form each category used for training 
and the rest used for testing. In this part, the experiments are handled used this data 
set. 

We deal with the image classification used SVM classifier. Hence, the parameters 
in the SVM classifier should first be selected before the classification experiments are 
carried out. We conduct ten times cross validation. The selection results are shown in 
Fig.5. According to the performance of ten times cross validation, training and testing 
sets with optimal SVC parameters will be employed for constructing ROC curves. 

Then, we should found the optimal number of filters in the different stages in dif-
ferent layers. We vary the number of filters in the first stage 1L from 2 to 12 for one-
staged networks. When considering two-staged networks, we set 2 8L  and vary 1L  
from 4 to 24. At last, we set 2 314, 8L L  and vary 1L from 4 to 20 to adjust the number 
of filters at the first stage in three-staged networks. The results of the number of filters 
are shown in Fig. 6. One can see that 2DPCANet achieves better results than PCANet. 
Moreover, the accuracy of 2DPCANet and PCANet (for all staged networks) increas-
es for larger 1L . However, three-staged 2DPCANet achieves so lower classification 
accuracy rat.  

The optimal number of filters and the optimal parameters in SVM will improve the 
performance of feature analysis methods. 
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For verifying the performance of the proposed method and the other models, we 
take a group of comparison experiments on the data set according to the optimal pa-
rameters that we select. Due to the performance of 2DPCANet-3, we only compare 
2DPCANet-2, 2DPCANet-1, PCANet-2, and PCANet-1. The testing results of ROC 
curves are shown in Fig.7. 

It can be seen from Fig. 7 that 2DPCANet-2 possesses the biggest area under curve 
which shows the best performance in classification. For getting more statistical and 
persuasive results, Table 1 shows the average classification accuracy rate of different 
methods. More intuitive results can be found in Table 1. Each method is conducted 200 
times and the accuracy is the mean results of the 200 times classification procedures. 
We also find that 2DPCANet-2 performed better than others.  

 

 

Fig. 5. SVM parameter selection with three dimensional view of (two-stage) 2DPCANet 

  
Fig. 6. Classification accuracy of 2DPCANet and PCANet for varying number of filters in the 
first stage  

Fig. 7. The ROC curves of different classification methods 
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Table 1. The accuracy and generalized running time of different methods 

Classification method 
Feature 

dimensions 
Accuracy (%) 

Generalized running 
time(s) 

2DPCANet-2 75264 83 1.00 
2DPCANet-1 5376 69 0.52 

PCANet-2 75264 80 1.10 
PCANet-1 5376 64 0.61 

4.3 Classification Experiment on the Database I 

In order to evaluate the validity of the proposed method on the database I, experi-
ments are designed and conducted. First, we select randomly different numbers of 
aurora images for experiments. The image datasets are shown in Table 2. 2DPCANet-
2 is compared with 2DPCANet-1, PCANet-2, and PCANet-1. 

We set the optimal parameters of all method and SVM classifier. Then, the expe-
riments are conducted 200 times, and the final results are the average of them. Fig. 8 
shows the performance of our method and the other methods with different numbers 
dataset. We observe that, the classification accuracy of our proposed method is higher 
than the other methods. And 2DPCANet-2 acquired smooth faster than others. In 
addition, we compared our method with PCANet-2 in the generalized running time, as 
shown in Table 3. It illustrates that our method spend less time than others and the 
advantage of our method are obviously with the increasing of the numbers of dataset. 

Table 2.    Dataset of aurora images 

Num of data-
set 

2400 1800 1200 600 300 150 60 

Arc 800 600 400 200 100 50 20 
Hot-spot 800 600 400 200 100 50 20 
Corona 800 600 400 200 100 50 20 

 

Fig. 8. Average classification accuracy of different representations on the database I 
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Table 3. The generalized running time between 2DPCANet and PCANet 

Num of dataset 2400 1800 1200 600 300 150 60 

2DPCANet-2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
PCANet-2 1.20 1.19 1.17 1.03 1.06 1.07 1.02 

4.4 Classification Experiment Based on the Database II 

Imitate the experiments on the database I. We also select randomly different numbers 
of aurora images consisting datasets. As well as selecting the 8 sets from the database 
I, we select three more datasets from the database II to experiment. Compared 
2DPCANet-2 with 2DPCANet-1, PCANet-2, and PCANet-1, we obtain the classifica-
tion accuracy shown in Fig. 9 and generalized running time shown in Table 3. Ob-
viously, the classification accuracy of 2DPCANet-2 is higher and the running time is 
smaller than other methods.  

In contrast to PCANet, 2DPCANet has two important advantages. First, it reduces 
the data dimension of the aurora image by fully considering its structure information. 
Second, it required less time to determine the corresponding eigenvectors. 

 

Fig. 9. Average classification accuracy of different representations on the database II 

Table 4. The generalized running time between 2DPCANet and PCANet 

Num of 
dataset 

6000 4500 3000 2400 1800 1200 600 300 150 60 

2DPCANet-2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

PCANet-2 1.30 1.27 1.12 1.09 1.08 1.13 1.14 1.09 1.06 1.03 
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5 Conclusions 

In this paper, the structure of the cascaded 2DPCA ,the binary hashing, and block 
histograms has been employed to express the features of the aurora images, and the 3-
type classification operation of the aurora image has been executed in terms of the 
features inputted into the SVM classifier. From the experimental results, the proposed 
deep learning model, 2DPCANet, has increased the classification accuracy of the 
aurora image and reduced the running time. With the increasing number of aurora 
image, 2DPCANet can contribute to the research on aurora. 

Although the 2DPCANet processing of the aurora image increases the classifica-
tion accuracy, the 2DPCA just employs part structure information of the aurora im-
age, which must be solved in the future works. In addition, our future work also in-
cludes applying our method to other more databases. 
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Abstract. Linear inverse problem is an important solution frame to solve image 
restoration. This paper develops an accelerated two-step iteration hybrid-norm 
reconstruction algorithm, exhibiting much faster convergence rate and better 
image than iteration shrinkage/thresholding based L1 norm algorithm. In the 
proposed method, hybrid norm model is built for image restoration objective 
function. Two-step iteration accelerates objective minimization optimization. 
Two-step iteration hybrid-norm algorithm converges to a minimizer of hybrid-
norm objective function, for a given range of values of its parameters. Numeri-
cal examples are presented to validate that the effectiveness of the proposed al-
gorithm is experimentally confirmed on problems of restoration with missing 
samples. 

Keywords: Hybrid-norm · Image restoration · Compressive sensing · Two-step 
iteration 

1 Introduction 

Image restoration is still an important image processing research field and has played 
an important role in medical and astronomical imaging, image and video coding, re-
mote sensing, radar imaging and many other applications [1-3].  

Image restoration is to recover an image from distortions to its original image. 
These distortions usually are twisting, noising, blurring and so on. Image restoration 

can be described as an inverse problem [2,4]. Let 
2nx  be an original n n  im-

age, m nA  be an operator, and my  be an observation which satisfies this 
relationship: 

                                                          my Ax                                               (1)  

Where ( )  is an operation process that represents a noise contamination or cor-
ruption procedure. In this inverse problem, the goal is to estimate an unknown image 
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for observation. In detail, given A , image restoration is a procedure that extract x
from y , which is either under-determined or ill-conditioned problem. When A  is a 
linear operator, it is called a linear inverse problem (LIP). Approaches to LIP define a 
solution x̂  (a restored image) as a minimizer of an objective function f . Given by 

 min ( ) ( )reg fidx
f x Ax y                                  (2) 

Where ( )reg   promotes solution regularity such as sparseness, ( )fid   fits the 

observed data by penalizing the difference between Ax  and y .   balances the two 
terms to minimization.  

For regularization term ( )reg  , sparseness is an important measurement which 

used in image restoration. According to sparseness definition, ( )reg   should be L0 

norm minimization problem which is NP-hard problem. L0 norm minimization is 
only the ideally accurate solutions. But it is hard to obtain by solve the L0 concave 
solutions. Conventional L1-norm minimization is to solve convex optimization that is 
able to guarantee stable solutions to acquire reconstructions. From this view point of 
accurate and stable reconstruction, the motivation of the proposed hybrid-norm is to 
balance both aspects.  

The purpose of this paper is to develop a new fast two-step iteration hybrid-norm 
algorithm (TIH) for restoring x  from observation y , where A  is a general linear 
operator. In the section II, hybrid-norm model and two-step iteration solver is intro-
duced which also contains the central theorem of the paper. Finally, experimental 
results are reported in section III. Conclusions are drawn in the final section.  

2 Method 

According to our design, restoration procedure consists of several parts shown as  
Fig. 1. When an original image transmits in transmission channel, it is usually cor-
rupted by some noises or disturbances. Then we use hybrid-norm to build restoration 
model. In leading to the restoration objective function, two-step iteration solver is 
employed to solve the hybrid-norm restoration model. When iteration conditions have 
meet, the final results will be obtained. Hybrid-norm model and two-step iteration 
method are focused on following sections.  
 

 
Fig. 1. Flowchart of restoring image based on two-step iteration hybrid-norm (TIH) 

According to restoration objective function, a framework for image restoration is 
hybrid-norm based minimization which is a special case of image restoration where 

transmission 
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the linear operator is an identity matrix. Denote f as the image restoration objective 
function: 

21arg min ( )
2 F

x
f Ax y H x                            (3) 

where the ( )H   regularizer can be homotopic L0 norm which balances between L0 
norm and L1 norm describing in hybrid-norm model. 

2.1 Hybrid-norm Model 

Given x  is a sparse and measurement matrix is A , and then the restoration problem 
can be given by 

min ( ) . .
x

H x s t Ax y                                     (4) 

where ( )H   is hybrid-norm that is transformed to unstrained equation as formula (3). 
Hybrid-norm model is defined by 

( ) ( )H x g x


                                               (5) 

,

( )
,

a u
u

g u u b
u

u b








     

                                          (6) 

where ( )H  means hybrid-norm operator of the proposed method. Constants 
2

2

4
4

a   
  

 


 
 and 

2 4
2

b     
   are chosen to make the function 

continuous and differentiable at u  . Parameter  is a threshold and 0 1   is 

introduced to provide stability. Functional g is related to parameter . 0   is to 
avoid problems due to non-differentiability of hybrid-norm function around intersec-
tion point. Profile of hybrid-norm function is shown in Fig. 2. Meanwhile, to be con-
venient for comparison and understanding of profile functions, profiles of L1, L0, 
Lp(0<p<1)  are added to Fig. 2.  

It can be shown from Fig. 2, for any fixed value of   and  , hybrid-norm function 
curve consists of two sections. The first section in the small absolute u is straight with 
bigger slope than L1. The second section is a conic that is close to L0 under the con-
trol of . Intersection between two sections keeps smooth and differential when 
building variables a  and b . In the section of L1, this function is strictly convex over

 . A unique and exact solution to the sparse reconstruction can be acquired. In the 
section of approaching to L0, solution is the sparsest reconstruction. Hybrid-norm 
metric combines the merits of L0 and L1 and keeps stable and accurate in reconstruc-
tion. In addition, the curve of hybrid-norm is smooth and continuous and its differ-
ence is existent and convergent. 
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Fig. 2. Hybrid-norm function curve profile comparison with L0, L1 and Lp (0<p<1) 

Furthermore, it is seen that the proposed hybrid-norm function includes L1 norm 
function as a special case when τ = 1. As τ approaches zero, hybrid-norm becomes the 
L0 of signal. For any 0 < τ < 1, hybrid-norm mixes characteristic of both L1 and L0. 
The value of τ controls the contributions from L1 or L0 respectively. For large τ, hy-
brid-norm function is closer to a convex function and thus has better convergence to 
the global minimum. For small τ, it can acquire more accurately solutions because of 
the profile approaching to L0 norm. Therefore, an optimal τ would best compromise 
between these two cases. 

2.2  Two-Step Iteration Solver 

Two-step iteration solver is a fast and effective solver to solve linear inverse problem 
which developed in fundamental of iterative shrinkage/thresholding (IST)[5,6]. It has 
been recently used to handle high-dimensional convex optimization problems arising 
in image inverse problem. In the (k+1)-th iteration, the Two-step iterative solver is as 
follows. 

 

1 0

1 1

( )
(1 ) ( ) ( )

( ) *( ( ) )
k k k k

x x
x x x x

x x A A x y





 

    

  


     
    

                       (7) 

where   is a denoising operator such as wavelet transformation. A* is an adjoint 

operator of A.   and   are two parameters. The convergence of the two-step itera-
tion algorithm has been well established in [7,8]. Some details also can be found in ref 
[7,8]. From formula (7), hybrid-norm based restoration problem for equation (3) 
should be solved for each iteration of two iteration method. In real applications, this 
subproblem can be solved only approximately, resulting in non-monotonic decrease 
of the objective function value.  
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3 Experimental Results 

This section reports some experiments to validate image restoration quality and the 
convergence speeds of the proposed two-step iteration hybrid-norm algorithm (TIH). 

We conduct extensive experiments in some examples. Due to the limitation of writing 
space, we only show two groups of tests in this paper. The goals of these experiments 
are to present restoration effectiveness from missing samples. The observed images are 
obtained by convolving the well-known “phantom”and“cameraman” images with a 9*9 
uniform blur and then adding noise with variance 40dB below that of the blurred image. 
The evolution of the objective function and convergence performance are shown using 
iterative shrinkage/thresholding (IST) and the proposed TIH method in the results. 

Example 1. In this group, test object is phantom that comes from typical medical test 
image. Table 1 lists its results in mean square error ( MSE )and CPU time. Figure 1 
shows the observed image and the restored image produced by IST and TIH. Figure 2 
shows convergence processing of IST and TIH. 

Table 1. Experimental results for phantom 

 IST Proposed TIH 
MSE 0.17306 0.026431 
CPU time 35.537028 33.633816 

 
Quantitative index MSE and CPU time are shown in Tab1. In this table, IST and 

TIH take 0.17306 and 0.026431 of MSE. TIH improves image quality approximate 
one power of magnitude from 0.17306 to 0.026431. The proposed method is super to 
IST. In consuming time, TIH consumes 33.633816s and IST has 35.537028s. The 
proposed method improves little faster than IST. The reason is that the phantom is an 
ideal sparse image which we can not dig more sparse information. These factors de-
cide iteration times. 

In Fig. 3, subimage (a) is original image. (b) is corrupted image by noisy and 
blurred factor. (c) stands for the restored image using the proposed algorithm. (d) is 
the restored image using IST method. Restored image using TIH reduces noisy and 
blurred factor, which gets sharp boundaries and clear contents in several important 
part such as gray circle, two black ellipses. The white circle boundary is sharp and 
clear. In subfigure (d), IST method restores image which has many pseudo artifacts 
like dummy circle. White circle boundary of subfigure (d) is little blurred. In visual 
effectiveness of restored images, TIH is clearer and neater than IST algorithm. 

Fig. 4 has two subfigures. The above is a curve representing the relationship be-
tween objective function and CPU time. The blow curve represents relationship be-
tween restored error MSE and CPU time. TIH method converges very faster than IST 
and obtains lower restored error MSE. IST spends 35.537028 seconds to gets 0.17306 
error and TIH needs 33.633816 seconds to have 0.026431 restored errors. Fig. 4 
shows that TIH converges considerably faster and more excellent than IST. 
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(a)                 (b) 

  
(c)                   (d) 

Fig. 3. Image restoration results for phantom. (a)Original image ;(b)Noisy and blurred image; 
(c)TIH restored image; (d)IST restored image 

 
Fig. 4. Convergence behavior for phantom restoration. Above: objective; below: relative error 
MSE. In both plots, the horizontal axes denote CPU time in seconds. 
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Example 2. In the second experiment, we apply “cameraman” image to test 
effectiveness of the algorithm. In this group experiment, noisy and blurred image is 
obtained using the same method in example 1. “cameraman” image is a real natural 
image which is not completely different from phantom image in 1st experiment. 

Table 2. Data results for cameraman 

 IST TIH 
MSE 0.067087 0.027247 
CPU time 39.078251 16.224104 

 
According to Table 2, TIH obtains 0.027247 in MSE and 16.224104 seconds in CPU 

time. IST has 0.067087 MSE and 39.078251 seconds in CPU time. In restoration quali-
ty, TIH has 0.027247 errors of original image and restored image. IST only has 
0.067087 differences between the original image and restored image. Restored image of 
TIH considerably is better than that of IST. Also, TIH is largely faster than IST. 

 

  
(a)                                 (b) 

  
(c)                                   (d) 

Fig. 5. Image restoration results for phantom. (a) Original image; (b) Noisy and blurred image; 
(c) TIH restored image; (d) IST restored image 

Some results of “cameraman” restored image are shown in the Fig. 5. In the same 
statements as in first group experiment. Subfigures (a) to (d) are original image, noisy 
and blurred image, TIH restored image and IST restored image separately. Differenc-
es of restored images in subfigure (c) and subfigure (d) are distinguished apparently. 
From the view of vision, subfigure (c) is clearer and neater than subfigure (d).  
Image in subfigure (d) has large amount of artifacts and alias. Restored image in  
subfigure (c) has little drawbacks. But it can be seen clearly. Why we can not restore 
an image as same as original image. Restoration is an anti-process that can not com-
pletely restore image as original image in the condition of loss of some information. 
From data of experiments, MSE in subfigure (c) is 0.027247 and subfigure (d) only 
takes 0.067087. The proposed algorithm improves apparently both in vision and expe-
rimental data. 
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Fig. 6. Convergence curves for “cameraman” image restoration 

In the figure 6, convergence curves of “cameraman” image restoration are shown. 
Relationship between objective function and CPU time is shown in the above subplot 
in Fig. 6 and restored image error is shown in the below subplot in Fig. 6. IST needs 
39.078251 seconds to up to MSE value 0.067087 and TIH only requires 16.224104 
seconds to obtain 0.027247 restored images. The two curves using TIH decrease 
sharper than that of IST. In other words, TIH converges rapidly and consumes little 
times.  

Though different object images are employed in the two groups of experiments, 
nearly same conclusions are drawn that the proposed TIH method is superior to IST in 
both image quality and restoring speed. 

4 Conclusion 

This paper proposed a fast two step iteration hybrid-norm image restoration method to 
solve fast and high image restoration. The proposed method combined fastness of 
two-step iteration and effectiveness of hybrid-norm model which is a homotopical L0 
norm method. Two groups of experiments in phantom and natural images give evi-
dences of high image quality and fast speed in restoring image. 
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Funds for the Central Universities”(JB150218). 
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Abstract. Vehicle recognition from images produced in roads bayonet provides 
important clues to solve vehicle crime cases. Its accuracy is not enough to meet 
the requirement in real conditions. We proposed a vehicle recognition method, 
SiftKeyPre, based on SIFT(Scale-invariant feature transform) key points prefe-
rence for car-face images. Firstly, SiftKeyPre choices the SIFT key points fol-
lowing the DualMax algorithm to get a DualMax set. Meanwhile, Lowe set is 
defined as another one following Lowe algorithm. Secondly, we define a DL set 
under an intersection operation on DualMax set and Lowe set. For positive ex-
amples training images, we count the appearance times of each key point of DL 
set to compute the attention degree of each key point in base image. Finally, 
matching degree between the base image and a target image is evaluated with 
the attention degree of each matched points. SiftKeyPre method confirms a test-
ing image based on its matching degree. Experiments results show that, under a 
given recall constraints, the precision of SiftKeyPre method is better than 
FLANN and Lowe. SiftKeyPre’s computational complexity is closed to that of 
Lowe. Comparing with other algorithms based on training, SiftKeyPre is of 
lower training intensity. 

Keywords: Car-face image · SIFT key points · Preference · Attention degree · 
Matching degree · Recognition 

1 Introduction 

In modern societies, the insecurity and threat events are increasing. Vehicle recogni-
tion from high-definition vehicle images produced in roads bayonet is an important 
source of clues on which public security departments solve cases of vehicle crime 
relies. For the phenomenon of faking and sheltering vehicle license plate, vehicle rec-
ognition system can not recognize car types correctly just based on the license plate. In 
a medium-sized city, more than 10000 images are captured at  
each major road bayonet by high-definition cameras per hour. At present, policeman 
selects out certain type of vehicle, for example black PASSAT, by “eyes of human”. 
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This retrieval process is non-efficiency and tedious. It is urgency for investigation on 
automatic recognition algorithms to identify suspect vehicle. 

The basic problem in computer vision research is object classification and detection. 
The image object recognition is an important branch with more than fifty years  
history [1]. Image object recognition algorithms are divided into two basic categories, 
algorithms based on low-level feature and deep learning model. In algorithms based on 
visual feature, low-level features are extracted from images, and then these features 
obtained from a variety of features extraction algorithms are encoded. Finally, the ap-
propriate classifier is designed to get classification results. Deep learning model [2] is 
another kind of image object recognition algorithm. Its basic idea is to learn hierarchic-
al feature representation in supervised or unsupervised way. The objects are described 
from bottom to top. 

Classifier design is the key step in object recognition based on low-level features. 
Classical classifier based on visual feature include FLANN, Lowe (classifier in the 
SIFT algorithm) etc. FLANN algorithm is based on key points in base image and cal-
culates Euclidean distance one by one with key points of each testing image.  
It selects minimum distance and takes key-points number exceeded the given threshold 
as matched points. It determines whether the image object is the same according to the 
number of matched points. Lowe also calculates Euclidean distances between one key 
point of base image and all key points of testing image. If the distance is smaller than a 
given value, Lowe algorithm selects this key-point pair as a high quality match [3]. 
The object similarity in Lowe is still based on the number of matched key points. 
Training-based classifiers include neural networks, support vector machines, k-nearest 
neighbor, random forests, and so on. These algorithms need to manually mark a large 
number of training samples to improve the classification quality. 

Big data brings huge challenges to the traditional learning algorithms. Deep learn-
ing model has powerful ability to express data naturally, so it will impact on image 
object detection methods. However, there are some problems like poor interpretation, 
high model complexity, optimization difficulty, computing intensity  
etc [1]. Main deep learning models include automatic coder (Auto encoder) [4], re-
stricted Boltzmann machines (Restricted Boltzmann Machine, RBM) [5], deep belief 
networks (Deep Belief Nets, DBN) [6], Convolutional neural networks (Convolutional 
Neural Networks, CNN) [7], bio-heuristic model [8], etc. Deep learning models rely on 
huge amounts of training samples, and it is of high training intensity. 

Classification algorithms based on training require a lot of manual marked samples, 
or huge amounts of training samples. It is hardly to be used in sample-limited scena-
rios. Missing match rate is high in classic FLANN and Lowe algorithm when the dis-
tance is close between a pair of key-points. We proposed a SiftKeyPre method based 
on SIFT key-points preference in vehicle image. SiftKeyPre makes a compromise by 
taking advantages of both the classical linear classifier and training classifiers with 
high computing intensity. It extracts car-face as region of interest. In SiftKeyPre me-
thod, the intersection set of Lowe's preferring key points set and DualMax’s preferring 
key points set is used as the preferring key points set. SiftKeyPre set is used to calcu-
late attention degree of base image. Matching degree between the base image and test-
ing images is evaluated. SiftKeyPre is essentially a linear classifier with low-intensity 
training algorithms. 
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The structure of the rest of this paper is organized as follows. Section 2 introduces 
some related works on image recognition. Principle of SiftKeyPre is described in  
section 3. Section 4 tests the effect of SiftKeyPre through experiment. Section 5 further 
analyses the results and algorithm parameter to enhance the practicability of SiftKey-
Pre. Section 6 summaries our works, and discusses SiftKeyPre's limitations and some 
further promising researches. 

2 Related Works 

The variation of angle and distance between the running cars and high-definition cam-
era causes image differences in scale and orientation. Thus, we use SIFT algorithm to 
extracting features from images to guarantee the invariant of image scale and rotation.  

Researchers investigated some auto-algorithms of car detection and vehicle recog-
nition. Wei [9] developed a complexity-aware criterion to balance the separating ca-
pacity and retrieval efficiency based on strip feature of car in static images. This algo-
rithm only detected the existence of vehicle, not identified its types. Some approaches 
classify vehicles into generic classes (vans, SUVs and bus etc.) [10-11]. These me-
thods were not accurate enough for finding crime vehicles. Vehicles need to be classi-
fied into specific ‘make and model’ classes (MMR, Make and Model Recognition) 
[12]. 

Some scholars put forward some ideas and algorithms of vehicle recognition at ear-
ly years. Sun Ze-hang [13] proposed an algorithm of vehicle recognition using Haar 
Wavelet decomposition for features extraction and Support Vector Machines (SVM) 
for classification. David Santos [14] introduced a vehicles recognition algorithm rely-
ing on the analysis of car external features. These features included shape of the car’s 
rear view and the car back lights. Through comparing with the features in database, 
system determined whether both images were matched or not. Daniel Marcus Jang [15] 
demonstrated a recognition application based on the SURF (Speeded Up Robust Fea-
tures) algorithm. In its vehicle database, the images of each type of vehicle were pho-
tographed from 16 views. It cost approximately 16 times computing workload. Wang 
Quan [16] presented a MDS(multi-dimensional scaling) feature learning framework in 
which MDS is applied on high-level pairwise image distances to learn fixed-length 
vector representations of images. Images need to be uniformed caused information 
loss. Ferencz [17] built a classification cascade for visual recognition from one exam-
ple and proposed an approach for vehicle recognition. The main contribution of this 
work is a classification cascade built by arranging information-rich hyper-features 
extracted from a single vehicle exemplar image. For running vehicles, images of exact 
front and lateral views are very rare.  

So for from 2004, WOB (Word of Bag) are the mainstreem algorithm in image rec-
ognition. The main idea of these algorithms is clustering the features by employing K-
means clustering algorithm to construct the visual vocabulary. These clustering centers 
are regarded as visual words. Then, they use the histogram described by appearance 
frequency of the visual words to represent the content of the image. By regarding the 
visual words histogram of each image as features vector, the classification model was 
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abtained through SVM training [18-20]. In these algorithms, the differences of the 
categories are obvious. And the training of SVM was based on enough selected sam-
ples of images. In the scenario of just 100 car-face images, the effect of SVM training 
is limited.  

3 SiftKeyPre Recognition Method 

The vehicle recognition processes of SiftKeyPre consist of five steps. They are de-
signing data structure of key points, constructing key-point pairs, preferring key-point 
pairs, calculating attention degree of key points, and calculating matching degrees of 
target images. The algorithms components are illustrated in Fig. 1. 

Design Data 
Structure of

 Key Points

Construct
 Key-point Pairs

Prefer 
Key-point Pairs

in Training Image

 Match Object
 of Target Image

Calculate 
Attention Degree 

of Key Points 
in the Base Image

Prefer Key-point
Pairs in

Recognition Image

Recognition

Input

Input

SIFT
Key Points

Results

Training

 

Fig. 1. Framework of SiftKeyPre method. 

We call the template image of a given type of vehicle as base image, and the image 
to be matched as target image. In SiftKeyPre algorithms, there is just a single base 
image and multiple target images. For convenience, we assume that there are m SIFT 
key points in base image, and n SIFT key points in any one target image. Each key 
point is described as a vector with 2 float numbers and 128 integers. Euclidean distance 
is used to measure the similarity of 2 key points in the same key-point pair.  
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3.1 Data Structure of Key Points 

Data structure of SIFT key points is consist of some parameters such as octave, scale, 
σ, x, y, and so on. Some of them are no contribution to SIFTKeyPre algorithm. So,  
we just reserve the pixel position parameter (x, y), and the key points descriptor  
(128 integers) to construct the data structure of key point. The key point descriptor kp 
is designed as a sequence. 

 
kp = sequence of { x, y, d0,d1, …, di, …, d127 } 
 
Where,  
x, y -- is the pixel coordinate of kp; 
di  -- i-th component of kp (0 k 127). 

3.2 Construct Key-Point Pairs 

The similarities between key points of base image and that of target image is the 
foundation of image recognization. Let A stand for the key points set of the base im-
age, and B stand for the key points set of a target image. Cartesian product of A and B 
builds the key-point pairs set C. As mentioned above, there is n key points in set A, 
and m key points in set B, then there are nm key-point pairs in set C. 

 
Let  A = {A0, A1, …, Ai, …, An-1},  

B = { B0, B1, …, Bj, …, Bm-1}. 
 
Then, 
 
A0 and B produces key-point pairs <A0, B0>, <A0, B1>, ……,<A0, Bm-1>; 
A1 and B produces key-point pairs <A1, B0>, <A1, B1>, ……,<A1, Bm-1> 
…… 
An-1 and B produces key-point pairs <An-1, B0>, <An-1, B1>, ……,<An-1, Bm-1> 

3.3 Key-Point Pairs Preference 

Distance is the classic measurement method for evaluation. To evaluate the matching 
quality of a pair of points in a single key-point pair, we construct a distance matrix H 
with size of nm based on their distances. 

We get distances of two key points <Ai, Bj> as formula (1) 

2 2129

2
)[t][t]-B(A),Bdist(A

t jiji  
  

(1) 

Where, 
iA  -- the i-th key point data in set A, ( 10  ni ); 

jB  -- the j-th key point data in set B, ( 10  mj ); 
[t]Ai  -- the t-th element of iA , (2  t<129); 
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[t]Bj  -- the t-th element of jB , (2  t<129). 
These distances are all filled into a matrix H. Row of matrix H corresponds to a 

certain key point of the base image, and column of matrix H corresponds to that of 
one target images. It is said that Hij denotes the distance between i-th key point in the 
base image and j-th key point in a target image.  

According to common sense, when the distance of a key-point pair is larger than a 
special value, we think the both points are not similar. Their similarity is approx-
imately 0. To reduce the computing intensity, we transform distance in H to similarity 
following the rules that, 

(1) Smaller distance mapping to bigger similarity, 
(2) If a distance is bigger than a given threshold D, similarity is 0, 
(3) Similarity value range is from 0 to 1. 

According to the above rules, matrix H is transformed to matching quality matrix 
EV according to formula (2).  













DH
D

HD
DH

EV
ij

ij

ij

ij    ,

        ,0  
 

(2) 

Where,  
EVij – similarities in matching quality matrix; 
Hij – distances in H; 
D – given threshold by experiments on image samples. 

From formula (2), there are some zero elements in EV. These elements are no 
chance to be choose as matched key-point pairs. It is said that the corresponding key 
points of target image are out of matching.  

After above pre-processing, the vital step in SiftKeyPre is to prefer real matched 
key-point pairs by Dual-direction evaluation. We call this matching selection as 
DualMax optimization. DualMax follows these steps. 

(1) Let i=0; 
(2)Traverse the i-th row of EV, select the maximum element,  

emaij == max{ e | eij, 0<=j<=m }; 
mark j-th column. 

(3) Traverse the j-th column, if emaij is the maximum value,  
emaij == max{ e | eij, 0<=i<=n }; 
mark the corresponding key-point pair as a DualMax matching, and put it 

into set Q.  
(4) Change all values of i-th row and values of j-th column to zero. 
(5) Else i++; goto (2); 
(6) If i >= n, finished. 

 
The elements in set Q are preferred key-point pairs.  
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3.4 Attention Degree of Key Points in the Base Image 

Human vision system often focuses visual attention on some special objects of the 
scene when processing a relative complex scene. It processes these special objects in 
priority so as to get main information of the scene in minimum time cost [21]. For 
different aims, these special objects are different. More deeply, there must be a few 
attentional points to represent the object.  

According to this character of human vision system, we speculate that the SIFT 
key points extracted from car-face are of different attention degrees. To investigate 
into this, we give each SIFT key point an attention degree by means of a statistic on 
being preferred times based on a set of positive example images.  

Let set L denote key-points set preferred by Lowe matching algorithm. As mentioned 
above, Q denotes key-points set preferred by DualMax algorithm. To further enhance 
the preference quality, we build set LQ as an intersection set of L and Q. All the key 
points in set LQ is deemed as being preferred once. We repeat this operation on a posi-
tive sample image set to get the preferred-times of each key-point.  

We assume that there are S samples in a given training set. As mentioned above,  
A is the key point set of base image, and there are n key points in set A. Let AN de-
note the times of key-point preferred. The attention degrees are calculated in accor-
dance with the following steps.  

(1) i = 0; i < S;  
(2) LQi = Li∩Q;  
(3) for each element kp∈LQi, if kp == A[i], AN[i]++; 
(4) i++, goto (1) 
(5) output AN, finish. 
 

Finally, we normalize AN according to the formula (3).  

  1

0
][

][][ n iAN
iANiAD  

Where, AD is a vector of the attention degrees of key points in base image. 

(3) 

3.5 Matching Degree of Target Image 

Matching degree is a comprehensive evaluation which compounds matched key 
points number and their attention degrees. If the matching degree of target is bigger 
than the given threshold, this target image is matched with the base image.  

Let vector AQ denotes the sequence of flag for key points in the base image with n 
components. AQ is initiated with zero. Vector AV denotes the sequence of key points 
in base image, and BV denotes the sequence of key points in target image.  
As mentioned in section 3.4, set Q denotes the preferred key points in target image. 
We get the matching degree in the following steps. 
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(1) i = 0; 
(2)if key-point pairs <AV[i],BV[j]>∈Q, AQ[i] = 1;  
(3) i++;  
(4) if i < n, goto (2); 
(5) matching degree ADAQ= v  ; 
(6) if v >=V, target image is matched, finish. 

 
Matching threshold V depends on the need of specific application. 

4 Experiments 

4.1 Experimental Setup 

Platform: CPU-Phenom II 960T 3.0GHz* quad-core; RAM-DDR3 3.25G; Ubantu 
12.04 OS; openCV library. 

Data: The testing images are HD images produced at real road intersections of a 
city in China. There are total 1000 images, where 100 positive samples (BLACK 
PASSAT). Typical original images are illustrated in Fig. 2. These images are created 
in various angles and different distance. 

 

* license numbers are blurred for privacy protection 

Fig. 2. Examples of original images. 

4.2 Experimental Results 

To investigate the precision and performance of our SiftKeyPre algorithm, we com-
pare both indices among the three typical algorithms (FLANN, Lowe and SiftKeyPre) 
at a given recall. 

In this experiment, ROI is car face extracted from original images. SiftKeyPre se-
lects key points of high quality to determine whether the car in a target image of the 
same type as that in the base image or not. One of the target images’ matched key-
point pairs are illustrated in Fig. 3.  

In Fig. 3, the base image is on the left, and the target image is on the right. Each 
matched key-point pair is illustrated with a line. 
 
(1) Precision 
Effectiveness of SiftKeyPre algorithm is evaluated with two indicators: precision and 
recall. The precision rate has negative relation with recall. It is said that the improvement 
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(base image)                                      (target image) 
Fig. 3. The matched key-point pairs in SiftKeyPre algorithm. 

of precision followed with a drop of recall. We compared the three algorithms 
(FLANN, Lowe and SiftKeyPre) in their precision and recall. The results are shown 
in figure 4. 

 

Fig. 4. Comparison between SiftKeyPre/FLANN/Low algorithms. 

In Fig. 4, the abscissa denotes recall indicator, and ordinate denotes precision indi-
cator. The experiments test a range of recall from 10% to 100% and the corresponding 
precision. As shown in Fig. 4, the precision of SiftKeyPre is significantly higher than 
that of FLANN and Lowe at a given recall. For instance, at the point of recall = 90%, 
the precision of SiftKeyPre is 27.95%, that of Lowe is 19.65%, and that of FLANN is 
9.29%.  

Precision are different between SiftKeyPre and the other two algorithms at a vari-
ous recall from 10% to 100%. These differences are listed in Table 1. 

Table 1. Precision differences with FLANN and Lowe algorithms. 

differences with Max Min Average 
Lowe  +25.00% +1.04% +12.46% 

FLANN  +35.86% +1.29% +16.69% 
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As shown in Table 1, compared with Lowe algorithm, SIFTKeyPre achieved a 
maximum +25% improvement in retrieval accuracy. Meanwhile, compared with 
FLANN algorithm, a maximum 35.86% improvement was obtained. Obviously, Sift-
KeyPre performs better than the other two algorithms.  
 
(2) Performance 
SiftKeyPre algorithm is consist of two key processes (training and recognition).  
In training process, we get algorithm parameters such as D, attention degree et al. 
Training process needs only once in advance. Training with a sample image costs 
0.177961s in average. For a given practical application, users seemingly unconcerned 
about the time cost on training. 

Users more concerned about the response efficiency of recognition process. We in-
vestigated into the response time for a single target image. The results comparing with 
FLANN and Lowe are listed in Table 2.  

Table 2. Comparison of response time with FLANN and Lowe. 

Algorithm FLANN Lowe SIFTKeyPre 
average response time (s) 0.122930 0.081694 0.083226 

 
From table 2, SiftKeyPre saves 32.30% than FLANN in response time. SiftKeyPre 

costs a little longer time than Lowe. Even so, it is well worth to exchange a perfor-
mance loss of 1.88% for a precision improvement of 35.86%. 

5 Analysis and Discussions 

In this section, we analyze parameters of SiftKeyPre and discuss the training intensi-
ty. To be sure that the parameters of FLANN and Lowe are adjusted carefully to 
achieve their best precision on testing images. 

5.1 DualMax Threshold 

In formula (2), D is a key parameter in DualMax preferring process. In fact, D is  
a critical value to determine whether a distance of key-point pair maps to zero or not. 
A bigger D means higher quality of key-point pairs. And there are much more 0 in 
matrix EV. There will be less key-point pairs in DualMax set Q. Meanwhile, this will 
loss more key point information which contribute to the final recognition.  

To balance this compromise, we develop 2 principles. (1) Gold section number is 
graceful to be used as the dividing line between the zero similarity and non-zero simi-
larities; (2) For the same target image, the number of key-point pairs in Q and LQ 
should be roughly equal. Accordance with both principles, we determine D in the 
following steps. As mentioned above, matrix H has n rows and m columns. And the 
gold section number is 0.618.  
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(1) Let i =0; 
(2) For i-th row, if Hij = min{ Hij | Hij<Hi*, 0<j<m }, V[i] =Hij; i++; 
(3) if i<n, goto (1); 
(4) ))618.01((  nroundR  
(5) choose the R-th bigger number in V, let Dk=V[R], (0<=k<K) 
(6) For each image in training set of K images, D is valued as average of Dks. 

 KDK

k k /)( = D
1 

 (4) 

5.2 Training Intensity 

SiftKeyPre is a linear classifier with low-intensity training. This training is the impor-
tant reason for the improvement of precision. We define the training intensity as the 
minimum number of training samples when the vital parameters of SiftKeyPre are 
convergent. To investigate into the convergence, we do three experiments from vari-
ous views. (1) Overview all attention degrees of key points; (2) the transferring curves 
of typical key points with significant value changing; (3) the impact on recognition 
precision.  

The aim of training is to get the attention degree of each key point in the base im-
age. We do experiments with samples of 10, 20, 30, ......, 90 and 100 and draw the 
corresponding attention degree values together in the same coordinate system. The 
inflection point of these curves are the alternative training intensity. The attention 
degree changing curves are illustrated in Figure 5.  

 

Fig. 5. Attention degree changing curves of all key points. 
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In figure 5, abscissa is the label of key points in base image, and the ordinate is the 
attention degree of these key points. As the figure legend, the training times from10 to 
100 mapping to the colors from red to blue. The majority key points attention degree 
are converged to a stable value illustrated in a “cooler” color.  

Investigating into figure 5, we find some key points (such as id=47, 52, 65 and 91) 
whose attention degree value fluctuates more dramatically. To show the trend more 
clearly, we select these 4 key points and draw the changing path in an unfolded view, 
as shown in figure 6.  

  

Fig. 6. Changing path of selected attention degrees in unfolded view. 

In figure 6, the changing trends show that the attention degree value of key points 
will be stable under a certain number of training samples. This number range from 50 
to 70. Then, a new question is coming. Is there any significant influence on the final 
precision under the training intensity of 50 and 70?  

We developed another experiment on the training intensity of 0, 50, and 100. The 
changing trend of precision with incremental recall is illustrated in Figure 7. 

From figure 7, we find that the precision under no any training is much lower than 
that under 50 samples’ training. It is said that training process improved the precision 
of SiftKeyPre. Meanwhile, when the training intensity enhanced from 50 or 100 sam-
ples, the both precisions become no obvious difference. It is said that 50 is a critical 
point of training intensity from the view of precision effect. The attention degrees of 
key points reach to convergent values. 

5.3 Attention Degree 

To view the attention degree of key points more clearly, we draw these points on the 
base image with various radius and colors according to its pixel position of (x, y) and 
attention degree.. The bigger radius denotes bigger attention degree. Their colors 
range from blue to red, mapping from the smallest to biggest attention degrees. These 
2 pictures in figure 8 illustrate the changing trace of attention degrees under training 
intensity of 0, 50. 
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Fig. 7. Trend of precisions with incremental recall 

 

 

(a)under no training                            (b)under training intensity of 50 

Fig. 8. View of attention degrees of key points. 

In the intuition of human perception system, part of key points is of significant 
contribution in the recognition decision. These key points are more important than 
others. From figure 8, we found that the most important point concentrate on the re-
gion of car logo, car light, and some distinct texture. In figure 8(a), all key points are 
without training, so the importance are almost in average. In figure 8(b), key points 
are trained under 50 positive samples. The most important points become significant 
in size. Training more than 50 samples do not contribute significantly to the size of 
key points. That proves again that the attention degrees convergence to a stable value.  

Some key points with significant attention degree locate on license plate. In fact, 
this is a wrong matching because license plate is not a inherent part of a car. These 
points should be removed from the key points set. 
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6 Conclusion and Future Works 

With the analysis on the property of vehicle images on road, we proposed a vehicle 
recognition algorithm SiftKeyPre based on low-level feature extraction in SIFT algo-
rithm. SiftKeyPre consists of five steps: Design data structure of SIFT key points, 
construct key-point pairs, prefer key-point pairs, calculate attention degree of key 
points in base image, and match object of target image. Under the given recall rate, 
SiftKeyPre achieved obvious improvement of precision comparing with both FLANN 
and Lowe. As for time-consumption, SiftKeyPre algorithm cost less computing time 
than that of FLANN in 32.30% and almost equal to that of Lowe.  

There are spaces to improve this method. For example, finer pre-processing is 
helpful to higher precision. Combined SiftKeyPre with support vector machines 
(SVM) based on WOB, neural networks, and deep learning algorithms will be a 
promising field in vehicle recognition system. With the huge amount of images 
streaming into the system, high performance algorithms are the future direction in 
image recognition and retrieval systems.  
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Abstract. Salient object detection, especially for multi-object detection in com-
plex scene, is a very challenging issue in computer vision. With the emergence 
and promotion of somatosensory sensors such as Kinect, RGB-D data jointing 
color and depth information can be obtained easily and inexpensively. This pa-
per focuses on the RGB-D salient object detection. Firstly, the RGB image is 
converted into Lab color space and superpixels are segmented according to col-
or and merged according to depth. Then, color contrast features and depth con-
trast features are calculated to construct an effective multi-feature fusion to 
generate saliency map. Finally, multi-scale enhancement is operated on the sa-
liency map to further improve the detection precision. Experiments on the pub-
lic data set NYU depth V2 show that the proposed method can effectively 
detect each salient object in multi-object scenes, and can also highlight the each 
object entirely. 

Keywords: RGB-D · Superpixel segmentation · Salient object detection ·  
Multi-feature fusion 

1 Introduction 

The human visual system has the capability to locate the most interest region in a 
cluttered visual scene, this selective attention mechanism allows us to effectively cap-
ture prey and escape predators, which is a very important survival skill for human. Due 
to its biological importance, many research efforts have been made to find the essence 
of attention mechanism. A variety of calculation models are proposed to simulate such 
biological mechanisms in the recent period of time. Visual saliency detection is a very 
important research in the field of visual attention mechanism. Currently, visual saliency 
detection is roughly divided into two aspects. One is using High-level visual prior 
knowledge to mimic human's top-down saliency computational model, whose basic idea 
is firstly to cluster image pixels into block feature, and through some prior knowledge to 
simulate the human eye's ability which can identify different objects. The other is the 
bottom-up detection model based on low-level visual features, whose basic idea is based 
on visual feature of gray, color or direction for forming the feature map of each feature 
dimension and merging into final saliency map. Computing visual saliency has very 
important applications such as image segmentation [1], image classification [2], object 
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recognition [3] and other fields, and can optimize the allocation of various computing 
resources. 

At present, many RGB-D sensors, such as Bumbbee camera, PMD camera, espe-
cially Kinect have been developed. As the perfect combination of visual camera and 
ultrasonic sensor, this kind of sensor can obtain scene and object RGB image and 
depth image simultaneously and is becoming a simple, cheap, convenient environ-
ment data acquisition equipment. Studies have been launched, but mainly focus on 
color RGB-D point cloud data registration [4], 3D reconstruction [5], etc.  

Considering the color and depth information are important external data obtained 
by human vision, RGB-D data will be an important role in promoting research on 
human visual attention mechanism. In most recent years, salient object detection for 
RGB-D data gains much attention. Referring to the working mechanism of the human 
visual system, we propose a saliency calculation framework for RGB-D salient object 
detection. First of all, superpixels are segmented with Lab color and merged with 
depth. Then color contrast features and depth contrast features are calculated and 
fused based on background contrast. Finally, RGB-D image saliency calculation 
framework is proposed and improved with multi-scale saliency enhancement. 

2 Related Work 

Recently, RGB image saliency detection has been studied widely and deeply, in 
which low-level image contrast features play a very important role. The most influen-
tial model was proposed by Itti[6] in 1998, by combining low-level image feature 
such as color, edge and direction etc. and center-surround difference to calculate the 
image salient region. Harel et al. [7] developed Itti method to generate saliency map 
and perform the normalized operation based on graph method. Hou et al. [8] proposed 
a method based on the calculation of the residual spectrum, using the amplitude spec-
trum information generated by the Fourier transform of the image. Achanta[9] pro-
posed a frequency-tuned approach, in which the distance between the image pixel and 
the average values of image are calculated as the pixel saliency. Cheng et al. [10] 
extended color histogram to 3D color space and proposed saliency analysis method 
based on the color region histogram. Perazzi et al. [11] combine color contrast and 
color distribution information for image saliency analysis. Margolin et al. [12]  
proposed a method that combined pattern and color into a model. The above methods 
can get good results when processing simple images. But when dealing with images 
containing complex background and several objects, the detection results are bad. 
Therefore, more saliency factors need to be integrated to solve this problem. RGB-D 
sensors collecting the color and depth information of the scenes at the same time, is 
expected to provide depth saliency factor in addition to color. But in terms of salient 
object detection based on RGB-D data, although several prior works[13-16] aim to 
explore the saliency analysis of RGB-D, they are still at the initial stage. 
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3 RGB-D Salient Object Detection 

3.1 RGB-D Salient Object Detection Framework 

The framework of our RGB-D salient object detection is shown in Fig. 1. For the 
input RGB-D image, firstly converte RGB into CIELab space and normalize depth 
into [0-255], secondly, segment superpixels according to Lab color. Thirdly, consider-
ing each superpixel as a processing unit, calculate the average depth of each 
processing unit and merge Lab-based superpixels according to their difference value 
of average depth(In this paper two superpixel will be merged when their difference 
value of average depth<10). Then, fuse Lab contrast features and depth contrast fea-
tures of each merged superpixel to get the global saliency map, and finally, the multi-
scale enhancement is designed to improve the detection precision. 
 

 

Fig. 1. The framework of RGB-D salient object detection 

3.2 RGB-D Superpixel Segmentation 

Early salient object detection methods are mainly based on pixel or regularized image 
unit, and the detection results is unsatisfied. Current methods based on irregular im-
age unit (superpixel) become very popular, including graph cutting [17], Mean shift 
[18] and SLIC [19], these methods can significantly improve the saliency detection 
results and generate saliency map with high quality. This paper develops graph cut-
ting segmentation [17] to handle RGB-D images, The details are as follows. 
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(1) Convert RGB to Lab color, segment the Lab into several disjoint regions

 according to [17], Where N is the number of segmented region.  

denotes the color feature of ith region, where  denotes the aver-

age Lab color of all the pixels in this region,  is the pixel within the region of , 

 denotes Lab feature vector of pixel ,  is the number of pixel within region

. 

(2) Normalize raw depth data. and mapping the normalization results to the range 
of 0~255. In the segmented regions obtained from (1), calculate the average depth of 

each region , where  denotes normalized depth of p with 

value in [0-255]. 
(3) Merge adjacent segmentation regions when their depth difference<10. And 

then, recalculate the number of regions N, as well as color feature  and depth 

feature . 

3.3 RGB-D Contrast Features 

Contrast is the most important factor in the low visual saliency calculation. Because 
the size of each superpixels segmented above is obvious different, we need to consid-
er the size factor to calculate RGB-D contrast of each segmented region . 

Color Contrast 
Considering the color difference between the segmented image regions(In the Lab 
color space), the distance of between two regions (in depth channel) and the size of 
segmented region, the global color contrast feature of a segmented region is defined 
as follows. 

  (1) 

where  is the color difference between segmented region  and  

(measured in the CIELab color space), the definition as shown in (2). 

  (2) 

 denotes smooth term measuring the distance between the different 

segmented regions of image, which is used to balance the impact of saliency between 
different positions within the image space. 
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where  denotes spatial distance between region  and 

. When calculating color contrast of region, it has a great impact on adjacent 

neighbor regions, on the contrary, it has a little impact on long distance regions. 
 
Depth Contrast 
Considering the depth difference between two segmented regions (in the depth chan-
nel) and the size of the segmented regions, the depth contrast feature of the segmented 
region  is defined as follows. 

  (4) 

where  is the depth difference between two segmented region  and 

 of image. 

  (5) 

 denotes smooth term measuring the distance between the different 

segmented regions of image which is defined as equation (3). 

3.4 Saliency Features Fusion 

When the scene image contains complex background and a variety of objects, it is 
difficult to detect salient objects accurately only use one single cue. Saliency cues of 
both color contrast and depth contrast reflect image saliency from different perspec-
tives. Simple linear fusion may make saliency detection bad[20], so it is necessary to 
design an effective strategy to integrate these saliency cues. In order to highlight each 
salient object uniformly in a complex and multi-object scene, we use the following 
feature fusion approach. 

  (6) 

So far, the saliency map is obtained by multi-feature fusion with both color and 
depth channels. 

3.5 Multi-scale Saliency Enhancement 

Under a single scale, saliency image analysis are often not comprehensive [6,21]. 
When changing the resolution of the image, the image structure will show different 
features, so it is very necessary for saliency analysis under multiple scales.  
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In this paper we use the multi-scale representation of the image to further enhance the 
saliency detection results, and achieve the goal that highlight each salient object un-
iformly. In this paper, we down sample RGB-D images into four different scales.  
Finally, the definition of fusion type of saliency image at multi-scales is defined  
in (7). 

  (7) 

where  are images at different scales, the image of the original scale is  whose 

h=1. 
 
is the saliency detection result in the single h-scale based on 

above section. We normalize , and get the final multi-scale salient object 

detection results. 

4 Experiments and Analysis 

We chose NYU Depth V2 as data set, which is comprised of video sequences from a 
variety of indoor scenes as recorded by both the RGB and Depth cameras from the 
Microsoft Kinect. 

4.1 Comparison of Superpixel Segmentation Results 

In order to evaluate the advantages of superpixel segmentation jointing color and 
depth, we compared graph-cutting based superpixel segmentation on (1) depth, (2) 
Lab color, and (3) depth + Lab. The three segmentation results are shown in Fig. 2. 

It can be seen from the figure that for superpixel segmentation only based on 
depth, the segmented regions are too large, and adhesion appears easily at the bottom 
of objects placed on table. For superpixel segmentation only based on color, the seg-
mented regions almost too small, and the whole object is segmented into many small 
parts, which is called as over-segmentation. Over-segmentation always happens on 
the texture objects such as boxes and right-side cap in Fig. 2. For our RGB-D super-
pixel segmentation, because the combination of both color cue and depth cue, super-
pixels are segmented neither too large nor too small, and the boundary of each object 
is distinct. 

4.2 Salient Object Detection Results 

In order to evaluate the advantages of jointing depth and color data to detect salient 
object, we compared salient object detection at a single scale and at multi-scales re-
spectively based on (1) depth, (2) Lab image, and (3) depth + Lab. The obtained sa-
liency maps are shown in Fig. 3. 
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4.3 Contrasts of Salient Object Detection Results 

In order to evaluate the proposed salient object detection method jointing depth and 
color cues, we compared our salient object detection results with early work [16]. The 
experimental RGB-D images are chosen form four scenes (including desk, kitch-
en_small and meeting_small, table) from NYU Depth V2. The obtained saliency 
maps are shown in Fig. 4. 
 

 
Fig. 4. Contrasts of RGB-D salient object detection on four type of scenes (top: original RGB 
image; second row: the corresponding depth image; Third row: salient map of our approach; 
bottom: salient map of [16].) 

As we can see from Fig. 4, on contrary, our approach perform better on multi-
object scenes, and detect almost each of the salient objects. While [16] only detects 
one or two objects in the middle part of image. 

5 Conclusion 

In this paper, we propose a multi-feature fusion framework for RGB-D salient object 
detection. As a preprocessing stage, RGB-D superpixels are segmented based on 
graph-cut algorithm. Then color contrast feature and depth contrast feature are ex-
tracted and integrated from each superpixel. Under different scales, multi-scale en-
hancement is designed. The proposed method can produce high quality salient object 
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map which not only highlights each salient object in the multi-object scene, but also 
can effectively alleviate the over-segmentation. 

Because of the complex of the scenes, although our approach can detect almost each 
of the salient objects, but some background is also highlighted. The next step of our 
work is to reduce the impact of complex background and improve detection accuracy. 

 
Acknowledgments. This work is supported by National Natural Science Foundation of China 
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Abstract. Color is one of the mostly applied features for object recog-
nition and tracking. Most work for color constancy is often based on
the assumption of spatial uniformity or smooth illuminant transaction,
which is not always true due to the presence of multiple light sources. In
this paper, without these assumptions, we deal with the problem of color
constancy in multiple light sources by computing the color constancy on
a given object rather than the whole image. It keeps the color constancy
for a given object under different outdoor lighting conditions, especially
for an object under different shadows. We first calculate a transfer vector
based on the given object and the illuminants ratio vector. This vector
is then added to the original image to make the object be perpendicular
to the illuminants ratio vector. Finally, an object color constant image
is obtained by performing an orthogonal decomposition along the illu-
minants ratio vector on the new image. Compared with color constancy
on whole image, this proposed method can reduce color distortion in
the object and keep mostly color constancy for an object to be recog-
nized and tracked regardless of lighting conditions. Both quantitative
and qualitative experiments validate our method.

Keywords: Object color constancy · Illumination invariant · Outdoor
multiple light sources · Object detection

1 Introduction

Although color is commonly experienced as an indispensable feature in describing
the world around us, the color variation caused by different lighting conditions
often introduces undesirable effects in digital images. It may negatively affect the
performance of computer vision methods for different applications such as object
recognition, tracking and surveillance [1,2]. Consider, for example, an object
recognition application which identifies the DARK SKIN checker of Macbeth
ColorChecker by color in Fig. 1. It may successfully identifies the DARK SKIN
checker in Fig. 1 (a) but fails when the ColorChecker partly lies in shadow
(Fig. 1 (b)) and totally lies in shadow (Fig. 1 (c)). This is because the change
in the illumination affects object color and further hampers the robustness of

c© Springer-Verlag Berlin Heidelberg 2015
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Fig. 1. Sequence of images under different lighting conditions

object recognition and tracking. Therefore, recovering the object color invariant
to changing lighting conditions (color constancy) is necessary and worthwhile.

A majority of methods advanced so far for illuminant invariant and color
constancy are usually based on the assumption of spatial uniformity. Assuming
that the spectral distribution of a light source is uniform across scenes, these
methods (such as grey-world [3], white-patch [4], and gamut mapping [5]) get
a color constant image by a color correction on original image after globally
estimating the color of the light source [2]. More recently, Gijsenij et al. [6]
proposed an photometric edge weighting color constancy algorithm based on
photometric properties of different edges. Although this assumption works well
in most cases, it is often violated as there might be more than one light source
illuminating the scene [7].

Retinex theory [8], which assumes that an abrupt change in chromaticity
is caused by a change in reflectance properties, is considered as one of the first
color constancy methods for multiple light sources. It implies that the illuminant
varies smoothly across the image. More specifically, the shadow removal prob-
lem [9–11] can be considered as a category of color constancy problem involving
two light sources. Even though these shadow removal methods exhibit impres-
sive results for shadow regions, they cannot yield an identical color consistent
result regardless of lighting condition (e.g., Fig. 1(c)). Recently, Gijsenij et al. [7]
proposed a color constancy method for multiple light sources by applying color
constancy locally on small sampled patches. Greatly affected by the effectiveness
of sampling method, this method may fail when the distribution of the lighting
source is varying.

In order to deal with complex multiple illuminants successfully, these previous
mentioned methods either resort to spatial uniformity assumption or smooth
illuminant transaction assumption, which are not often true in real situation. In
some applications, such as object recognition and tracking, the color constancy
on a whole image maybe not necessary, but only the color constancy on the given
object is required. In this paper, without spatial uniformity or smooth illuminant
transaction, we deal with the color constancy problem for outdoor multiple light
sources by computing the color constancy on a given object rather than the whole
image. It keeps the color constancy for a given object under different outdoor
ligting conditions, especially for an object under different shadows.

This work is based on our previous research on shadow linear model [10] and
the color illumination invariant image [12] from the view of atmosphere trans-
mittance effects. As be compressed, our previous color illumination invariant
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image has some color distortions. In order to make the color of the object keep
the same as the canonical color, in this paper, we first calculate a transfer vector
based on the given object and illuminants ratio vector. Then we add this trans-
fer vector to the original Log-RGB image to obtain a new transferred image.
This will make the object in the new transferred image be perpendicular to the
illuminants ratio vector. Finally, the object color constant image is obtained by
performing an orthogonal decomposition on the transferred image. Compared
with our previous color illuminant invariant on whole image, this method can
reduce color distortion in orthogonal decomposition processing and keep mostly
color constancy for an object to be recognized and tracked. Both the quantitative
and qualitative experiments and comparisons with other methods demonstrate
that the color information of our object color constant image can serve as a
stable feature for object recognition.

2 Background and Our Previous Work

In this section we first give a brief introduction of the formation of an outdoor
image [10] and then we present our pixel-wise orthogonal decomposition for color
illumination invariant image [12].

Light emitted from the sun will scattered by atmospheric transmittance
effects that causes the incident light to be split into direct sunlight and diffuse
skylight. It’s revealed that the sRGB tristimulus values of a surface illuminated
by daylight are proportional to those of the same surface illuminated by skylight
in each of the three color channels [10], i.e.,

log(FH) =
log(KH)

2.4
+ log(fH) (1)

where FH denotes the RGB values of a surface in non-shadow area and fH

denotes the RGB values for the same surface in shadow area, H = {R,G,B}.
The proportional coefficients KH are independent of reflectance and are approx-
imately equal to constants determined by Eq. 2.

KH= arg min
700∑

λ=400

|QH(λ) · (Eday(λ) − KH · Esky(λ))| (2)

Expanding Eq. 1 and letting u = (uR, uG, uB)T defines a Log-RGB value
vector of a pixel, uH = log(vH), we have

Au = I (3)

where A =

⎡

⎣
1 1 −β1

1 −β2 1
−β3 1 1

⎤

⎦ and I = (I1, I2, I3)T . I represent a shadow invari-

ant for a pixel in a image [12]. The β1, β2 and β3 in matrix A are calculated as
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following,

β1 =
log(KR) + log(KG)

log(KB)
, β2 =

log(KR) + log(KB)
log(KG)

, β3 =
log(KG) + log(KB)

log(KR)
(4)

According to the definitions and calculations of β1, β2 and β3, we have rank(A) =
2. Then for a Log-RGB value vector u, from algebraic theory, we can obtain an
orthogonal decomposition (for more information please refer to [12]):

u = up + αu0 (5)

where u0, satisfying Au0 = 0 and ‖u0‖ = 1, is the normalized free solution
of Eq. 3; α ∈ R and up is a particular solution of Eq. 3 such that up⊥u0.
The symbol ‖·‖ denotes L2 norm. Here the free solution has no relationship
with the image itself but is determined by matrix A, i.e. illumination condition.
up, up⊥u0, is only determined by illumination invariant I and (β1, β2, β3)T . It
means that for a pixel with Log-RGB value vector u, no matter how different the
values of the pixel are with different lighting conditions (within shadow, without
shadow or other illuminating), up is invariant and only α reflects the variation
of pixel RGB values caused by shadow or different illuminating.

Shown in Fig. 2, we use three Macbeth ColorCheckers taken in outdoor scenes
at different times on a sunny day to verify these illuminants invariant. It shows
that although the three original images are different largely, their color illumina-
tion invariant images are almost the same (Fig. 2 (r2)). However, even this color
illumination invariant image eliminates the influence of illumination, there still
exist some color distortions, which may bring some wrong results for computer
vision algorithms, such as object recognition and tracking.

Fig. 2. Orthogonal decomposition and object color constancy. (r1) Original images
under different lighting conditions (the WHITE check marked with object is the object
needs to keep color constancy); (r2) Our color illumination invariant images; (r3) Our
object color constant images.
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3 Object Color Constancy

For a good prerequisite processing method for object recognition and tracking,
it is expected that it can keep the similarity of the object in different lighting
conditions meanwhile eliminate or diminish the similarity between the object
and the background. In this section, from this point of view, we will introduce
a color constancy algorithm for a given object, which will make the color of the
object in different lighting conditions keep constant.

Even though the previous color illumination invariant image eliminates the
influence of illumination, there still exist some color distortions. In order to
make the object have no color distortion, a transfer vector should be added to
the object’s Log-RGB value vector to make this vector be perpendicular to the
illuminants ratio vector. Let the Log-RGB value vector of the object we want to
keep color constancy be u and its normalized illumination invariant vector ut

p

can be calculated according to Eq. 5. Then this transfer vector can be calculated
as following,

T = ‖u‖ · ut
p − u (6)

After this transfer, the Log-RGB value vector of this object is perpendicular to
the illuminants ratio, which will make the object have no color distortion in our
orthogonal decomposition operation.

Given the object we want to keep color constancy in an image, the overview
color constancy algorithm can be calculated in the following four steps:

1) Calculating the transfer vector T according to Eq. 6;
2) Adding the transfer vector T to original Log-RGB image to get a new

transferred image It;
3) Making an orthogonal decomposition on the new transferred image It

according to Eq. 5 to get a new color illumination invariant image It
p. Since

T
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adding the same transfer vector T on original Log-RGB image does not change
the physical properties of the image, performing orthogonal decomposition on It

will still get an color illumination invariant image like previous section. This can
be shown more clearly in Fig. 3. Here, u denotes the pixel value of the pixel that
we need to keep color constancy (lies in the canonical lighting condition). u1

s and
u2
s denote the pixel values of the same pixel lie partly in shadow and totally in

shadow, respectively. It shows that, after be added with the transfer vector T ,
these pixels can still be projected along the vector u0 (illuminants ratio vector)
into an illumination invariant vector, u′

p. Also, as these newly obtained pixels
are perpendicular to the illuminants ratio vector, the orthogonal decomposition
operation will no longer cause color distortion on these pixels.

4) Subtracting transfer vector T from It
p to get the object color constant

image.
In Fig. 2, we show our object color constancy method for WHITE checker

under different lighting conditions. Unlike the color illumination invariant images
in Fig. 2 (r2), the object color constant images (Fig. 2 (r3)) maintain the color
information of the original WHITE checker. An more accurate experiment with
quantitative analysis will be shown in our experiment section.

4 Experiment

In our experiment, we applied our proposed method for object color constancy
on both Macbeth ColorCheckers and real images. We first compare our method
with Grey-World method [3] and Weighted Grey-Edge method [6] respectively.
And then a set of object recognition experiments based on our results of object
color constant images will show the utility of our method.

4.1 Analysis on ColorCheckers

Similar to the previous experiment for object color constancy, in this section we
will further give a more accurate experiment with quantitative analysis on those
outdoor Macbeth ColorCheckers. A comparison with Grey-World method and
Weighted Grey-Edge method will show the effectiveness of our method.

We use the angular error to evaluate the performance of our object color
constancy algorithm for its frequent use in the literature [13]. As the angular
error is computed pixel by pixel throughout the object, the overall metric of
performance of an algorithm for that set of objects can be the mean of errors.
For accuracy, in this paper we calculate both mean and median as well as the
max error as our measurement to compare different color constancy algorithms.
In Fig. 4, we give some examples of object color constant images based on Grey-
World, Weighted Grey-Edge methods and our method. The first checker (DARK
SKIN checker) marked with Object in Fig. 4 (r1,a) is the object we need to keep
color constancy. We use the color of this Object in daylight as the canonical
object color. It can be seen from Fig. 4 (b), the color of the object based on
our method are almost the same as the canonical color regardless of lighting
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Fig. 4. Examples of object color constant images based on our method, compared to
Grey-World method [3] and Weighted Grey-Edge method [6], along with their mean
angular error compared to the canonical object color. The first checker in (r1,a) (DARK
SKIN checker) marked with Object is the object we need to keep color constancy. The
color of this DARK SKIN checker is used as the canonical color (ground truth color).
The mean angular error is indicated in the left bottom corner of the object. For columns:
(a) Original images taken under different lighting conditions, (b) Object color constant
images by our method, (c) Color constant images by Grey-World method [3], (d) Color
constant images by Weighted Grey-Edge method [6].

conditions. Whereas, even though the Grey-world method [3] and the Weighted
Grey-Edge method [6] yield a pleasing result when the input image is illumi-
nated by a uniform illuminant (Fig. 4 (r1)), they cannot deal with images with
multiple varying lighting conditions (Fig. 4 (r2, r3)). The relevant quantitative
measurement is given in Tab.1. Both the qualitative and the quantitative mea-
surements demonstrate that our object color constant images are considerably
closer to generate an canonical object color regardless of lighting condition than
both the Grey-World method and Weighted Grey-Edge method.

Table 1. Angular errors for the ColorCheckers in terms of mean, median and max
errors for several color constancy algorithms.

Fig. 4 (r1) Fig. 4 (r2) Fig. 4 (r3)

Methods Mean Median Max Mean Median Max Mean Median Max

Do Nothing - - - 3.21◦ 2.08◦ 13.16◦ 5.33◦ 4.04◦ 17.12◦

Grey-World 3.79◦ 3.77◦ 8.09◦ 2.90◦ 2.60◦ 8.90◦ 3.48◦ 3.20◦ 14.00◦

Grey-Edge 0.87◦ 0.80◦ 6.54◦ 3.34◦ 2.32◦ 17.47◦ 6.43◦ 6.81◦ 14.27◦

Ours 0.86◦ 0.78◦ 4.94◦ 2.52◦ 2.57◦ 8.23◦ 2.05◦ 2.02◦ 6.30◦
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4.2 Applications of Our Object Color Constant Image

As a concrete test of the utility of our calculated object color constant image,
we carried out a set of object recognition experiments which identify the object
purely by color. Fig. 5 gives one example of this application. In this experiment,
we choose the book with bluish green envelope as the object for recognition.
These original images were imaged under three different illuminants, one without
shadow, one partly in shadow and one totally in shadow. In our experiment,
for original images, we adopt angular error to measure the color similarity of
different objects. Besides, for comparison, we also evaluate an object recognition
experiment based on an illumination and intensity invariant color descriptor:
rghistogram [14] . In our method for object recognition, the root mean square
error (RMSE) is used to measure the color similarity.

As shown in Fig. 5, the detection results shows that the using of angular error
and the rghistogram color descriptor are variant to the illumination changes.
Therefore, the recognition of this object on original images fails when the object
lies partly in shadow (Fig. 5 (r2, b)) or totally in shadow (Fig. 5 (r2, c)). Whereas
the object recognition on our object color constant image works quite well (Fig. 5
(r4)). These two experiments on real images show that our proposed method prop-
erly gets a color constancy for the given object in the presence of outdoor multiple
light sources and can be directly applied to object recognition or tracking.

In addition to the above qualitative experiments, we also give a quantitative
result on our proposed new dataset of five objects by comparing the recognition
results with the ground truth identified objects. Shown in Fig. 6, our dataset
contains 50 images, each of which consists of an original image and a manually
marked object image (ground truth identified object). The five objects marked
with “Object1, Object2, Object3, Object4 and Object5” are the objects

Fig. 5. Object recognition based on our object color constant images and the compar-
ison with original images using angular error and one color descriptor (rghistogram),
respectively. For columns: (a) Original images under different lighting conditions. The
book with bluish green envelope marked with Object is the object we want to iden-
tify and its color is used as the canonical color; (b), (c) and (d) The color difference
of the original color and the canonical color using angular error, rghistogram color
descriptor and our method, respectively; (e), (f) and (g) The recognition results based
on angular error, rghistogram color descriptor and our object color constant image,
respectively.
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Fig. 6. Example images from our proposed dataset of five object viewed under different
illuminants.

Table 2. Comparison of different methods for object recognition on our proposed
dataset.

Angular error Rghistogram Ours

Object dataset PPV TPR F1 PPV TPR F1 PPV TPR F1

Object1 0.6375 0.7332 0.6688 0.6099 0.7027 0.6394 0.9873 0.9367 0.9608

Object2 0.6339 0.4687 0.5375 0.6304 0.5742 0.6000 0.9968 0.9232 0.9570

Object3 0.6505 0.6145 0.6152 0.6655 0.6841 0.6739 0.9963 0.9911 0.9936

Object4 0.8305 0.4011 0.5212 0.7121 0.5185 0.5886 0.9901 0.9394 0.9636

Object5 0.4913 0.4529 0.4708 0.5828 0.5980 0.5866 0.9998 0.9839 0.9917

Mean 0.6487 0.5341 0.5627 0.6401 0.6155 0.6177 0.9941 0.9548 0.9734

that we use to evaluate our method. Each of the object were imaged with ten
different illuminants. The precision rate (PPV), recall rate (TPR) and F1 score
(F1) are used as the measurement to evaluate the recognition performance.

Table. 2 give the comparison of different methods for object recognition on
our dataset of five object. The mean recognition precision rate of the object
recognition on original image (angular error) is only 64.87%. Even the so called
illuminant invariant color descriptor rghistogram is applied, the precision rate
is still 64.01%. It reveals that this rghistogram color descriptor isn’t really illu-
minant and shadow invariant and it cannot improve the recognition performance
regardless of lighting conditions. While, the precision rate of the object recog-
nition based on our object color constant image has approached 99.41%. This
experiment on object recognition dataset clearly suggests that the color of our
object color constant image can serve as a stable feature for object recognition.

5 Conclusion

Approaches for color constancy on a whole image under single light source have
made considerable progress. However, color constancy on a whole image under
multiple light sources remains an open problem. Different from previous work
deriving color constancy for the whole image, this paper settles this problem by
focusing on the color constancy for a given object. It can keep the color constancy
for a given object under different outdoor lighting conditions, especially for an
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object under different shadows. This proposed method for object color constancy
can be directly applied to some applications such as object recognition and
tracking and can improve the performance of these methods.

Acknowledgments. This work was supported by the Natural Science Foundation of
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Abstract. This paper addresses the problem of feature-based 3D reconstruction 
model for close-range objects. Since it is almost impossible to find pixel-to-pixel 
correspondences from 2D images by algorithms when the object is imaged on a 
close range, the selection of feature correspondences, as well as the number and 
distribution of them, play important roles in the reconstruction accuracy. Then, 
features on representative objects are analyzed and discussed. The impact of the 
number and distribution of feature correspondences is analyzed by reconstructing 
an object with standard cylinder shape by following the reconstruction model 
introduced in the paper. After that, three criteria are set to guide the selection of 
feature correspondences for more accurate 3D reconstruction. These criteria are 
finally applied to the human finger since it is a typical close-range object and 
different number and distribution of feature correspondences can be established 
automatically from its 2D fingerprints. The effectiveness of the setting criteria is 
demonstrated by comparing the accuracy of reconstructed finger shape based on 
different fingerprint feature correspondences with the corresponding 3D point 
cloud data obtained by structured light illumination (SLI) technique which is 
taken as a ground truth in the paper. 

1 Introduction 

The 3D geometric shape and appearance of objects offer attributes that are invariant to 
the changes introduced by the imaging process. These attributes can facilitate recog-
nition and assist in various applications, including graphical animation, medical ap-
plications, and so forth. Thus, how to obtain the 3D geometric models of real objects 
has attracted more and more attentions from researchers and companies [1-18]. In 
computer vision and computer graphics, the process of capturing the shape and ap-
pearance of real objects refers to 3D reconstruction. Currently, the existing 3D recon-
struction techniques are divided into two categories: active and passive modeling. 
Active modeling creates the 3D point cloud data of geometric surface by interfering 
with the reconstructed objects, either mechanically or radiometrically [1-6], while the 
passive modeling uses only the information contained in the images of the scene to 
generate the 3D information, namely image-based reconstruction [7-17]. Each of these 
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two kinds of modeling has its own advantages and disadvantages. The active modeling 
reconstructs the 3D model of objects by devices directly with high accuracy but the 
used devices are costly and cumbersome [18]. The image-based reconstruction gene-
rates the 3D model of objects based on their 2D plain images captured by cameras 
which are challenged to achieve high reconstruction accuracy but the adopted capturing 
devices (cameras) are usually cheap and light weight [19]. Considering the cost and 
portability, as well as aiming to make breakthroughs to the reconstruction accuracy, 
image-based reconstruction is deeply investigated, as summarized in [20, 21]. 

As summarized in [20], there are mainly five kinds of image-based reconstruction 
methods: shape from shading [7-9], photometric stereo [14-16], stereopsis [10,11], 
photogrammetry [22-24], and shape from video [12,13]. The shape-from-shading 
approaches recover the shape of an object from a gradual variation of shading in the 
image and only one 2D image is needed for depth calculation. Thus, they are the least 
on equipment requirements but at the price of accuracy and computational complexity 
[25]. Photometric stereo methods measure 3D coordinates based on different images of 
the object’s surface taken under multiple non-collinear light sources. This kind of 
methods is an improved version of the shape from shading ones. Higher reconstruction 
accuracy is achieved due to the usage of more light sources and images [20]. The 
stereopsis approaches calculate the 3D depth by binocular disparity and two different 
images captured at the same time are necessary for 3D depth computation. This kind of 
methods provides better accuracy with less mathematical complexity but difficulty lies 
in establishing of feature correspondences in two different images automatically and 
making essential equipment calibrations [26]. Photogrammetry approaches use the 
same methods to compute the 3D coordinates as the stereopsis ones. Thus, they have 
similar merits and drawbacks. But, photogrammetry approaches usually use more than 
two images and produces good results in some types of applications. Typically, they 
have been successfully applied for modeling archaeological and architectural objects 
[20]. The shape-from-video approaches render the assumptions in all previous methods 
since a series of images can be parted from a video. But the problem still lies in the 
establishment of correspondences from 2D plain images. This kind of methods is 
usually used in reconstructing terrain, natural targets and buildings [21]. Among all of 
those methods, photogrammetry approaches are classical and well established ones. 
They have been around since nearly the same time as the discovery of photography 
itself [27]. Whereas, photogrammetrists are usually interested in building detailed and 
accurate 3D models from images. However, in the field of computer vision, work is 
being done on automating the reconstruction problem and implementing an intelligent 
human-like system that is capable of extracting relevant information from image data 
[28]. Thus, algorithms are usually specifically designed for different applications. 
Currently, the applications of 3D reconstruction approaches are mainly focus on the 
modeling of terrain, natural targets, as well as archaeological and architectural objects. 
The characteristics of those kinds of objects are imaged at a long distance and have 
contour points, as the examples shown in Fig. 1. The reconstruction of these kinds of 
objects made researchers ignored two important problems met by the reconstruction of 
close-range objects: one is that it is hard to find contour points or corner points for 
correspondences establishment on their 2D plain images of the close-range objects, the 
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2 Feature-Based 3
Based on the theory of bino
be obtained from its two d
Fig. 3, given two images 
the 3D coordinate of V c
length of the left camera fl,
left camera Ol, principal 
(      , ,l l l r r rv x y v x y

or Cr ; *x  is the column-a
image) are provided. Thus,
dinate of points from 2D i
lishment, and 3D coordinat

Fig. 3. 3D coordinates ca

Camera calibration refer
of reconstruction and provi
skew, and distortion) of ea
between cameras necessary
commonly used methods an

Correspondence establish
problem to 3D modeling. Th
into two classes: feature-bas
approach usually produces sp
correlation technique yield
images. Each has merits and
features can be extracted fro
and faster than correlation 
While correlation technique
provide a dense depth map.
Generally, feature-based ap
both accuracy and time com

3D Reconstruction Model 
cular stereo vision [29], the 3D information of an object 

different plane pictures captured at one time. As shown
Cl and Cr simultaneously captured from two viewpoi
an be calculated if some camera parameters (e.g., fo

fl, focal length of the right camera fr, principal point of 
point of the right camera Or) and the matched p

 , where  * *v  represents a 2D point in the given image

axis of the 2D image, and *y  is the row-axis of the 
, there are mainly three steps to obtain the 3D space co
mages, namely camera calculation, correspondence est
es calculation. 

 

 
alculation on 3D space using binocular stereo vision theory. 

rs to the calculation of camera parameters. It is the first s
ides the intrinsic parameters (focal length, principal po
ach camera and extrinsic parameters (rotation, translati
y for reconstruction. It usually implements off-line and 
nd codes are available [30, 31]. 
hment is of great importance and also a huge challeng
he methods for correspondence establishment are categori
ed approach and correlation technique [32-34]. Feature-ba
parse depth maps by matching feature correspondences w
s to dense depth maps by matching all pixels in the en
d drawbacks. Feature-based approach is suitable when g
om 2D images, relatively insensitive to illumination chan
technique. But it usually just provides sparse depth ma

e is easier to implement than feature-based method and 
. It does not work well when viewpoints are very differ
pproach is preferable than correlation technique by tak
mplexity into account. 

can 
n in  
ints,  
ocal  
f the  
pair  

es Cl 

2D 
oor-
tab-

step 
oint, 
ion) 
the 

ging 
ized 
ased 

while 
ntire 
ood 

nges 
aps. 
can 

rent. 
king 



 Feature-Based 3D Reconstruc

The 3D coordinate of ea
triangulation method when
images of different views [3

However, to obtain the 
depth maps. They are two w
approach. One is to esta
transformation model betw
by Framework I). The other
2D images and given a p
interpolation (labeled by 
technique is similar to t
pixel-to-pixel corresponden
complexity. This paper thus
II. Based on Framework II, 
correspondences establishm
The model of the proposed 

3 Criteria for Clo

Fig. 5 shows an example 
Fig. 4. It can be seen that 
contour or corner points lab
contour or corner points on
ative features for correspon
tion of feature correspo
 

Fig. 4. The p

ction Model for Close-Range Objects and Its Application 

ach correspondence can be calculated by using the ste
n given camera parameters and matched pairs betw
31]. 
3D surface of an object, it is necessary to produce de
ways to realize 3D surface reconstruction by feature-ba
ablish pixel-to-pixel correspondence by estimating 

ween 2D images based on feature correspondences (labe
r one is to find representative feature correspondences fr

prior shape model then reconstructing the 3D surface
Framework II). The first framework of reconstruct

the correlation-based one due to the establishment
nce which has drawbacks of low accuracy and high t
s studied reconstruction technique by following Framew
this paper focused on investigating the influence of feat

ment to 3D reconstruction accuracy for close-range obje
3D reconstruction model is shown in Fig. 4. 

se-Image Objects Reconstruction 

of the reconstruction result based on the model given
the correspondences established on the objects are alm

beled manually. It is invalid for close-range objects with
n them, which raises problems of the selection of represe
ndence establishment. Meanwhile, the number and distri
ondences also plays an important role in the 

 
proposed 3D reconstruction model in this paper. 

383 

ereo 
ween 

ense 
ased 

the 
eled 

from 
e by 
tion 
t of 
ime 

work 
ture 
ects. 

n in  
most 
hout 
ent-
ibu-
3D  



384 F. Liu et al. 

                   (a)    

Fig. 5. Building reconstructio
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First, experiments were 
pondences on 3D reconstru
correspondences were all e
2D images shown in Fig. 8
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Table 1. Setting of experim

         (a)           

        (d)            

        (g)            

Fig. 9. Established feature co
Enum-2, (c) Enum-3, (d) Enum
listed in Table 1. 

Fig. 10. Established feature co
result. 
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mental parameters and the corresponding reconstruction results

 

            (b)                      (c) 

           (e)                       (f) 

           (h)                       (i) 

orrespondences and the reconstruction result for (a) Enum-1,
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4 Case Study: Application to Human Finger 

As we can see that human fingers are typical close-range objects. To verify the effec-
tiveness of the proposed reconstruction model and the criteria to the reconstruction 
accuracy for close-range objects, this paper took the reconstruction of finger shape as 
a case study. The device used to capture 2D fingerprint images was the same as the 
one introduced in Ref. [35]. 

4.1 Effectiveness Validation of the Proposed Reconstruction Model  

As mentioned in Section 2, there are two frameworks to realize 3D results by using 
feature-based reconstruction technique. The paper selected Framework II in the pro-
posed reconstruction model. This subsection tries to demonstrate the effectiveness of 
the proposed model by reconstructing a human finger with two frameworks mentioned 
in Section 2. First, we manually labeled 50 representative feature correspondences on 
example fingerprint images by following the criteria set in Section 3, as shown in Fig. 
11(a). Then, pixel-to-pixel correspondences were established by estimating the trans-
formation model between images based on previously labeled feature correspondences. 
The result is shown in Fig. 11(b). Here, the rigid transform was selected as the model 
between images. After that, 3D reconstruction results can be achieved by following the 
procedures given in Section 2, as shown in Fig. 12. For better comparison, the depth of 
the reconstruction result is normalized to [0, 1] by MIN-MAX rule. From Fig. 12, we 
can see that the result obtained by the proposed model is closer to the appearance of 
human finger than the one generated by following the procedure of framework I. 

Furthermore, we compared the reconstruction results with the 3D point cloud data of 
the same finger to verify the effectiveness of the model. The 3D point cloud data are 
defined as the depth information of each point on the finger. They are collected by a 
camera together with a projector using the Structured Light Illumination (SLI) method 
[36, 37]. Since this technique is well studied and proved to acquire 3D depth informa-
tion of each point on the finger with high accuracy [36, 37], 3D point cloud data ob-
tained using this technique are taken as the ground truth of the human finger in this 
paper. Compared our results in Fig. 12 with the ground truth shown in Fig. 13, it can be 
seen that the profile of the human finger shape reconstructed based on the proposed 
model is similar to the 3D point cloud data even though it is not that accurate. Mean-
while, the reconstruction result based on framework I shown in Fig. 12(a) is quite 
different from the 3D point cloud data. The real distances between the upper left core 
point and the lower left delta point of the reconstruction results in Fig. 12(a) and Fig 
12(b), as well as of the ground truth in Fig. 13(a) were also calculated. The corres-
ponding values are 0.431, 0.353 and 0.386, respectively. As a result, it is concluded that 
the proposed model is effective even though there is an error between the reconstruc-
tion result and the 3D point cloud data. 
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Table 2. Reconstruction resu
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5 Conclusion 
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Abstract. The contour extraction in image processing and computer vision is 
extremely an important image analysis method. On the basis of features of the 
primary visual cortex (V1 area) neurons which will inhibit or enhance the re-
sponse to the specific area of the visual field, this paper improves the traditional 
Gabor function, establishes more effective mathematical models of visual re-
ceptive field and proposes an algorithm based on visual perception mechanism. 
Experiments demonstrate that the algorithm can extract the image contour  
efficiently. 

Keywords: Contour extraction · Primary visual cortex · Gabor function ·  
Mathematical models 

1 Introduction 

For humans, visual system is the most important and direct way to acknowledge the 
world, analyze the external environment and respond accordingly. With the develop-
ment of computer performance and functionality, how to reveal and simulate the hu-
man visual system has been a research focus. A complex natural scene image contains 
a wealth of information and it’s impossible for sight to give the same level of atten-
tion to every point in space. The human visual system experiments [1-4] demonstrate 
that the contour feature in images is particularly important. They retain the border 
(useful structure information) about the object, while greatly reducing the amount of 
data, thereby simplifying the forms of expression, so that the visual can handle the 
ever-changing inputs in a timely and effective manner. In many cases, the object can 
be identified according to the outline of objects. In the past few years, researches [5-6] 

on contour extraction based on visual attention mechanism have made tremendous 
progress, but how to extract significant contour features of complex images is still a 
pressing problem quickly and accurately. 

The traditional edge detection method is the classical operator method, namely by 
means of a spatial difference operator, convolve the image with the template such as 
Gradient operator, Laplace operator, Canny operator and so on. In early 1980, Canny 
presented the canny edge detection operator from the point of signal processing, 
which is theoretically a relatively complete edge detection operator. Although the 
several operators are simple to achieve and fast to operate, they both failed to properly 
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deal with an edge noise interference brought by an actual image texture, which leads 
to precisely a result that extracted contour accuracy can’t be guaranteed. Based on 
this, we need to address two problems existing in the traditional edge detection me-
thods: firstly, inhibit the noise brought by the texture information; secondly, make the 
discrete edge pixels continuous.  

Studies on the optic nerve [7-10] showed that: the retinal process includes forming 
the central- peripheral receptive field of the bipolar cells and ganglion cells. Other 
cells in the retina, particularly horizontal cells and amacrine cells transfer lateral in-
formation (transfer from one neuron to the same layer adjacent neurons) to form a 
more complex receptive fields, such as motion sensitive and color insensitive recep-
tive field or color sensitive and motion insensitive receptive field. Related experi-
ments [8, 10-13] demonstrated that when neurons in the visual cortex respond to sti-
mulation with a specific space, receptive field plays an important role in combing and 
organizing the contour. Various representative models have been established based on 
this feature. Grossberg [14] et al proposed a boundary contour system to detect some 
false contour generated by the visual illusion. Li [15] proposed a  
significant edge detection method to locate edge information by detecting the edge 
orientation and homogeneous boundary point. These visual models are mainly used to 
explain how the human visual system to achieve a combination of contour and  
segmentation of boundary, mainly for processing synthetic images instead of natural 
images. 

Knierim [16] et al, proposed environment suppression domain applied to the con-
tour extraction of natural scenes, but the environment suppression domain is isotropic. 
On the basis of the properties of non-classical receptive field in the primary visual 
cortex, Cosmin Grigorescu [17] et al made comprehensive consideration of isotropic 
and anisotropic suppression, and proposed an effective algorithm to outstand the 
boundary and save the orphaned contour. 

Environment suppression can reduce some edge-texture noise but leave behind 
many discrete and fracture edge segments. In order to detect a more complete edge 
of objectives, we also need to further combine and connect the edge segments. Geis-
ler et al [18] thought that the visual cortex’s stimulation response to the components 
possessing a consistent space agencies will be strengthened. And it has two characte-
ristics: if local ingredients are smoother and closer, there will be a greater probability 
of being aggregated into global contours; if two local ingredients are close and touch 
the same circle, then this local contour will have a higher significance, which is e 
well applied to the algorithms for making the edge segments  
continuous.  

According to problems existing in the traditional edge detection methods, basing 
on the physiological mechanism of visual saliency, combining with significant com-
puter calculations, the paper presents an algorithm based on visual perception me-
chanism. The basic flow chart of the algorithm is shown below.  
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Fig. 1. The Basic Flow Chart of the algorithm 

This paper will establish a more effective mathematical model (improved Gabor 
function) to describe human visual system in the feature extraction Module, and then 
use improved Gabor energy based on human visual system to achieve effects of envi-
ronment suppression and spatial enhancement, finally use a global operator to obtain 
the goal of extracting the contour. Experiments demonstrate that this method has 
strong anti-interference, high precision and can meet the actual needs of the engineer-
ing survey compared with classical contour extraction methods. 

2 Feature Extraction 

Gabor function can simulate the structure of receptive field. It is possible to simulate 
the response to complex cellular by Gabor energy function to obtain the energy dia-
gram of the visual characteristics. 

However, studies [19-22] showed that in the process of the receptive field structure 
predicted by Gabor function gradually increasing as the center frequency of visual 
pathways, the receptive field center and the periphery will generate the phenomenon 
of alternate oscillation, which is inconsistent with most of the neurons well-known to 
us in the visual receptive field structure. 

Longxiang You [23] et al thought that owing to the spectral distribution of each 
spatial frequency of the visual pathway channel having a certain overlap, the visual 
system information processing can’t be equivalent to the compression and recovery 
process of the spectrum. Thus, Gabor function cannot predict the complex structure of 
receptive fields and the corresponding mathematical description of it as a visual re-
ceptive fields of neurons need to be improved. 
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Longxiang You [23] et al presented mathematical description of mathematical 
models of isotropic and anisotropic visual receptive fields under the premise of ana-
lyzing shortages of the existing mathematical models of visual information processing 
neuron receptive field. In addition to the relationship with the distribution parameters 
of receptive field models, they also studied its response to spatial frequency domain.  

In this paper, learning from their models, we improve the Gabor function, which 
uses the Laplace transform of Gaussian function to optic spatial distribution model of 
nerves receptive fields, so as to achieve the purpose of extracting the contour of the 
target. 

The calculation process is as follows: 
For the human visual system, the process of extracting feature edges in spatial do-

main and spatial frequency spectrum can be expressed as following: 

  fఙሺxᇱ, yᇱሻ ൌ ׭ fሺx, yሻ௦భ ൈ hሺxᇱ െ ,ݔ yᇱ െ  (1) ݕ݀ݔሻ݀ݕ

  Fఙሺu, vሻ ൌ Fሺu, vሻ ൈ ,ݑሺܪ  ሻ        (2)ݒ

Where hሺx, yሻ is the system kernel, ݏଵ is the spatial domain, fሺx, yሻ is the input, fఙሺx, yሻ is the output. 
Depending on the difference of treatments, treatments will be divided into mathe-

matical description to isotropic neurons and anisotropic neurons. 
Laplace transform expression of Gaussian function is as follows: 

   ∇ଶܩሺݔ, ሻݕ ൌ ିଵగఙర ቀ1 െ ௫మା௬మଶఙమ ቁ exp ሺെ ൫௫మା௬మ൯ଶఙమ    (3) 

In engineering applications, we use the difference between different spatial distribu-
tions of two Gaussian functions to approximate. Expression is shown below.  

  hሺx，yሻ ൌ ଵଶగఙభమ ݁ xp ቀെ ൫௫మା௬మ൯ଶఙభమ ቁ െ ଵଶగఙమమ ݁ xp ቀെ ൫௫మା௬మ൯ଶఙమమ ቁ (4) 

The system kernel is as follows: 

  hሺx, yሻ ൌ gሺx，yሻexp ሺ݆2ݔ݂ߨሻ (5) 

Gaussian function has good smoothness and locality in space domain and spatial fre-
quency, so the Laplace transform is suitable as kernel function of neuronal receptive 
field. We will name the response to image by the system kernel as the improved Ga-
bor energy, the expression is as follows: 

  Eఙሺx, yሻ ൌ ඥE௘ሺx, yሻଶ ൅ E௢ሺx, yሻଶ (6) 

  E௘ሺx, yሻ ൌ fሺx, yሻ כ h௘ሺݔ,  ሻ (7)ݕ

  E௢ሺx, yሻ ൌ fሺx, yሻ כ h௢ሺݔ,  ሻ (8)ݕ

Where  h௘ሺݔ, ,ݔሻ, is the real part and h௢ሺݕ  .ሻ is the imaginary partsݕ
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inspired to propose a significant computing model called the environment suppression 
in order to improve the detection of contours and boundaries of the target area of a 
natural scene image. It is calculated as follows: 
 
(1) Environment suppression 
Cosmin Grigorescu [21] operated the Gauss difference to simulate human primary 
visual cortex’s suppression on the environment. DoG expression is shown below. 

  DoGσሺx, yሻ ൌ ଵଶ஠ሺସ஢ሻమ exp ቀെ ୶మା୷మଶሺସ஢ሻమቁ െ ଵଶ஠஢మ exp ቀെ ୶మା୷మଶ஢మ ቁ (9) 

Custom expression of weighting function is shown below. 

  ࣱσሺx, yሻ ൌ HሺDOG஢ሺ୶,୷ሻሻצHሺDOG஢ሻצଵ  (10) 

  Ηሺzሻ ൌ ቄ  0     ݖ ൏ ݖ       ݖ 0  ൒ צכצ (11)   0 1 represents the norm of L1. 
 
(2) Isotropic and anisotropic suppression  
The effect of isotropic suppression only considers the distance factor. The expression 
is shown below. 

ܨ   ௘௡௩ ሺݔ, ሻݕ ൌ ׭ Eσሺx െ u, y െ vሻΩ σࣱሺu, vሻ݀(12) ݒ݀ݑ 

Where E஢ሺx, yሻ is the improved Gabor energy response, Ω is the spatial domain. 
Compared to the isotropic suppression, the anisotropic suppression adds a suppres-

sion factor namely the direction factor. There are two points (x, y) and (x-u, y-v) and 
the expression of the direction factor is shown below. 

  Δ஀,஢ሺx, y, x െ u, x െ vሻ ൌ |cosሺΘ஢ሺx, yሻ െ Θ஢ሺx െ u, y െ vሻሻ|     (13) 

According to the above equation, if these two points are in the same direction and 
then the suppression is greatest. When the angle increases, the inhibition is reduced 
because of cos (0) = 1, When the two points are perpendicular to each other, the inhi-
bitory will have minimum effects (cos (π / 2) = 0). 

After adding the direction factor, the expression is shown below. ܨ ௘௡௩ ሺݔ, ሻݕ ൌ ׭ E஢ሺx െ u, y െ vሻΩ ஢ࣱሺu, vሻ ൈ |cosሺΘ஢ሺx, yሻ െ Θ஢ሺx െ u, y െvሻሻ|݀(14)                                  ݒ݀ݑ 

4 Spatial Enhancement 

Geisler et al [18] thought that the visual cortex’s stimulation response to the compo-
nents possessing a consistent space agencies will be strengthened. And it has two 
characteristics: if local ingredients are smoother and closer, there will be a greater 
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probability of being aggregated into global contours; if two local ingredients are close 
and touch the same circle, then this local contour will have a higher significance, 
which is known as co-circular rules. Concyclic geometric relationship is shown in 
Figure 2. If an azimuth of the center position is α(0≤α <π), then the azimuth of 
co-circular geometry β will satisfy: 

  β ൌ ൝ ߛ2 െ ߙ ൅ െ൏ߛ2，ߨ ߛ02 െ 0，ߙ ൑ ߛ2 െ ߙ ൏ ߛ2ߨ െ ߙ െ ߨ，ߨ ൑ ߛ2 െ  (15) ߙ

γ is the orientation of the connection of center and the ambient component ( 0≤γ <π). 

 

Fig. 3. Concyclic Geometric Diagrams 

The curvature is an important factor to determine the detectability of the natural 
contours, and concyclic curvature k is calculated as follows: 

  ݇ ൌ ଵఊ ൌ ଶௗ sinሺߠሻ ൌ ቐ ଶௗ sin ቚఉିఈଶ ቚ，0 ൑ ߛ2 െ ߙ ൏ ଶௗߨ sin ቚఉିఈଶ ቚ，2ߛ െ ߙ ൏ 0 ߛ2ݎ݋ െ ߙ ൐  (16) ߨ

α, β are the optimal orientation of the reference point of the center-periphery receptive 
field. You can get the weighting function according to the curvature and distance 
decay function, which is calculated as follows (D is a normalization constant): 

  ௖ܹሺݔ, ,ݕ ;ߙ ,,ݔ ,,ݕ ሻߚ ൌ exp ሺെ ௞మଶఙ೎మሻ (17) 

   ௗܹሺ݀ሻ ൌ ଵ஽ exp ሺെ ௗమଶఙ೏మሻ (18) 
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The expression of spatial enhancement is as follows: 

,ݔୟ୧୰ሺܨ    ,ݕ ሻߙ ൌ ∑ ∑ ௖ܹሺݔ, ,ݕ ;ߙ ,,ݔ ,,ݕ ሻఉௗ∈ோߚ ௗܹሺ݀ሻ ൈ E஢ሺݔ,, ,,ݕ  ሻ (19)ߚ

Where E஢ሺݔ, ,ݕ  ሻ is the best improved Gabor energy response in the directionߚ
of ߚ . 
5 Integrated Model  

Environment suppression can suppress texture contour noise, spatial enhancement can 
combine discrete significant contour and the property model can highlight significant 
contours. Then use the property model to integrate these mechanisms, and achieve the 
goal of extracting significant goal contour ultimately. Comprehensive formula is as 
follows: 

,ݔ୬ାଵሺܨ  ,ݕ ௜ሻߙ ൌ Fሺݔ, ,ݕ ௜ሻߙ ൅ ,ݔୟ୧୰ሺܨሺ݊ሻ൫ߟ ,ݕ ௜ሻߙ െ ܿ ൉ ܨୣ ୬୴ሺݔ,  ሻ൯   (20)ݕ

 Fሺx, yሻ ൌ ݅ܺܣܯ ൫ܨ୬ାଵሺݔ, ,ݕ  ௜ሻ൯  (21)ߙ

ሻݕ，ݔୡ୭୫ሺܨ   ൌ ∑ Eሺx, yሻ௫,௬∈௡   (22) 

Where ߟሺ݊ሻ the iteration parameter and c is enhanced suppression coefficient de-
termining the degree of the inhibition and enhanced in the model. i ൌ 1,2,3, … , k represents the number of directions of the improved Gabor energy 
function. ܨୡ୭୫ሺݕ，ݔሻ is the comprehensive effects. 

6 Global Operator 

We use the non-maximal suppression and hysteresis thresholding that Canny used in 
his classic paper [28] to obtain the results of the binary processing. The specific algo-
rithm process is as follows: 
 
(1) Calculate the gradient 
Firstly, convolute the artwork with Gaussian function, then smooth and filter the im-
age, finally perform the finite difference operation on the filtered image. In Canny 
operator, the expression is given below. 

  ࣠σሺx, yሻ ൌ ሺ࣠ כ ࣡σሻሺx, yሻ (23) 

  ࣡σሺx, yሻ ൌ ଵଶ஠஢మ exp ቀെ ୶మା୷మଶ஢మ ቁ   (24) 

  ∇࣠σሺx, yሻ ൌ ሺడ࣠஢ሺ୶,୷ሻడ௫ , డ࣠஢ሺ୶,୷ሻడ௬ ሻ (25) 
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However, the study concluded that using the above expression to calculate is ill-
posed. Therefore, use the following expression to calculate the gradient. 

  ࣠σሺx, yሻ ൌ ሺ࣠ כ hሻሺx, yሻ (26) 

  hሺx，yሻ ൌ ଵଶగఙభమ ݁ xp ቀെ ൫௫మା௬మ൯ଶఙభమ ቁ െ ଵଶగఙమమ ݁ xp ቀെ ൫௫మା௬మ൯ଶఙమమ ቁ (27) 

  ∇࣠σሺx, yሻ ൌ ሺ࣠ כ ∇hሻሺݔ,  ሻ  (28)ݕ

Wherein, ∇h (x, y) is the first derivative of the Gaussian function. Then have fur-
ther to calculate the gradient along the X, Y directions and the expression is shown 
below. 

  ∇ई࣠σሺx, yሻ ൌ ቀ࣠ כ ∇ డ୦డ௫ቁ ሺx, yሻ (29) 

  ∇उ࣠σሺx, yሻ ൌ ቀ࣠ כ ∇ డ୦డ௬ቁ ሺx, yሻ (30) 

Calculate the gradient and then get the magnitude and direction. The expression is 
shown below. 

  M஢ሺx, yሻ ൌ ඥ∇ई࣠σሺx, yሻଶ ൅ ∇उ࣠σሺx, yሻଶ (31) 

  Θ஢ሺx, yሻ ൌ tanିଵ ∇उ࣠஢ሺ୶,୷ሻ∇ई࣠஢ሺ୶,୷ሻ (32) 

(2) Combine effects 
After the first step of the calculation, using the non-maxima suppression along the 
direction of gradient to locate the contour pixels of the image can obtain the contour 
image. In this step, we need to suppress background texture and noise of contour im-
ages and enhance the spatial. 

Finally, get the contour extraction operator and its expression is shown below. 

ܥ   ௙ఙ ሺݕ，ݔሻ ൌ ,ሺM஢ሺxܪ yሻ െ  ሻሻ (33)ݕ，ݔୡ୭୫ሺܨߙ

H (*) is operating operator involving the refinement of contours, hysteresis thre-
sholding and contour connections. The specific operation can refer canny operator 
[28]. 

7 Results and Analysis  

In order to test the effect of contour extraction, select a number of images from  
the library Pinterest. Furthermore, do an experiment and compare it with other 
algorithms. Results are as follows: 
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Through the above performance comparison, this algorithm is significantly better 
than the canny algorithm and better than the representative detection algorithm.  

8 Conclusion 

In computer vision, the image contour extraction is a necessary link. Selecting the 
appropriate image contour extraction method is undoubtedly very important. Accord-
ing to traditional contour extraction methods’ problems, the paper improves the Gabor 
function model and proposes the idea of using the Gaussian function Laplace trans-
form as the mathematical description of receptive fields. In addition, the paper learns 
from the Gabor function’s suppression effect on the environment and spatial en-
hancement of the integrated mechanism in order to establish the visual fusion model. 
Experiments show that this method has a continuous contour extraction, high preci-
sion, single-pixel width and other characteristics. When as compared with classical 
edge detection, contour extraction method given herein is of strong anti-interference, 
good stability and can meet on computer vision measurement requirements. 
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Abstract. In this paper, we introduce a more principled pooling strategy for the 
Convolutional Restricted Boltzmann Machine. In order to solve the information 
loss problem of pooling operation and inspired by the idea of spatial pyramid, we 
replace the probabilistic max-pooling with our sparse pyramid pooling, which pro-
duces outputs of different sizes for different pyramid levels. And then we use 
sparse coding method to aggregate the multi-level feature maps. The experimental 
results on KTH action dataset and Maryland dynamic scenes dataset show that the 
sparse pyramid pooling achieves superior performance to the conventional proba-
bilistic max-pooling. In addition, our pooling strategy can effectively improve the 
performance of deep neural network on video classification. 

Keywords: Probabilistic max-pooling · Spatial pyramid pooling · Sparse  
coding · Deep neural network 

1 Introduction 

Deep learning emerges as a new area of Machine Learning research, and has achieved 
significant success in many artificial intelligence applications, such as speech recogni-
tion [1] and image processing [2]. In recent years, as more and more high-tech com-
panies invest their resources for the development of deep learning, new architectures 
or algorithms may appear every few weeks. As a branch of machine learning, Deep 
learning refers to these feature learning methods that use unsupervised or/and super-
vised strategies to learn abstract feature representations in each layer of deep architec-
tures, with the layers forming a hierarchy from low-level to high-level features 
[3,4,5]. In order to good learn feature representations of data, deep neural network 
focuses on end-to-end feature learning based on raw inputs regardless of label infor-
mation in training and can compactly represent complex functions with the number of 
hidden units that is polynomial in the number of inputs.  

One important branch in the field of deep neural network, convolutional neural 
network (CNN) uses a combination of supervised and unsupervised method to learn 
multiple stages of invariant features. Each stage of the CNN includes convolution 
layer and pooling/subsampling layer. In the convolution step, the same feature is ap-
plied to different locations for the stationary property of natural images. In other 
words, the convolutional layer extracts the common patterns in local regions of the 
inputs. In the pooling step, responses over nearby locations are summarized to make 
the representation invariance to small spatial shifts and geometric distortions. 
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The Convolutional Restricted Boltzmann machine (CRBM) is very similar to the 
stage of conventional convolutional network in terms of its structure. CRBM can be 
trained in an unsupervised way similar to that for the Restricted Boltzmann machine. 
In this work, a novel type of pooling strategy, called sparse pyramid pooling, is pro-
posed for CRBM in order to increase scale invariance and reduce the risk of  
over-fitting. Inspired by the idea of spatial pyramid, we introduce the sparse pyramid 
pooling using different subsampling ratios for the pooling layer which partitions the 
feature maps from the convolutional layer into divisions from finer to coarser levels. 
The finer level extracts local precise details and the coarser level extracts global struc-
tures. Then sparse coding is used to aggregate these features in different scales. Final-
ly the proposed method is demonstrated in the application of video classification, such 
as KTH action dataset and Maryland dynamic scenes dataset. 

The remainder of the paper is organized as fellows. Section 2 introduces the con-
ventional pooling strategy, including max pooling, average pooling and the probabil-
istic max-pooling. Section 3 gives the details of our sparse pyramid pooling strategy, 
including spatial pyramid pooling and sparse coding. Section 4 reports the experimen-
tal results on the KTH action dataset and the Maryland dynamic scenes dataset. Final-
ly, section 5 concludes the paper and gives some prospective of this work. 

2 Conventional Pooling Strategy 

Currently, there are two conventional pooling strategies, including max pooling and 
average pooling. The max pooling strategy selects the maximum element in the pool-
ing region, and the average pooling strategy takes the average of the element in the 
pooling region, as shown in Figure 1. The max pooling ignores the other elements in 
the pooling region that makes it easy to overfit for the training set and cannot general-
ize to the testing set well. The average pooling considers all elements in the pooling 
region including the low magnitudes, which reduces the contrast of the feature maps 
after pooling [6]. The max pooling is robust to background variability to some degree 
while average pooling is robust to intrinsic foreground variability [7].  

 
Fig. 1. Max Pooling and Average Pooling in the region 
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These conventional pooling strategies can only be used for feed-forward neural 

network, but CRBM is a generative model which supports both top-down and bottom-

up inference. Therefore, Lee et al. [8] designed a probabilistic max-pooling for 

CRBM. The pooling unit is on if and only if one of the hidden units in the pooling 

region is on. As shown in Figure 2, the CRBM consists of three layers: a visible layer, 

a hidden layer and a pooling layer. Both the hidden layer and the pooling layer have 

 groups of units. For each group , the units of pooling layer sum-

marize  region in the hidden layer, here  is a small integer. The hidden layer 

is partitioned into  blocks, and each block is connected to one binary unit in 

the pooling layer. Different  blocks are defined in the hidden layer as . The 

pooling region  in the hidden layer and the pooling unit  in the pooling layer 

follow these constraints: at most one unit of  in the hidden layer is on, and only if 

a unit of  is on, the unit  in the pooling layer is on. This pooling strategy is 

similar to max pooling, but the response unit in pooling layer is selected by probabil-

istic inference. It makes it possible to use top-down and bottom-up inference for the 

model. Assume that the bottom-up information from visible layer is expressed as 

, and the top-down information from another hidden layer is 

expressed as ,  is the unit in the pooling region of hidden layer,  is the pool-

ing unit, then the conditional probability is given by: 

                  (1)

 

 
Fig. 2. Convolutional Restricted Boltzmann Machine, here filter number is 4 and pooling  
ratio is 2. 
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3 Sparse Pyramid Pooling 

Pooling strategy is to aggregate statistics of the convolutional feature maps at various 
locations. The outputs of the conventional pooling strategies are deterministic by a 
fixed pooling ratio, and the pooling outputs have a problem of information loss. In-
spired by the idea of spatial pyramid, we expand the outputs of the pooling layer for 
multi-level pyramid outputs and use sparse coding method to aggregate these outputs 
in different scales. The multi-level pooling provides different size pooling regions for 
the convolution layer and has been shown to be robust to object deformations [9, 10]. 
Sparse coding has similar properties to biological neurons and could reduce the di-
mension of multi-level pyramid outputs. Figure 3 shows a three-level sparse pyramid 
pooling layer, the sizes for different levels are  respectively. For 
each level of the pyramid, we use the probabilistic max-pooling strategy to summarize 
the convolution outputs. 

  
Fig. 3. Sparse pyramid pooling layer 
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3.1 Spatial Pyramid Pooling 

The idea of pyramid mainly comes from Spatial Pyramid Matching (SPM) model [9], 
which is an extension of the Bag-of-Words (BoW) model. In order to solve the lack of 
location information in the BoW model, SPM partitions the image into divisions from 
finer to coarser levels, and aggregates features in different scales for image matching. 
Similarly, Spatial pyramid pooling uses different subsampling ratios for the pooling 
layer which partitions the feature maps from the convolutional layer into divisions 
from finer to coarser levels. The finer level extracts local precise details and the 
coarser level extracts global structures.  

Here, the pooling strategy for each level of the pyramid is still the probabilistic max-
pooling. The parameters in pooling layer can be pre-computed according to the size of 
inputs. Consider the size of feature maps after convolution layer is . The size of 
one level in the pyramid is , then the pooling ratio implemented is  and 

the stride is  with and  denoting ceiling and floor operations. We find 
that the adjacent pooling regions may be overlapping when the formula 

 workable. More specifically, the pooling strategy can be viewed as 
a grid of pooling units stepped by  pixels, which summarizes a neighborhood of size 

 centered at the location of the pooling unit. If we set , the pooling strategy 
is just the conventional pooling strategy. If we set , the pooling strategy is overlap-
ping pooling. In [2], the overlapping pooling strategy has been proved that it can improve 
the performance of deep neural network and slightly reduce the risk of overfitting. In this 
paper, we use the overlapping strategy in the pyramid pooling.  

3.2 Sparse Coding 

Sparse Coding provides a class of unsupervised methods to learn a set of sparse fea-
tures for representing the data efficiently. It makes the feature representation more 
simple and explicit. The goal of sparse coding is to find a linear combination , also 
called dictionary learning, to represent the sparse vector  of the input vectors 
[11]. The basis vectors  should be overcomplete so that it can capture structures 
and patterns inherent in the input data. The overcomplete basis vectors mean the 
number of bases is greater than the input dimension. In order to favor the sparse coef-
ficients, sparse coding will add a constraint, such as  regularization, which makes 

only few values of the sparse vector far from zero. Sparse coding provides a method 
for learning sets of overcomplete basis vectors automatically to represent data effi-
ciently. The cost function is defined as follows: 
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                             (2) 

Here, the penalty function is just  regularization. We also constrain the basis vec-

tors  to be less than some constraint  to prevent the sparsity penalty arbitrarily 

small. 
The optimization problem with  and  is convex, but not convex in both si-

multaneously. We can perform two separate optimizations by holding the other fixed, 
the first optimizing over sparse vectors for training inputs and the second optimizing 
over basis vectors across training inputs. Despite the sparse coding model can find 
succinct and efficient representations for inputs, which has a limitation that an extra 
optimization must be performed to obtain the sparse vectors of a new data even after 
the basis vectors have been learnt. This means that sparse coding is computationally 
expensive and how to speed up is still a problem to be solved. In this paper, we ex-
ploit the efficient sparse coding algorithms [12] to speed up the calculation of basis 
vectors and sparse vectors, which propose the feature-sign search algorithm to solve 
the optimization problem of sparse vectors and develop the Lagrange dual for learn-
ing basis vectors. This method makes the encoding of big data possible. 

4 Experiments 

In this paper, we train a two layer time-space deep belief network (TS-DBN) which 
firstly use CRBM learn the temporal information and then learn the spatio informa-
tion for video classification. We improve the pooling strategy of spatial CRBM with 
our sparse pyramid pooling. This strategy has been evaluated on the KTH action data-
set and the Maryland dynamic scenes dataset.  

The KTH action dataset consists of 6 types actions (boxing, handclapping, hand-
waving, jogging, running and walking), performed by 25 people in 4 different back-
grounds. These videos capture variations in scale, illumination and action execution. 
We down sample the videos to a spatial resolution of pixels each, and pre-
serve the video length of 100. Videos from 9 subjects (subjects 2, 3, 5, 6, 7, 8, 9, 10 
and 22) were chosen for test set, and the remaining 16 subjects were divided evenly 
into training and validation sets. We used a nonlinear SVM with a RBF kernel, and 
the parameters of the kernel were set using 5-fold cross-validation on the combined 
training and validation set. The Maryland dynamic scenes dataset contains 13 dynam-
ic scene classes (avalanche, boiling water, chaotic traffic, forest fire, fountain, iceberg 
collapse, landslide, smooth traffic, tornado, volcanic eruption, waterfall, waves  
and whirlpool). These videos capture large variations in illumination, frame rate, 
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viewpoint, image scale and various degrees of camera-induced motion. We down 
sample the videos to a spatial resolution of  pixels each, and preserve the 
video length of 190. The dynamic scene classification accuracy is averaged over the 
results of 10-fold cross-validation. 

4.1 The Performance of Pooling Strategy 

Table 1 compares the classification performance for three pooling strategies on KTH 
and Maryland dataset. The sparse pyramid pooling strategy increases the accuracy of 
classification by 2.4% on KTH dataset and 1.6% on Maryland dataset compared to the 
conventional probabilistic max-pooling strategy using the same architecture. In the 
KTH dataset, our two layer TS-DBN model with multi-scale inputs and sparse pyra-
mid pooling strategy is superior to the three layer ST-DBN model with probabilistic 
max-pooling. In contrast to improve the depth of the network, our pooling strategy 
can also improve the performance of neural network. 

Table 1. Classification performance for various pooling strategies on KTH and Maryland 
dataset 

Model 
Accuracy (%) 

KTH Maryland 
Two layer ST-DBN 

+ probabilistic max-pooling 84.6 
﹣ 

Three layer ST-DBN 
+ probabilistic max-pooling 86.6 

﹣ 
Multi-scale inputs 

+ two layer TS-DBN 
+ probabilistic max-pooling

87.0 43.8 

Multi-scale inputs 
+ two layer TS-DBN 
+ pyramid pooling

87.5 44.6 

Multi-scale inputs 
+ two layer TS-DBN 

+ sparse pyramid pooling
89.4 45.4 

4.2 Video Classification Results 

Table 2 shows the detailed classification accuracy results on KTH action dataset. 
Compared with the hand-crafted features such as pLSA [13], ESURF [14] and LTP 
[15], our two layer TS-DBN model can achieve comparable accuracy. And our model 
increases the accuracy by 2.8% as compared to the conventional three layer ST-DBN 
model [16]. Although our average classification accuracy is slightly lower than the 3D 
CNN model [17], the results on some action types (Boxing, Jogging and Walking) are 
superior. 

 
 

160 120
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Table 2. Average classification accuracy results on the KTH action dataset. 

Action 
classes 

pLSA 
[13] 

ESURF 
[14] 

LTP 
[15] 

ST-DB 
[16] 

3D 
CNN 
[17]

Ours 

Box 98 77.8 98 
﹣ 90 100 

Clap 86 86.1 95 
﹣ 94 94 

Wave 93 100 96 
﹣ 97 89 

Jog 53 77.8 76 
﹣ 84 86 

Run 88 72.2 86 
﹣ 79 86 

Walk 82 91.7 90 
﹣ 97 81 

Avg.(%) 83.3 84.26 90.1 86.6 90.2 89.4 

Table 3. Average classification accuracy results on the Maryland dynamic scene dataset. 

Scene 
classes 

GIST 
[18] 

HOF 
[19] 

Chaos 
[20] 

SOE 
[21] 

Chaos+ 
GIST+ 
Color 
[21]

Ours 

a.va 10 0 30 10 40 10 

b.w 60 40 30 60 40 40 

c.t 70 20 50 80 70 60 

f.f 10 0 30 40 40 20 

fnt 30 10 20 10 70 40 

i.c 10 10 10 20 50 50 

Ls 20 20 10 50 50 40 

s.t 40 30 20 60 50 30 

torn 40 0 60 60 90 80 

v.e 30 0 70 10 50 70 

Wf 50 20 30 10 10 30 

Wv 80 40 80 80 90 80 

Wp 40 30 30 40 40 40 

Avg.(%) 38 17 36 41 52 45.4 

 
As shown in table 3, our classification result on Maryland dataset outperforms the 

recently spatial temporal filters (SOE) proposed in [21], and many other features such 
as GIST [18], HOF [19] and Chaos [20]. The best performance is obtained by fusing 
the chaotic invariants, GIST and Color. Compared to our model, we only use the  
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luminance information of the input videos and learn the spatial temporal features in a 
completely automated way. Most important of all, our model is able to perform other 
tasks just like many other deep neural networks. 

4.3 Visualizations 

Fig. 4 shows the three-level pyramid feature map activations for six actions of one 
person. The feature map activations become more blurred with the size being smaller, 
which is not suitable for video classification. But sparse coding could fine aggregate 
these outputs. When the size of feature maps is appropriate, the features learned from 
our model can distinguish different categories well. 

 
Fig. 4. Visualizations from feature map activations of the three-level pyramid pooling layer for 
six actions of one person 

5 Conclusions 

In this paper, we introduce a new sparse pyramid pooling strategy for CRBM. This 
method combines space pyramid with the probabilistic max-pooling. Sparse coding 
method is then used to aggregate the feature maps in different levels of the pyramid. 
Comparing to the conventional probabilistic max-pooling, our pooling strategy im-
proves the performance of deep neural network on video classification. To extend this 
usage of this idea, further research will focus on the improvement of our pooling 
strategy on other deep neural networks. 
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Abstract. In this paper, we try to extend human eyes’ contrast sensi-
tivities characteristics (CSF) to three-dimensional space, but the exper-
imental results show that the traditional characteristics of CSF has
limitations in three-dimensional space. In order to investigate the char-
acteristics of human eyes’ CSF in three-dimensional space, the traditional
CSF test method is developed to measure the corresponding values of CSF
in different inclined planes in three-dimensional space. Human visual con-
trast sensitivity characteristics with different inclined angles θ are ana-
lyzed, and the mathematical expression of θ−CSF is built up based on the
experimental results. The proposed θ −CSF model of three-dimensional
space in this paper can well reflects human visual contrast sensitivity
characteristics in 3D space and has significant effect on three-dimensional
image processing.

Keywords: Human visual system · Contrast sensitivity function ·
Spatial frequency · Three-dimensional space

1 Introduction

With the development of science and technology, information processing tech-
nology is becoming more mature [1]-[4]. In order to really reflect what people
seen in the natural scene, human visual system (HVS) is often incorporated
into the technology of image processing [5],[6]. The most important one among
human visual characteristics in HVS is the contrast sensitivity characteristic
[7],[8] which has been widely used in the area of image processing in plane space
[9],[10]. Chen et al. [11] proposed a perceptual quality evaluation method for
c© Springer-Verlag Berlin Heidelberg 2015
H. Zha et al. (Eds.): CCCV 2015, Part II, CCIS 547, pp. 417–428, 2015.
DOI: 10.1007/978-3-662-48570-5 40
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image fusion based on CSF which is focus on the night vision application; Tao et
al. [12] developed a novel reduced-reference image quality assessment scheme by
incorporating CSF and the objective assessment results, which can well reflect
the visual quality of images. Some effective quality assessment methods also
effectively built by incorporating CSF characteristics and wavelet transforms of
image, such as Gao [13] and Li [14], which can well reflect human visual percep-
tion. Besides, Zhang [15], Wu [16] and Müller [17] et al. applied CSF character-
istic to the technology of image processing and made great achievements. Urvoy
[18] and Tsai [19] et al. proposed an effective perceptual watermarking technique
based on CSF and achieved good robustness against the common operations.

The characteristic of human eyes’ traditional CSF (in this paper CSF
proposed by the predecessors called traditional CSF) is built based on the grat-
ing test system, in which the monitor paralleled to the viewer’s face in two-
dimensional (2D) space without considering other inclined planes that not par-
alleled to human face. The traditional CSF is just aim at the plane display tech-
nologies, such as 2DTV and 2D movie. In fact, what people see in the real world
are not all displayed on the plane paralleled to human face. With the develop-
ment of three-dimensional image processing technology and display technology
[20],[21], more and more 3D displays are widely used, such as 3DTV, holographic
display and so on. Whether traditional CSF suits for three-dimensional space has
not been verified, and limited its application in three-dimensional space. It is very
necessary to study human visual contrast sensitivity characteristics in 3D space.

The rest of this paper is organized as follows. In Section 2, it describes the
theory of the traditional CSF. Section 3 the extension of traditional CSF in
three-dimensional space is illustrated. And the comparison between experiment
results and the results of the extension of traditional CSF is showed in Section
4. In Section 5, the model of CSF in three-dimensional space is built. Finally,
conclusion and future work are given in Section 6.

2 An Overview of Traditional CSF

Human eyes have different visual characteristics in different frequency bands,
i.e., we are unable to recognize a stimuli pattern if its frequency of visual stimuli
is too high. For example, given an image consisting of horizontal black and white
stripes, we will perceive it as a gray image if stripes are very thin; otherwise, we
can distinguish these stripes. Based on the visual characteristics, traditional con-
trast sensitivity function (CSF) has been proposed which measures how sensitive
we are to the various spatial frequencies of visual stimuli. Now the value of tra-
ditional CSF can be measured by grating contrast sensitivity test system (shows
in Fig.1.(a)) which has been used to study the physiology of the visual system
[22] for some time and increasingly used to study ophthalmology [23]. Unlike
the Snellen letter acuity test [24], which establishes visual acuity in terms of the
smallest recognizable object presented at 100% contrast, the grating test allows
the specification of an observer’s sensitivity to larger targets of lower contrast,
and sensitivity is defined as the reciprocal of the contrast threshold. Mannos and
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Fig. 1. (a)Traditional CSF test system: the observers view the gratings monocular with
the fellow eye occluded (b) The concept of spatial frequency:two circles per degree.
(c)2D CSF characteristics surface

Sakrison [25], after conducting a series of psychophysical experiments on human
subjects, found that CSF can be modeled by the function in Eq.(1).

A(f) = (0.0499 + 0.2964f)e−(0.114f)1.1
(1)

where f is the spatial frequency which means the number of cycles per degree
subtended at the eye (shows in Fig.1.(b)), with unit of cycles/degree. Eq.(1)
reveals that the values of traditional CSF are related with the circles of grating
in human eyes (that is f).

Generally in image processing area, human visual system has the same con-
trast sensitivity in all directions of plane space, and the 2D version [26] can be
easily obtained by replacing f with radial frequency

√
f2

x + f2
y

A = (0.0499 + 0.2964
√

f2
x + f2

y )e−(0.114
√

f2
x+f2

y )
1.1

(2)

where fx and fy are the horizontal and vertical frequencies respectively, and
they make no sense for frequencies above 30 cycles/degree. Fig. 1(c) shows the
2D CSF characteristics surface.

3 The Extension of Traditional CSF in Three-Dimensional
Space

Traditional CSF is a nonlinear function of spatial frequency which is built based
on the plane of two-dimensional space (such as plane 1 shows in Fig.2(a)). Here
we try to extend it to three-dimensional space including many inclined planes
such as plane 2 and plane 3. Because of the existence of inclined angles (θ1 and
θ2 show in Fig.2(a) ), the value of spatial frequency in the inclined plane will be
changed. Based on the theory of traditional CSF, the values of CSF in different
inclined planes can be get by applying the spatial frequency of each inclined
plane to Eq.(1). To verify the practicability of traditional CSF in 3D space,
subjective experiments, shown in Fig.2(b) (to get the inclined plane by rotating
the test monitor), are conducted to study the relationship between calculated
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(a) (b)

Fig. 2. (a) Geometric simulation figure of three-dimensional image (b) CSF test system
of different inclined plane.

(a) (b)

Fig. 3. (a) Geometric simulation figure of test system of traditional CSF (b) Geometric
simulation figure of test system of CSF in the inclined plane

CSF values based on Eq.(1) and the experimental data on different inclined
planes, and investigate human eyes’ characteristics of CSF in three-dimensional
space.

According to the test theory of traditional CSF, the monitor of test system
is set to paralleled to viewers’ face, the observers viewed the gratings monocular
with the fellow eye occluded and the view angle is α (shows in Fig.3(a)). Define
the circles of grating in human eyes as n, and the viewing distance is h (the
value is far greater than n). After rotating the monitor clockwise to form the
inclined angle θ (shows in Fig.3(b)), the circles of grating is still n, because what
the observer see is the same monitor and the circles of gratings are not change,
while the view angle is changed to β1+β2, so the spatial frequency f is changed.
Based on the concept of the spatial frequency [27] shown in Eq.(3).

f(
cycles

degree
) =

fi

arcsin 1√
[1+d2(H2+V 2)]

(3)

where fi is the image frequency (obtained from Fourier transform), the normal-
izing factor fn is the number of pixels within 1 degree at the viewing distance
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of d times the diagonal image size, H is the horizontal image size and V is the
vertical image size in pixels. Based on the geometrical relationships, we have:

fu(
cycles

degree
) =

n

α
(4)

fθ(
cycles

degree
) =

n

β
(5)

where β = β1 + β2. fu, horizontal spatial frequency, is the spatial frequency of
the plane with inclined angle 0◦; fθ, inclined spatial frequency, is the spatial
frequency of the inclined plane with inclined angle θ; Because h is far greater
than n, so the viewing angle is very small. According to the mathematical theory,
when an angle is too small, the value of tangent of the angle and the value of
angle are approximately equal. So:

α = 2arctan
n/2
h

≈ 2 × n/2
h

=
n

h
(6)

β = arctan
n
2 cosθ

h + n
2 sinθ

+ arctan
n
2 cosθ

h − n
2 sinθ

(7)

≈
n
2 cosθ

h + n
2 sinθ

+
n
2 cosθ

h − n
2 sinθ

From the above analysis, the horizontal spatial frequency fu and the inclined
spatial frequency fθ are obtained:

fu =
n

α
≈ h (8)

fθ =
n

β
≈ n

hncosθ/(h2 − n2

4 sin2θ)
(9)

Because h is far greater than n, so :

h2 − n2sin2θ

4
≈ h2 (10)

fθ =
n

β
≈ h

cosθ
(11)

Then the relationship between the horizontal spatial frequency fu and the
inclined spatial frequency fθ is given by :

fθ = fu/cosθ (12)
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Besides, based on the geometric symmetry, it can be easily get the conclu-
sion: when the monitor of the test system rotated counterclockwise (plane 3 in
Fig.2(a)), the corresponding spatial frequency in these inclined directions and
the horizontal spatial frequency are all meet the mathematical expression of
Eq.(12). And together with the expression of traditional CSF and the replace-
ment of f in Eq.(1) by fu/cosθ, the CSF’s expressions of each inclined plane is
expressed by:

A(fθ) = (0.0499 + 0.2964(fu/cosθ))e−(0.114(fu/cosθ))1.1
(13)

To verify the correctness of Eq.(13), the rest work in the paper will take the
clockwise rotation direction as an example, and use the grating test system to
test the values of contrast sensitivities in different inclined planes when observers
view the monitor monocular with the fellow eye occluded.

4 The Comparison between Experiment Result and the
Result of Extension of Traditional CSF

This work firstly tests the value of human eyes’ traditional CSF values to verify
the reliability of the experimental data and then rotated the monitor of the test
system to form different inclined angles. The values of CSF in different inclined
planes is measured and verified whether the above A(fθ) meet human visual
characteristics.

The gratings of the test system are electronically generated on the screen
of a monochrome television monitor (Melford Electronics DU1/20, 625 lines,
50Hz, 2:1 interlaced, P4 phosphor). The experiments are performed under pho-
topic conditions with the mean luminance of the gratings constant at 100cd/m2.
The television screen is subtended 180 × 15◦. To minimize fading at low spa-
tial frequencies and the generation of after-images the gratings are continuously
reversed at the rate of 1cycles/s and observers are instructed to fixate a small
spot in the center of the screen. The observers view the gratings monocular with
the fellow eye occluded. At each spatial frequency the contrast of the grating is
reduced by means of a potentiometer until the observer indicate that the grating
is just disappeared, then record the contrast value as the threshold of this spatial
frequency.

We select 18 observers, age from 20 to 40 years, to conduct this experiment.
Before the test, all subjects receive a complete clinical evaluation to ensure that
their visual fields, color vision, and intraocular pressure within the normal range
for the Clinical Branch of the National Eye Institute. All subjects receive a fun-
dus evaluation by a staff ophthalmologist to ensure that there is no detectable
ocular pathology affecting either retinal or preretinal (e.g., cataract) levels within
the eye. In addition, each subject receive a complete refractive evaluation before
testing. All subjects have best-corrected visual acuities of 20/20 or better in both
eyes. Before the grating tests officially start, the observers take a period of time
to adopt to the experiment process. Every observer conducts this experiments
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Table 1. CSF test values of observers

fu 2 4 8 16 32

CSF0 0.3786 0.7849 0.9862 0.7270 0.1233

CSF π
4

0.3434 0.7849 0.9862 0.4227 0.0971

CSF π
3

0.3663 0.7849 0.9862 0.4371 0.1028
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Fig. 4. (a) Comparison results between test result with the inclined angle 0◦ and
traditional CSF curve. (b)The fitting curve with the inclined angle of π

4
(c)The fitting

curve with the inclined angle of π
3

twice and the mean value is calculated as the final data. Then human eyes’ con-
trast sensitivities test value is defined as the mean of 18 observers’ independent
decisions. The values of observers’ CSF in the plane with inclined angle 0◦ is
tested at the beginning of the project and the range of the spatial frequency of
the test system is from 2circles/degree to 32circles/degree. The result is shown
in Table 1, the first row.

The test data is normalized within 1 and frequencies above 60cycles/degree
is meaningless in reality. Compared with the traditional CSF curve, the test
results, as shown in Fig.4(a), are accurate. Then two inclined angles, π

4 and π
3

are set to carry out the experiment, the test data shown in Table 1, the second
and third rows. With the function of A(fθ), the CSF values of the inclined
planes with the inclined angles π

4 and π
3 are calculated. The test results and

the calculated values are shown in Fig.4(b) and (c). Fig.4(b) and (c) indicate a
great difference between experiment results and calculated values, which means
that traditional CSF has limitations in three-dimensional space, and cannot be
expanded to three-dimensional space directly.

5 The Proposal of CSF in Three-Dimensional Space

In order to build human eyes’ CSF in different inclined planes, it is necessary to
obtain data from more inclined angles and values of observers’ contrast sensi-
tivities, so π

12 ,π
6 and 5π

12 are set to test. The results shown in Table 2, and fitted
shown in Fig.5 (a) and (b) with the amplitude normalized within [0,200]. Using
geometry relationship to analyze the test data, it reveals that the curve trends
of different inclined angles are the same and all of them have the nature of band
pass filter.
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Table 2. Human eyes’ test values of CSF with different inclined angles

fu 2 4 8 16 32

CSF π
12

0.4227 0.9185 0.9862 0.7849 0.1378

CSF π
6

0.4634 0.9158 0.9862 0.7849 0.1233

CSF 5π
12

0.3434 0.9158 0.7849 0.3260 0.0986

(a) (b)

Fig. 5. (a)The fitting surface of the experiment data. (b) The vertical view of fitting
surface.

Specifically, contrast sensitivities of human eyes are different in varied
inclined planes; all CSF characteristic curves experience the same trend at differ-
ent stereo-angles and all have the nature of band pass filter, but the position of
the peaks are gradually moved back with the increased inclined angle; besides,
the descending velocity of the curve at the high spatial frequency gradually
decreased with the increased inclined angle; what’s more, the CSF curves in
each inclined plane are all like the traditional CSF curve, so it is possible for
us to build the θ-CSF’s expression of each inclined plane A(fθ, θ) based on the
traditional CSF’s expression, as follows:

A(fθ, θ) = (a + bfθ)e−(cfθ)
d

(14)

where fθ is spatial frequency of the inclined plane with inclined angle θ.
Based on the experimental results, we apply MATLAB fitting tool to obtain

the specific value of each parameter, shown in Table 3. Each equation is well fitted
with fitting coefficient R−square > 0.9, while the values of RMSE are less than
0.4. Table 3 indicates that among all parameters only b and c are changed, and
other coefficients are the same as those in traditional CSF under different inclined
angle θ. In order to get a general θ−CSF model, the relationship between b and
θ, and c and θ are fitted, shown in Fig.6, which indicate a cosine relationship
between b (c) and the inclined angle θ. The good linear correlation with the
Pearson correlation coefficients r > 0.9 indicates the goodness of the fit. Then
the expression of θ − CSF based on the inclined angles θ in three-dimensional
space is defined as Eq.(15):

A(f, θ) = (0.0499 + 0.2964f × cosθ)e−(0.114f×cosθ)1.1
(15)

Here the inclined angles are in the unit of radians.
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Table 3. Parameters of each inclined plane

A(fθ, θ) a b c d

A(f0, 0) 0.0499 0.2964 0.114 1.1

A(f π
12

, π
12

) 0.0499 0.2863 0.1101 1.1

A(f π
6
, π
6
) 0.0499 0.2567 0.0987 1.1

A(f π
4
, π
4
) 0.0499 0.2096 0.0806 1.1

A(f π
3
, π
3
) 0.0499 0.1482 0.0570 1.1

A(f 5π
12

, 5π
12

) 0.0499 0.0767 0.0295 1.1
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Fig. 6. (a)The fitted model of b. (b) The fitted model of c.

We quantifies the goodness of the fits with a Q measure given in the figures.
Q is a χ2 distribution function, and Q of 0.1 suggests an acceptable model fit
[28]. Each sub-figure provides a very good fit for Q > 0.1, which indicates that
this model is able to fit our psychophysical data. The surface of the θ − CSF
is illustrated in Fig.8(a), it reveals that the data are agree with the above test
values in Fig.5(a). Besides, the CSF curve with the inclined angle 0◦ are the same
as the traditional CSF curve and the vertical view shown in Fig.8(b) coincide
with that in Fig.5(b). These results indicate that the proposed θ − CSF here is
in according with human visual characteristics.
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Fig. 7. Comparision results between test value and caculated value from proposed
θ − CSF
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Fig. 8. (a)θ−CSF characteristics surface in three-dimensional space. (b) The vertical
view of θ − CSF characteristics surface.

6 Conclusion

This paper aims to apply the concept of the plane spatial frequency to analyze
the relationship among different inclined plane, and to extend the traditional
CSF to three-dimensional space. According to the experimental results and the
geometric relationship between horizontal spatial frequency and the spatial fre-
quency in the directions of inclined angles, θ − CSF characteristic surface of
human eyes based on the inclined angle is built with a specific function expres-
sion. The proposed CSF characteristics in three-dimensional space is consistence
with human visual characteristics.
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Abstract. Vehicle license plate recognition technology is one of the core
technologies of intelligent transportation systems. The first and most
important step in the entire license plate recognition system is position-
ing the license plate. The positioning accuracy will directly influence the
subsequent segmentation and recognition accuracy. This paper presents
a new adaboost algorithm combined with color differential model. First,
we introduce the process of calculation of the color differential model.
Second, we give a full distribution about the adaboost algorithm com-
bined with color differential model. At last, we analyze the results of the
algorithm based on RGB color model and give a comparison between
the adaboost algorithm combined with the new feature and other license
plate location algorithms. This novel adaboost algorithm overcomes the
problems of license plate location algorithms based on color information,
such as the sensitivity to light and the difficulty to locate license plates in
complex background and so on. The experimental results show that the
novel adaboost algorithm combined with color differential model is time-
liness and robustness. At night, the precision rate of the novel adaboost
algorithm can attain above 95.0%.

Keywords: License plate location · Color differential model · Adaboost
algorithm

1 Introduction

In recent years, theoretical and applied research of Intelligent Transportation
(Intelligent Transportation Systems, referred to as ITS) set off a boom in var-
ious countries. License plate recognition technology as the key step to achieve
intelligent traffic management has been developed rapidly. License plate recogni-
tion technology mainly contains three processes: license plate location, character
segmentation and character recognition, among which license plate location is
c© Springer-Verlag Berlin Heidelberg 2015
H. Zha et al. (Eds.): CCCV 2015, Part II, CCIS 547, pp. 429–438, 2015.
DOI: 10.1007/978-3-662-48570-5 41
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the first and the most crucial step. With the growing attention to license plate
location and the continuous deepening research, different new license plate loca-
tion algorithms are constantly proposed. These algorithms can be classified into
the following categories: license plate positioning algorithm based on texture
information, license plate positioning algorithm based on HSI color space, the
algorithm of license plates location based on mathematical morphology, license
plate positioning algorithm based on genetic algorithm, the algorithm of license
plates location based on neural network and etc. For the inadequacies of previous
algorithms, a novel adaboost algorithm combined with color differential model
for locating license plates is proposed [1,2]. First, we obtain the feature thresh-
olds of RGB color model and introduce the LP positioning algorithm based on
RGB color model. In this paper, feature thresholds are obtained under a series
of different conditions by using statistical histogram training method [3,4]. Then
we combine the original adaboost algorithm [5] with the new feature. The novel
adaboost algorithm not only overcomes the problems of license plate location
algorithms based on color information, such as the sensitivity to light and the
difficulty to locate license plates in complex background and so on, but also is
timeliness and robustness.

1.1 Calculation of Characteristic Value and Binarization of Color
Images

Various image processing methods for color image processing [6] can be divided
into three categories: (1) color transformation, that is, processing pixels of each
color plane based strictly on their values, such as conversion of the RGB color
model to the HIS color model; (2) spatially processing of the color plane, that is,
doing spatial filtering in each color space; (3) process techniques which can deal
with the three components of color image concurrently, such as the algorithm of
region segmentation. The algorithm based on RGB color model is an application
of the third method [11,12]. Our goal is to locate one or a few regions of specific
color in an RGB image, which is the license plate region(s).Blue, yellow, white
and black are four colors of license plate in China. The plates of black characters
with yellow background are generally for busses and trucks; the plates of black
characters with white background for military or police vehicles; special vehicles
generally with the plates of white characters with black background; the rest of
the vehicles usually with the plates of white characters with blue background.
Blue background license plates are more common in China. For white characters
with blue background license plates, when the light conditions are good and the
license plate is relatively clear, R, G, B values of pixels are about at 150,30, 60.
When following the light, each pixel value of R, G, B components will increase.
When backlighting, each pixel of the R, G, B components values will reduce.
The results for the different conditions are shown in Fig. 1.
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Fig. 1. (a)clear blue plates,(b)license
plates following the light,(c)license plates
with backlighting,(d)clear yellow back-
ground plates,(e)license plates following
the light,(f)license plates with backlighting

Fig. 2. Column(a) statistical curve graph
ofr g,column(b) statistical curve graph of
b g,column(c) statistical curve graph of
b r

2 Algorithm Principles

Determine the Threshold. A statistical histogram method is used to deter-
mine the threshold of the same background color in different situations. The
detail process is shown as follows: (1) Select three sample sets of different con-
ditions respectively: bright license plate set(over exposed), dark license plate 3
set, and mixed set(normal exposed). The size of license plates in each sample
set is 70 × 20. The amounts of license plates in dark license plate set, bright
license plate set and the mixed set are 589, 230, 811 respectively. (2) We obtain
characteristic values between the three color components of each pixel in each
sample plate, which is the characteristic value of this algorithm.

r gi,j = Ri,j − Gi,j , b gi,j = Bi,j − Gi,j , b ri,j = Bi,j − Gi,j (1)

where Ri,j , Gi,j , Bi,j are R, G, B values of pixel (i,j) in the plate sample respec-
tively and have a range is from 0 to 255.r gi,j , b gi,j , b ri,j are the characteristic
values between three components of each pixel. (3) We calculate the sum of
each characteristic value of each pixel in each plate sample using the following
equations:

sum r g =
69∑

i=0

19∑

j=0

r gi,j , sum b g =
69∑

i=0

19∑

j=0

b gi,j , sum b r =
69∑

i=0

19∑

j=0

b ri,j (2)

where sum r g, sum b g, sum b r are sums of characteristic values of all pixels
in a plate sample.
(4) We calculate the average characteristic value of each sample plate using the
following equations:

r g = sum r g
70×20

, b g = sum b g
70×20

, b r = sum b r
70×20 (3)
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Where r g, b g and b r are mean characteristic values of all the pixels in one
plate sample.
(5) The statistical curve graph of r g, b g and b r can be got next, as shown in Fig.
2: the first row is the statistical curve graph of bright license plate set,the second
row is the statistical curve graph of dark license plate set,the third row is the
statistical curve graph of mixed set,the fourth row is the statistical curve graph of
license plate set at night.Abscissa shows characteristic values between each two
of the three components in RGB space, ordinate corresponds to the frequency
of different characteristic values. Comparing images containing license plate(s)
during the day and night, we found that there is less background interference in
the picture at night, and the characteristic values between R, G, B components
of each pixel at night are different from that during the day time. So we obtained
the statistical curve graph of the sample set, in which include 168 pictures of
license plates with the size 70×20 at night, as shown in the fourth line of Fig. 2.
(6) In the curve graph obtained from different situations, we have six thresholds
r g h, r g l, b g h, b g l, b r h and b r l need to be determined. First, we scan the
histogram for r g from left to right. Once the frequency value of r g is more than
3%, the threshold r g left is obtained. Then, scanning the histogram from right
to left. Once the frequency value of r g is more than 3%, the threshold r g right
is obtained. Then we can yield the threshold r g h and r g l using formula (4).

{
r g h = r g right
r g l = r g left

(4)

Similarly, the threshold b g h, b g l, b r h and b r l can also be obtained.

Determine Light Conditions. We identify light conditions according to color
images firstly. Concrete steps are as follows: Step 1: calculating gray value of each
pixel in the original color images according to the formula (5).

G(i, j) = (Ri,j + Gi,j + Bi,j)/3 (5)

where Ri,j , Gi,j and Bi,j are values of the three components of color image
pixel, whose range is [0 ∼ 255]. Step 2: Counting the total number(sum(i)) of
each pixel value(i). Initially determine the light conditions according to the total
number of pixel values within a certain range.

Binarization. Binary images has a very special meaning in the process of
images. A binary image is a logic array of only 0 and 1 values. For the input
color image X, calculate characteristic values r gi,j , b gi,j and b ri,j of each pixel
(i,j). According to the thresholds calculated above, perform binarization to color
image X using formula (6) to obtain binary image Y, which is shown on the right
of the first row in Fig. 5.

Yi,j =

⎧
⎪⎪⎨

⎪⎪⎩

1, if

⎡

⎣
(r g l ≤ r gi,j ≤ r g h)
&(b g l ≤ b gi,j ≤ b g h)
&(b r l ≤ b ri,j ≤ b r h)

⎤

⎦

0, otherwise

(6)

Where r gi,j , b gi,j , b ri,j are characteristic values of pixel (i,j) in the original
color image.
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2.1 Mathematical Morphological Operation and Final Location

Obtain Candidate Areas. Mathematical morphology is a nonlinear filtering
method which can be used to noise suppression, feature extraction, edge detec-
tion, image segmentation and other image processing problems. Dilation and
erosion operations are the basis for morphological image process. In practical
applications of image processing, we use dilation and erosion in several combi-
nation forms. There are many relatively isolated and scattered points in binary
images and these points are concentrated near the plate regions. So we can use
mathematical morphology operations by the following steps: Step 1: Performing
closing operation to the binary image two times. The structural elements of dila-
tion and erosion used in the first closing operation are 1×10 matrix and 1 × 3
matrix. The operation removes a number of small protrusions and left a number
of breaking marks and narrow connections. And then use the closing operation
again. The structural elements of dilation and erosion used this time are 1 × 10
matrix and 1 × 18 matrix. After the operation, some high density areas form
a closed and connected rectangle area, the surrounding noises of license plate
areas can be removed, and the areas of license plates are closed as far as possible
to form rectangular blocks. Step 2: Removing noise. Because the area of license
plate would not be small, we regard some small areas as noise and remove them,
that is, removing the connected regions whose area is less than 300 pixels. As
shown in Fig. 3, considering the distribution of the white dots in binary images,
we use the special operators of erosion and dilation to the binary images.

Fig. 3. (a) original color image,(b) binary
image,(c) magnified portion of license
plate in column(a),(d) image after mor-
phological processing,(e) image after sec-
ond morphological processing

Fig. 4. Results of the experiment:
column(a) original color images con-
taining license plate,column(b) binary
images,column(c) images in the process of
morphology,column(d) enlarged images of
the positioning results
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Extract Plate Area. In China, there are many features of license plates which
can be used to extract plate areas, mainly in the following categories: (1) Geom-
etry features: the standard license plates are rectangular, and have uniform size,
450mm width and 150mm height. Each character on the plate is with 45mm
width and 90mm high. Interval between the second and the third character is
34mm,which includes one dot whose diameter is 10mm. Interval between other
neighboring characters is 12mm. (2) Texture features: the edge gray histogram of
license plate includes two distinctly separated distribution center. Horizontal or
vertical projection shows a continuous peak-valley-peak distribution. (3) Color
Features: as mentioned above there are four standard types of license plates.
These characteristics make a great contrast between backgrounds and charac-
ters of license plates.

2.2 Combined with Adaboost Algorithm

The basic idea of adaboost [5–9] is to get a strong classifier by selecting a com-
bination of weak classifiers.The weak classifiers are weak because their accurate
rates are not very high. We get the set of weak classifiers by training procedure
which selects the best weak classifier with the lowest error rate after each round of
training. The training procedures are shown as following: 1) The training data set
(x1, y1), ..., (xn, yn) must be prepared carefully, the images which often appear in
the normal circumstance should be chosen.xi ∈ X stands for the sample and each
yi ∈ Y = 0, 1, Yi = 0 means this sample is a positive one,Yi = 1 with the oppo-
site meaning, n is the total number of the samples in the set. 2) At beginning, the
weight of every sample is initialized with the value 1/2m or 1/2n, m indicates the
number of positive samples while n for negative ones, thus each positive sample
will get the weight 1/2m, the negative sample will get a 1/2n as well. 3) The train-
ing will be done for t = 1, ..., T rounds, after each round, we will get a weak clas-

sifier. To start the process, the weights must be normalized as ωt,i = ωt,i/
n∑

j=1

ωt,i

respectively to make a ωt,j probability distribution. Then for each feature(weak
classifier), the error rate is evaluated with respected to ωt.

εj =
∑

ωi |hj(xi, yi)| (7)

4) Find the weak classifier ht with the least error rate. 5) Get the weights updated
according to:

ω(t+1),i = ωt,iβ
1−ei
t (8)

where ei = 0 if xi is classified correctly, otherwise ei = 1,and βt = εt/1 − εt.It
forces the weak classifiers to concentrate on the ”harder” examples that are
often misclassified. 6) Finally we get the strong classifier which combines the
weak classifiers’ respective votes in a weighted manner:

C(x) =

⎧
⎪⎪⎨

⎪⎪⎩

1,
T∑

t=i

αtht ≥ (1/2)
T∑

t=i

αt

αt = log 1/βt

0, other

(9)
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7) The strong classifier we have got above will be applied to the scanning of a
whole image to find the subregions covers a license plate. First we can obtain
several First Level Classifiers by using each character like color, gray scale and
texture which are shown in previous section because adaboost algorithm can
integrate them. And it will eventually achieve a Third Level Classifier. From the
view point of classifier, we can treat R-G, B-G and B-R as a First Level Classi-
fier respectively. They combine to form a classifier that involves only information
of the color D-value, thus it can be classified as a Color D-value Second Level
Classifier. Each type of information, such as information of sum of gray value,
variance information and transition point information, is constituted by a num-
ber of specific features.

3 Experiment Simulation and Analysis

To verify the practicality and reliability of the new adaboost algorithm combined
with color differential model, color images with different amount of license plates
under different conditions have been tested by the algorithm based on RGB color
model in Matlab7.0 and VC6.0. The size of each image is 1392×1040. The results
are shown Fig. 4. From the results shown in the first line and second line in Fig. 4,
we can see that the algorithm based on RGB color model can locate plates under
strong or dim light conditions, indicating that the algorithm can overcome the
light sensitive issues of typical location algorithms based on color information. It
is also easy to find from the final position results that the positioning accuracy
of the algorithm based on RGB color model is very high, and the algorithm can
simultaneously locate multiple license plates in the same image. We can see from
the third row, when positioning license plates in the images of the rear of cars
at night, we can locate license plates accurately. But when positioning license
plates in the images of the front of cars at night, because of the impact of light
of headlamps, we can not locate license plates accurately.

4 Comparison with Other License Plate Location
Algorithms

We have discussed the procedure of adaboost algorithm combined with color dif-
ferential model, which has provided good robustness to adjust to various weather
conditions and backgrounds. Now we do some comparisons between adaboost
algorithm combined with color differential model and other algorithms.

4.1 Comparison with Color Algorithm

Though the license plate location algorithm based on color information can
locate multi-plates in one image with an agreeable speed, it is poor robust-
ness. However, because of the contribution of the other characteristics such as
texture information, variance and information of hopping frequency, adaboost
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Fig. 5. Comparison results:column(a)
images processed by color algorithm
alone,column(b) magnified portion of
images showed in column(a),column(c)
images processed by adaboost algorithm
combined with color differential feature

Fig. 6. Experiment results:column(a)
original color images gained at
night,column(b) images processed by
adaboost algorithm combined with color
differential model

algorithm combined with color differential model is able to overcome the most
shortcomings of color algorithm and can locate accurately license plates . In both
conditions, license plates in the color images will be detected more or less than
the number of license plates directly using the RGB color model algorithm. By
combining other characteristics like gray scale, texture, variance information and
so on, license plates will be detected accurately by adaboost algorithm combined
with color differential model.The experimental results of comparison are shown
in Fig.5.

4.2 Experiment Results of Images Obtained at Night by the Novel
Adaboost Algorithm

In order to further evaluate the performance of the proposed algorithm, the
experiments using images obtained at night are made, as shown in Fig. 6. It
can be easily indicated that the algorithms based on color information or tex-
ture hopping could not reach a high detection rate in a large image with high
resolution as we used for the testing, especially the algorithm based on texture
hopping. When the color information of license plates is always not clear, the
adaboost algorithm combined with color differential model has a higher per-
formance than the algorithms based on color information or texture hopping.
Especially at night, the precision rate of the adaboost algorithm combined with
color differential model is even higher than that of the algorithm based on RGB
color model. However, when the illumination is strong enough, the algorithm
based on RGB color model performs better than the adaboost algorithm com-
bined with color differential model. Applying these four algorithms to 758 color
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images which containing different amount and different colors of license plates
under different conditions, the results of positioning are shown in the Table 1. In
the Table 1, We use precision rate defined in [10]. The data shown in the Table
1 indicates that adaboost algorithm combined with color differential model is
superior than the original adaboost algorithm. Because color images contain a
lot of interference texture information in the daytime, we also can see that the
precision rate of the adaboost algorithm combined with color differential model
is less than that of the algorithm based on RGB color model in the condition of
strong and weak light in the Table 1.

Table 1. License plate location statistics

Conditions Strong Weak At
light light night

Total NO. of images 307 371 80

Adaboost NO. of images
algorithm with accurate 281 326 76

combined with positioning
color feature Precision rate 91.5% 87.9% 95.0%

Original NO. of images
adaboost with accurate 250 290 68
algorithm positioning

Precision rate 81.4% 78.2% 85.0%

Algorithm NO. of images
based on with accurate 294 348 52
RGB color positioning

model Precision rate 95.8% 93.8% 65.0%

Algorithm NO. of images
based on with accurate 244 284 66
texture positioning
hopping Precision rate 79.5% 76.5% 82.5%

5 Conclusion

This paper describes a color differential model and a novel adaboost algorithm.
By combining the original adaboost algorithm with color differential model,
we establish the novel adaboost algorithm. Basically, the adaboost algorithm
combined with color differential model overcomes a lot of shortcomings of the
traditional algorithms like the algorithm based on color information and the algo-
rithm based on texture hopping. The robustness of the novel adaboost algorithm
is stronger than that of other algorithms. However, the time-consuming of the
processing in Matlab7.0 for each image(1392*1040 pixels) by the novel adaboost
algorithm, which is less than 1s, is more than that of other algorithms. Results
of experiment show that the novel adaboost algorithm is of high practical value.
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Abstract. In this paper, we propose a new feature-based image watermarking 
scheme based on multiscale theory and the Contourlet transform (CT). We use 
the multiscale Harris detector to extract stable feature points from the host im-
age. Next, according to feature scale theory, we determine the local feature re-
gions (LFR) and scale the regions to a standard size. We then embed the digital 
watermark into the Contourlet low frequency area calculated using  
the pseudo-Zernike moment. The results of our experiments demonstrate that 
the algorithm results in an invisible watermark and is robust against conven-
tional signal processing (median filtering, sharpening, noise adding, and JPEG 
compression), geometric attacks (rotation, translation, scaling, row or column 
removal, shearing, local geometric distortion) and combined attacks. 

Keywords: Image watermarking · Geometric attacks · Contourlet transform · 
Pseudo-Zernike moments · Low sub-band1 

1 Introduction 

Digital watermarking is widely used in Internet multimedia intellectual property pro-
tection [1-2]. Great progress has been achieved in the image transform domain by 
applying the discrete cosine transform (DCT)[3-4] and discrete wavelet transform 
(DWT)[5-6]  in digital watermarking algorithms. However, these theories do not ade-
quately represent the anisotropy of signals. The Ridgelet [7], Curvelet [8], and Con-
courlet [9] transforms better address the anisotropy of signals and can effectively 
resist Random bending attack (RBA), Geometric attacks (i.e., Rotation, Scale and 
Translation, RST), and Shearing. Many methods have been proposed to evade geome-
tric attacks. These methods can be roughly divided into three categories: (1) invariant 
transforms [12-13], which are robust against global geometrical distortion but not 
against shearing; (2) feature-based synchronization [14-15], whose watermarking 
capacity is very limited; and (3) template insertion [16], which cannot withstand any 
malicious attacks.  
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 denotes the integration scale,  denotes the differentiation scale, and  de-

notes the partial derivative in the  direction. The uniform Gaussian scale space re-

presentation is defined as: 

                                                                                   (2) 

Here,  denotes the Gaussian function with zero mean and  is the standard 

deviation. denotes the image and  indicates linear convolution.  

Given  and , the second moment matrix  can be used to 

compute the scale-adaptive Harris corner strength (SHCS) detector: 

                                                  (3) 

Here  denotes the determinant of the matrix and  is the trace. At each 
scale-space level, the feature points are extracted according to the following rules: 

                                    (4) 

Here,  is the neighborhood of pixel  and  is the threshold. 

Automatic Scale Selection and Scale-Invariant Feature Points 

We use the Laplacian-of-Gaussians (LOG) operator to determine the characteristic 
scale. The LOG is defined as: 

                            (5) 

                                                           (6)  

The steps to extract feature points using the Harris-Laplace detector are as follows:  

(i) A scale-space representation is built with the Harris function for the preselected 

scales , where  denotes the scale factor between continuous levels. At 

each representation level, the SHCS is computed with  and  (  is 

a constant). After that, the candidate points that are maximal in the 8-neighborhood 
with SHCS greater than  are extracted. 

(ii) An iterative algorithm is applied to compute each candidate point’s scale and 
location. The scales of feature points are selected by the extrema over the LOG scale. 
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For an initial point  having scale , the iteration scheme can be described as the 

following: 

1) For a point , search its local extremum over the LOG scale, otherwise reject 

it. Limit the investigated scope of the scale to  with .  

2) Search the spatial point  of a maximum of the SHCS nearest to  for 

. 

3) Return to Step 1 until  or . 

 
Local Characteristic Regions 

We consider the problem of geometric synchronization in our choice of LCR con-
struction method. We select a circular area that is independent of image rotation and 
determine its size by the characteristic scale. Define the radius  of the LCRs as: 

                                                                 (7) 

Here  denotes the characteristic scale and  denotes a positive integer to adjust 
the size of the LCRs. The robustness of the CBIR system increases for a small LCR 
while the capacity decreases. Thus, there is a tradeoff between these two factors. The 
theoretical range of  is: 

                                        (8) 

We reserve the LCR with the highest SHCS and discard the others as the higher 
SHCS indicates a more robust feature point. 

4 Watermark Embedding Algorithm 

Watermark embedding can be regarded as an additive process of a strong background 
signal (the original image) and a weak signal (the watermark). The watermark is em-
bedded into the significant features. The embedding scheme can be decomposed into 
the following seven steps: 

1) Generate a random sequence  using the secret key , 

where the sequence values are  and  denotes the size of the sequence. 

2) Apply the Harris-Laplace detector to the host image to obtain a feature point set 
. Use these points for the reference centers of the local feature 

regions. 
3) Use our proposed method to construct the local feature regions 

. 
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4) Perform a zero-padding operation on each . Apply the normalization 

procedure to each block of size  (  is the radius of the LFR) to map 

the disk (LFR) to the block. 

5) Transform the  image using the Contourlet transform, search the 

low frequency regions of the directional sub-band to be embedded, and calculate the 
pseudo-Zernike moment for these regions. The watermark signal is generated by us-
ing the quantification of the modulation of the pseudo-Zernike torque amplitude. The 
quantitative rule is defined as follows: 

                                            (9)  

6) Generate watermarked images. First, the pseudo-Zernike moment for the LFR 

image  reconstruction is modified by: 

                                                                      (10) 

where  is the original LFR image and  denotes the modified 

reconstruction image of the pseudo-Zernike moment: 

                                               (11) 

Second, the pseudo-Zernike moment for the image  reconstruction is 

modified by: 

                                        (12)  

7) Reconstruct the CT to obtain the watermarked image. The zero-removal opera-
tion is used on each watermarked block to obtain the watermarked disk ok*. After 
that, ok* is substituted for ok. Repeat steps (4)–(7), until all LFRs are used. Then the 
watermarked image is obtained. 

5 Watermark Detection Algorithm  

Generally, watermark detection is the inverse process of watermark embedding. In this 
paper, the detection process can be divided into five steps: 
 

1) The original watermark  is extracted according to the  

key . 
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2) The Harris-Laplace detector (see Section 2) is used to process the host image. We 

can extract many feature points ( ) regarded as the reference 

centers of the local feature regions. 
3) Our proposed method is used to construct a set of local feature regions 

. 

4) The zero-padding operation is performed on each  and the normalization 

procedure is used to process each block of size  to map the disk (LFR) to 

the block of size  (where is the radius of the LFR). 

5) The Contourlet is used to transform the  image by extracting the 

low frequency area of the directional sub-band in the low frequency regions calculated 
using the pseudo-Zernike moment. The embedding process uses the following expres-
sion. 

                     (13)    

Through the above expression, we can obtain the two sets of vectors  and 

， ． 

The following definition of wi’ gives the result of the detection: 

                                           (14) 

If wi′=0 then the watermarking detection fails; otherwise, if wi′=1 then the water-
marking detection is successful. When at least two disks are determined to be water-
marked, the final detection is labeled as a success; otherwise, it fails. 

6 Simulation Results 

We conduct experiments to verify the effectiveness of our proposed method and com-
pare it with the method in [17]. The proposed watermarking scheme is tested on the 
standard 512 × 512 pixel test images Lena, Baboon, and Pepper. The watermark pat-
tern is a 16-bit pseudo random binary sequence. The watermark is embedded in the 
perceptually textured region and is therefore less visible.The comparison of the detec-
tion results under common signal processing and de-synchronization attacks are 
shown in Table 1 and Table 2. Each result is expressed as the ratio between the num-
ber of correctly detected watermarked LCRs and the number of original embedded 
watermarked LCRs. 
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Table 1. The watermark detection results for common signal processing attacks (detection rates) 

Attacks 
Lena Baboon Pepper 
Proposed 
scheme 

Scheme 
in [17] 

Proposed 
scheme 

Scheme 
in [17] 

Proposed 
scheme 

Scheme 
in [17] 

Median 
filter(3×3) 

6/9 3/10 10/12 3/9 8/11 1/12 

Sharpening 
(3×3) 

4/9 8/10 8/12 4/9 7/11 4/12 

Salt&Pepper 
noi (0.02) 

5/9 2/10 7/12 5/9 5/11 2/12 

Gaussian 
noise(3×3) 

5/9 4/10 9/12 4/9 6/11 1/12 

Sharpen-
ing(3×3)+JPE
G70 

4/9 2/10 7/12 4/9 4/11 3/12 

Median 
filter(3×3) 
+JPEG70 

3/9 2/10 6/12 2/9 3/11 2/12 

Table 2. The watermark detection results for de-synchronization signal processing attacks  

Attacks 
Lena Baboon Pepper 

Proposed 
scheme 

Scheme 
in [17] 

Proposed 
scheme 

Scheme 
in [17] 

Proposed 
scheme 

Scheme 
in [17] 

Removed 1 row  
and 3 columns 

7/9 5/10 9/12 6/9 5/8 5/12 

Removed 5 rows 
and 10 columns 

6/9 4/10 7/12 3/9 3/8  4/12 

Centered crop-
ping 5% off 

5/9 3/10 6/12 3/9 4/8 3/12 

Centered crop-
ping 10% off 

5/9 4/10 5/12 2/9 3/8 2/12 

-x-shearing5%, 
-y-shearing 5% 

4/9 2/10 4/12 2/9 3/8 2/12 

Shearing 60% 3/9 1/10 3/12 3/9 3/8 2/12 

Rotation 5 4/9 2/10 4/12 2/9 3/8 2/12 

Rotation 10 3/9 1/10 3/12 2/9 2/8 1/12 

Translation-x-10  
and –y-10 

7/9 4/10 6/12 4/9 5/8 4/12 

Scaling 
0.8 5/9 1/10 4/12 2/9 4/8 4/12 

1.4 3/9  2/10 5/12 3/9 3/8 3/12 
Local random 
bending 

4/9  3/10 6/12 4/9 3/8 2/12 

Removed 5 rows 
and10 columns 
and Scaling 0.8 

3/9 2/10 4/12 3/9 3/8 1/12 

Removed 5 rows 
and10 columns 
and +JPEG70 

4/9 3/10 5/12 3/9 5/8 1/12 

Centered crop-
ping 5%+ Rota-
tion 10 

4/9 2/10 4/12 2/9 3/8 2/12 
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7 Conclusion 

In this paper, we propose a robust image watermarking scheme based on scale-space 
theory to resist common signal-processing and even de-synchronization attacks. The 
key characteristics of the proposed scheme are: 

1) The CT provides multiresolution analysis and directional preservation, which 
provides robustness against translation and noise attacks.   

2) Under various attacks, the feature points extracted by the Harris-Laplace detector 
are reliable, which facilitates re-synchronization between watermark embedding 
and detection. 

In addition, our proposed method can extract the watermark without using the orig-
inal image and has a low computational complexity rendering it applicable to many 
different situations. 
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Abstract. In the view of multi-object tracking in video sequences affected by 
the issues of similar objects and occlusion in objects, etc., a hierarchy fusion 
visual tracking algorithm based on gray relational analysis were proposed in 
this paper. In the algorithm, object trajectory was associated step by step and 
the video sequences was processed by adding time windows. First, tracklets 
were provided by a conservative association of the detections. Then, in every 
time window, combined with the improved grey degree of incidence and mov-
ing information, the similarity of two trajectory was calculated. In the end, the 
optimal association of the tracklets was achieved according to the generalized 
linear assignment. By comparison with typical algorithms, experimental results 
show that the algorithm is applicable to multi object tracking in the scenes 
without reliable appearance characteristic provided with higher tracking accura-
cy, and adapt to the effect of object occlusion, similar appearance, camera mo-
tion and so on. 

Keywords: Grey relational analysis · Generalized linear assignment ·  
Multi-object · Visual tracking 

1 Introduction 

Multi-object visual tracking[1-2] is important for many computer vision applications 
including intelligent control, human-computer interaction, virtual reality, etc. Com-
pared with single object tracking, multi-object tracking faced more challenges (e.g. 
unknown number of objects, appearance changes and mutual occlusion)[3].With the 
development of object detection technology (such as background modeling, pede-
strian detection, etc.), most current approaches to multi-target tracking are based on 
tracking by detection. A complete motion trajectory is formed by linking the detec-
tions in every frame with motion and appearance features of objects. Zhang. et al. [4] 
formulate multi-object tracking as the minimum cost flow problem in networks. The 
algorithm could reduce the number of tracklets significantly and maintain the integrity 
of the object trajectory with the global objective function. To calculate the similarity 
of object detections, both the appearance and motion characteristics were adopted. 
The metric methods are relatively simple, such as the Euclidean distance, Bhatta-
charya distance, etc. As the appearance characteristics of the object in the actual mon-
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itoring scene were not stable and discriminative, many scholars use motion features to 
achieve mul-ti-object tracking. Wen et al. [5] measure the motion feature similarity of 
objects by adopting the forward and backward prediction information with the as-
sumption of uniform motion. However, the accuracy of tracking results relied on the 
movement pattern of the object. Dicle et al. [6] construct a Hankel matrix with the 
current tracklets and represent the dynamics-based similarity the matrix rank. To cal-
culate the rank, an improved Hankel total least squares (IHTLS) algorithm was pro-
posed. The algorithm could reduce the influence of data noise and predict the missing 
information between two tracklets. However, the real-time ability need to be further 
improved due to the mass computation of the rank minimization estimation.  

In this paper, we proposed a multi-object tracking algorithm based on the combina-
tion of grey relational analysis and generalized linear assignment. In our method, just 
the motion feature is adopted to associate the tracklets, and the motion feature similar-
ity was measured by grey relational analysis without assumption on the motion mode 
of objects and the scenes. Then, the data association was optimized with the genera-
lized linear assignment. Our approach can track the similar appearance objects with 
high accuracy and few time consumption. 

2 Moving Track Association Based on Generalized Linear 
Assignment 

As the interference of object detection and scene factors, tracklets formed by con-
servative association are discontinuous in time and space. When one tracklet is asso-
ciated with another, a variety of factors need to be considered such as similarity, time, 
etc. Therefore, multi-object tracking is usually formulated as an optimization prob-
lem, and the above factors are regarded as constraints or parameters of the optimiza-
tion process. 

Assume that N  tracklets exist in the scene during a period of time, let 

1 2{ , ,... }NT T T T=  represent the tracklets set, ijX represent the association relationship 

between tracklet iT  and jT . ijX  means that the two tracklets belong to the same object, 

otherwise means the opposite. ijC  is defined to represent the degree of similarity 

between two tracklets. Then, the optimization object function of multi-object tracking 
can be derived as follows: 

 
arg max arg min

. (0,1)

ij ij ij ij
X X

ij

C X or C X

st X ∈
 (1) 

Using maximization or minimization relies on the value of . However, the above 
function couldn’t be optimized directly and some constraints should be added in. For 
example, one tracklet could be only associated with one successor or predecessor. 
These constraints were adopted in [4], and two virtual nodes were produced to simu-
late the emergence and disappearance of object trajectory. However, as the random-
ness of object movement, it is difficult to accurately estimate the probability of ob-
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jects emergence and disappearance without prior knowledge. Therefore, the constraint 
condition needs to relax that the object track cannot match the trajectory, and the op-
timization object function was revised as follows: 

 

1 1

arg max

. {0,1};

1; 1;

ij ij
X

ij

N N

ij ij
i j

C X

st X

X X
= =

∈

≤ ≤ 

 (2) 

The above formula is a special form of the generalized linear assignment problem. Al-
though such a relaxation does not need to estimate the object emergence and dis-
appearance, it is an “NP-hard” problem completely and can only be solved by an approx-
imate feasible solution. A “soft partition” algorithm called deterministic annealing was 
proposed in [7]. An optimal estimation solution could obtain by the method.  

In fact, the core of tracking by data association is calculating the similarity param-
eters. Its accuracy would greatly influence the tracking performance. And the con-
straints could only affect the solving process and the optimal degree of solution. If the 
similarity parameters are error, it will not be able to get the right association result 
with the optimization algorithm. Therefore, we propose to use the gray correlation 
analysis to measure the motion feature similarity of the tracklets. 

3 Multi-object Tracking Based on Grey Relational Analysis 

3.1 Grey Relational Analysis 

As an important part of the grey theory, grey relational analysis is widely used in 
image engineering, decision analysis, etc. The essence is to find the complicated rela-
tionships among various factors of the system through the geometric similarity be-
tween data sequence curves [8][9]. The degree of grey incidence is a specific index of 
the gray correlation analysis. Its value indicates the degree of data correlation, higher 
for more correlation, whereas lower for few correlation. The original degree of grey 
incidence proposed by Deng [10], and the absolute degree of incidence proposed by 
Liu [11] are commonly used in practical problems. Define two behavior sequences: 

( (1), (2),..., ( ))i i i iX x x x n= , ( (1), (2),..., ( ))j j j jX x x x n= . Let the sequences
0 0 0 0( (1), (2),..., ( ))i i i iX x x x n= , 0 0 0 0( (1), (2),..., ( ))j j j jX x x x n= represent another two se-

quences, and the elements of which are generated by subtracting the start point of iX

and jX , e.g. 0 ( ) ( ) (1)i i ix k x k x= − . Denote the absolute degree of incidence between 

iX and jX  as ε୧୨, which can be calculated as follows: 

 
1 | | | |

ε
1 | | | | | |

i j
ij

i j i j

s s

s s s s

+ +
=

+ + + −
 (3) 
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where 0 0

1
( )

n

i j i js s X X dt− = −  is the integral of the difference on two sequences,

1
( (1))

n

i i is X x dt= − and
1

( (1))
n

j j js X x dt= −  are the integral of the difference in the 

sequences each other. As the absolute degree of incidence is symmetrical and unre-
lated to the order of iX  and jX , we use this method to measure the tracklets similari-

ty in this paper. 

3.2 Tracklets Similarity Based on Grey Relational Analysis 

Reliable tracklets of the objects could be acquired by conservative association method 
(such as bipartite graph method [12]). And these tracklets need to be associ-ated again 
for a complete trajectory of the object. 

3.2.1 Tracklets Similarity Based on the Absolute Degree of Incidence  
Define { , 1... }k

i iT T k n= = as a tracklet, where ( , , , )k k k k k
i i i i iT x y w h= contains the center 

coordinates, width and height information of object i , n  is the length of the tracklet. 

So the similarity ijϕ  between T୧ and T୨ could be calculated as follows: 

 
2

x y
ij ij

ij

ε ε
ϕ

+
=  (4) 

where x
ijε and y

ijε  represent the absolute degree of incidence in the x  , y  direction 

between the center coordinates of the two tracks respectively. And this method is 
called grey relational analysis (GRA). The specific calculation steps are as follows: 

(1) Suppose that the end time e
it  of iT is less than the start time s

jt of jT , and the 

track length is in and jn respectively. 

(2) Extract center coordinates data of a tracklet with length mn  . For the tracklet 

iT , the data is extracted backward, which is started from the time e
it . And for 

the tracklet jT , the data is extracted forward, which is started from the time s
jt , 

The parameter mn  can be calculated as min(min( , ), )m i jn n n K= , where K  is 

a constant, and usually set to 5. 
(3) Let iX , iY represent the behavior sequences taken from tracklet iT , and jX , jY

as the behavior sequences taken from tracklet jT . Then calculate the grey de-

gree of incidence x
ijε and y

ijε according to equation (3). 

3.2.2 Revised Track Similarity Based on Corrected Degree of Incidence  
Using grey relational analysis to measure the similarity mainly rely on the geometric-
al characteristics of two tracklets only. And there is no need to make any assumption 
about the movement of objects. 
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However, the disadvantage of this method is not able to represent a negative corre-
lation [13]. Two tracklets with the same geometrical characteristics, may have the 
opposite direction and belong to different objects. Furthermore, the contribution of 
degree of incidence in   and   direction may be different. In equation (4), it is simply 
combined with equal weight. Then, an error may yield on the similarity measure. In 
order to solve the above issue, the moving direction and speed change of objects were 
taken to revise equation (4), which termed as weighted grey relational analy-
sis(WGRA). The specific process is as follows: 

(1) Define i
xv , i

yv , j
xv , j

xv  as the speed in x , y  direction of tracklets iT  and jT  

which can be derived as follows： 

 

1

1

2 1

2 1

i i

i i

n ni
x i i

n ni
y i i

j
x j j

j
y j j

v x x

v y y

v x x

v y y

−

−

 = −


= −


= −
 = −

 (5) 

(2) Define θ  as the angle between motion the directions of object and calculate its 
cosine as below. 

 cos( )
i j i j
x x y y

i i i i j j j j
x x y y x x y y

v v v v

v v v v v v v v
θ

+
=

+ +
 (6) 

When the difference in the motion direction of two objects is insignificant, the pos-
sibility of them from the same object is larger, and vice versa is two objects. Then, 
this corrected degree of incidence between two tracks can be calculated as follows: 

 

sgn[cos( ) ]*

1 ,cos( )
sgn[cos( ) ]

1 ,

ij ij

else

ε θ λ ε

θ λ
θ λ

 = <

 << =  −

 (7) 

(3) Using the speed difference of the traclets to weight the degree of incidence in 

x  and y  direction. Then the revised similarity coefficient ijϕ could be calcu-

lated as follows: 

 cos( )
i j i j
x x y y

i i i i j j j j
x x y y x x y y

v v v v

v v v v v v v v
θ

+
=

+ +
 (8) 

The corrected grey degree of incidence can represent the positive and negative cor-
relation relationship of two  tracklets based on the difference of motion direction . The 
similarity coefficient weighted with speed can provide better discriminate  
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Compared to the algorithm based on Hankel matrix, measuring the similarity of 
tracklets based on grey relational analysis has the advantages of more fast and high 
accuracy. 

3.3 Cascade Optimization 

After the similarity of tracklets is required, set ij ijC ϕ=  to optimize the GLAP. In 

order to speed up the calculation process, the multi-object tracking was conducted on 
the cascade optimization method similar with that in [6]. The whole process is as 
follows: firstly, divide the video sequence into a series of equally spaced clips and 
associate the object tracklets in each clip; secondly, according to a certain offset, slide 
a constant width in time and associate tracklets again; thirdly, in double time window 
clips, associate the exist tracklets again. This method can tolerate  various intervals on 
the motion of objects effectively, so that the trajectory is more and more complete.  

4 Experimental Results 

4.1 Evaluation Criteria and Experiment Condition 

4.1.1 Evaluation Criteria  
Many evaluation criteria could be used to judge the performance of multi-object 
tracking. The author of [14] puts forward the most-used performance-evaluation in-
dex. We used four indexes: Multi-Object Tracking Accuracy (MOTA), False Nega-
tive (FN), False Positive (FP) and Miss Match (MM), which could be calculated as 
follows: 

  

( )
MOTA=1- t t t t

t t

t
t

t
t

t
t

fn fp mm

gt

FN fn

FP fp

MM mm

+ +
 
 = 

 = 

 = 

 (9) 

Where tfn , tfp , tmm , tgt  represent the number of incorrectly-correlated tarcklets, 

the remaining number of positive tarcklets, the number of correlation-changed track-
lets and the number of referenced tracklets respectively in frame t . And MOTA com-
bined FN, FP and MM, is a relatively comprehensive reflection on the accuracy of 
multi-object tracking algorithms. Besides, we also use average processing time per 
frame (TF) to measure the speed of an algorithm. 

4.1.2 Experiment Condition 
Our algorithm was developed under Matlab. The tested dataset and parameters are the 
same with [6]. The parameter λ  was always set between (-1,0), such as -0.9 can get 
good results. Our dataset SMOT has eight videos and targets have similar features in 
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these videos. All the detection results of moving targets were manually annotated. 
And we compare the results with [6] by the proposed two algorithm, which denote as 
GRA and WGRA for convenience. 

4.2 Experiments Results 

The results of our algorithm are shown in Fig. 1. From the results, we can see that 
utilizing the motion feature, similar appearance objects can be tracked accurately, and 
the algorithm has the more strong robustness to occlusions. 
 

 
Fig. 1. The tracking results of proposed algorithm  

(a) Results of Crowd

(b) Results of Seagulls

(c) Results of TUD-campus

(d) Results of TUD-crossing
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Fig. 2. The metrics comparison of three algorithms 

Fig. 2 shows a quantitative comparison of three algorithms. From the four histo-
grams, we can see that WGRA performs best on MOTA, FP and MM while GRA is 
the optimal algorithm on FN. Furthermore, the average TF of WGRA is about 8 ms, 
12 times shorter than that of IHTLS. 

We also found that WGRA had excellent performance in distinguishing alternating 
movement (such as in TUD-crossing) because the corrected degree of incidence with 
the different direction of movement. However, for a single object performing back 
and forth movement (such as in Juggling), WGRA would handle it as two separate 
objects, but GRA could have better performance. So the calculation method of grey 
correlation influenced the tracking results largely. 
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5 Conclusion and Future Work 

Under the influence of mutual occlusion, similar objects and other factors, the ap-
pearance features are not stable and discriminative. In this paper, we use motion fea-
tures only to track similar appearance objects. The data association problem was re-
solved by generalized linear assignment optimization. To measure the similarity of 
tracklets, grey relational analysis is adopting to calculate the similarity on motion 
feature. Furthermore, we associate the discrete tracklets in a hierarchical processing 
way. Our method could deal with occlusion and camera motion effectively without 
appearance features, and is applicable to multi-object tracking in complicated scenes. 
Comparison experimental results with IHTLS show that our algorithm has obvious 
advantages. The average tracking accuracy rate reached 95% and the processing time 
per frame was just 8 ms. Our method can be applied in the offline video analysis. In 
the future, we will study new calculation method of grey degree of incidence and 
apply it to online tracking.  
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Abstract. The codebook cardinality spectrum (CCS) of distributed
arithmetic codes (DAC) provides an effective tool for analyzing the
decoding complexity of the full-search DAC decoder. However, in our pre-
vious work, the study on CCS is limited to equiprobable binary sources.
In this paper, by defining the CCS for nonuniform binary sources, we try
to provide a more general theoretical analysis on this complex problem.
At first, a general explicit form of the initial CCS is obtained by utilizing
the Fourier transform. Then, we get a recursive equation for deducing
the CCS forwardly. For the convenience of computation, the paper also
provides a numerical method for calculating the CCS. Finally, we define
the expansion factor for nonuniform binary sources to measure the com-
plexity of the full-search DAC decoder.

Keywords: Codebook cardinality spectrum (CCS) · Distributed arith-
metic codes (DAC) · Nonuniform binary sources

1 Introduction

Distributed source coding (DSC) considers a situation in which two (or more)
statistically dependent data sources must be encoded by separate encoders. Con-
ventionally, channel code can be used to implement DSC, e.g. turbo codes [1]
and low-density parity-check (LDPC) codes [2], etc. By contrast, DSC is imple-
mented by entropy coding, such as distributed arithmetic coding (DAC). DAC
can be seen as an extension of the classic AC by allowing overlapped intervals
[3–5]. There are also some variants of DAC, e.g. time-shared DAC (TSDAC)
[6], and rate-compatible DAC [7], etc. TSDAC is proposed to deal with the
symmetric DSC problem. The rate-compatible DAC is proposed to realize rate-
incremental DSC.

Though distributed arithmetic coding (DAC) is an effective implementa-
tion of Slepian-Wolf coding, its performance and decoding complexity have not
been analyzed thoroughly. In [8], we provide a tool named codebook cardinality
spectrum (CCS) and make some progresses in the analysis of the complexity
of full-search DAC decoder. However, it only applies to binary sources with
c© Springer-Verlag Berlin Heidelberg 2015
H. Zha et al. (Eds.): CCCV 2015, Part II, CCIS 547, pp. 458–467, 2015.
DOI: 10.1007/978-3-662-48570-5 44
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equiprobable symbols. In this paper, we provide a more general tool by defining
the CCS for nonuniform binary sources.

The contributions of this paper are as follows. Firstly, we define gi(u) as the
stage-i CCS and formulate the initial CCS g0(u) by a functional equation. The
Fourier transform is exploited to obtain the general explicit form of g0(u). Then
the paper formulates the CCS evolution by an equation through which gi+1(u)
can be deduced from gi(u), and proves that gi(u) will converge to the uniform
distribution asymptotically as i approaches infinity. In addition, a numerical
method is proposed to compute the CCS, whose convergency is proved. Secondly,
the paper answers the complexity problem of the full-search binary distributed
arithmetic coding (BDAC) decoder by introducing the expansion factor. The
stage-i expansion factor γi is defined as the ratio of the number of stage-(i + 1)
nodes to that of stage-i nodes in the decoding trees created by the full search
DAC decoder. It is shown that γi can be related to gi(u) by a functional equation.

The rest of this paper is arranged as follows. Section 2 gives the definition of
the initial CCS and extends it to a more general explicit form. In this section,
we also give the evolution of the CCS and define the expansion factor, and relate
expansion factor to the CCS. Section 3 provides a numerical method to calculate
the CCS. Section 4 presents some representative experimental results. At last,
we give some conclusions in Section 5.

2 CCS of DAC for Nonuniform Binary Sources

Let X ∼ pX(x) for x ∈ B
Δ= {0, 1} be the infinite-length binary sources at

the encoder with bias probability pX(1) = p, and pX(0) = 1 − p. At the BDAC
encoder, the symbols 0 and 1 are iteratively mapped onto overlapped subintervals
[0, (1 − p)α) and [(1 − pα), 1) respectively, where 0 < α ≤ 1. The parameter α
controls the length of overlapped part, we call it overlapping factor. The resulting
rate is R = −p log2 pα − (1 − p) log2(1 − p)α = αH(X). We consider p as the
extrinsic metric computation factor at the decoder.

We define gi(u) as the stage-i CCS, i.e. this probability density function
(PDF) of random variables u at all stage-i nodes in all incomplete binary trees.
This function must satisfy constraints

∫ 1

0

gi(u)du = 1 (1)

and {
gi(u) ≥ 0, 0 ≤ u < 1
gi(u) = 0, u < 0 or u ≥ 1.

(2)

For the infinite-length nuniform binary sources, the initial CCS is constrained
by

2qf(u) = f(
u

q
) + f(

u − (1 − q)
q

). (3)

We firstly give the initial CCS for infinite-length nonuniform binary sources.
For the stage-0 CCS, f(u) is used instead of g0(u) below for simplicity.
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2.1 Initial CCS of Infinite-Length Nonuniform Binary Sources

In this subsection, we give the definition of CCS of Classic AC. Moreover, the
initial CCS is defined and we extend it to a more general explicit form.

Theorem 1. Initial CCS The initial CCS of infinite-length nonuniform
binary sources is constrained by

qf(u) = (1 − p)f(
u

q
) + pf(

u − (1 − q)
q

). (4)

Proof. The source X is divided into two subsets X0 and X1. X0 and X1 are
the subset of all infinite-length binary sequences beginning with symbol 0 and
symbol 1 respectively. We define f0(u) (f1(u) , resp.) to be the initial CCS of
X0 (X1 , resp.). Considering the bias probability p, we can obtain

f(u) = pX(0)f0(u) + pX(1)f1(u)
= (1 − p)f0(u) + pf1(u). (5)

We discard the first symbol 0 of each binary sequence in X0, and a new subset X̂0

is emerged. As both X̂0 and X are the sets of all infinite-length binary sequences
with the same bias probability, they are equivalent to each other and the initial
CCS of X̂0 and X must have the same shape. The only difference between the two
sets is that X̂0 is mapped onto interval [0, q), so f0(u) is defined over 0 ≤ u < q.
Then we can get

f0(u) =
f(u/q)∫ q

0
f(u/q)du

=
f(u/q)

q
, 0 ≤ u < q. (6)

Similarly, we can know

f1(u) =
f((u − (1 − q))/q)

q
, (1 − q) ≤ u < 1. (7)

On substituting (6) and (7) into (5), we obtain (4).

Then we define the CCS of Classic AC and analyze the explicit form of the
initial CCS with nonuniform binary sources.

Corollary 1. CCS of Classic AC The CCS of Classic AC is f(u) = G1(u −
1
2 ), where gate function GT (u) is defined as

GT (u) =

{
1/T, −T

2 ≤ u < T
2

0, u < −T
2 or u ≥ T

2

(8)

Proof. From (2) and (4), we can obtain

qf(u) = (1 − p)f
(

u

q

)
, 0 ≤ u < (1 − q). (9)
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The above equation can be rewritten as

f(u) =
q

(1 − p)
f(qu), 0 ≤ u ≤ 1 − q

q
. (10)

When (10) comes to Classic AC, i.e. q = 1
2 , we get f(u) = 1

2(1−p)f(u/2), 0 ≤
u < 1. Recursively, f(u) = limk→∞ 1

(2(1−p))k
f(u/2k), 0 ≤ u < 1.

Theorem 2. General Explicit Form of Initial CCS Inspired by the previ-
ous works in [8], we solve this problem with the help of Fourier transform. We
firstly shift f(u) left by 1

2 to get f̂(u) = f(u + 1
2 ). The general explicit form of

initial CCS is

f̂(u) = F−1

{ ∞∏

k=0

(
cos

(
ω(1 − q)qk

2

)
+ i(1 − 2p) sin

(
ω(1 − q)qk

2

))}
. (11)

Proof. From (4), we obtain

qf̂(u) = (1 − p)f̂

(
u + 1−q

2

q

)
+ pf̂

(
u − 1−q

2

q

)
.

Fourier transform is applied on both side of the above equation, and

qF{f̂(u)} = (1 − p)F

{
f̂

(
u + 1−q

2

q

)}
+ pF

{
f̂

(
u − 1−q

2

q

)}
.

Let F̂ (ω) � F{f̂(u)}, then

qF̂ (ω) = (1 − p)qF̂ (qω)eiω(1−q)/2 + pqF̂ (qω)e−iω(1−q)/2,

where i denotes the imaginary unit. Thus

F̂ (ω) =F̂ (qω)
(

cos
(

ω(1 − q)
2

)
+ i(1 − 2p) sin

(
ω(1 − q)

2

))

=F̂ (ωqk)
k−1∏

k′=0

(
cos

(
ω(1 − q)qk′

2

)
+ i(1 − 2p) sin

(
ω(1 − q)qk′

2

))

=F̂ (0)
∞∏

k=0

(
cos

(
ω(1 − q)qk

2

)
+ i(1 − 2p) sin

(
ω(1 − q)qk

2

))
.

Remind F̂ (0) =
∫ ∞

−∞ f̂(u)du = 1, hence

F̂ (ω) =
∞∏

k=0

(
cos

(
ω(1 − q)qk

2

)
+ i(1 − 2p) sin

(
ω(1 − q)qk

2

))
.

The general explicit form of initial CCS is the inverse Fourier transform of F̂ (ω).

If p = 0.5, (1 − 2p) sin(ω(1−q)qk

2 ) ≡ 0 and (11) is simplified to the general
explicit form of initial CCS for equally-likely symbols in [1]. As resulting rate
R goes to infinitesimal, q approaches 1. If q = 1, then cos(ω(1−q)qk

2 ) ≡ 1 and

sin(ω(1−q)qk

2 ) ≡ 0, so F̂ (ω) ≡ 1. Thus f̂(u) = F−1{1} = δ(u).
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2.2 Evolution of CCS and Ultimate CCS

Theorem 3. Evolution of CCS The stage-(i+1) CCS gi+1(u) can be deduced
from stage-i CCS gi(u) by

gi+1(u) =
q(gi(qu) + gi(qu + (1 − q)))

1 +
∫ q

1−q
gi(u)du

. (12)

Proof. We divide all stage-(i+1) nodes in DAC decoding tree into two sets. The
set of 0-branch nodes (1-branch nodes, resp.) contains all nodes coming from
their parents though 0-branches (1-branches, resp.), and the CCS of this set is
denoted by g0i+1(u) (g1i+1(u), resp.). Considering bias probability p, we obtain

gi+1(u) = g0i+1(u) + g1i+1(u). (13)

For g0i+1(u), the variables u falls into interval [0, q) at the parents of 0-branch
nodes. After renormalization, interval [0, q) at stage-i nodes are mapped onto
interval [0, 1) at stage-(i + 1) nodes. Correspondingly, gi(u)( 0 ≤ u < q) at
stage-i nodes will be mapped onto gi(qu)( 0 ≤ u < 1) at stage-(i + 1) nodes. We
get

g0i+1(u) = gi(qu). (14)

With the similar analysis, we get

g1i+1(u) = gi(qu + (1 − q)). (15)

To normalize the stage-(i + 1) CCS, gi+1(u) will be divided by a normalization
coefficient defined as

∫ 1

0

gi(qu)du +
∫ 1

0

gi(qu + (1 − q))du =

∫ q

0
gi(u)du +

∫ 1

1−q
gi(u)du

q
(16)

=
1 +

∫ q

1−q
gi(u)du

q
.

Substituting (14), (15) and (16) into (13), we get (12).

Corollary 2. Ultimate CCS The evolution function of CCS is just the same
as its in [8], through the same proof, we can obtain that the gi(u) will still
converge to the shifted unit gate function G1(u − 1

2 ).

2.3 Expansion Factor

This subsection will answer the complexity problem of the full search BDAC
decoder by introducing the expansion factor, a terminology describing the speed
that branches increase during the decoding process.

Definition 1. Expansion Factor We define the stage-i expansion factor γi

as the ratio of the number of stage-(i + 1) nodes to that of stage-i nodes in the
decoding trees created by the full search DAC decoder.
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Corollary 3. Relation of Expansion Factor to CCS The stage-i expansion
factor γi can be related to the stage-i CCS gi(u) by γi = 1 +

∫ q

1−q
gi(u)du.

Proof. At stage-i nodes, two branches are created if u falls into [(1 − q), q);
otherwise only one branch is created. Hence

γi =
∫ 1−q

0

gi(u)du + 2
∫ q

1−q

gi(u)du +
∫ 1

q

gi(u)du

= 1 +
∫ q

1−q

gi(u)du.

Corollary 4. Ultimate Expansion Factor As i approaches infinity, expan-
sion factor γi will converge to 2q.

Proof. limi→∞ γi = 1 +
∫ q

1−q
h(u)du = 2q.

3 Numerical Calculation of CCS

Usually, It is very complex to calculate the explicit form of initial CCS f(u)
directly by 11 as it contains the product of infinite terms. Hence, we propose a
numerical method to calculate f(u), whose convergency is proved. And then a
numerical method is put forward to mimic the evolution of CCS. Before intro-
ducing the algorithms, let us define: round(x) � �x + 0.5�.

3.1 Numerical Calculation of Initial CCS

1. Discretization. The interval [0, 1) is divided into N equal segments. If N
is large enough, then f(u) can be approximated by f(n/N), where n ∈
{0, · · · , N − 1}. For simplicity, f(n/N) is abbreviated to f(n) below.

2. Initialization. Let f (t)(n) be the approximate of f(n) after t iterations.
Initially, f (0)(n) can be arbitrarily set, provided that

∑N−1
n=0 f (0)(n) = N .

3. Iteration. Let L = round(N(1 − q)) and H = round(Nq).
– 0 ≤ n < L: This corresponds to interval [0, (1 − q)), thus

f (t)(n) =
(1 − p)f (t−1)(round(n

q ))

q
.

– L ≤ n < H: This corresponds to interval [(1 − q), q), thus

f (t)(n) =
(1 − p)f (t−1)(round(n

q )) + pf (t−1)(round(n−L
q ))

q
.

– H ≤ n < N : This corresponds to interval [q, 1), thus

f (t)(n) =
pf (t−1)(round(n−L

q ))

q
.



464 Y. Liu and Y. Fang

4. Normalization. Recall
∫ 1

0
f(u)du = 1. Hence, f (t)(n) should be normalized

by

f (t)(n) =
Nf (t)(n)

∑N−1
n=0 f (t)(n)

.

5. Termination. The mean squared error (MSE) between two successive iter-
ations is used to terminate the iteration. Let Δ be a small quantity. The
iteration is terminated if

MSE(t) =
1
N

N−1∑

n=0

(f (t)(n) − f (t−1)(n))2 < Δ.

3.2 Numerical Estimation of the CCS

1. Discretization. We divide the interval [0, 1) into N equal segments. If N
is large enough, then gi(u) can be approximated by gi(n/N), where n ∈
{0, · · · , N − 1}. For simplicity, gi(n/N) is abbreviated to gi(n) below.

2. Initialization. We firstly set g0(n) = f (t)(n), where f (t)(n) is the numerical
result of f(u).

3. Iteration. gi(n) can be deduced from gi−1(n) recursively by

gi(n) = gi−1(round(nq)) + gi−1(round(nq + N(1 − q))).

4. Normalization. As
∫ 1

0
gi(u)du = 1, gi(n) must be normalized by

gi(n) =
Ngi(n)

∑N−1
n=0 gi(n)

.

5. Expansion Factor. Let L = round(N(1 − q)) and H = round(Nq). The
stage-i expansion factor can be approximated by

γi = 1 +
∑H−1

n=L gi(n)
N

. (17)

4 Examples

Some experimental results will be provided below for verifying our theoretical
analyses. Fig. 1 and Fig. 2 show how the shape of f(u) changes with respect to
p. Fig. 3(a) shows the convergence of ultimate CCS. Experimental results about
the expansion factor are showed by Fig. 3(b).

Fig. 1(a)-(d) give some examples of f(u), which are obtained by the numerical
algorithm with N = 105, q = 1√

2
, and f (0)(n) ≡ 1, 0 ≤ n < N . To achieve no

perceptible difference between f (t)(n) and f(u), we set the threshold of successive
MSE to 10−10 in these four simulations.

Fig. 1(a) shows three examples of convergent f (t)(n) by the numerical algo-
rithm with respect to p. Before iteration termination, 38, 57, and 105 iterations
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Fig. 1. Examples of numerical approximates to f(u) when q = 1√
2
. (a) Three examples

for p ∈ [0.5, 1√
2
]. (b) Three examples for p > 1√

2
. (c) The value of f(1) and iteration

times t for p ∈ [0.5, 1]. (d) Shape of f(n) for p = 0.4 and p = 0.6.
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Fig. 2. Examples of numerical approximates to f(u) when q = 0.8. (a) Three examples
for p ∈ [0.5, 0.8]. (b) Three examples for p > 0.8.

are run for p = 0.5, p = 0.6, and p = 1√
2
, respectively. With the increase of p,

the shap of f(u) changes greatly.
Fig. 1(b) includes three examples for p > 1√

2
. It can be seen that though

p differs by only 0.01, the shape of f(u) is very different for p = 1√
2

and p =
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1√
2
+0.01. 1222, 617, and 366 iterations are run for p = 1√

2
+0.01, p = 0.73, and

p = 0.75, respectively. As p becomes bigger, there is a obvious Dirac delta spike
at u = 1.

Fig. 1(c) shows how the value of f(1) and iteration times t change for p ∈
[0.5, 1]. As we set the increase step size for p to 0.005, the first point belongs to
interval ( 1√

2
, 1] is 0.71. It can be observed from Fig. 1(c) that the value of f(1)

increasing when p > 0.71 and the maximal value 5 × 104 can be reached when
p = 1. When p = 0.71, the maximal iteration times 3276 is needed to cease the
iteration.

Fig. 1(d) includes two examples for p = 0.4 and p = 0.6. Similar results can
be found to verify that f(u) shows symmetric shapes around axis u = 0.5 when
p changes to (1 − p).

Fig. 2(a) and (b) give some examples when q = 0.8. The shape change of
f(u) when q = 0.8 is similar with that when q = 1√

2
, but the watershed which

affects the shape of f(u) for a fixed q changes from p = 1√
2

to p = 0.8. The shape
of f(u) is very different for p = 0.8 and p = 0.81. Due to the symmetry as shown
in Fig. 1(d), we assume that there are two watersheds p = q and p = (1 − q)
when q is fixed.

Fig. 3(a) shows the ultimate CCS converges to the shifted unit gate function
G1(u − 1

2 ) after 20 iterations.
Fig. 3(b) shows the theoretical and experimental results of expansion factor.

The theoretical results are computed by (17). As for experimental results, we
encode nonuniform binary sources by a 31-bit DAC encoder. The stage-i expan-
sion factor γi equals the ratio of the number of stage-(i + 1) nodes to that of
stage-i nodes. From Fig. 3(b), we can find that the experimental results agree
well with the theoretical results.
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Fig. 3. (a) The CCS after 20 iterations. The interval [0, 1) is divided into 10000 equal
segments. (b) Theoretical and experimental results of expansion factor for q = 0.6, 0.7,
and 0.8.



Codebook Cardinality Spectrum of Distributed Arithmetic Codes 467

5 Conclusion

This paper defines the CCS for nonuniform binary sources. The general explicit
form of the initial CCS is deduced by using Fourier transform. Furthermore, we
define the expansion factor and link it with the CCS to measure the complexity
of the full-search DAC decoder. To calculate the CCS and the expansion factor,
a numerical method is proposed, whose convergency is proved. With the help of
CCS, we can analyze the complexity of the full-search DAC decoder. Moreover,
some representative examples are given to verify our theoretical analyses.
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