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Chapter 1
Observer Design for Discrete-Time Switched
Lipschitz Nonlinear Singular Systems
with Time Delays and Unknown Inputs

Jinxing Lin

Abstract In this paper, the state estimation problem for a class of discrete-time

switched nonlinear singular systems simultaneously subject to Lipschitz constraints,

state delays, unknown inputs (UIs), and arbitrary switching sequences is considered.

A mode-dependent observer is constructed and, based on the idea of exact state

and UI decoupling, sufficient conditions for the existence of the proposed observer

are given in terms of linear matrix inequalities. By defining a decay-rate-dependent

switched Lyapunov function, the convergence rate of the state estimation error is

proved to be exponential.

Keywords Switched singular systems ⋅ Discrete-time ⋅ Unknown inputs ⋅ Time-

delay ⋅ State estimation ⋅ Decoupling

1.1 Introduction

During the last several decades, tremendous research activities have been devel-

oped to deal with observer design for dynamic systems with unknown inputs (UIs).

The UI observers have many practical applications such as fault detection and iso-

lation, secure communications, data reconciliation, etc. [1]. A variety of efficient

approaches have been developed to design both full- and reduced-order UI observers

for linear time-invariant systems; for instance, generalized inverse method [2–4],

algebraic method [5] and sliding-mode algorithm [6].

Switched systems are an important class of hybrid dynamic systems, which can

be used to describe a wide range of modern engineering systems [7]. They comprise

a collection of subsystems and a switching rule that specifies the switching between

the subsystems. The interaction of continuous and discrete dynamics in a switched

system leads to rich dynamical behavior not encountered in purely continuous- or
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2 J. Lin

discrete-time systems. On the other hand, time delays are the inherent features of

many physical process and often a source of instability and poor performances. Since

1990s, switched systems with or without time delays have been extensively studied,

and many useful results on observability and observer design have been obtained;

see [8, 9] and the references therein. However, few efforts are devoted to design

observers for switched systems with UIs. In [10], a switched version of the general

structured unknown input observer [4] was proposed for discrete-time switched lin-

ear systems with UIs, and sufficient conditions for the existence of the observer were

derived by using the generalized-inverse method and the switched Lyapunov func-

tion method. But the considered UIs do not directly influence the system output. For a

general discrete-time switched linear systems with UIs affecting both system states

and outputs, a switched unknown input observer with delayed measurements was

constructed by using the system invertibility [11]. In [12], a switched Luenberger-

like observer was presented for a class of discrete-time switched, superdetectable lin-

ear parameter varying systems with uncertainty and UIs, and both deterministic and

randomized algorithms were given to design the observer. For continuous-time con-

text, under the assumption of strong detectability for all subsystems, a reduced-order

unknown input switched observer was designed in [13]. In [14], by performing a state

and output coordinates transformation and introducing a piecewise time-varying

Lyapunov function, a switched unknown input switched observer was designed. It

should be pointed that the systems studied in [10–14] do not contain time delays and

are all confined to regular state-space description.

More recently, a new type of switched time-delay systems with singular (also

known as descriptor and implicit) description, called switched singular time-delay

systems (SSTDSs), has been modeled in [15]. Such systems are more convenient

and natural than the switched regular state-space ones, because the singular descrip-

tion can describe both the dynamic relationships and static constrains of the system.

Since the solution of a singular system model may include the distributed terms, the

problem of observing the state for singular systems with UIs is more important and

challenging than that for regular ones [16]. It is worth noting that in Koenig et al.’s
recent work [17], the results in [10] were successfully extended to switched Lip-

schitz nonlinear singular systems. However, to the authors’ knowledge, there are no

research result on unknown input observer design for discrete-time SSTDSs up to

now.

In this paper, we discuss the state observation problem for a class of discrete-time

nonlinear SSTDSs with Lipschitz constraints, UIs and arbitrary switching sequences.

A mode-dependent observer is constructed and, based on the generalized-inverse

method, necessary conditions for the existence of the proposed observer are given

in terms of linear matrix inequalities. Different from the asymptotical observers pre-

sented in [10, 17], by constructing decay-rate-dependent switched Lyapunov func-

tion, the observers designed gives exponential state estimation.

Notations: ℝn
is the n-dimensional real Euclidean space. MT

is the transpose

of the matrix M. M > 0 (M ≥ 0) means M is positive definite (semi-positive defi-

nite). 𝜆min(M) (𝜆max(M)) denotes the minimum (maximum) eigenvalue of symmetric

matrix M. The notation ‘∗’ in a matrix always denotes the symmetric block in the
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matrix. diag{⋯} stands for a block-diagonal matrix. (⋅)+ denotes any generalized

inverse of the matrix (⋅), where (⋅)+(⋅)(⋅)+ = (⋅)+ and (⋅)(⋅)+(⋅) = (⋅). (⋅)k− and (⋅)k+
stand for (⋅)

𝜎(k−1),𝜎(k) and (⋅)
𝜎(k),𝜎(k+1), respectively, for example, Tk+ = T

𝜎(k),𝜎(k+1)
and T

𝜎(k−𝜏),k+ = T
𝜎(k−𝜏),𝜎(k),𝜎(k+1).

1.2 Problem Statement

Consider the following discrete-time nonlinear switched singular system with state

delay

⎧
⎪
⎨
⎪
⎩

E
𝜎(k+1)xk+1 = A

𝜎(k)xk + Ad𝜎(k)xk−𝜏
+ B

𝜎(k)uk + F
𝜎(k)dk + J

𝜎(k)fk
yk = C

𝜎(k)xk + G
𝜎(k)dk

xk = 𝜙k, k = −𝜏,… ,−1, 0

(1.1)

where xk ∈ ℝn
is the state vector, uk ∈ ℝm

is the control input vector, dk ∈ ℝq
is

unknown input vector, fk = f (xk, uk, k) ∶ ℝn × ℝm × ℕ → ℝnf is the nonlinearity

vector, and yk ∈ ℝp
is the output vector. 𝜎(k) ∶ ℤ+ →  is a piecewise constant

switching signal, where ℤ+ = {0, 1,…} and  = {1, 2,… ,N} is an index set. At a

switching time k, we have 𝜎(k − 1) ≠ 𝜎(k). As often assumed in the literature, we

exclude Zeno behavior for the switching signal here, i.e. the switching is ‘finite time

finite switching’. Ei ∈ ℝn′×n
, Ai ∈ ℝn′×n

, Adi ∈ ℝn′×n
, Bi ∈ ℝn′×m

, Fi ∈ ℝn′×q
,

Ji ∈ ℝn′×nf , Ci ∈ ℝp×n
, and Gi ∈ ℝp×q

are known constant matrices for i ∈ 

and i = 𝜎(k), n′ ≤ n. Ei may be rectangular and rankEi = r < n. Moreover, when

𝜎(k) = i and 𝜎(k + 1) = j, the matrices (Ej,Ai,Adi,Bi,Fi,Ci,Gi) are activated. 𝜏

denotes the known state delay, and 𝜙k, k = −𝜏,… ,−1, 0 is a given initial condition

sequence.

In the sequel, the following assumptions are made:

Assumption 1 The nonlinearity fk = f (xk, uk, k) is globally Lipschitz in x with Lip-

schitz constant 𝛾 , i.e.,

∥ f (xk, uk, k) − f (x̂k, uk, k) ∥≤ 𝛾 ∥ xk − x̂k ∥,∀uk ∈ ℝm
.

Assumption 2 The switching time sequence, i.e., the ordered sequence of the switch-

ing signal, is real-time accessible.

Assumption 3 (1) rank
[
F
𝜎(k)

G
𝜎(k)

]

= q, rank
[
C
𝜎(k) G𝜎(k)

]
= p;

(2) rank
⎡
⎢
⎢
⎣

E
𝜎(k+1) F𝜎(k) 0

C
𝜎(k+1) 0 G

𝜎(k+1)
0 G

𝜎(k) 0

⎤
⎥
⎥
⎦

= n + rank
[
F
𝜎(k)

G
𝜎(k)

]

+ rankG
𝜎(k+1).
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Definition 1 ([18]) System (1.1) with E
𝜎(k) = I and uk = dk = 0 is said to be

exponentially stable under switching signal 𝜎(k) if its solution xk satisfies: ‖xk‖ ≤

c𝜆− (k−k0)‖𝜙‖L, k ≥ k0, for any initial conditions 𝜙k, k = k0 − 𝜏,… , k0, where

‖𝜙‖L = supk0−𝜏≤l≤k0‖𝜙l‖, k0 is the initial time step, c > 0 is the decay coefficient,

and 𝜆 > 1 is the decay rate.

Here, our aim is to design a full order switched observer as the following form

⎧
⎪
⎨
⎪
⎩

zk+1 = L
𝜎(k−𝜏),k+zk + Ld𝜎(k−𝜏),k+zk−𝜏 + T

𝜎(k−𝜏),k+B𝜎(k)uk
+ H

𝜎(k−𝜏),k+yk + K
𝜎(k−𝜏),k+yk−𝜏 + T

𝜎(k−𝜏),k+J𝜎(k)f (x̂k, uk, k)
x̂k = zk + N

𝜎(k−𝜏−1),k−yk
(1.2)

with the initial state zk = 𝜙
′
k, k = −𝜏,… ,−1, 0, where zk ∈ ℝn

and x̂k ∈ ℝn
are

respectively the observer state and the estimation of xk,

H
𝜎(k−𝜏),k+ = H1𝜎(k−𝜏),k+ + L

𝜎(k−𝜏),k+N𝜎(k−𝜏−1),k− (1.3)

K
𝜎(k−𝜏),k+ = K1𝜎(k−𝜏),k+ + Ld𝜎(k−𝜏),k+N𝜎(k−2𝜏−1),𝜎(k−𝜏−1),𝜎(k−𝜏) (1.4)

and L
𝜎(k−𝜏),k+ , Ld𝜎(k−𝜏),k+ , T

𝜎(k−𝜏),k+ , H1𝜎(k−𝜏),k+ , K1𝜎(k−𝜏),k+ , N
𝜎(k−𝜏−1),k− are matri-

ces to be determined such that x̂k ∈ ℝn
exponentially converges to xk.

Remark 1 The observer presented in (1.2) is of delay type. The introduction of

delayed terms zk−𝜏 and yk−𝜏 provides more freedom for the design of observer.

1.3 Main Results

The following proposition gives the structure of the observer.

Proposition 1 Under Assumption 3, there exist matrices L
𝜎(k−𝜏),k+ , Ld𝜎(k−𝜏),k+ , T𝜎(k−𝜏),k+ ,

H1𝜎(k−𝜏),k+ , K1𝜎(k−𝜏),k+ , and N𝜎(k−𝜏),k+ such that

T
𝜎(k−𝜏),k+E𝜎(k+1) + N

𝜎(k−𝜏),k+C𝜎(k+1) = In (1.5)

L
𝜎(k−𝜏),k+ = T

𝜎(k−𝜏),k+A𝜎(k) − H1𝜎(k−𝜏),k+C𝜎(k) (1.6)

Ld𝜎(k−𝜏),k+ = T
𝜎(k−𝜏),k+Ad𝜎(k) − K1𝜎(k−𝜏),k+C𝜎(k−𝜏) (1.7)

T
𝜎(k−𝜏),k+F𝜎(k) − H1𝜎(k−𝜏),k+G𝜎(k) = 0 (1.8)

K1𝜎(k−𝜏),k+G𝜎(k−𝜏) = 0 (1.9)

N
𝜎(k−𝜏),k+G𝜎(k+1) = 0 (1.10)

and the difference of the state estimation error ek = xk − x̂k satisfies

ek+1 = L
𝜎(k−𝜏),k+ek + Ld𝜎(k−𝜏),k+ek−𝜏 + T

𝜎(k−𝜏),k+J𝜎(k) f̂k (1.11)
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where L
𝜎(k−𝜏),k+ = 𝛹𝛩

+
𝜎(k−𝜏),k+

𝜑
𝜎(k)−Z𝜎(k)𝛩⊥

𝜎(k−𝜏),k+
𝜑
𝜎(k),Ld𝜎(k−𝜏),k+ = 𝛹𝛩

+
𝜎(k−𝜏),k+

𝜓
𝜎(k−𝜏),𝜎(k) − Z

𝜎(k)𝛩
⊥

𝜎(k−𝜏),k+
𝜓
𝜎(k−𝜏),𝜎(k),

f̂k = f (xk, uk, k) − f (x̂k, uk, k)
T
𝜎(k−𝜏),k+J𝜎(k) = 𝛹𝛩

+
𝜎(k−𝜏),k+

𝜍
𝜎(k) − Z

𝜎(k)𝛩
⊥

𝜎(k−𝜏),k+
𝜍
𝜎(k)

with Z
𝜎(k) is an arbitrary matrix of appropriate dimension, and

𝛩
⊥

𝜎(k−𝜏),k+
= In′+3p+2n − 𝛩

𝜎(k−𝜏),k+𝛩
+
𝜎(k−𝜏),k+

𝛹 =
[
In 0 0 0 0 0

]
, 𝜑

𝜎(k) =
[
AT
𝜎(k) 0 −CT

𝜎(k) 0 0 0
]T

𝜓
𝜎(k−𝜏),𝜎(k) =

[
AT
d𝜎(k) 0 0 −CT

𝜎(k−𝜏) 0 0
]T

, 𝜍
𝜎(k) =

[
JT
𝜎(k) 0 0 0 0 0

]T

𝛩
𝜎(k−𝜏),k+ =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

E
𝜎(k+1) A

𝜎(k) Ad𝜎(k) F
𝜎(k) 0 0

C
𝜎(k+1) 0 0 0 0 G

𝜎(k+1)
0 −C

𝜎(k) 0 −G
𝜎(k) 0 0

0 0 −C
𝜎(k−𝜏) 0 G

𝜎(k−𝜏) 0
0 −In 0 0 0 0
0 0 −In 0 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

Proof Suppose that (1.5) holds, then ek+1 = xk+1 − x̂k+1 becomes

ek+1 = T
𝜎(k−𝜏),k+E𝜎(k+1)xk+1 − zk+1 − N

𝜎(k−𝜏),k+G𝜎(k+1)dk+1.

By (1.1) and (1.2), ek+1 can be further rewritten as

ek+1

=
(
T
𝜎(k−𝜏),k+A𝜎(k) + L

𝜎(k−𝜏),k+N𝜎(k−𝜏−1),k−C𝜎(k) − H
𝜎(k−𝜏),k+C𝜎(k)

− L
𝜎(k−𝜏),k+

)
xk +

(
T
𝜎(k−𝜏),k+Ad𝜎(k) + Ld𝜎(k−𝜏),k+

× N
𝜎(k−2𝜏−1),𝜎(k−𝜏−1),𝜎(k−𝜏)C𝜎(k−𝜏) − K

𝜎(k−𝜏),k+C𝜎(k−𝜏)

− Ld𝜎(k−𝜏),k+
)
xk−𝜏 +

(
T
𝜎(k−𝜏),k+F𝜎(k) + L

𝜎(k−𝜏),k+N𝜎(k−𝜏−1),k−

× G
𝜎(k) − H

𝜎(k−𝜏),k+G𝜎(k)

)
dk +

(
Ld𝜎(k−𝜏),k+N𝜎(k−2𝜏−1),𝜎(k−𝜏−1),𝜎(k−𝜏)

× G
𝜎(k−𝜏) − K

𝜎(k−𝜏),k+G𝜎(k−𝜏)

)
dk−𝜏 − N

𝜎(k−𝜏),k+G𝜎(k+1)dk+1

+ T
𝜎(k−𝜏),k+J𝜎(k) f̂k + L

𝜎(k−𝜏),k+ek + Ld𝜎(k−𝜏),k+ek−𝜏 . (1.12)
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Substituting (1.3) and (1.4) into (1.12) and using the relations in (1.5)–(1.10) results

in ek+1 = L
𝜎(k−𝜏),k+ek + Ld𝜎(k−𝜏),k+ek−𝜏 + T

𝜎(k−𝜏),k+J𝜎(k) f̂k.
Define

𝜃
𝜎(k−𝜏),k+

=
[
T
𝜎(k−𝜏),k+ N

𝜎(k−𝜏),k+ H1𝜎(k−𝜏),k+ K1𝜎(k−𝜏),k+ L
𝜎(k−𝜏),k+ Ld𝜎(k−𝜏),k+

]
.

Rewriting (1.11) and (1.5)–(1.10) by known system matrices and 𝜃
𝜎(k−𝜏),k+ , respec-

tively, gives

ek+1 = 𝜃
𝜎(k−𝜏),k+

(
𝜑
𝜎(k)ek + 𝜓

𝜎(k−𝜏),𝜎(k)ek−𝜏 + 𝜍
𝜎(k) f̂k

)
(1.13)

𝛹 = 𝜃
𝜎(k−𝜏),k+𝛩𝜎(k−𝜏),k+ . (1.14)

Under Assumption 2, we have rank
[
𝛩
𝜎(k−𝜏),k+
𝛹

]

= rank𝛩
𝜎(k−𝜏),k+ . Then, the solu-

tion 𝜃
𝜎(k−𝜏),k+ of (1.14) exists and is given by [19]

𝜃
𝜎(k−𝜏),k+ = 𝛹𝛩

+
𝜎(k−𝜏),k+

− Z
𝜎(k)𝛩

⊥

𝜎(k−𝜏),k+
(1.15)

where 𝛩
⊥

𝜎(k−𝜏),k+
= In′+3p+2n−𝛩𝜎(k−𝜏),k+𝛩

+
𝜎(k−𝜏),k+

and Z
𝜎(k) is an arbitrary matrix of

appropriate dimension. Substituting (1.15) into (1.13) yields (1.11), where L
𝜎(k−𝜏),k+ ,

Ld𝜎(k−𝜏),k+ and T
𝜎(k−𝜏),k+J𝜎(k) are determined by known system matrices and Z

𝜎(k).

Remark 2 The matrices Z
𝜎(k) in (1.15) play the role in parametrization. In some spe-

cial cases, an arbitrary choice of Zi, i ∈ , may involve a loss of system performance

such as observability; see [2] for the linear case.

Now, the observer design is reduced to find matrices Zi, i ∈ , ensuring the sta-

bility of system (1.11) under arbitrary switching signals. The condition of global

exponential stability of (1.11) is stated in the following theorem.

Theorem 1 For given scalar 0 < 𝛼 < 1, if there exist matrices Pi > 0, Qi > 0, Ui
and Ri, i ∈ , and scalar 𝜖 > 0 such that

⎡
⎢
⎢
⎢
⎣

Pj − Ri − RT
i (1, 2) (1, 3) (1, 4)

∗ (2, 2) 0 0
∗ ∗ − (1 − 𝛼)𝜏Ql 0
∗ ∗ ∗ −𝜖I

⎤
⎥
⎥
⎥
⎦

< 0,∀(l, i, j) ∈  ×  ×  (1.16)

where (1, 2) = Ri𝛹𝛩
+
l,i,j𝜑i − Ui𝛩

⊥

l,i,j𝜑i, (1, 3) = Ri𝛹𝛩
+
l,i,j𝜓l,i − Ui𝛩

⊥

l,i,j𝜓l,i, (1, 4) =
Ri𝛹𝛩

+
l,i,j𝜍i −Ui𝛩

⊥

l,i,j𝜍i, and (2, 2) = − (1 − 𝛼)Pi +Qi, then the state estimation error

system (1.11) is exponentially stable and ensures a decay rate 1
1−𝛼 . Moreover, the

resulting observer gains are given by (1.15) with Zi = R−1
i Ui, ∀𝜎(k) = i ∈ .
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Proof Consider the following switched Lyapunov function for system (1.11)

Vk = eTk P𝜎(k)ek +
k−1∑

l=k−𝜏
eTl (1 − 𝛼)k−1−lQ

𝜎(l)el. (1.17)

Defining

△ Vk = Vk+1 − (1 − 𝛼)Vk (1.18)

and taking the forward difference △Vk along the solution of (1.11) yields

△Vk ∣(11)
= eTk+1P𝜎(k+1)ek+1 − (1 − 𝛼)eTk P𝜎(k)ek + eTk Q𝜎(k)ek
− (1 − 𝛼)𝜏eTk−𝜏Q𝜎(k−𝜏)ek−𝜏

= 𝜂
T
k

⎛
⎜
⎜
⎜
⎝

⎡
⎢
⎢
⎢
⎣

LT
𝜎(k−𝜏),k+

LTd𝜎(k−𝜏),k+
JT
𝜎(k)T

T
𝜎(k−𝜏),k+

⎤
⎥
⎥
⎥
⎦

P
𝜎(k+1)

[
L
𝜎(k−𝜏),k+ Ld𝜎(k−𝜏),k+ T

𝜎(k−𝜏),k+J𝜎(k)
]

+
⎡
⎢
⎢
⎣

− (1 − 𝛼)P
𝜎(k) + Q

𝜎(k) 0 0
∗ − (1 − 𝛼)𝜏Q

𝜎(k−𝜏) 0
∗ ∗ 0

⎤
⎥
⎥
⎦

⎞
⎟
⎟
⎠

𝜂k

under the constraint in Assumption 1, where 𝜂k =
[
eTk eTk−𝜏 f̂ Tk

]T
. On the other hand,

from Assumption 1 and ek = xk − x̂k, we have

𝛤k ∶= f̂ Tk f̂k − 𝛾
2eTk ek ≤ 0. (1.19)

Therefore, we can deduce from the well known S-procedure lemma in [20] that the

Eq. (1.11) is stable if there exists a scalar 𝜖 > 0 such that △Vk ∣(11) −𝛤k < 0, that

is,

𝛶
𝜎(k−𝜏),k+

=

⎡
⎢
⎢
⎢
⎢
⎣

(
LT
𝜎(k−𝜏),k+

P
𝜎(k+1)L𝜎(k−𝜏),k+

− (1 − 𝛼)P
𝜎(k) + Q

𝜎(k) + 𝜖𝛾
2I

)

LT
𝜎(k−𝜏),k+

P
𝜎(k+1)Ld𝜎(k−𝜏),k+

∗
(
LTd𝜎(k−𝜏),k+P𝜎(k+1)Ld𝜎(k−𝜏),k+

− (1 − 𝛼)𝜏Q
𝜎(k−𝜏)

)

∗ ∗

LT
𝜎(k−𝜏),k+

P
𝜎(k+1)T𝜎(k−𝜏),k+J𝜎(k)

LT
𝜎(k−𝜏),k+

P
𝜎(k+1)T𝜎(k−𝜏),k+J𝜎(k)( JT

𝜎(k)T
T
𝜎(k−𝜏),k+

P
𝜎(k+1)

×T
𝜎(k−𝜏),k+J𝜎(k) − 𝜖I

)

⎤
⎥
⎥
⎥
⎥
⎦

< 0,∀(l, i, j) ∈  ×  × .
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Since 𝛶
𝜎(k−𝜏),k+ < 0 has to be satisfied under arbitrary switching laws, it follows that

this has to hold for special configuration 𝜎(k + 1) = j, 𝜎(k) = i and 𝜎(k − 𝜏) = l, for

all 𝜂k, we get

⎡
⎢
⎢
⎢
⎢
⎢
⎣

(
LTl,i,jPjLl,i,j + Qi

− (1 − 𝛼)Pi + 𝜖𝛾
2I

)

LTl,i,jPjLdl,i,j LTl,i,jPjTl,i,jJi

∗
(

− (1 − 𝛼)𝜏Ql
+LTdl,i,jPjLdl,i,j

)

LTdl,i,jPjTl,i,jJi

∗ ∗ JTi T
T
l,i,jPjTl,i,jJi − 𝜖I

⎤
⎥
⎥
⎥
⎥
⎥
⎦

< 0

∀(l, i, j) ∈  ×  × .

(1.20)

which, by Schur complement formula, is equivalent to:

⎡
⎢
⎢
⎢
⎢
⎢
⎣

−P−1
j Ll,i,j Ldl,i,j Tl,i,jJi

∗
(

− (1 − 𝛼)Pi
+Qi + 𝜖𝛾

2I

)

0 0

∗ ∗ − (1 − 𝛼)𝜏Ql 0
∗ ∗ ∗ −𝜖I

⎤
⎥
⎥
⎥
⎥
⎥
⎦

< 0,∀(l, i, j) ∈  ×  ×  (1.21)

Now, suppose (1.16) is feasible, then it is easy to see that Pj − Ri − RT
i < 0,

∀i, j ∈  × . This means that Ri, ∀i ∈ , is of full rank. Since Pj, ∀j ∈ , is strictly

positive definite, we have (Pj − Ri)P−1
j (Pj − Ri)T ≥ 0, ∀i, j ∈  × , which implies

−RiP−1
j RT

i ≤ Pj − (RT
i + Ri), ∀(i, j) ∈  × . Then, it follows from (1.16) that

⎡
⎢
⎢
⎢
⎣

−RiP−1
j RT

i (1, 2) (1, 3) (1, 4)
∗ (2, 2) 0 0
∗ ∗ − (1 − 𝛼)𝜏Ql 0
∗ ∗ ∗ −𝜖I

⎤
⎥
⎥
⎥
⎦

< 0, ∀(l, i, j) ∈  ×  × . Premultiplying

diag
{
R−1
i , I, I, I

}
, postmultiplying diag

{
R−T
i , I, I, I

}
and substituting Ui = RiZi to

the above inequality result in (1.21). Therefore, we have that △Vk ∣(11)< 0 for any

𝜂k ≠ 0, which by (1.18) implies

Vk ∣(11)< (1 − 𝛼)kV0. (1.22)

From the piecewise Lyapunov-like function (1.17), it follows that

a‖ek‖2 ≤ Vk ∣(11), V0 ∣(11)≤ b‖e0‖2𝜏 (1.23)

where a = mini∈𝜆min(Pi) and b = maxi∈(𝜆max(Pi)+𝜏𝜆max(Qi)). Combining (1.22)

and (1.23) gives ‖ek‖ ≤

√
b
a

(
1

1−𝛼

)−k
‖e0‖𝜏 for all k ≥ 0, Therefore, it is concluded

from Definition 1 with k0 = 0 that system (1.11) is exponentially stable and ensures

the decay rate
1

1−𝛼 .
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1.4 Conclusions

The state observation problem for a class of discrete-time switched Lipschitz

nonlinear singular time-delay systems with UIs and arbitrary switching sequences

has been addressed. Sufficient conditions for the existence of the observer have been

given in terms of LMIs, and the exponential convergence of the state estimation error

system has been established by appropriate Lyapunov analysis.
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Chapter 2
Anti-disturbance Control for Nonlinear
Systems with Mismatched Disturbances
Based on Disturbance Observer

Lingyan Zhang and Xinjiang Wei

Abstract An anti-disturbance control scheme based on disturbance observer is

proposed for a class of nonlinear system with mismatched disturbances. With such

control approach, the disturbances can be rejected and the semi-global uniformly

ultimate bounded (SGUUB) stability of the closed-loop system can be achieved.

Finally, simulations for a numerical example are given to demonstrate the feasibility

and effectiveness of the proposed scheme.

Keywords Anti-disturbance control ⋅ Disturbance observer ⋅ Mismatched

disturbances

2.1 Introduction

Disturbance-observer-based control (DOBC) strategy appeared in the late 1980s [1]

and has been applied in many control fields [2]. In recent years, a composite DOBC

and other control approaches has been proposed, such as H∞ control [3], sliding

mode control [4],adaptive control [5], fuzzy control [6]. Back-stepping method is one

of the most important design techniques in the nonlinear control area [7]. Recently,

back-stepping method has been integrated with other control approaches, such as

adaptive control [8], sliding mode control [9], H∞ control [10], fuzzy control [11].

However, there are few reports about composite DOBC scheme and back-stepping

method. In [12], a control scheme combining disturbance observer technique and

back-stepping method was proposed for a class of nonlinear system with disturbances

and nonlinear functions. Considering that it is linear for the main part of the system

in [12], we will extend to a class of more general nonlinear systems with mismatched

disturbances.

L. Zhang ⋅ X. Wei (✉)

School of Mathematics and Statistics Science, Ludong University, Yantai, China

e-mail: weixinjiang@163.com

© Springer-Verlag Berlin Heidelberg 2016

Y. Jia et al. (eds.), Proceedings of the 2015 Chinese Intelligent
Systems Conference, Lecture Notes in Electrical Engineering 359,

DOI 10.1007/978-3-662-48386-2_2

11



12 L. Zhang and X. Wei

The main contributions of this paper are summarized as follows:

(1) The disturbances with partially-known information represented by exogenous

systems are mismatched disturbances, which appear in different channels as the

control inputs.

(2) A composite anti-disturbance control strategy with nonlinear disturbance

observer and back-stepping method is proposed to apply in a class of more gen-

eral nonlinear systems with mismatched disturbances.

2.2 Formulation of the Problem

The following nonlinear system with mismatched disturbances is described as

ẋ1 = f1(x1) + g1(x1)x2 + h1(x1)d1(t),
ẋ2 = f2(x1, x2) + g2(x1, x2)x3 + h2(x1, x2)d2(t),

⋮

ẋn = fn(x1,… , xn) + gn(x1,… , xn)u + hn(x1,… , xn)dn(t),
y = s(x), (2.1)

where x = [x1, x2,… , xn]T ∈ Rn
, u ∈ R, y are the system states, the control input and

the system output, respectively. fi, gi, hi, s are smooth functions and are differentiable

with fi(0) = 0 and gi(⋅) ≠ 0 for i = 1, 2,… , n. di(t) ∈ R represents the external

disturbance.

Assumption 1 The disturbance di(t) can be described by the following exogenous

system:

ẇi(t) = Aiwi(t),
di(t) = Ciwi(t), (2.2)

where Ai ∈ Rm×m
and Ci ∈ R1×m

are proper matrices. Generally, the exogenous

system (2.2) is deemed to be neutral stable.

2.3 Nonlinear Disturbance Observer

A new nonlinear disturbance observer is introduced as follows:

q̇1 = [A1 − l1(x1)h1(x1)C1]q1 + A1p1(x1) − l1(x1)[h1(x1)C1p1(x1) + f1(x1)
+ g1(x1)x2],

q̇2 = [A2 − l2(x2)h2(x1, x2)C2]q2 + A2p2(x2) − l2(x2)[h2(x1, x2)C2p2(x2)
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+ f2(x1, x2) + g2(x1, x2)x3],
⋮

q̇n = [An − ln(xn)hn(x1,… , xn)Cn]qn + Anpn(xn)
− ln(xn)[hn(x1,… , xn)Cnpn(xn) + fn(x1,… , xn) + gn(x1,… , xn)u],

ŵi = qi + pi(xi),
d̂i = Ciŵi, (2.3)

where ŵi is the estimation of wi, qi ∈ Rm×1
is the auxiliary vector and pi(xi) ∈

Rm×1
is an nonlinear function to be designed. The nonlinear observer gain li(xi) is

determined by li(xi) =
𝜕pi(xi)
𝜕xi

. The estimation error is denoted as ei = wi − ŵi. Then

the estimation errors dynamics are presented as

ė = [A − l(x)h(x)C]e, (2.4)

where e = [e1, e2,… , en]T , A = diag{A1,A2,… ,An}, l(x) = diag{l1(x1), l2(x2),
… , ln(xn)}, h(x) = diag{h1(x1), h2(x1, x2),… , hn(x1,… , xn)},C = diag{C1,C2,
… ,Cn}.

Assumption 2 Suppose that the relative degree from the disturbance di to the output

ri ≥ 1 such that mi(x) = LHi
Lri−1F s(x) ≠ 0, where L denotes Lie derivatives, mi(x) is

bounded with respect to x in its operation region.

Select li(xi) = Ki
𝜕Lri−1F s(x)

𝜕xi
, then li(xi)hi(x1,… , xi) = Kimi(x). If there exists a

constant m0i and a bounded nonlinear function mii(x) satisfying mi(x) = m0i+mii(x),
where m2

ii(x) ≤ m̄2
ii, m̄ii is known constant, then the disturbance estimation errors

system (2.4) can be rewritten as

ė = [Ā − KM(x)C]e, (2.5)

where Ā = A − KMC, K = diag{K1,K2,… ,Kn}, M = diag{m01,m02,… ,m0n},
M(x) = diag{m11(x),m22(x),… ,mnn(x)}. Defining matrix M̄ = diag{m̄−1

11 , m̄
−1
22 ,

… , m̄−1
nn }, based on Assumptions 1 and 2, the following result can be obtained.

Theorem 1 For given matrix M, M̄, if there exist P > 0 and Q satisfying
[
ATP + PA − CTMTQT − QMC + CTC Q

QT − M̄2

]

< 0, (2.6)

where K = P−1Q, then based on the nonlinear disturbance observer (2.3), the dis-
turbance estimation errors system (2.5) is asymptotically stable.
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2.4 Back-Stepping Controller Design and Stability Analysis

Based on the back-stepping method, the anti-disturbance controller u is constructed

as

u = 𝛼n(x1,… , xn, d̂1,… , d̂n)

= 1
gn

{−zn−1gn−1 − fn − hnd̂n +
n−1∑

j=1
[
𝜕𝛼n−1
𝜕xj

(fj + gjxj+1 + hjd̂j)

+
𝜕𝛼n−1

𝜕d̂j
CjAjŵj] − knzn + rn}, (2.7)

where kn > 0 is an adjustable controller parameter, and rn = −
∑2n−1

j=1 𝛿njzn, 𝛿nj > 0,

j = 1, 2,… , 2n − 1 are adjustable parameters. Thus,

V̇n =
n∑

j=1
(−kjz2j + zjhjCjej + zjrj) −

n∑

t=2
[zt

t−1∑

j=1
(
𝜕𝛼t−1
𝜕xj

hjCjej

+
𝜕𝛼t−1

𝜕d̂j
CjljhjCjej)]

≤ −
n∑

j=1
kjz2j + 𝜀n, (2.8)

where 𝜀n = 1
𝛿n1

h2nCneneTnC
T
n + 1

𝛿n2
( 𝜕𝛼n−1

𝜕x1
h1)2C1e1eT1C

T
1 +⋯ + 1

𝛿n(n+1)
( 𝜕𝛼n−1

𝜕d̂1
h1)2C1l1

C1e1eT1C
T
1 l

T
1C

T
1 +⋯ + 𝜀n−1.

The inequality (2.8) can be further rewritten as

V̇n ≤ −𝜆Vn + 𝜀n, (2.9)

where 𝜆 = min{k1, k2, k3,… , kn}. The inequality (2.9) is equivalent to

0 < Vn ≤
𝜀n
𝜆

+ [Vn(0) −
𝜀n
𝜆

]e−𝜆t. (2.10)

From (2.10) and in the same proof as [9, 11], it can be shown that the closed-

loop system is semi-global uniformly ultimate bounded (SGUUB). According to the

above design and analysis, the stability of the closed-loop system is summarized in

the following theorem:

Theorem 2 Consider nonlinear system (2.1) with mismatched disturbances under
Assumptions 1 and 2. By designing the nonlinear disturbance observer (2.3) and the
anti-disturbance controller (2.7), the closed-loop system is semi-global uniformly
ultimate bounded (SGUUB).
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2.5 Simulation Example

The mathematical model of a second-order nonlinear system with mismatched dis-

turbances is described as follows:

ẋ1 = x31 + 2x1 + x2 + (1 + x21)d1(t),

ẋ2 = −x1 + x2 + (2 + 3x21 + x22)u + (1 + x21 + x22)d2(t),
y = x1 + x2, (2.11)

where x = [x1, x2]T , u ∈ R are the system states and input, respectively. di(t), i = 1, 2
is assumed to be an unknown harmonic disturbance described by (2.2) with

A1 =
[
0 − 5
5 0

]

, A2 =
[
0 − 2
2 0

]

, C1 =
[
2 0

]
, C2 =

[
3 0

]
.

The relative degree from the disturbance di, i = 1, 2 to the output is calculated as

(r1, r2) = (2, 2). And m1(x) = 3x41 + 4x21 + 1, m2(x) = x21 + x22 + 1. We can choose

m01 = 1, m02 = 1, m̄11 = 0.5, m̄22 = 0.5. According to Theorem 1, it can be

obtained that

K =
⎡
⎢
⎢
⎢
⎣

0.5324 0
−0.0384 0

0 0.5277
0 − 0.0973

⎤
⎥
⎥
⎥
⎦

.

The controller is obtained by the proposed method in Sect. 2.4,

u = 1
2 + 3x21 + x22

{−x2 − (1 + x21 + x22)d̂2 +
𝜕𝛼1(x1, d̂1)

𝜕x1
[x31 + 2x1 + x2

+ (1 + x21)d̂1] +
𝜕𝛼1(x1, d̂1)

𝜕d̂1
C1A1ŵ1 − k2z2 + r2}, (2.12)

with
𝜕𝛼1(x1,d̂1)

𝜕x1
= −3x21 − 2x1d̂1 − (k1 + 𝛿11 + 2), 𝜕𝛼1(x1,d̂1)

𝜕d̂1
= −x21 − 1, z2 =

x2 + x31 + (1 + x21)d̂1 + (k1 + 𝛿11 + 2)x1, r2 = −(𝛿21 + 𝛿22 + 𝛿23)z2, where k1, k2 are

positive numbers, 𝛿11 > 0, 𝛿2j > 0, j = 1, 2, 3 are adjustable parameters. In simula-

tion, the initial value of the states are set to be x1(0) = −1, x2(0) = 4 and the design

parameters are chosen as k1 = 0.1, k2 = 0.1, 𝛿11 = 1, 𝛿21 = 1, 𝛿22 = 1, 𝛿23 = 1.
The simulation results are shown in Figs. 2.1, 2.2 and 2.3. Figure 2.1 demonstrates

the system performance using the proposed control scheme. Figure 2.2 illustrates

the estimation error for system disturbances with the anti-disturbance approach.

Figure 2.3 shows the responses of the control input signal using the proposed method.
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Fig. 2.1 System

performance for disturbances
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for disturbances
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2.6 Conclusions

It is shown that the proposed anti-disturbance control scheme based on nonlinear

disturbance observer is an effective control approach for a class of general nonlin-

ear system subject to mismatched disturbances. However, in practical engineering,

many complex systems can be described as mathematical models with multiple dis-

turbances. If the disturbances in the nonlinear system (2.1) are multiple disturbances

with unknown parameters, the situations will be more sophisticated. Consequently,

new anti-disturbance control approaches are required to be considered and further

research is needed in the future.
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Chapter 3
Distributed Optimization
for Continuous-Time Multi-Agent Systems
with External Disturbance and Discrete-Time
Communication

Zhenhua Deng and Yiguang Hong

Abstract In this paper, distributed optimization problem for continuous-time

multi-agent systems with external disturbance and discrete-time communication is

considered. A distributed algorithm is developed to achieve the exact optimal solu-

tion by completely rejecting the disturbance. An upper bound for the discrete-time

communication period is obtained to ensure the exponential convergence for this

optimization problem. Finally, a numerical example is given to illustrate the effec-

tiveness of the proposed algorithm.

Keywords Distributed optimization ⋅ Disturbance rejection ⋅ Internal model ⋅
Multi-agent system

3.1 Introduction

Distributed optimization is an important topic of multi-agent systems [1, 2], which is

applicable to various fields, such as distributed parameter estimation [3], distributed

convex computation [4], and distributed optimal resource allocation [5]. In a standard

distributed optimization setup, each agent only knows itself local cost function and

communicates with its neighbors, but their aim is optimizing the global cost function

which is the sum of all the local cost functions.

Since the controlled system usually is continuous-time in practical applications,

such as robots and unmanned aircrafts, distributed continuous-time optimization

algorithms have been paid more and more attention recently. For example, a distrib-

uted continuous-time coordination algorithm to solve network optimization prob-

lems has been introduced in [6]. Moreover, a distributed optimization problem has
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been studied for multi-agent system to deal with a class of deterministic external

disturbances in [7].

In reality, many concerns have to be taken into consideration for practical imple-

mentation of the optimization algorithms. For example, the communication among

the agents is usually carried out in discrete time, and external disturbance may influ-

ence the agents when these agents move in a complicated environment. For discrete-

time communication constraints, sampled-data methods can be employed, and in

fact, sampled-data multi-agent consensus has been studied for various connectivi-

ties in recent years [8, 9]. On the other hand, the internal model design is one of the

most effective strategies to deal with deterministic external disturbance and has been

also widely used in the coordination control of multi-agent systems [10, 11].

The objective of this paper is to discuss a distributed optimization problem

for continuous-time multi-agent system with external disturbance and discrete-time

communication. Here we propose a distributed algorithm to achieve the exact opti-

mization with communication sampling constraints, and then give an estimation for

the communication period of discrete-time communication and control design based

on Lyapunov function and internal model. With quite mild assumptions, we prove

that our algorithm can optimize the global cost function with disturbance rejection.

This paper is organized as follows. In Sect. 3.2, basic concepts and problem for-

mulation are presented. The main result is proved in Sect. 3.3, and a simulation exam-

ple is shown in Sect. 3.4 to demonstrate the effectiveness of the proposed algorithm.

In Sect. 3.5, concluding remarks are given.

Notations: ℝ and ℕ stand for the set of real and natural numbers, respectively. ℝn

is n-dimension Euclidean space. ⊗ and ‖⋅‖ denote the Kronecker product and the

standard Euclidean norm, respectively. AT
and ‖A‖ are the transpose and the spectral

norm of matrix A, respectively. In is n × n identity matrix. 1n and 0n are the column

vectors of n ones and zeros, respectively.

3.2 Preliminaries

In this section, we first introduce basic concepts about convex analysis and graph

theory, and then formulate the problem.

A function f ∶ ℝn → ℝ is said to be m-strong convex (m > 0) over a convex set

C ∈ ℝn
if

(X − Y)T (∇f (X) − ∇f (Y)) ≥ m‖X − Y‖2,∀ X,Y ∈ C.

A function f ∶ ℝn → ℝn
is said to be M-Lipschitz (M > 0) over a set C ∈ ℝn

if

‖f (X) − f (Y)‖ ≤ M‖X − Y‖,∀ X,Y ∈ C.

More details can be found in [12].
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Next, let us recall some basic knowledge about graph theory from [13].  ∶=
{ ,  ,} denotes an undirected graph, where  = {1, 2,… ,N},  ∈  ×  and

 =
[
aij
]
i, j=1,…,N are the node set, the edge set, and the adjacency matrix, respec-

tively. An edge of  is denoted by a pair of nodes (i, j) ⊂  if j is a neighbor of i. A

graph is undirected if and only if aij = aji for all i, j ∈  . The undirected graph is

connected if, for every pair of nodes, there is a path that has them as its end nodes.

 is a nonnegative matrix with the property that aij > 0 if (i, j) ⊂  and aij = 0,

otherwise. The degree of node i are defined by d̄i =
N∑

j=1
aij. The Laplacian matrix of

graph  is  =  − with  = diag{d̄1,… , d̄N}. It is obvious that 1N = 0. The

eigenvalues of  are denoted by 𝜆1,… , 𝜆N , and 𝜆i ≤ 𝜆j if i ≤ j. It is known that the

undirected graph is connected if and only if 𝜆2 > 0.

Consider a network of N agents with interaction topology described by a graph .

Agent i is endowed with a local cost function fi ∶ ℝn → ℝ and a dynamics

ẋi = ui + di, i = 1, ...,N, (3.1)

where xi ∈ ℝn
and ui are state variable and control input, respectively, and di is the

local disturbance generated by the following system:

di = B𝜔i(t), �̇�i = S𝜔i, (3.2)

where 𝜔i(t) ∈ ℝp
. Assume all eigenvalues of S ∈ ℝp×p

are distinct lying on the

imaginary axis, which means the boundedness of the disturbance.

The global cost function f ∶ ℝn → ℝ is the sum of the all local cost functions, i.e.,

f (x) =
N∑

i=1
fi(x).

Our problem in this paper is to design a control protocol ui with discrete-time

communication such that the multi-agent system solves the optimization problem

x∗ = arg min
x∈ℝn

f (x) by driving xi to x∗. If we can admit a continuous-time communi-

cation, then our problem becomes that discussed in [7].

Assumption 3.1
(a) The undirected graph  is connected.

(b) The local cost function fi is mi-strongly convex and differentiable, and its gradi-

ent is Mi-Lipschitz on ℝn
.

3.3 Main Result

In this section, we design a distributed optimization algorithm for multi-agent system

with external disturbance and discrete-time communication.
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Similar to [7], we first let p(𝜆) = 𝜆
s+p1𝜆s−1 +⋯+ps be the minimal polynomial

of S. Let 𝜇i =
[
𝜇
T
i1 ⋯ 𝜇

T
in
]T

, 𝜓 =
[
1|01×(s−1)

]
and 𝜙 =

[
0 Is−1

−ps −ps−1 ⋯ −p1

]

,

where 𝜇ij =
[

dij(t)
ddij(t)
dt ⋯

ds−1dij(t)
dts−1

]T
, j = 1,… , n. It is clear that

�̇�i = (In ⊗𝜙)𝜇i, di(t) = (In ⊗𝜓)𝜇i. (3.3)

There exists a matrix G such that F = 𝜙+G𝜓 is Hurwitz because the pair (𝜓, 𝜙)
is observable. Furthermore, there exists a positive definite symmetric matrix P such

that FTP + PF = −2Is.
Due to the discrete-time communication, the control protocol is proposed as

follows:

⎧
⎪
⎪
⎨
⎪
⎪
⎩

v̇i = 𝛼𝛽

N∑

j=1
aij(

⌢xi −
⌢xj),

�̇�i = (In ⊗ F)𝜂i + (In ⊗ G)ui,

ui = −𝛼∇fi(xi) − vi − (In ⊗𝜓)𝜂i − 𝛽

N∑

j=1
aij(

⌢xi −
⌢xj),

(3.4)

where
⌢xi is the last known state of agent i ∈ {1,… ,N}, 𝛼 and 𝛽 are the designed

parameters of controller. In this paper, assume control protocol (3.4) communicates

over  synchronously every 𝛥 (called communication period) starting at t1 = 0, i.e.,

tk = 𝛥k for all i ∈ {1,… ,N} and k ∈ ℕ.

Let m = min
{
m1,⋯ ,mN

}
, M = max

{
M1,⋯ ,MN

}
and 𝛿 = 𝛼

2(r + 1)m −
𝛼

√
GTFTPPFG(r+1) + 𝛼(r+1)𝜓G− 𝛼

2M2 − (𝜓G)2 − (1 + 𝛾)GTFTPPFG, where

𝛼, 𝛾 and r are positive numbers.

Remark 3.1 Once G is determined, GTFTPPFG and 𝜓G are constants in 𝛿. Besides,

m and M are also constants for a given system. For any r >
M2

m − 1, 𝛿 is a convex

function about 𝛼. Therefore, there are appropriate positive numbers 𝛼, 𝛾 and r such

that 𝛿 > 0.

It is known from [7] that the whole system becomes continuous time and the

convergence can be achieved if the communication period 𝛥 = 0. Of course, large

𝛥 may fail the convergence. Therefore, our concern is to give an estimation to

make sure how large 𝛥 can still guarantee the convergence. Let 0 < 𝜀 <
2
𝜆N

, 0 <

𝜆 < 0.5. The following theorem provides a sufficient condition for system (3.1) with

protocol (3.4).

Theorem 3.1 Under Assumption 3.1, given 𝛼, 𝛽, 𝛾, r > 0 such that 𝛿 > 0, if
𝛥 ∈ (0, 𝜏), then the protocol (3.4) makes the xi → x∗ exponentially for i ∈

{1,… ,N} and all initial conditions xi(0), vi(0) ∈ ℝn with
N∑

i=1
vi(0) = 0n, where
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𝜏 = 1
b ln

(
1 + b𝜉

a(𝜉+1)+b

)
, a = 𝛽𝜆N

√
1 + 𝛼2, b = 2+𝛼M+|𝜓G|+‖F‖+

√
GTFTFG,

𝜉
2 = 𝜀𝜆𝜃

𝛼𝛽r𝜆+𝜀𝛼2(r+1)2
, 𝜃 = min {2𝛿, 2𝛾, 0.5 − 𝜆}.

Proof Let v =
[
vT1 ⋯ vTn

]T
, �̄� =

[
�̄�
T
1 ⋯ �̄�

T
n
]T

, x =
[
xT1 ⋯ xTn

]T
,
⌢x =

[
⌢x
T
1 ⋯

⌢x
T
n

]T

and f̃ (x) =
N∑

i=1
fi(xi) with �̄�i = 𝜂i − 𝜏i. Thus, based on 𝜙 = F − G𝜓 , (3.1) and (3.4),

the following equations are established.

⎧
⎪
⎨
⎪
⎩

ẋ = −𝛼∇f̃ (x) − v − 𝛽(⊗ In)
⌢x − (In ⊗𝜓)�̄�,

v̇ = 𝛼𝛽(⊗ In)
⌢x ,

̇̄𝜂 = (In ⊗ F)�̄� − (In ⊗ G)(𝛼∇f̃ (x) + v + (In ⊗𝜓)�̄� + 𝛽(⊗ In)
⌢x).

(3.5)

Let x0, v0 and �̄�
0

be the equilibrium of (3.5). Once the equilibrium point is

achieved,
⌢x = x0. Therefore,

⎧
⎪
⎨
⎪
⎩

𝛼∇f̃ (x0) + v0 + 𝛽(⊗ In)x0 + (In ⊗𝜓)�̄�0 = 0,
𝛼𝛽(⊗ In)x0 = 0,
(In ⊗ F)�̄�0 − (In ⊗ G)(𝛼∇f̃ (x0) + v + (In ⊗𝜓)�̄�0 + 𝛽(⊗ In)x0) = 0,

which indicates ( ⊗ In)x0 = 0, (In ⊗ F)�̄�0 = 0 and v0 = −𝛼∇f̃ (x0). Because of

Assumption 3.1a, 1TN = 0 and 1N = 0, which implies that (1TN ⊗ In)v̇ = 0.

Since1N = 0,

N∑

i=1
vi(0) = 0 and (⊗In)x0 = 0, we have (1TN⊗In)v = 0n and x0 =

1N ⊗ x∗, where x∗ ∈ ℝn
, Furthermore, (1TN ⊗ In)∇f̃ (x0) = 0n, i.e.,

N∑

i=1
∇fi(x∗) = 0n.

It follows that the optimal point of the global cost function is also reached when the

state variables reach the equilibrium point.

Transfer the equilibrium point to the origin, and let x̃ = x − x0, ṽ = v − v0,

�̃� = �̄� − (INn ⊗ G)x̃ and h = ∇f̃ (x̃ + x0) − ∇f̃ (x0), which results in

⎧
⎪
⎨
⎪
⎩

̇̃x = −𝛼h − ṽ − 𝛽(⊗ In)
⌢x − (INn ⊗𝜓)(�̃� + (INn ⊗ G)x̃),

̇̃v = 𝛼𝛽(⊗ In)
⌢x ,

̇̃𝜂 = (INn ⊗ F)�̃� + (INn ⊗ FG)x̃.
(3.6)

There is a matrix R ∈ ℝN×(N−1)
such that 1TNR = 0, RTR = IN−1, and RRT =

IN − 1
N 1N1

T
N [13]. Let 𝜒 =

[
𝜒
T
1 𝜒

T
2∶N

]T = (T⊗ In)x̃,
⌢

𝜒 =
[

⌢

𝜒

T
1

⌢

𝜒

T
2∶N

]T
= (T⊗ In)

⌢x

and 𝜗 =
[
𝜗
T
1 𝜗

T
2∶N

]T = (T ⊗ In)ṽ, where TT =
[ 1
√
N
1N R

]
. Since (1TN ⊗ In)v = 0n,
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𝜗 =
[

0
(RT

⊗ In)(v − v0)

]

, which means 𝜗1 = 0. Let �̄�2∶N(t) =
⌢

𝜒2∶N(tk)−𝜒2∶N(t), t ∈

[tk, tk+1). Because
⌢

𝜒2∶N(tk) = 𝜒2∶N(tk), �̄�2∶N(tk) = 0. Thus, we obtain

⎧
⎪
⎪
⎨
⎪
⎪
⎩

�̇�1 = −( 1
√
N
1TN ⊗ In)(𝛼h + Z),

�̇�2∶N = −𝛼(RT
⊗ In)h − 𝜗2∶N − 𝛽(RTR⊗ In)(𝜒2∶N + �̄�2∶N) − (RT

⊗ In)Z,
�̇�1 = 0,
𝜗2∶N = 𝛼𝛽(RTR⊗ In)(𝜒2∶N + �̄�2∶N),

(3.7)

where Z = (INn ⊗𝜓)(�̃� + (INn ⊗ G)(T−1
⊗ In)𝜒).

Take

V1 = 1
2
𝛼(r + 1)𝜒T

1 𝜒1 +
1
2
𝛼r𝜒T

2∶N𝜒2∶N + 1
2𝛼

(𝛼𝜒2∶N + 𝜗2∶N)T (𝛼𝜒2∶N + 𝜗2∶N)

+ 1
2𝛽

(r + 1)𝜗T2∶N((R
T
R)−1 ⊗ In)𝜗2∶N ,

V2 = �̃�
T (INn ⊗ P)�̃�.

Since 𝜒 = (T ⊗ In)x̃, 𝜗 = (T ⊗ In)ṽ, TT =
[ 1
√
N
1N R

]
and T−1 = TT

, based on

(3.7), we have

V̇1 = −𝛼2(r + 1)x̃Th − 𝛼(r + 1)x̃TZ
− 𝛼𝛽r𝜒T

2∶N(R
T
R⊗ In)𝜒2∶N − 𝛼𝛽r𝜒T

2∶N(R
T
R⊗ In)�̄�2∶N

−𝜗T2∶N(R
T
⊗ In)(𝛼h + Z) − 𝜗

T
2∶N𝜗2∶N + 𝛼(r + 1)𝜗T2∶N �̄�2∶N ,

V̇2 = 2�̃�T (INn ⊗ PF)�̃� + 2�̃�T (INn ⊗ PFG)x̃.

By the strong convexity of the local cost function and ‖𝜒‖ = ‖x̃‖, we have x̃Th ≥

m‖𝜒‖2. Owning to TTT = IN ,

−𝛼𝜒T (T ⊗ In
) (

INn ⊗𝜓

)
�̃� ≤

1
2
𝜀1𝛼

2
𝜒
T
𝜒 + 1

2𝜀1
�̃�
T
�̃�.

It results from (RTR⊗ In)(
(
RTR

)T
⊗ In) = RT2R⊗ In that

−𝜒T
2∶N(R

T
R⊗ In)�̄�2∶N ≤

1
2
𝜀2𝜒

T
2∶N(R

T

2R⊗ In)𝜒2∶N + 1

2𝜀2
�̄�
T
2∶N �̄�2∶N .

Because of the gradient of fi is Mi-Lipschitz, ‖‖RT
⊗ In‖‖ = 1 and ‖h‖2 ≤ M2‖x̃‖2,

−𝛼𝜗T2∶N(R
T
⊗ In)h ≤

1
2𝜀3𝜗

T
2∶N𝜗2∶N + 𝛼

2

2𝜀3
M2‖𝜒‖2.
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Moreover,

−𝜗T2∶N
(
RT

⊗ In
) (

INn ⊗𝜓

)
�̃� ≤

1
2
𝜀4𝜗

T
2∶N𝜗2∶N + 1

2𝜀4
�̃�
T
�̃�,

−𝜗T2∶N
(
RT

⊗ In
) (

T−1
⊗𝜓GIn

)
𝜒 ≤

1
2
𝜀5𝜗

T
2∶N𝜗2∶N + (𝜓G)2

2𝜀5
𝜒
T
𝜒,

𝛼(r + 1)𝜗T2∶N �̄�2∶N ≤
𝜀6
2
𝜗
T
2∶N𝜗2∶N + 1

2𝜀6
𝛼
2(r + 1)2�̄�T

2∶N �̄�2∶N .

Here 𝜀1, 𝜀2, 𝜀3, 𝜀4, 𝜀5 and 𝜀6 are positive real numbers.

In addition, 2�̃�T (INn ⊗ PF)�̃� + 2�̃�T (INn ⊗ PFG)x̃ ≤ −�̃�T �̃� + GTFTPPFGx̃T x̃.

Let V = V1 + ( r+12𝜀1
+ 1

2𝜀4
+ 𝛾)V2, W =

[
𝜒
T
1 𝜒

T
2∶N 𝜗

T
2∶N �̃�

T ]T
, 𝜀1 =

√
GTFTPPFG

𝛼
,

𝜀2 = 𝜀, 𝜀3 =
1
2 , 𝜀4 =

1
2 , 𝜀5 =

1
2 , and 𝜀6 = 𝜆, and hence,

V̇ ≤ −1
2
𝜃

(
‖W‖2 − 𝜉

−2‖
‖�̄�2∶N‖‖

2
)

−𝛼𝛽r𝜒T
2∶N

(
(RT

R⊗ In) −
𝜀

2
(RT


2R⊗ In)

)
𝜒2∶N .

Let y = ‖�̄�2∶N‖
‖W‖

, and based on �̄�2∶N(tk) = 0, we have y(tk) = 0. Because ̇̄𝜒2∶N =

−�̇�2∶N and ‖�̇�‖ ≤ ‖Ẇ‖, ẏ ≤ (1 + y)‖Ẇ‖
‖W‖

. Moreover,

Ẇ =

⎡
⎢
⎢
⎢
⎢
⎣

−( 1
√
N
1TN ⊗ In)(𝛼h + Z)

−(RT
⊗ In)(𝛼h + Z)

0
0

⎤
⎥
⎥
⎥
⎥
⎦

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

w1

+
⎡
⎢
⎢
⎢
⎣

0
−𝛽(RTR⊗ In)(𝜒2∶N + �̄�2∶N)
𝛼𝛽(RTR⊗ In)(𝜒2∶N + �̄�2∶N)

0

⎤
⎥
⎥
⎥
⎦

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

w2

+
⎡
⎢
⎢
⎢
⎣

0
−𝜗2∶N

0
0

⎤
⎥
⎥
⎥
⎦

⏟⏞⏞⏟⏞⏞⏟

w3

+
⎡
⎢
⎢
⎢
⎣

0
0
0

(INn ⊗ F)�̃�

⎤
⎥
⎥
⎥
⎦

⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟

w4

+
⎡
⎢
⎢
⎢
⎣

0
0
0

(INn ⊗ FG)x̃

⎤
⎥
⎥
⎥
⎦

⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟

w5

.

It is clear that ‖
‖w1‖‖ = 𝛼 ‖h‖ + ‖Z‖. Due to RT2R ≤ 𝜆

2
NIN−1, we have

‖
‖
‖
‖
‖

[
−𝛽(RTR⊗ In)
𝛼𝛽(RTR⊗ In)

]‖
‖
‖
‖
‖
≤

√
1 + 𝛼2𝛽𝜆N , which results in

‖
‖w2‖‖ ≤ 𝛽𝜆N

√
(1 + 𝛼2)

(
‖
‖𝜒2∶N‖‖ + ‖

‖�̄�2∶N‖‖
)
.
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Besides, ‖‖w3‖‖ = ‖
‖𝜗2∶N

‖
‖, ‖‖w4‖‖ ≤ ‖F‖ ‖�̃�‖ and ‖

‖w5‖‖ =
√
GTFTFG ‖𝜒‖ . From

the expression of Z, we know that ‖Z‖ ≤ ‖�̃�‖ + |𝜓G| ‖𝜒‖. Therefore,

Ẇ ≤ (2 + 𝛼M + |𝜓G| + ‖F‖ +
√
GTFTFG + 𝛽𝜆N

√
(1 + 𝛼2)) ‖W‖

+𝛽𝜆N
√
(1 + 𝛼2) ‖‖�̄�2∶N‖‖ .

Furthermore, ẏ ≤ a(1 + y)2+b(1+y). From the Comparison Lemma [14, Lemma

3.4], y ≤ 𝜑, where 𝜑 is the solution of �̇� = a(1 + 𝜑)2 + b(1+𝜑). Because y(tk) = 0,

let 𝜑(0) = 0. Then, y ≤ (a+b)(ebt−1)
−aebt+a+b .

For a given system, by Remark 3.1, there are appropriate constants 𝛼 and r such

that 𝛿 > 0. As a result, when 𝜀 ∈
(
0, 2

𝜆N

)
and 𝜆 ∈ (0, 0.5), we have 𝜃 > 0 and

𝜒
T
2∶N

(
(RTR⊗ In) −

𝜀

2 (R
T2R⊗ In)

)
𝜒2∶N > 0. If tk+1 − tk < 𝜏 for all k ∈ ℕ,

‖W‖2 > 𝜉
−2‖
‖�̄�2∶N‖‖

2
. Therefore, V̇ < 0. Consequently, 𝜒 → 0 as t → ∞, which is

equivalent to xi → x∗ as t → ∞. Because the Lyapunov function V and the upper

bound of its derivative are quadratic, the convergence is exponential. This completes

the proof.

Note that the conditions given in the theorem are only sufficient, and the esti-

mated bounds for the control parameters may be too conservative. In fact, in practice,

those parameters, when do not satisfy the conditions, may still make the optimization

design work.

3.4 Simulation

In this section, a numerical simulation is done to verify the effectiveness of the pro-

posed algorithm.

A network of 5 agents is considered, which is depicted by Fig. 3.1, with their

respective local cost functions as follows:

Fig. 3.1 The interaction

topology of system
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Fig. 3.2 The simulation

result (𝛼 = 4, 𝛽 = 1,
𝛥 = 0.001 s)
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f1(x) = (x + 2)2, f2(x) = (x − 5)2, f3(x) = (x − 2)2 + 3x + 1,
f4(x) = (x + 3)2 − x + 1, f5(x) = x2 + x + 6.

It is obvious that m = 2 and M = 2. All edges weights are set to be 0.1. Therefore,

the requirements of Theorem 3.1 are satisfied. As given in [7], the disturbance of each

agent is di(t) = Ai sin
(
𝜔t + ci

)
, which is generated by (3.2) with

S =
[

0 𝜔

−𝜔 0

]

,B =
[
1 0

]
, 𝜔i(0) =

[
Ai sin ci
Ai cos ci

]

,

where 𝜔 = 1,
[
A1,A2,A3,A4,A5

]T =
[√

2,3
√
2,2

√
2,2

√
2,
√
2
]T

and ci =
𝜋

4 . Fur-

ther, we have 𝜙 =
[
0 1
−1 0

]

and 𝜓 =
[
1 0

]
. Let G =

[
−1 4

5

]T
such that F is

Hurwitz. According to Theorem 3.1, we can take 𝛼 = 4, 𝛽 = 1 and 𝛥 = 0.001 s.
Then Fig. 3.2 shows the simulation results, where the state of each agent con-

verge to the global optimization point x∗ = 0.1, which verifies the correctness of

Theorem 3.1.

3.5 Conclusions

Distributed optimization algorithm has been presented in this paper for the optimiza-

tion problem of a continuous-time multi-agent system with external disturbance and

discrete-time communication. A sufficient condition on communication period has

been given, under which the proposed algorithm can guarantee the system expo-

nentially converges to the optimization point. Then the correctness of the proposed

algorithm has been verified by simulation.
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Chapter 4
Camera Calibration Implementation
Based on Zhang Zhengyou Plane Method

Pingping Lu, Qing Liu and Jianming Guo

Abstract Camera calibration is a crucial step in computer vision, the main
determinant of the visual measurement effect, laying the basis for three-dimensional
reconstruction. In order to know calibration’s precision exactly, pinhole model and
relations of the four coordinates are used, camera’s internal and external parameter
matrices can be solved by Zhang Zhengyou plane calibration method, camera’s
distortion coefficients are then easily solved, further considered radial distortion and
tangential distortion. The paper establishes a simple but clear error assessment
system to evaluate the accuracy of the results and compares them with MATLAB
toolbox. The experiment demonstrates that the method has high accuracy, estab-
lishing a foundation for seeking depth by binocular stereo vision.

Keywords Camera calibration ⋅ Zhang zhengyou calibration method ⋅ Image
distortion ⋅ MATLAB toolbox

4.1 Introduction

In computer vision research which is rapidly developing, we could extract geo-
metric information (such as the position, shape, location, etc.) of objects in 3D
space in accordance with images the camera captured, then reconstruct and perceive
objects according to this information [1]. A point on the surface of the
three-dimensional object can be mapped to the corresponding point on the image by
the geometric model (such as pinhole model) of the camera. The geometric
parameters are named camera parameters [2]. Usually under most conditions they
can be calculated by experiments, the process is camera calibration [3].

Those current camera calibration techniques can be roughly classified into two
categories: traditional calibration and self-calibration [4].
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Traditional calibration: based on camera imaging model (such as pinhole or
fish-eye model), under these conditions that the shape and size of the calibration
target is fixed and must have been known, through image processing and a series of
mathematical transformations (linear calculation and nonlinear optimization), to
calculate camera parameters [5]. Self-calibration: using the corresponding rela-
tionships between some specific quantities of the two images imaged before and
after the camera rotation or translation, to complete camera calibration. Because the
camera’s main point and effective focal length have inherent constraints on the basis
of certain camera imaging model, and these constraints usually have nothing to do
with the surrounding environment and the movement of the camera. Therefore,
self-calibration can take advantage of this [6].

Camera calibration has a long history, as early as 1986, R. Tsai [7] has created a
classical Tsai’s camera model, putting forward the two-step calibration strategy
which belongs to traditional calibration. This camera model can compensate camera
radial distortion. The two-step calibration strategy [8] establishes equations by
using RAC (radial alignment constraint), through direct linear operation and non-
linear optimization, to seek for the internal and external parameters. But this method
has complex calculation process and high equipment accuracy requirement so that
not fit with simple experimental conditions. Moreover, it is hard to detect feature
points and measure data [9].

Professor Zhang [10] improved the two-step calibration strategy and proposed
method based on planar template. At first, a set of images are obtained by observing
a planar template at a few (at least two) different orientation. Then, the procedure
consists of a closed-form solution, followed by a nonlinear refinement based on the
maximum likelihood criterion.

Compared the above-mentioned methods, we adopt the second. This paper is
organized as follows: Sect. 4.2 describes the basic principle of camera calibration.
Section 4.3 describes the calibration procedure. We make the planar template in
front of a camera rotate or translate two times or above; or camera rotate or translate
two times or above while planar template is fixed. Specific parameters of planar
template moving need not be known. Section 4.4 provides the experimental results.
Finally, Sect. 4.5 presents a brief summary.

4.2 The Basic Principle of Camera Calibration

4.2.1 Four Kinds of Coordinate Systems

There are many kinds of coordinate systems in computer vision. The following four
kinds of coordinate systems are often used while calibrating.

(1) image pixel coordinate system
As shown in Fig. 4.1, there is a two-dimensional orthogonal coordinate
system O0uv, whose origin O0 is on the top left corner of the digital
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image [2]. (u, v) is the coordinate of each pixel, indicating the v-th row
and the u-th column element in the array. O0uv is called image pixel
coordinate system [11].

(2) image physics coordinate system
As shown in Fig. 4.1, an orthogonal coordinate system O1xy is built on
the image plane, whose origin O1 is the main point of the image [1]. Its
x and y axes parallel to u and v axes respectively. Assumed the image
pixel coordinate of the origin O1 is (u0, v0), the distances between every
two pixel along x and y axes direction are dx and dy respectively (The
unit can assume to be mm), so the relation between image pixel coor-
dinate (u, v) and image physics coordinate (x, y) of any point in image is:

u=
x
dx

+ u0 v=
y
dy

+ v0 ð4:1Þ

We represent the relation with homogeneous coordinates and the matrix.
The expression is:

u
v
1

2
4

3
5=

1 d̸x 0 u0
0 1 d̸y v0
0 0 1

2
4

3
5 x

y
1

2
4

3
5 ð4:2Þ

(3) camera coordinate system
The geometric relationship about camera imaging is shown in Fig. 4.2.
The camera coordinate system OCXCYCZC has its origin OC at the center

Fig. 4.2 Camera coordinate system and world coordinate system

Fig. 4.1 Image pixel coordinate system and image physics coordinate system
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of projection, its ZC axis along the optical axis, and its XC and YC axes
parallel to the x and y axes of image physics coordinate system
respectively [5]. The distance from image plane to the core of camera
OCO1 is the camera’s focal length f [5].

(4) world coordinate system
Because the position of camera and target is not fixed in the space, we
can only describe their relative position through the establishment of
reference coordinate system. This is the world coordinate system
OWXWYWZW, as shown in Fig. 4.2 [2]. The relationship between the
camera coordinate and the world coordinate can be represented by a
rotation matrix R and a translation vector t [2]. Assumed that a specific
point P in 3D space, whose camera coordinate and world coordinate are
(XC, YC, ZC)

T, (XW, YW, ZW)
T, the relationship between them is:

XC

YC
ZC
1

2
664

3
775=

R t
0T 1

� � XW

YW
ZW
1

2
664

3
775=M2

XW

YW
ZW
1

2
664

3
775 ð4:3Þ

R is 3 × 3 unit orthogonal matrix and t is translation vector, 0 = (0, 0,
0)T, M2 is 4 × 4 matrix, standing for the relationship between the camera
coordinate and the world coordinate.

4.2.2 The Camera Model

4.2.2.1 The Linear Camera Model

A 3D point P projected to the corresponding point p on the image plane can be
expressed by pinhole model approximately. As shown in Fig. 4.2, an image point
p is intersection between image plane and the attachment of camera’s core OC and
P [2]. We call this model center projection or perspective projection [2]. According
to the principle of similar triangles, we get:

x=
fXC

ZC
y=

fYC
ZC

ð4:4Þ

The relationship between image physical coordinate and camera coordinate is:

ZC
x
y
1

2
4

3
5=

f 0 0 0
0 f 0 0
0 0 1 0

2
4

3
5

XC

YC
ZC
1

2
664

3
775 ð4:5Þ
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We put Eqs. 4.2 and 4.3 into Eq. 4.5, then get the relationship between world
coordinate and image pixel coordinate:

ZC
u
v
1

2
4

3
5=

f d̸x 0 u0 0
0 f d̸y v0 0
0 0 1 0

2
4

3
5 R t

0T 1

� � XW

YW
ZW
1

2
664

3
775=M1M2

XW

YW
ZW
1

2
664

3
775=M

XW

YW
ZW
1

2
664

3
775

ð4:6Þ

Fx = f/dx, fy = f/dy are expressed as the effective focal length of the camera in the
x and y axes. M is 3 × 4 matrix, matrix M1 is only related to the camera’s internal
structure, which is called camera intrinsic parameters matrix defined by fx, fy, u0, v0.
While matrixM2 is only related to the camera’s external parameters, which is called
camera extrinsic parameters matrix.

4.2.2.2 The Non-Linear Camera Model

When the camera lens are wide-angle lens or the production of camera is not
standard, it occurs the distortion on the edge of image, what’s more, the more close
to the edge, the more serious distortion phenomenon. Therefore, if to use linear
model to calibrate camera, image point p will deviate from the original position and
produce very large error. So the non-linear camera model is used [2], as follows:

δx = k1xðx2 + y2Þ+ k2xðx2 + y2Þ2 + k3xðx2 + y2Þ3 + p2ð3x2 + y2Þ+2p1xy
δy = k1yðx2 + y2Þ+ k2yðx2 + y2Þ2 + k3yðx2 + y2Þ3 + p1ð3x2 + y2Þ+2p2xy

�
ð4:7Þ

where k1, k2 are radial distortion coefficients, p1, p2 are tangential distortion coef-
ficients, δx, δy are distortion errors along x and y axes.

4.3 Camera Calibration Method

4.3.1 Solving Internal and External Parameters

At first, to capture 3 or more images in the camera’s view. Planar template can be
translated or rotated at random, but the ZW of the world coordinate system of each
image is chosen to perpendicular to the plane, the first corner detected is perceived
as the world coordinate system’s origin, and ZW = 0 in the plane.
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Let’s denote the i-th column of the rotation matrix R by ri. So Eq. 4.5 can be
written as:

u
v
1

2
4

3
5= sM1 r1 r2 r3 t½ �

XW

YW
0
1

2
664

3
775= sM1 r1 r2 t½ �

XW

YW
1

2
4

3
5=H

XW

YW
1

2
4

3
5 ð4:8Þ

where s is an arbitrary scale factor. Let

H=
h11 h12 h13
h21 h22 h23
h31 h32 1

2
4

3
5 ð4:9Þ

h= h11 h12 h13 h21 h22 h23 h31 h32 1½ �T ð4:10Þ

Then obtain:

XW YW 1 0 0 0 − uXW − uYW − u
0 0 0 XW YW 1 − vXW − vYW − v

� �
h=0 ð4:11Þ

Each point can be shown above the two equations. One image has N points, and
2 × N equations can be obtained, written as Sh = 0. The solution of h is the
corresponding eigenvector to the minimum eigenvalue of the equation STS = 0 [2],
H can be solved after the vector h is normalized. Nonlinear least square method can
be used to solve maximum likelihood estimation of H, here is Levenberg-
Marquardt algorithm [12].

Each image has homography matrixH, written as column vectors,H = [h1 h2 h3],
where each h is 3 × 1 vector. H = [h1 h2 h3] = sM1[r1 r2 t] can be decomposed as:

hi = sM1ri or ri = λM − 1
1 hi ð4:12Þ

where λ = 1/s, i = 1, 2, 3.
Rotation matrix R is unit orthogonal matrix, so r1 and r2 are orthogonal. We

have two constraints:

hT1M
− T
1 M − 1

1 h2 = 0 ð4:13Þ

hT1M
− T
1 M − 1

1 h1 = hT2M
− T
1 M − 1

1 h2 ð4:14Þ

Let B=M − T
1 M − 1

1 , we can get:

B=M − T
1 M − 1

1 =
B11 B12 B13

B21 B22 B23

B31 B32 B33

2
4

3
5 ð4:15Þ

34 P. Lu et al.



In fact, there is general closed-form of matrix B:

B=

1
f 2x

0 − u0
f 2x

0 1
f 2y

− v0
f 2y

− u0
f 2x

− v0
f 2y

u0
f 2x
+ v0

f 2y
+1

2
6664

3
7775 ð4:16Þ

The two constraints have their general form hTi Bhj via matrix B. We could obtain
each element just making sure the six elements of B as matrix B is symmetric
matrix. The six elements are written as a column vector:

hTi Bhj = vTijb=

hi1hj1
hi1hj2 + hi2hj1

hi2hj2
hi3hj1 + hi1hj3
hi3hj2 + hi2hj3

hi3hj3

2
6666664

3
7777775

B11

B12

B22

B13

B23

B33

2
6666664

3
7777775

ð4:17Þ

The two constraints can be written as Eq. 4.18 via the definition of vij
T

vT12
ðv11 − v22ÞT

� �
b=0 ð4:18Þ

If we get K images at the same time, we can get Vb = 0 where V is a 2 K × 6
matrix.

If K ≥ 2, it has solution. At last, we compute the internal parameters.

fx =
ffiffiffiffiffiffiffiffiffiffiffi
λ B̸11

p
ð4:19Þ

fy =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λB11 ð̸B11B22 −B2

12Þ
q

ð4:20Þ

u0 = −B13f 2x λ̸ ð4:21Þ

v0 = ðB12B13 −B11B23Þ ð̸B11B22 −B2
12Þ ð4:22Þ

λ=B33 − B2
13 + v0ðB12B13 −B11B23Þ

� 	
B̸11 ð4:23Þ

Then we compute the external parameters by B:

r1 = λM − 1
1 h1 ð4:24Þ
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r2 = λM − 1
1 h2 ð4:25Þ

r3 = r1 × r2 ð4:26Þ

t= λM − 1
1 h3 ð4:27Þ

λ=1 ̸ M − 1
1 h1



 

 ð4:28Þ

But if let r1, r2, r3 combine into rotation matrix R, there may be a large error
because R is not a positive definite matrix in the actual process, that is to say
RTR = RRT = I is not founded.

To solve this problem, we can choose to use singular value decomposition
(SVD), to make R = UDVT is founded. U and V are orthogonal matrices, D is
diagonal matrix. Moreover, because r1, r2, r3 are orthogonal to each other, matrix
D must be identity matrix I so that R = UIVT. So we first solve singular value
decomposition of R, then D to be set as identity matrix, finally multiply U and V to
solve rotation matrix R′ which is matching the requirement.

4.3.2 Maximum Likelihood Estimation

We adopt Levenberg-Marquardt algorithm to optimize these parameters after they
are solved. Evaluation function is expressed as:

C= ∑
N

i=1
∑
K

j=1
mij −mðM1,Ri, ti,MijÞ



 

2 ð4:28Þ

where N is the total number of image, K is the total number of points in each image,
m is image pixel coordinate, M is world coordinate, m(M1, Ri, ti, Mij) is image pixel
coordinate computed by these known parameters

4.3.3 Solving Camera Distortion

We have not dealt with camera distortion so far. We use camera’s internal and
external parameters and all distortion coefficients set to zero as initial values to
compute them. Let (xp, yp) is the location of point, (xd, yd) is the distortion location
of point, so

xp
yp

� �
=

fxXW Z̸W + u0
fyYW Z̸W + v0

� �
ð4:29Þ
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Combine with Eq. 4.7, we get

xp
yp

� �
= ð1+ k1r2 + k2r4 + k3r6Þ xd

yd

� �
+ 2p1xdyd + p2ðr2 + 2x2dÞ

p1ðr2 + 2y2dÞ+2p2xdyd

� �
ð4:30Þ

where r2 = xd
2 + yd

2. We can get a large number of equations and solve them to
obtain distortion coefficients.

4.4 Analysis of Experimental Results

4.4.1 Error Assessment Method

Camera calibration results are difficult to evaluate whether accurate or not, there is
no objective criteria. We can use world coordinate (XW, YW, ZW) and the camera
parameter matrix of a 3D point P, to get the back-projection value ðu ̃, v ̃Þ after matrix
multiplication, then compare it with origin value (u, v) detected actually, get
average error Euv, standard deviation euv and maximum error e in the image pixel
coordinate system.

Euv =
∑
K

i=1
ð eui − uij j+ evi − vij jÞ

K
ð4:31Þ

euv =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
K

i=1
ð eui − uij j2 + evi − vij j2Þ

K

vuuut
ð4:32Þ

e=minð∑
K

i=1
eui − uij j, evi − vij jÞ ð4:33Þ

4.4.2 The Introduction of Experiment System

The calibration template is checkerboard with nine corners along length and six
corners along width. The size of each black square is 20 mm × 20 mm, there are 54
angular points, the first corner of each image will be origin of the world coordinate
system, and world coordinates of other corners will be computed.

Adopting microscopical industrial camera, whose resolution is 640 × 480 pixels,
and focal length is 12 mm, the physical size is 1/3″, the distance of every two pixel
is 3.2 μm. The flow chart of camera calibration algorithm is shown in Fig. 4.3.
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4.4.3 Analysis of Experimental Results

To complete calibration through 5, 10, 15 and 20 images respectively, using
Eqs. 4.31–4.33 to get average error, standard deviation and maximum error (See
Fig. 4.4).

With the number of calibration image increasing, the average error and standard
deviation gradually decrease and stabilize to a certain value. We should take 20–25
image at least. In order to make the errors seem more convenient, we describe them
as a scatter plot (See Fig. 4.4).

We choose an image to calculate the camera parameters. The rotation matrix and
translation vector of 13-rd image are:

R=

− 0.614031 0.789249 − 0.007166

0.766653 0.598560 0.232309

0.187639 0.137151 − 0.972615

2
64

3
75

t= − 99.62857 − 138.42137 1409.07778½ �

In order to verify the accuracy of the calibration results, we use MATLAB
toolbox to calibrate the 20 images (See Tables 4.1 and 4.2).

start

Initialise number of 
calibraton images

Initialise Number of 
corners in length and 

width per image

Read a calibration image and extract 
corners

All corners are extracted?

Extract and draw 
subpixel corners

Save world coordinates

All images are 
read?

Calibrate camera, save 
results, compute error

end
Y

N

N

Y

Fig. 4.3 The flow chart of camera calibration
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4.5 Conclusion

Experiments show that Zhang Zhengyou plane calibration method not only has low
requirement to the experimental equipment just with a camera and a calibration
template, but also has high precision, which is a transition method between the
traditional calibration and the self-calibration. In simple experimental conditions, we
can accurately obtain the camera parameters, and use the theory of binocular vision
to compute depth of field. At the same time, the software implementation compared
with MATLAB toolbox is simple, do not needs to extract angular point manually.

Fig. 4.4 The scatter plot of
back-projection error

Table 4.1 The error comparison of calibration precision

Images number Average error Standard deviation Maximum error

5 0.287452 0.2255661 2
10 0.237154 0.220006 2
15 0.2122855 0.200457 1
20 0.204852 0.194444 1

Table 4.2 The comparison
of calibration results

Parameters 20 images MATLAB toolbox

fx 1741.430026 1746.504035
fy 1743.25123 1748.425046
u0 340.4265682 347.7840171
v0 268.8052343 270.0848203
k1 −0.56386008 −0.59154964
k2 4.865922599 5.322022256
p1 0.001976323 0.001936653
p2 −0.011511625 −0.012229335
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Chapter 5
Online Identification and Robust Adaptive
Control for Discrete Hysteresis Preisach
Model

Xuehui Gao, Xuemei Ren, Chengyuan Zhang and Changsheng Zhu

Abstract By using the concept of online goal adaptation, we develop a new online

identification and a robust adaptive control for hysteresis system which is described

by discrete Preisach model. The proposed identification requires triangle matrices to

simply the calculation for Preisach model. In addition, a robust adaptive control is

adopted without inverse Preisach model based on the weighting factor recursive least

square (WFRLS) method. A Lyapunov function candidate guarantees the stability of

this hysteresis system. Finally, simulations perform on a typical system which clarify

the validity of the proposed approach.

Keywords Preisach ⋅ Hysteresis ⋅ Weighting factor recursive least square

5.1 Introduction

Hysteresis exists in magnetic circuits, precise servo systems and smart materials, etc.

Since the memory property and nonlinearity, hysteresis can lead to inaccuracies,

oscillations, or even instabilities. Thus, modeling and controller to hysteresis has

been widely investigated for many years.

Hysteresis models can be roughly classified into two categories: mathematical

models and physical models. physical models concern specific physical parame-

ters of the materials (sensors/actuators). Jiles-Atherton model [1] and bounc-Wen
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[2] model are common physical models in practice. Otherwise, mathematic models

are universal models which only involve input, output and other common parame-

ters but don’t need specific physical parameters. Popular mathematic models include

Preisach model [3–5], Prandtl-Ishlinskii (PI) model [6–8] and Krasnosel’skii-

Pokrovskii (KP) model [9].

Many researchers focus on the Preisach model in recent years. Some identifi-

cations and control strategies were proposed for continuous or discrete Preisach

models. Tan and Baras [10] addressed a recursive identification and adaptive inverse

control in smart material actuators, where hysteresis was modeled by a Preisach oper-

ator with Piecewise uniform density function. Gao et al. [3] proposed a determinate

identification for discrete Preisach model which depended on triangle matrices of

Preisach density function. An inverse compensation approach for Preisach model

using the inverse multiplicative structure was developed in Li et al. [4]. Xiao and Li

[5] presented a novel modified inverse Preisach model to compensate the hysteresis

for a piezoelectric actuator at varying frequency ranges whose the Preisach density

function was identified by least square method. All these approaches need either

complex computation or off-line identification. Thus, the identification for Preisach

model should be investigated much more.

Different control strategies have been proposed to precisely control the hysteresis

systems due to the existence of the nonlinearities. For Preisach model, the control

strategy can be classified as feedback control strategy [11, 12], feedforward control

strategy [10, 13] and Feedback-Feedforward strategy [14].

Rosenbaum et al. [13] considered hysteresis models in the scalar form and applied

inverse feedforward control for electromagnetic actuators. An adaptive output feed-

back controller was presented for a class of single-input-single-output (SISO) nonlin-

ear systems in Li and Tan [11], where the unknown hysteresis nonlinearity was rep-

resented by the Preisach model. Liu et al. [14] proposed a discrete composite control

strategy with a feedforward-feedback structure where the feedforward controller was

the inverse model and the feedback controller was secondary proportional-integral

(PI) controller to control the hysteresis system accurately.

Above all, most controllers need inverse model to compensate the hysteresis in

control strategies, which lead to complex calculation and weak performance. In this

paper, we propose an online identification for discrete Preisach model and a robust

adaptive control without inverse model to precisely control the hysteresis system.

Firstly, we expand the results of [3] and propose an online discrete identification

which also depend on the triangle matrices for matrix calculation simplified than

conventional integral compute. Then, a new robust adaptive controller is proposed

to suppress the nonlinearity of the hysteresis by the results of the online identifica-

tion. In addition, the new proposed robust adaptive control strategy doesn’t require

inverse Preisach model which different from other control strategies as aforemen-

tioned, which can lead to a simply calculation.

This paper is organized as follows. The online identification is given in Sect. 5.2

and the robust adaptive controller is proposed in Sect. 5.3. Finally, Sect. 5.4 provides

some numerical simulation and some conclusions are provided in Sect. 5.5.
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5.2 Online Identification of Discrete Preisach Model

In this section we review the discrete Preisach model and the off-line identification

[3]. Based on our prior work, we expand the results of [3] and propose a new online

identification with triangle matrices for discrete hysteresis Preisach model.

5.2.1 Discrete Preisach Model

Considering a pair of thresholds (𝛼, 𝛽), with 𝛼 ⩾ 𝛽, and u ∈ C([0,T]), 𝜁 ∈ 1, 0, then

the Preisach operator �̂�
𝛼,𝛽

[u, 𝜁 ] is defined as:

�̂�
𝛼,𝛽

[u, 𝜁 ] =
⎧
⎪
⎨
⎪
⎩

1 if u(t) < 𝛽,

0 if u(t) > 𝛼,

�̂�
𝛼,𝛽

[u, 𝜁 ](t−) if 𝛽 ⩽ u(t) ⩽ 𝛼.

(5.1)

where t ∈ [0,T], �̂�
𝛼,𝛽

[u, 𝜁 ](0−) = 𝜁 and t− = lim
𝜀>0,𝜀→0

t → 𝜀.

Thus, the discrete Preisach model can be expressed as [10]:

y(k) =
k∑

i=1

i∑

j=1
𝜔ij(k)𝜇ij(k) (5.2)

where 𝜔ij(k) is the Preisach operator at time k, i.e. 𝜔ij(k) = �̂�
𝛼,𝛽

[u, 𝜁 (𝛼, 𝛽)](k), 𝜇ij(k)
is the Preisach density function and k ∈ [0,T].

5.2.2 Online Identification of Preisach Model

Literature [3] adopted triangle matrices to identify discrete Preisach model, but that

was an off-line approach. In order to continue investigating this issue, A lemma [3]

is introduced as follows:

Lemma 1 Discrete Preisach model is expressed as (5.2). For each monotonous
section of hysteresis, the form of Preisach model with triangle matrices can be
described as follows:

y = 𝜔ũ𝜇 (5.3)
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where

𝜔 =

⎡
⎢
⎢
⎢
⎢
⎣

1 0 0 ... 0
1 1 0 ... 0
1 1 1 ... 0
... ... ... ... ...

1 1 1 ... 1

⎤
⎥
⎥
⎥
⎥
⎦

, 𝜇 =

⎡
⎢
⎢
⎢
⎢
⎣

𝜇11 0 0 ... 0
𝜇21 𝜇22 0 ... 0
𝜇31 𝜇32 𝜇33 ... 0
... ... ... ... ...

𝜇k1 𝜇k2 𝜇k3 ... 𝜇kk

⎤
⎥
⎥
⎥
⎥
⎦

,

ũ =

⎡
⎢
⎢
⎢
⎢
⎣

ũ11 0 0 ... 0
ũ21 ũ22 0 ... 0
ũ31 ũ32 ũ33 ... 0
... ... ... ... ...

ũk1 ũk2 ũk3 ... ũkk

⎤
⎥
⎥
⎥
⎥
⎦

, ũij =
ui − ui−1

i
, i = 1, 2,… k, j = 1, 2,… , i.

𝜔 is lower triangle identity matrix. 𝜇 means Preisach density function and ũ indi-
cates input. k is the discrete level of one monotonous section, e.g. continuous input
u of one monotonous section is discretized k levels: u1, u2,… uk.

Rewrite 𝜇 as vector form:

�̃� =
[∑k

j=1 𝜇1j
∑k

j=1 𝜇2j
∑k

j=1 𝜇3j ...
∑k

j=1 𝜇kj

]T
, (5.4)

and let 𝜃 = �̃�, then

𝜃 =
[
𝜃1 𝜃2 𝜃3 ... 𝜃k

]T
. (5.5)

Considering 𝜃 and input of one monotonous section, online identification is expressed

as Theorem 1.

Theorem 1 Discrete Preiach model is represented as (5.2) and 𝜃 is defined as (5.5),
then

yi = yi−1 +
ui − ui−1

i

i−1∑

j=1
𝜃j (5.6)

where i=1,2,. . . k.

Proof From Eq. (5.3), the following hold.

⎡
⎢
⎢
⎢
⎢
⎣

y1
y2
y3
...

yk

⎤
⎥
⎥
⎥
⎥
⎦

= 𝜔ũ𝜇 =

⎡
⎢
⎢
⎢
⎢
⎣

1 0 0 ... 0
1 1 0 ... 0
1 1 1 ... 0
... ... ... ... ...

1 1 1 ... 1

⎤
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎣

ũ11 0 0 ... 0
ũ21 ũ22 0 ... 0
ũ31 ũ32 ũ33 ... 0
... ... ... ... ...

ũk1 ũk2 ũk3 ... ũkk

⎤
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎣

𝜇11 0 0 ... 0
𝜇21 𝜇22 0 ... 0
𝜇31 𝜇32 𝜇33 ... 0
... ... ... ... ...

𝜇k1 𝜇k2 𝜇k3 ... 𝜇kk

⎤
⎥
⎥
⎥
⎥
⎦

(5.7)
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Substituting (5.5) into (5.7), we obtain

⎡
⎢
⎢
⎢
⎢
⎣

y1
y2
y3
...

yk

⎤
⎥
⎥
⎥
⎥
⎦

=

⎡
⎢
⎢
⎢
⎢
⎢
⎣

∑1
i=1 ũi1 0 0 ... 0

∑2
i=1 ũi1

∑2
i=2 ũi2 0 ... 0

∑3
i=1 ũi1

∑3
i=2 ũi2

∑3
i=3 ũi3 ... 0

... ... ... ... ...
∑k

i=1 ũi1
∑k

i=2 ũi2
∑k

i=3 ũi3 ...
∑k

i=k ũik

⎤
⎥
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎣

𝜃1
𝜃2
𝜃3
...

𝜃k

⎤
⎥
⎥
⎥
⎥
⎦

=

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

∑1
i=1

∑i
j=1 ũij𝜃i∑2

i=1
∑i

j=1 ũij𝜃i∑3
i=1

∑i
j=1 ũij𝜃i
...

∑k
i=1

∑i
j=1 ũij𝜃i

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

(5.8)

Considering Eq. (5.8) and ũij =
ui−ui−1

i which is defined in Lemma 1, we have

yi = yi−1 +
ui − ui−1

i

i−1∑

j=1
𝜃j. (5.9)

This completes the proof.

5.3 Design of Controller

5.3.1 Problem Statement

Consider a discrete hysteresis system as follows :

A(z−1)y(k) = B(z−1)u(k) +𝜛(k) (5.10)

where A(z−1) = 1 + a1z−1 +⋯ + anz−n,B(z−1) = b1z−1 + b2z−2 +⋯ + bnz−n, n is

the system order. 𝜛(k) means hysteresis which is described by Eq. (5.6).

Rewrite Eq. (5.10) as least squares(LS) form:

y(k) = 𝜓
T (k)𝜗 (5.11)

where 𝜓(k) = [−y(k − 1),… ,−y(k − n), u(k), u(k − 1),… , u(k − n)]T and 𝜗 =
[a1, a2,… , an,

i
k
∑k−1

j=1 𝜃j, b1 −
1
k
∑k−1

j=1 𝜃j,… , bn]T . For Eq. (5.11), we adopt weight-

ing factor recursive least square (WFRLS) to evaluate the parameters. The WFRLS

can be designed as follows [15]:

⎧
⎪
⎨
⎪
⎩

�̂�(k) = �̂�(k) +W(k)P(k)𝜓(k − 1)e(k)
P(k) = P(k − 1) − P(k−1)𝜓(k−1)𝜓T (k−1)P(k−1)

1
W(k) +𝜓

T (k−1)P(k−1)𝜓(k−1)
(5.12)
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where W(k) means weighting factor and it is defined as follows:

W(k) =

{
1, |e(k)| ⩽ e

e
|e(k)| , |e(k)| > e (5.13)

The error e(k) defines e(k) = y(k) − 𝜓
T (k − 1)�̂�(k − 1) and e indicates the threshold

of Huber function. P(0) = 𝛼I, 𝜗(0) = 𝜀, where I, 𝜀 denote identity vector and zero

vector, respectively, and 𝛼 is sufficiently large positive real number.

5.3.2 Design of Controller

In this paper, the controller is picked as follows:

u(k) = k
𝜌 +

∑k−1
j=1 𝜃j

[

ŷ(k) + a1ŷ(k − 1) +⋯ + anŷ(k − n) +

(
1
k

k−1∑

j=1
𝜃j − b1

)

u(k − 1)

+⋯ + bnu(k − n)
]

(5.14)

where 𝜌 is a sufficiently small positive integer, which guarantees the equation non-

singularity when
∑k−1

j=1 𝜃j = 0.

Considering the discrete hysteresis system (5.10), if the controller is chosen as

(5.14), the following Theorem holds.

Theorem 2 Considering a discrete system is described as Eq. (5.10), when the para-
meters are estimated by Eqs. (5.12), (5.13) and the controller is chosen as Eq. (5.14),
the discrete system is stabilized.

Proof Select a Lyapunov function candidate as:

V(k) = �̃�
T (k)P−1(k)�̃�(k) (5.15)

where �̃�(k) = �̂�(k) − 𝜗.

Since �̃�(k) = �̂�(k) − 𝜗, by using �̂�(k) = �̂�(k − 1) + W(k)P(k)𝜓(k − 1)e(k) in

Eq. (5.12), we have

�̃�(k) = �̃�(k − 1) +W(k)P(k)𝜓(k − 1)e(k). (5.16)

Considering e(k) = y(k) − 𝜓
T (k − 1)�̂�(k − 1) and �̃�(k) = �̂�(k) − 𝜗, the error is

expressed as:

e(k) = −𝜓T (k − 1)�̃�(k − 1). (5.17)
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Substituting Eq. (5.17) into (5.16), we have

�̃�(k) = P(k)(P−1(k) −W(k)𝜓(k − 1)𝜓−1(k − 1))�̃�(k − 1). (5.18)

By using Eqs. (5.12), (5.18) can be rewritten as:

�̃�(k) = P(k)P−1(k − 1)�̃�(k − 1). (5.19)

Therefore, from (5.15), (5.16), (5.17) and (5.19), we have

ΔV(k) = �̃�
T (k)P−1(k)�̃�(k) − �̃�

T (k − 1)P−1(k − 1)�̃�(k − 1)
= �̃�

T (k)P−1(k)P−1(k − 1)�̃�(k − 1) − �̃�
T (k − 1)P−1(k − 1)�̃�(k − 1)

= e(k)W(k)𝜓T (k − 1)PT (k)P−1(k − 1)�̃�(k − 1)
⩽ e(k)W(k)𝜓T (k − 1)P(k − 1)P−1(k − 1)�̃�(k − 1)
= −W(k)e2(k).

(5.20)

Equations (5.15) and (5.20) imply that V is nonincreasing. Hence, the discrete

system is stabilized.

This completes the proof.

5.4 Simulation Studies

In this section, we illustrate the above methods on a line motor system. For this

system, we ignore the dynamic characteristics of current and only consider the effect

of hysteresis. We have the discrete system model as:

y(2) + 𝛾z−1y(1) = 1
M
z−1u(2) − 𝛾

M
z−2u(1) +𝜛 (5.21)

where y indicates position of load and u is input voltage. M, 𝛾 and 𝜛 means total

mass of line motor system, friction coefficient and hysteresis, respectively.

In this simulation, M, 𝛾 is chosen as M = 1.4, 𝛾 = 0.23, respectively. Let 𝜂1 =
1
k
∑k−1

j=1 𝜃j−b1, 𝜂2 =
1
k
∑k−1

j=1 𝜃j−b2 and the controller is designed as Eq. (5.14) where

𝜌 is defined as 𝜌 = 0.001. We choose the reference input as r(i) = e10isin( 𝜋

2−i ). The

simulation results are illustrated in Figs. 5.1 and 5.2a, b.

Figure 5.1 shows the identification results of the parameters in Eq. (5.21) with

WFRLS and Fig. 5.2a illustrates the tracking curve of the proposed controller with

the input r(i). Figure 5.2b shows the tracking errors of the reference signal and con-

trolled results. From Fig. 5.1, it is shown that the identification results can conver-

gence after 20 iterations and the controller can good track the reference signal from

Fig. 5.2a. We can see that the errors of reference signal and controlled results in
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Fig. 5.2b, which the maximum error is 0.25, the mean error is 0.0316 and mean

absolute error (MAE) is 0.0903. That indicated the proposed control scheme has

good tracking performance and robustness.

5.5 Conclusion

An online identification approach was proposed for discrete Preisach model of hys-

teresis nonlinearity in this paper. The identification computation was simplified by

matrix calculation. Then, a WFRLS was adopted on this discrete system to estimate

the parameters and a robust adaptive control scheme was presented based on the
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identification without inverse Preisach model to compare with other control strate-

gies. In addition, a Lyapunov function candidate was designed to guarantee the sta-

bility of the controlled system. Finally, simulations demonstrated the effectiveness

of the proposed approaches.
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Chapter 6
Switching Control for Multi-motor Driving
Servo System with Uncertain Parameters

Wei Zhao and Xuemei Ren

Abstract This paper presents a novel switching control for multi-motor driving

servo systems with uncertain parameters, such that it is sufficient to achieve speed

synchronization among motors and load tracking. In order to solve the problem of

complex coupling relationship between synchronization and tracking, a switching

plane (SP) is introduced to implement switching between speed synchronization

control and load tracking control. In design of synchronization control, the adaptive

scheme based on speed negative feedback is proposed to achieve synchronization

errors convergence in finite time. Due to the properties of robustness, the adaptive

robust algorithm is utilized to attain load tracking accurately, where dual-observer

and adaptive laws are presented to estimate unknown friction state and uncertain

parameters. Comparative simulation results are included to verify the reliability and

effectiveness.
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6.1 Introduction

In recent years, large inertia systems have been widely used in industry and military,

such as steel rolling systems, radar control systems and so on. Due to the limitations,

single motor can not drive large inertia systems with preferable performances. Con-

sidering large driving force, multi-motor is attracting wide attentions from different

communities. Moreover, the speed synchronization among multi-motor is a funda-

mental issue to have influences on the performances of multi-motor systems, i.e., sta-

bility, precision and response speed. Simultaneously, system parameters are affected

by environment and may have different values in various environments, which affect

the system performances and need to be eliminated. Thus, it is necessary to inves-

tigate a novel controller based on adaptive parameter estimation, such that the high

performances of speed synchronization and load tracking can be achieved.

Considering the issue of load position tracking, many different advanced schemes

have been proposed to attain load position tracking precisely, such as H∞ control

[1, 2] and intelligent control [3]. But, most of above algorithms paid close attentions

to single motor driving systems, which can not be directly applied on multi-motor

driving systems. Speed asynchronization will result in motors collision and system

performances weakening, thus speed synchronization among multi-motor becomes

a fundamental issue and has been investigated by some schemes [4, 7, 10]. Whereas,

most of the literatures only studied speed synchronization without load position

tracking, which may cause uncontrollability of system output. To obtain highly pre-

cise results, this paper proposes a switching controller to achieve finite-time speed

synchronization and load position tracking.

Due to influence of external environments (e.g. temperature, humidity, etc.), the

values of system parameters are not invariable, which will be a handicap to accu-

rate control. To compensate effects of uncertain parameters, two approaches, namely

robust control (RC) and adaptive control (AC) [5, 6, 8], are mostly utilized for

systems with uncertain parameters. RC has guaranteed transient and steady-state

performances, but this scheme may result in switching or infinite gain feedback for

asymptotic tracking [6]. In contrast to RC, AC is able to achieve asymptotic tracking

without resorting to infinite gain feedback. Although above AC schemes can elimi-

nate the nonlinear effects of uncertain parameters, the robustness are not considered.

The main contributions of this paper are listed as follows: Firstly, a novel SP is

proposed based on synchronization error for control design to achieve speed syn-

chronization and load tracking. Secondly, an adaptive method based on speed nega-

tive feedback is presented to eliminate the nonlinear effects of uncertain parameters

and achieve speed synchronization in finite time. Finally, an adaptive robust control

incorporated with dual-observer is studied to attain load tacking, where dual-super

twisting (dual-ST) observer and adaptive laws are given to estimate the LuGre fric-

tion state and uncertain parameters with bounded errors.
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6.2 Problem Formulation

The dynamics of multi-motor driving servo systems can be described as

{
Ji�̈�i + bi�̇�i = ui − 𝜏i − (−1)iT̄ + wi i = 1,… , n
Jm�̈�m + fm(�̇�m) =

∑n
i=1 𝜏i

(6.1)

where 𝜃i and 𝜃m describe angle positions of the motor i and the load, �̇�i and �̇�m are

their velocities respectively, Ji and bi are the moment of inertia and the viscous fric-

tion coefficient of motor i, Jm denotes the moment of inertia of load, ui is the system

input torque, wi represents bounded disturbance and |wi| ≤ w̄, fm is the friction

torque, T̄ > 0 is the constant bias torque, the transmission torque 𝜏i is defined as

𝜏i = 𝜅iD(𝜃i − 𝜃m)
⎧
⎪
⎨
⎪
⎩

𝜅i(𝜃i − 𝜃m + 𝛼), 𝜃i − 𝜃m < −𝛼
0, −𝛼 ≤ 𝜃i − 𝜃m ≤ 𝛼

𝜅i(𝜃i − 𝜃m − 𝛼), 𝜃i − 𝜃m > 𝛼

(6.2)

with 𝜅i and 𝛼 being torsional coefficient and backlash width.

Assumption 1 Each moment of inertia of motors is uniform, i.e., J1 = J2 = · · · =
Jn = J. All of J, Jm and bi are not accurately known. The transmission torque 𝜏i and

friction fm are immeasurable.

In this paper, the LuGre model is selected as the friction model of servo systems,

and the expression is given as follows:

fm = 𝜎0𝜇 + 𝜎1�̇� + 𝜎2�̇�m, �̇� = �̇�m −
|
|�̇�m

|
|

h(�̇�m)
𝜇, h(�̇�m) = Fc + (Fs − Fc)e−(�̇�m∕�̇�s)

2

(6.3)

where 𝜇 represents the deformation of the bristle, Fc stands for the Coulomb friction

level, Fs denotes the static force level and Fs ≥ Fc, �̇�s is Stribeck velocity, 𝜎0 denotes

the stiffness, 𝜎1 is the damping coefficient and 𝜎2 denotes viscous friction coefficient.

In (6.3), 𝜎0, 𝜎1, 𝜎2 and 𝜇 are all unknown.

According to Assumption 1, the following states are denoted as

{
x1 = 𝜃m
x2 = �̇�m

{
x3i = 𝜃i
x4i = �̇�i, i = 1, 2,… , n (6.4)

and the dynamics of servo systems (6.1) can be deduced as

{
ẋ1 = x2
ẋ2 = a1

∑n
i=1 𝜏i − a1fm

{
ẋ3i = x4i
ẋ4i = a2(ui − 𝜏i − (−1)iT̄ + wi) − a3ix4i

(6.5)

where a1 = 1∕Jm, a2 = 1∕J, a3i = bi∕J, i = 1, 2,… , n.
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In following section, a novel switching control is dedicated to achieve finite-time

speed synchronization control and load tracking control.

6.3 Design of Switching Control

In order to achieve speed synchronization and load tracking, the adaptive switching

controller is given in this section. A SP is introduced to study the stability of servo

systems

S0 =
{
(sT1 , s2)|s

T
1 s1 = 0

}
. (6.6)

where sT1 s1 = 0 holds whenever the systems stay on the S0.

The synchronization error s1 is defined as follows

s1 = [x41 − x42,… , x4i − x4i+1,… , x4n − x41]T = [es1,… , esi,… , esn]T (6.7)

and s2 is denoted as the filtering value of load tracking error et = x1 − yd

s2 = ėt + 𝜆1et + 𝜆2|et|𝜆3sign(et) (𝜆1, 𝜆2 ≥ 0) (6.8)

where yd is the continuous reference signal, 𝜆3 = q∕p and the positive odd constants

p > q > 0 satisfy
1
2 ≤ q∕p ≤ 1.

In following subsections, the switching controller ui based on SP is presented to

achieve speed synchronization and load tracking.

ui = usi + uti, (6.9)

which consists of two parts: speed synchronization usi and tracking control uti.

6.3.1 Design of Speed Synchronization Controller

In order to eliminate the influence on synchronization control, uti is chosen as ut1 =
ut2 = · · · = utn. Then synchronization error (6.7) can be deduced that

Jėsi = usi − (−1)iT̄ + wi − 𝜌
T
i 𝜙i − (usi+1 − (−1)i+1T̄ + wi+1 − 𝜌

T
i+1𝜙i+1)

i = 1, 2,… n − 1 (6.10)

Jėsn = usn − (−1)nT̄ + wn − 𝜌
T
n𝜙n − (us1 + T̄ + w1 − 𝜌

T
1𝜙1). (6.11)
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where the vectors 𝜌i and 𝜙i are defined as

𝜌i = [𝜅i, bi]T , 𝜙i = [D(x4i − x2), x4i]T , (6.12)

and J, bi, 𝜅i, i = 1, 2,… , n are all uncertain parameters, the D(x4i − x2) is given in

(6.2).

Based on speed negative feedback, the adaptive controller usi is proposed to keep

speed synchronization

usi = −(k1x4i −
k1
n

n∑

j=1
x4j) − 𝜗i + �̂�

T
i 𝜙i (6.13)

where the control gain k1 > 0 and �̂�i is the estimation of 𝜌i and �̂�i = [�̂�i, b̂i]T .

Moreover, the function 𝜗i is selected to guarantee finite-time convergence of syn-

chronization error

𝜗1 = (k2|es1 − esn|r + k3)sign(es1 − esn)
𝜗i = (k2|esi − esi−1|r + k3)sign(esi − esi−1) i = 2, 3,… , n (6.14)

where k2 and k3 are positive gains and 0 < r < 1.

And the adaptive laws are defined as

̇̂𝜌1 = −𝛤−1
1 𝜙1(es1 − esn), ̇̂𝜌i = −𝛤−1

i 𝜙i(esi − esi−1) i = 2, 3,… , n (6.15)

where 𝛤i ∈ Rn×n i = 1, 2,… , n are positive definite matrices.

Theorem 6.1 Consider multi-motor driving servo systems (6.5). The controller is
design as (6.13) with adaptive laws (6.15), and then speed synchronization among
motors is achieved in finite time. Moreover, the uncertain parameters 𝜅i and bi are
both estimated with arbitrarily little errors.

Proof Select the Lyapunov function candidate Vs as

Vs =
1
2
JsT1 s1 +

1
2

n∑

i=1
�̃�
T
i 𝛤i�̃�i =

1
2

n∑

i=1
Je2si +

1
2

n∑

i=1
�̃�
T
i 𝛤i�̃�i (6.16)

where �̃�i = �̂�i − 𝜌i.
Considering control (6.13)∼(6.15) and choosing k3 > T̄ + w̄, the derivative of Vs

is given by
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V̇s =
∑n

i=1(Jesiėsi + �̃�
T
i 𝛤i ̇̂𝜌i)

= (es1 − esn)(u1 + T̄ + w1 − 𝜌
T
1𝜙1) +

∑n
i=1(�̃�

T
i 𝛤i ̇̂𝜌i)

+
∑n

i=2[(esi − esi−1)(ui − (−1)iT̄ + wi − 𝜌
T
i 𝜙i)]

≤ (es1 − esn)(−k1x41 +
k1
n
∑n

j=1 x4j − k2|es1 − esn|rsign(es1 − esn) + �̃�
T
1𝜙1)

+
∑n

i=2[(esi − esi−1)(−k1x4i +
k1
n
∑n

j=1 x4j − k2|esi − esi−1|rsign(esi − esi−1)
+�̃�Ti 𝜙i)] − �̃�

T
1𝜙1(es1 − esn) −

∑n
i=2 �̃�

T
i 𝜙i(esi − esi−1)

≤ −k1(es1 − esn)x41 − k1
∑n

i=2(esi − esi−1)x4i
−k2|es1 − esn|r+1 − k2

∑n
i=2 |esi − esi−1|r+1

≤ −k1
∑n

i=1 e
2
si − k2

(∑n
i=1 e

2
si
) r+1

2 ≤ 0.
(6.17)

From (6.17), one obtains that the errors of speed synchronization and parameter

estimations are decreased with increasing of time t. Moreover, both errors finally

converge to zeros.

Thus, it is able to deduce that �̃�
T
i 𝜙i are bounded and max(�̃�Ti 𝜙i) ≤ L with L > 0.

As k3 > T̄ + w̄ + L, the derivative of Vs1 =
1
2Js

T
1 s1 is given by

V̇s1 ≤ −k1
n∑

i=1
e2si −

(

k2
n∑

i=1
e2si

) r+1
2

≤ −k1Vs1 − k2V
r+1
2

s1 . (6.18)

From the finite-time theorem [9], it is found that the speed synchronization among

motors is attained in finite time. This ends the proof of Theorem 6.1.

6.3.2 Design of Load Tracking Controller

As speed synchronization is achieved, i.e., x4i =
∑n

j=1 x4j∕n, the synchronization

error esi tends to 0. Then the synchronization controller usi is equal to

usi = �̂�
T
i 𝜙i. (6.19)

From (6.10), (6.11) and (6.19), it is found that ėsi = 0 holds whenever

uti = −�̂�Ti 𝜙i + 𝜏i − (−1)iT̄ − wi + bix4i, (6.20)

which implies that

n∑

i=1
𝜏i = nuti +

n∑

i=1
�̂�
T
i 𝜙i −

n∑

i=1
(−(−1)iT̄ − wi + bix4i). (6.21)

In order to guarantee system on the S0, i.e., esi = 0 all the time, the tracking

controller uti will be designed based on (6.21) in the following.



6 Switching Control for Multi-motor Driving Servo System . . . 57

Due to Theorem 6.1, it is found that
∑n

i=1 bix4i can be approximated by
∑n

i=1 b̂ix4i
with arbitrary error. Then, (6.21) is simplified as

n∑

i=1
𝜏i = nuti +

n∑

i=1
(𝜏i + (−1)iT̄ + wi). (6.22)

Moreover, the dynamic of load is changed as

ẋ1 = x2, Jmẋ2 = nu +
n∑

i=1
(wi + (−1)iT̄) − 𝜎0𝜇 + 𝜎1

|
|x2||
h(x2)

𝜇 − 𝜎x2 (6.23)

where 𝜎 = 𝜎1 + 𝜎2, u = uti +
∑n

i=1 𝜏i∕n and 𝜏i = �̂�iD(x4i − x2).
Due to the existence of uncertain friction state 𝜇, the estimation of 𝜇 needs to be

discussed. Thus, inspired by [5], the dual-ST observer is proposed as follows:

̇̂𝜇0 = −
|x2|
h(x2)

�̂�0+x2−g1|s2|1∕2sign(s2), ̇̂𝜇1 = −
|x2|
h(x2)

�̂�1+x2−g2sign(s2) (6.24)

where g1 and g2 are positive gains.

Afterwards, the uti will be designed to attain load tracking. Considering remark-

able properties, the adaptive robust method is used to design tracking control uti,
which is defined as

uti = u −
n∑

i=1

𝜏i
n

(6.25)

and

u = −1
n
(
r1𝜑1(s2) + r2tanh(𝜉s2) − �̂�

T
m𝜙m

)
(6.26)

where

𝜑1(s2) = |s2|
1
2 sign(s2) (6.27)

�̂�m = [�̂�0, �̂�1, �̂�, Ĵm]T , 𝜙m = [�̂�0,−
|
|x2||
h(x2)

�̂�1, x2, xeq]T (6.28)

̇̂𝜌m = −s2𝛤−1
m 𝜙m, xeq = ÿd − 𝜆1ėt − 𝜆2𝜆3|et|𝜆3−1sign(et)ėt, (6.29)

and r1, r2, 𝜉 are positive constants, 𝛤m ∈ Rn×n
is positive definite matrix, and �̃�m =

�̂�m − 𝜌m.

Then, the stability of tracking control is analyzed in Theorem 6.2.

Theorem 6.2 Consider multi-motor driving servo systems (6.5). The controller is
selected as (6.25) with (6.26). As the speed synchronization driven by (6.13) is
achieved, the load tracking and estimation of friction state are attained with bounded
errors.
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Proof Choose the Lyapunov function candidate as

Vt =
1
2
Jms22 +

1
2
�̃�
T
m𝛤m�̃�m + 1

2
𝜎0�̃�

2
0 +

1
2
𝜎1�̃�

2
1 (6.30)

where �̃�m = �̂�m − 𝜌m, �̃�0 = �̂�0 − 𝜇, �̃�1 = �̂�1 − 𝜇.

Considering the equations �̂�0�̂�0−𝜎0𝜇0 = �̃�0�̂�0+𝜎0�̃�0, �̂�1�̂�1−𝜎1𝜇1 = �̃�1�̂�1+𝜎1�̃�1,

and observer (6.24) with control (6.26)∼(6.29), V̇t is deduced as

V̇t = Jms2ṡ2 + �̃�
T
m𝛤m ̇̂𝜌m + 𝜎0�̃�0 ̇̃𝜇0 + 𝜎1�̃�1 ̇̃𝜇1

= s2[nu − (𝜎0𝜇 − 𝜎1
|x2|
h(x2)

𝜇 + 𝜎x2 − Jmxeq)] + �̃�
T
m𝛤m ̇̂𝜌m + 𝜎0�̃�0 ̇̃𝜇0 + 𝜎1�̃�1 ̇̃𝜇1

= −s2
(
r1𝜑1(s2) + r2tanh(𝜉s2)

)
+ s2

∑n
i=1(wi + (−1)iT̄)

+s2[(�̃�0�̂�0 + 𝜎0�̃�0) −
|x2|
h(x2)

(�̃�1�̂�1 + 𝜎1�̃�1) + �̃�x2 + J̃mxeq] − s2�̃�Tm𝜙m

−𝜎0�̃�0(
|x2|
h(x2)

�̃�0 + g1|s2|1∕2sign(s2)) − 𝜎1�̃�1(
|x2|
h(x2)

�̃�1 + g2sign(s2)).
(6.31)

By choosing r2 to eliminate the term s2
∑n

i=1(wi + (−1)iT̄) and g1 = |s2|1∕2,

g2 = |x2||s2|∕h(x2), it is found that (6.31) is transformed as

V̇t ≤ −r1s2𝜑1(s2) − 𝜎0
|x2|�̃�2

0
h(x2)

− 𝜎1
|x2|�̃�2

1
h(x2)

≤ 0. (6.32)

where |x2|∕h(x2) ≥ 0.

From (6.32), it is deduced that s2 tends to zero, which implies that tracking error

can converge to origin with bounded error. This ends proof of Theorem 6.2.

6.4 Numerical Simulations

In this section, in order to further illustrate the performances of the proposed algo-

rithm, we consider the following four-motor driving servo system:

{ ẋ1 = x2
ẋ2 = 1

0.028
∑4

i=1 𝜏i −
1

0.028 fm

{ ẋ3i = x4i
ẋ4i =

1
0.185 (ui − (−1)iT̄ − 𝜏i + w) − 1.2

0.185x4i
(6.33)

where the driving motors i = 1, 2, 3, 4 are selected with same parameters (i.e.,

𝛼 = 0.2, 𝜅i = 560, T̄ = 0.8) and the parameters of LuGre friction fm are chosen

as Fs = 2.4, Fc = 0.8, �̇�s = 1.05, 𝜎0 = 1.3, 𝜎1 = 1.5, 𝜎2 = 0.8. The reference

position of load is chosen as yd = 2sin( 25𝜋t) + 1.3cos( 45𝜋t).

To verify the effectiveness of the proposed switching control, the comparative

simulations among the switching controller, PID and NPID are proposed. The para-

meters of proposed controller are listed as k1 = 10, k2 = 5, k3 = 15, r1 = 20, r2 = 5,
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r = 1∕2, 𝜉 = 500, 𝜆1 = 3, 𝜆2 = 1, 𝜆3 = 7∕11. The PID is designed as kp = 50,

ki = 2 and kd = 5. And the NPID is selected as kp = 18, ki = 2.

The performance curves with proposed switching control are listed in Fig. 6.1. It

can be found that the proposed method guarantees speed synchronization and load

tracking with bounded errors. Moreover, both errors converge to bounded regions

around origin in finite time.

Figure 6.2 gives the comparative results of tracking performance. From the curves,

it is obvious that all of three algorithms can achieve load tracking with bounded

errors. However, compared with PID and NPID, the proposed scheme gives faster

convergence speed and smaller steady-state error, which implies that the proposed

switching control has better performance.

Figure 6.3 depicts the estimations of friction state 𝜇(t) and parameters. The curves

show that the friction state 𝜇(t) can be approximated by both state estimations 𝜇0 and

𝜇1 with bounded errors. Moreover, it is evident that the parameters of Jm, bi, 𝜎0, 𝜎1,

𝜎 can all be accurately estimated by proposed adaptive laws.

(a) (b)

Fig. 6.1 The curves with proposed controller. a Load tracking curves. b Speed synchronization

curves

(a) (b)

Fig. 6.2 Tracking performance comparisons with different controllers. a Tracking performances.

b Tracking errors comparison
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(a) (b)

(c)

Fig. 6.3 Estimation results of friction state and parameters. aEstimations of𝜇. bEstimation errors.

c Parameters estimations

6.5 Conclusion

A novel switching control was provided for multi-motor driving servo systems with

uncertain parameters, such that speed synchronization among motors and load track-

ing were attained. A SP was introduced to solve the problem of complex coupling

relationship among synchronization and tracking. The adaptive scheme based on

speed negative feedback was studied to achieve synchronization errors convergence

to origin in finite time. Moreover, the adaptive robust algorithm was utilized to attain

load tracking accurately, where dual-ST observer and adaptive laws were presented

to estimate unknown friction state and uncertain parameters. It was verified from

simulation results that the proposed algorithm improved system performances.
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Chapter 7
Method of Fault Diagnosis Based
on SVDD-SVM Classifier

Feng Lv, Hua Li, Hao Sun, Xiang Li and Zeyu Zhang

Abstract Aiming at the problem of incomplete fault data samples, a fault diagnosis
method based on Support vector data description and Support vector machine
(SVDD-SVM) is presented. First, the data description model is build based on the
normal data samples and known fault data samples, and SVM model is built based
on known fault data samples. Then the test data samples are tackled by the data
description model to reject or accept. The specific categories of accepted samples
are diagnosed by the SVM model and the rejected samples are unknown fault types.
Tests show that this method can efficiently solve the fault diagnosis problem of
incomplete fault samples.

Keywords Support vector data description ⋅ Support vector machine ⋅ Fault
diagnosis

7.1 Introduction

Fault diagnosis is essentially a classification process of fault samples. In the field of
fault diagnosis, it is difficult to collect all types of fault data, which brings diffi-
culties for the traditional fault diagnosis methods. Support Vector Machine
(SVM) [1] is proposed in the 1990s. The traditional SVM algorithm is originally
designed for binary classification, and two kinds of samples are required for training
the model. SVM convert the original nonlinear problems in low dimensional space
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to linear classification problems in higher dimensional, and thus the calculation
process is simplified. SVM has been widely used in fault diagnoses and shows
excellent performance [2, 3]. Support vector data description (SVDD) [4] is a single
classification algorithm proposed by Tax, which has strong robustness and high
computation speed [5].

In this paper, a novel diagnosis method combining SVDD and SVM is proposed.
The method can diagnose fault types with incomplete samples and has some
practical significance.

7.2 Support Vector Data Description

The idea of SVDD is to create a compactly closed hypersphere according to the
target samples. When using the target samples to construct the hypersphere, the
radius of hypersphere are required to be as small as possible and the target samples
should be enclosed in its interior as more as possible. Figure 7.1 shows the
description of SVDD in two-dimension space.

In Fig. 7.1, a and R are the centre and the radius of hypersphere, respectively, v1
is the target sample space and v2 is the non-target sample space.

Assuming the training samples contain N target samples, xi, i = 1, 2, …, N. The
target samples are often not concentrated, and the distance between individual
sample and a is much larger. With all samples included, it will include some
unusual data (non-target sample) as hypersphere is constructed. In order to enhance
the classification robustness, slack variables ξi is introduced. The corresponding
mathematical description can be described by Eq. (7.1).

min: R2 +C∑
N

i
ξi

s.t.R2 + ξi − xi − ak k2 ≥ 0, i=1, 2, . . . ,N

8<
: ð7:1Þ

where, C is the penalty factor.

Fig. 7.1 Schematic of Support vector data description in two-dimension space
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Equation (7.1) is a typical quadratic programming problem, which can be solved
by introducing Lagrange multipliers. Equation (7.1) is rewritten in the form of
Lagrange function as:

Lpða,R, α, βÞ=R2 +C ∑
N

i=1
ξi − ∑

N

i=1
αiðR2 + ξi − xi − ak k2Þ− ∑

N

i=1
βiξi ð7:2Þ

where, αi and βi are the Lagrange coefficients. The dual form of Eq. (7.1) is:

max: L= ∑
i
αiðxi ⋅ xjÞ− ∑

i, j
αiαjðxi ⋅ xjÞ

s.t. ∑
i
αi =1, 0≤ αi ≤C, i=1, 2, . . . ,N

8<
: ð7:3Þ

The samples corresponding to nonzero αi are the support vectors. a and R are
only related to support vectors and they can be solved by Eq. (7.4).

a= ∑
N

i=1
αixi

R2 = xu − ak k2 = xu − ∑
N

i=1
αixi

����
����
2

= ðxu, xuÞ− 2 ∑
N

i=1
αiðxu, xiÞ+ ∑

N

i=1
∑
N

j=1
αiαjðxi, xjÞ

8>>><
>>>:

ð7:4Þ

If test samples meet Eq. (7.5),

z− ak k2 = ðz ⋅ zÞ− 2∑
i
αiðz ⋅ xiÞ+ ∑

i, j
αiαjðxi ⋅ xjÞ≤R2 ð7:5Þ

they are the target samples, whereas non-target samples.
Kernel function, which is K(xi · xj), is introduced to transform the non-linear

problem in low-dimensional space into a linear problem in high-dimensional space.
The problem can be described as:

max: L= ∑
i
αiKðxi ⋅ xjÞ− ∑

i, j
αiαjKðxi ⋅ xjÞ ð7:6Þ

If the test samples such as z are the target samples, they should meet:

z− ak k2 =Kðz ⋅ zÞ− 2∑
i
αiKðz ⋅ xiÞ+ ∑

i, j
αiαjKðxi ⋅ xjÞ≤R2 ð7:7Þ
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7.3 Fault Diagnosis Method Based on SVDD-SVM

In fault diagnosis, traditional classifiers have larger misjudgment with the case of
missing samples. The main reason is that the classification hyperplane of traditional
classifiers cannot reasonably divide the space [6]. Supposing that the solving
function of hyperplane is Φ, the improvement is made as follows:

H =ϕð⋃k
i=1 Si ∪ NÞ⋃ other ð7:8Þ

where Si is the fault type of sample i, N is the normal data samples, other represents
other types, and the missing samples belong to it.

Supposing that there is a missing type of fault samples, use the Eq. (7.8) to build
the hyperplane as follows:

H* =ϕð⋃k− 1
i=1 Si ⋃NÞ⋃ other ð7:9Þ

Although a type of fault samples is missed, it belongs to other. So there will be
little influence on the classification hyperplane.

For the incomplete fault samples in fault diagnosis, a method of fault diagnosis
based on the combination of SVDD and SVM is proposed, and it achieves good
results. The diagnosis steps are as follows:

Step 1: Collect data and extract the feature, composing the sample set D which
contains normal samples and fault samples;
Step 2: Use D to build the hyperplane of SVDD, and use normal samples to train
and build SVM classifier;
Step 3: For the test sample z, use the hypersphere to do the first diagnosis, and
discrimination function is:

δ= sgn R2 − z− ak k2
� �

=
1, z∈Ω
− 1, z∉ Ω

�
ð7:10Þ

If δ is equal to 1, z belongs to D and jump to Step 4. If δ is equal to −1, z belongs
to unknown fault types and the diagnostic process is over;
Step 4: If δ is equal to 1 in Step 3, use SVM classifier created by Step 2 to do the
second diagnosis and judge the concrete type of z. The diagnostic process is over.

7.4 Test Analyses

In this paper, the transformer fault data of Lv Ganyun et al. [7] are used to verify the
effectiveness of the method. There are four kinds of data including the normal data
(9), excessive heating data (38), low power data (11), high power data (17). N, P1,
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P2 and P3 are used to represent these four kinds of data in sequence. The simulation
experiment is build by MATLAB 2011b, LibSVM [8] and LibSVM-svdd-3.17.
Here, the SVM type is C-SVC, and the kernel function is radial basis kernel
function. The hypothesis is that P2, P3 are missing, structuring incomplete envi-
ronment of fault samples.

With two types of fault samples missed, SVDD is used in the diagnosis in the
first step. The training samples only include N and P1. And test samples include N,
P1, P2, P3. The training set label of N and P1 is set to 1, and that of P2, P3 is set to
−1 (unknown fault type). The hypersphere of SVDD is constructed by the training
set, and the diagnosis performance is detected by the test set. The data are nor-
malized and the range is [0, 1]. 5 groups of N, 20 groups of P1 are randomly chosen
to as the common training set of SVDD and SVM. The SVDD test set is made up of
the remaining 4 groups of N, 18 groups of P1 and all of P2 and P3 in a total of 50
groups of data. The SVM test set is made up of the data which the type is “1”
diagnosed by SVDD.

In the SVDD diagnosis, C is set to 1 and g is set to 0.01 (g is the controlling
factor of radial basis kernel function). Use the training set to train and build SVDD
model, and test set to test it. The accuracy (ACC) is measured as 88 %. The testing
result and the actual result are shown in Fig. 7.2.

After the first diagnosis by SVDD, the SVM classifier is trained by the training
set, and it is tested by the data whose type are “1” diagnosed by SVDD in the first
step (the label of six fault samples wrongfully diagnosed in first step is set to 3). In
this step, C is set to 1 and g is set to 15. ACC is measured as 67.7 %. The test result
and the actual result are shown in Fig. 7.3.

Fig. 7.3 Comparison between the actual values and SVM test result in SVDD-SVM model

Fig. 7.2 Comparison between the actual values and SVDD test results in SVDD-SVM model
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7.5 Conclusions

In this paper, the feasibility of the proposed method of fault diagnosis based on
SVDD and SVM is verified. The method has a better effect to the condition of
incomplete fault samples. Although actual types of the missing samples can’t be
judged concretely, the types which are out of normal and known fault types can be
diagnosed. It can inform the maintenance staffs that equipment has been in fault
state, and it is the unknown fault type. It presents that this method has an applicable
value for actual engineering.
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Chapter 8
Second-Order Sliding Mode Control
for BUCK Converters

Jiadian Wang and Shihong Ding

Abstract This paper presents a second-order sliding mode (SOSM) control method

for DC-DC Buck converters. First of all, by taking a subtraction between the output

voltage and the desired voltage, the sliding mode variable with freedom of degree

two can be constructed. Secondly, by using adding a power integrator method, the

second-order sliding mode controller can be developed for the Buck converter. Under

the proposed controller, it can be shown that the output voltage will track the desired

voltage in a finite time. Finally, the theoretical considerations have been verified by

simulations.

Keywords Buck converter ⋅ Finite-time control ⋅ Sliding mode control ⋅ Lyapunov

stability

8.1 Introduction

The Buck converters are widely used in applications, such as mobile power sup-

ply equipment, photovoltaic system, DC supply system, etc. Generally speaking, the

control design problems are based on a linear mathematical model of the Buck con-

verters, and the linear controllers like conventional PID control play a dominated

role. However, they can’t obtain a satisfactory control performance under some large

signal operating conditions, such as the huge variations of input voltage. Under this

situation, the effect of disturbance, which is from the Buck converters’ nonlinear

behavior characteristics, can’t be eliminated by conventional linear controllers. To

this end, various nonlinear control strategies have been applied for Buck convert-

ers under large signal operating conditions, such as adaptive control [1], fuzzy logic

control [2], artificial neural network control [3], etc. Among these nonlinear control

strategies, the sliding mode control strategy has been paid much attention.
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Due to the switching operation, the Buck converters are inherently variable struc-

ture systems. Therefore, the SMC is particularly suit for the Buck converters. On this

basis, a lot of works have introduced the application of SMC to Buck converters, such

as [4–6]. The general design issues of sliding mode controllers in Buck converters is

introduced in [4], where the basic design principles for sliding mode controllers are

discussed. Later, an optimal sliding mode controller for Buck converters is proposed

in [5], and a simple and efficient approach for choosing sliding mode coefficient is

given. Meanwhile, to achieve a better performance of the closed loop system, a ter-

minal sliding mode (TSM) controller is developed in [6], where the TSM manifold

employs a nonlinear function which ensures that the output voltage error converges

to zero in a finite time. Unfortunately, there may be a singular problem in [6]. To

solve this problem, the non-singular TSM controller designed in [7] eliminates the

singularity problem which arises in the terminal sliding mode due to the fractional

power.

Different with the aforementioned SMC methods, we will propose a SOSM con-

troller in the paper for controlling the Buck converter. Under the new SOSM con-

troller, the finite-time Laypunov stability of Buck converter system rather than its

finite-time convergence can be eventually proved. Simulation results show the effec-

tiveness of the proposed method.

8.2 Modeling the Buck Converter

The circuit diagram of a Buck converter is shown as in Fig. 8.1.

It can be clearly seen from Fig. 8.1 that when the switch Sw is turned on, the

operation of the Buck converter can be described as

{ diL
dt = 1

L (Vin − v0)
dv0
dt = 1

C (iL −
v0
R ).

(8.1)

When the switch Sw is turned off, the operation of the Buck converter can be

described as { diL
dt = − v0

L
dv0
dt = 1

C (iL −
v0
R ).

(8.2)

Fig. 8.1 The circuit

diagram of Buck converter
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Combine (8.1)–(8.2), we obtain the averaged model as follows

{ diL
dt = 1

L (𝜇Vin − v0)
dv0
dt = 1

C (iL −
v0
R ),

(8.3)

where 𝜇 is the switch which takes “1” and “0” for the switch state ON and OFF,

respectively. The switch 𝜇 is determined by a control scheme U, which will be

designed later.

Define the voltage error s (i.e., the sliding variable) as

s = v0 − Vref , (8.4)

where Vref denotes the DC reference output voltage. By (8.3), the dynamics of the

sliding variable s can be expressed as

s̈ = a(t, x) + b(t, x)U, (8.5)

with a(t, x) = ( 1
(RC)2 −

1
LC )v0 −

iL
RC2 and b(t, x) = vin

LC .

Note that 0 ≤ v0 ≤ vin, 0 ≤ iL ≤
vin
R . It can be concluded that there exists a

constant ā such that

|a(t, x)| ≤ ā. (8.6)

The task here is to design a second-order sliding mode controller U such that the

output voltage v0 will track the reference voltage Vref .
At the end of this section, we will list three lemmas which will be constantly used

in proving the main results.

Lemma 1 ([11]) If p1 > 0 and 0 < p2 ≤ 1, then ∀x ∈ R,∀y ∈ R,

|⌈x⌋p1p2 − ⌈y⌋p1p2 | ≤ 21−p2 |⌈x⌋p1 − ⌈y⌋p1 |p2 .

Lemma 2 ([8]) Let c and d be positive constants. Given any positive number 𝛾 > 0,
the following inequality holds:

|x|c|y|d ≤
c

c+d 𝛾|x|
c+d + d

c+d 𝛾
− c

d |y|c+d,∀x > 0,∀y < 0. (8.7)

Lemma 3 ([12]) Let p be a real number with 0 < p < 1. Then the following inequal-
ity holds:

(|x1| +⋯ |xn|)p ≤ |x1|p +⋯ + |xn|p,∀xi > 0, i = 1,… , n. (8.8)
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8.3 Second-Order Sliding Mode Controller Design

To simplify the expression, we first denote

⌈x⌋𝛼 = |x|𝛼sign(x).

For system (8.5), the second-order sliding mode controller is constructed as

U = −𝛽2 sign(⌈ṡ⌋2 + 𝛽1s), (8.9)

with proper chosen positive constants 𝛽1 and 𝛽2. Then, we have the following result.

Theorem 1 Considering the second-order sliding mode dynamics (8.3), the sec-
ond order sliding mode controller (8.9) provides for the finite-time establishment of
second-order sliding mode s ≡ ṡ ≡ 0, which implies that the output voltage v0 will
track the reference voltage Vref in a finite time.

Proof Let y1 = s, y2 = ṡ. Then Eqs. (8.4), (8.5) and controller (8.9) can be rewritten

as

ẏ1 = y2
ẏ2 = a(t, x) + b(t, x)U (8.10)

and

U = −𝛽2 sign(⌈y2⌋2 + 𝛽1y1) (8.11)

respectively. In the following, we will prove the finite-time stability of the closed-

loop system (8.10) and (8.11) by using the adding a power integrator method pro-

posed in [8, 9]. The proof will be carried out by two steps.

Step 1. We choose the following function

V1(y1) =
2|y1|5∕2

5
.

Then taking derivative of V1(y1) produces

V̇1(y1) = −𝛽1∕21 y21 + ⌈y1⌋3∕2(y2 − y∗2), (8.12)

where y∗2 is a virtual control law. Design y∗2 as

y∗2 = −𝛽1∕21 ⌈y1⌋1∕2. (8.13)

Step 2. Choose a function as

V2(y1, y2) = V1(y1) +W(y1, y2),
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with

W(y1, y2) =
∫

y2

y∗2

⌈⌈𝜅⌋2 − ⌈y∗2⌋
2⌋2d𝜅.

Then we can take derivative of V2(y1, y2) as

V̇2(y1, y2) ≤ −𝛽1∕21 y21 + ⌈y1⌋3∕2(y2 − y∗2) +
𝜕W(y1,y2)

𝜕y1
ẏ1 + ⌈𝜉⌋2ẏ2, (8.14)

with 𝜉 = ⌈y2⌋2 −⌈y∗2⌋
2
. Next, we estimate each term in the right hand side of (8.14).

According to Lemma 1, we can obtain

⌈y1⌋3∕2(y2 − y∗2) ≤
𝛽
1∕2
1
4 y21 +

(
3

𝛽
1∕2
1

)3
𝜉
2
. (8.15)

Noting that
𝜕⌈y∗2⌋

2

𝜕y1
= −𝛽1, it can be concluded from Lemma 1 that

𝜕W(y1,y2)
𝜕y1

ẏ1 ≤ |y2 − y∗2||𝜉||
𝜕⌈y∗2⌋

2

𝜕y1
y2| ≤ 21∕2𝛽1|𝜉|3∕2|y2|. (8.16)

It follows from Lemma 3 that |y2| ≤ |𝜉|1∕2 + |y∗2|. Consequently, (8.16) can be

rewritten as

𝜕W(y1,y2)
𝜕y1

ẏ1 ≤ 21∕2𝛽1|𝜉|3∕2(|𝜉|1∕2 + |y∗2|) ≤ 21∕2𝛽1𝜉2 + 21∕2𝛽3∕21 |𝜉|3∕2|y1|1∕2.
(8.17)

By using Lemma 2 again (let 𝛾 = 21∕2
𝛽1

, c = 1
2 , d = 3

2 ), one has

𝜕W(y1,y2)
𝜕y1

ẏ1 ≤
1
2𝛽

1∕2
1 y21 +

(
21∕2𝛽1 + 𝛽

11∕6
1

)
𝜉
2
.

It can be concluded from (8.10) and (8.14) that

V̇2(y1, y2) ≤ −
𝛽
1∕2
1
4 y21 + ( 27

𝛽
3∕2
1

+ 21∕2𝛽1 + 𝛽
11∕6
1 )𝜉2 + ⌈𝜉⌋2(a(t, x) + b(t, x)U).

(8.18)

Substituting (8.11) into (8.18), we can obtain

V̇2(y1, y2) ≤ −
𝛽
1∕2
1
4 y21 + ( 27

𝛽
3∕2
1

+ 21∕2𝛽1 + 𝛽
11∕6
1 )𝜉2

+ ⌈𝜉⌋2(a(t, x) − b(t, x)𝛽2sign(⌈y2⌋2 + 𝛽1y1)).
(8.19)
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Note that ⌈y2⌋2 − ⌈y∗2⌋
2 = ⌈y2⌋2 + 𝛽1y1 = 𝜉 and b(t, x) = vin

LC . It follows from

(8.19) that

V̇2(y1, y2) ≤ −
𝛽
1∕2
1
4 y21 + ( 27

𝛽
3∕2
1

+ 21∕2𝛽1 + 𝛽
11∕6
1 )𝜉2 + ⌈𝜉⌋2a(t, x) − |𝜉|2

vin
LC𝛽2.

(8.20)

Letting 𝛽2 satisfies the following condition:

vin
LC

𝛽2 > ā + 27
𝛽
3∕2
1

+ 21∕2𝛽1 + 𝛽
11∕6
1 + 1

4
𝛽
1∕2
1 . (8.21)

Then, we have the following estimate

V̇2(y1, y2) ≤ −
𝛽
1∕2
1
4 (y21 + 𝜉

2).

By the fact

∫
y2
y∗2

⌈⌈𝜅⌋2 − ⌈y∗2⌋
2⌋2d𝜅 ≤ |y2 − y∗2||𝜉|

2 ≤ 2
1
2 |𝜉|

5
2 ,

we obtain

V2(y1, y2) ≤ 2(|y1|
5
2 + |𝜉|

5
2 ).

Letting c = 2−
14
5 𝛽

1∕2
1 , 𝛼 = 4

5 , by using Lemma 2, we can obtain

V̇2(y1, y2) + cV𝛼

2 (y1, y2) ≤ 0.

Note that 0 < 𝛼 < 1. It follows from the finite-time Lyapunov theory give in [10]

that system (8.10) can be globally stabilized by controller (8.11).

Next, we will design the Actuating Mechanism. By (8.11), we know that the

second-order sliding mode controller includes two modes: U = 𝛽2 or U = −𝛽2.

It is obvious that the switch 𝜇 can be determined by the following relation

𝜇 =
{ 1 when U = 𝛽2

0 when U = −𝛽2.
(8.22)

The control scheme can be illustrated as follows:

Fig. 8.2 Block diagram of

control scheme for Buck

Converter
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8.4 Simulation Results

In order to demonstrate the performance of the SOSM approach, the closed loop of

Buck converter system has been tested in Matlab/Simulink. The sampling time takes

0.001s. The parameters of the controller (8.11) are 𝛽2 = 1, 𝛽1 = 5, and thus the

controller can be expressed as (Fig. 8.2)

U = −sign(⌈ṡ⌋2 + 5s). (8.23)

Under controller (8.23), the simulation results are shown in Figs. 8.3 and 8.4.

Figure 8.3 shows the output voltage v0. Figure 8.4 shows the switching state 𝜇.

Fig. 8.3 Time history of the

output voltage v0 under

SOSM controller (8.23)
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Fig. 8.4 Time history of

switching state 𝜇 under

SOSM controller (8.23)
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8.5 Conclusion

A SMC control method has been presented for Buck converters in this paper. The

advantages of the propose sliding mode controller are three folds. First of all, the

design of sliding mode manifold which is frequently used in the conventional sliding

mode control can be avoided. Instead, an error variable of freedom of degree two

can be considered as the sliding variable directly. Secondly, the Lyapunov stability

for the sliding variables has been tested, while only convergence can be guaranteed

in conventional sliding mode control. Thirdly, the proposed controller has a simple

structure and is easy to be implemented. Simulation results show the effectiveness

of the SOSM controller.
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Chapter 9
Open-World Planning Algorithm Based
on Logic

Jie Gao, Ya-song Liu and Rui Bian

Abstract Existence of certain objects or fluent is often unknown before planning
in many domains. Plan synthesis in such open worlds is challenging since we have
to take various scenarios into account before searching plans. One way to do this is
to employ sensors to observe unknown objects or fluent, assuming the sensors are
capable of correctly capturing all information needed for planning. We aims at
solving automated planning problem in open world, and call goal state with vari-
ables as query-goal. Instead of using sensors, we proposed a novel algorithm PQG
(Planner with query-goal) to solve automated planning problem with query-goal, by
encoding the planning problem into a planning logic problem, and then apply-
ing planning inference method to solve it. Finally, inference result is transformed
into a planning solution. We empirically exhibit that our approach is effective
in several planning domains.

Keywords Automated planning ⋅ Open world ⋅ Logic

9.1 Introduction

Automated Planning [1] is a popular branch of artificial intelligence in recent years.
By analyzing surrounding environment according to its goal, planning agent can
reason from available actions and limited resources, then comprehensively obtain a
planning solution, namely action sequences. Currently, automated planning
research focuses on the assumption of the close world, namely with complete initial
state and goal state. However, the planning problems with incomplete initial state or
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goal state are more common, which are summarized as planning problems in open
world [2]. Plan synthesis in an open world is challenging since we have to consider
a wide variety of unknown scenarios before planning. One way to handle unknown
scenarios is to equip planners with sensing devices and search plans by replanning
and monitoring with the sensing devices [3, 4]. This online planning method
assumes that sensors can sense everything needed for planning. It is often, however,
difficult to determine how many and what types of sensors are needed before the
planning tasks are provided.

In this paper, we aim at solving planning problem in an open world, without
using sensors. Take blocks world domain as an example. If a goal state includes on
(A,B), we call such a goal state with concrete objects as a “certain goal”. If a goal
state includes on(?x,B), ?x representing a variable with block type, which means
some unknown block is on the block B, we call such a goal state with variables as a
“query goal”. In this paper, for solving planning problems with query-goals, we
propose a novel algorithm called PQG, namely Planning with query-goals. Since
planning problems are logically explainable, we encode planning problem into
logic formulas, and then apply logic programming technology (Prolog) to solve it.
Finally we transform solution results into planning solution.

The paper is organized as follows: in Sect. 9.2, we introduce related work,
including automated planning and logic programming technology (Prolog); in
Sect. 9.3, we define planning problem with query-goals formally, and introduce
main steps of algorithm PQG in detail; in Sect. 9.4, we evaluate PQG in three
planning domains with query goals and analyze experimental results; finally, we
summarize the paper and discuss research direction in future.

9.2 Related Work

Our work is firstly related to open-world planning [2]. Classical planning presup-
poses that complete and correct information about the world is available at any
point of planning (by having a completely specified initial situation, and deter-
ministic actions). However, in a more realistic setting, the knowledge about the
initial state may be incomplete, the effects of actions may be not deterministic, or
there may be other agents acting in the world. These are some sources of uncer-
tainty in planning. Open world planning is the planning problem without the
assumption of complete knowledge of initial state of the world. It is challenging to
adapt those close-world planners to handle open-world problems, since it is ulti-
mately flawed to assume that the world is close, or closing the world deliberately by
acquiring all the missing knowledge before planning. A knowledge representation
scheme called PSIPLAN [5] was proposed to efficiently handle domains in an open
world. A number of systems [3, 6] have functioned by performing execution
monitoring and subsequent plan repair or replanning upon the discovery of an
inconsistent execution state with sensing capability. A planning model [6] was
proposed to use arbitrary plan structures to handle open world planning, based on
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structural constraint satisfaction. Zhuo [7] presented an action-model acquisition
system called CAMA to acquire background knowledge, including information
about preconditions and effects of actions, from the crowd. Talamadupula et al. [8]
showed that the teaming problem presents the need to handle open-world problems
in the USAR scenario. They investigated the notion of conditional goals which
foreground the trade-offs between goal reward and sensing cost. Assumption based
planning [9], which computed a set of assumptions about aspects of the world to
support plan generation, was also proposed to deal with uncertain scenarios of
initial states based on preset assumptions. These systems rely on either sensing
capability or preset assumptions.

9.3 Problem Formulation

A normal planning problem is defined by a triple <s0, g, O>, where s0 represents an
initial state and g represents a goal state, and both of them are composed of a set of
propositions. O denotes a set of action models, each of which is composed of a
quadruple <a, PRE, ADD, DEL>, where a indicates an action schema, composed of
an action name with zero or more parameters, PRE indicates a list of precondition
of a, specifying the conditions that should be satisfied before applying action a,
ADD indicates a list of adding effects, specifying the new effects created after
applying action a, DEL indicates a list of deleting effects, specifying the set of
effects deleted after applying action a. Note that in this paper we consider STRIPS
action models. A solution to a planning problem is a plan, i.e., an action sequence
that transits the initial state s0 to the goal g.

We formulate our open planning problem as a quadruple ⟨s ̃0, g ̃, O,U⟩, where s ̃0
is an open initial state which is composed of a set of open propositions. A propo-
sition is called open if there exist some variables in the parameter list of the
proposition. For example, on(A,?x) is an open proposition since ?x is a variable in
the parameter list of proposition on. An open initial state can be incomplete, i.e.,
some propositions are missing. g ̃ is a an open goal which is likewise composed of a
set of open propositions. The set of variables in both s0̃ and g ̃ is denoted by V. O is
a set of possible objects that can be selected and assigned to variables in V. We
assume O can be easily collected based on historical applications. A is a set of
STRIPS action models as defined above. A solution to an open planning problem is
an action sequence, as well as an assignment of variables in s0̃ and g ̃. Note that an
assignment θ is defined by θ= ðv, oÞ v∈V ∧ o∈Ojf g.
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9.4 Planning Algorithm with Query-Goals

Since logic language is applied to describe states in STRIPS, it has obvious
advantage to build up STRIPS planning system by Prolog. Variables can be used as
input and output in Prolog by unification technology. In the progress of reasoning,
when information is incomplete, unification technology can be used to acquire the
condition satisfying results. In addition, Prolog is based on first-order logic,
therefore it inherits the first-order logic expression ability and abstract ability. By
considering the above features, we can construct intelligent planning system by
logic programming technology, and solve planning problem with query goals. We
call the algorithm of planning problem with query goals based on logic program-
ming technology as PQG. The framework of algorithm PQG is shown in Table 9.1.
We will describe the steps of algorithm PQG in the following subsections.

9.4.1 Step 1: Encode an Open Planning Problem
into a Planning Logic Problem

We encode an open planning problem into a planning logic problem (called PLP),
which includes the set of facts and rules. It should be pointed out that there exists
obvious difference between a planning logic problem and a classical logic problem.
In classical logic problem, facts should be fully instantiated, but in planning logic
problem, facts can contain some variables which are used to represent the states
with incomplete information. Firstly, we encode the set of initial states and the set
of goal states into two sets of facts in PLP respectively. Secondly, we encode each
action model as a rule in PLP, denoted as

DELðT1Þ, . . . ,DELðTmÞ,ADDðK1Þ, . . . ,ADDðKnÞ: − L1, . . . Ls,

where L1, . . . ,Ls correspond to the preconditions of action model;
DELðTiÞ, 1≤ i≤m correspond to delete list of action model; ADDðKjÞ, 1≤ j≤ n
correspond to add list of action model. For example, the action model of unstack(X)

Table 9.1 Framework of
PQG algorithm

Input: The set of initial states and goal states, action models of
planning problem
Output: Solution of planning problem
Steps:
1. Encoding planning problem into logic formulas
2. Reasoning logic formulas by logic programming technology
3. Converting results into planning solution
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can be encoded as ADD(onblock(Y,noblock)),ADD(inhand(X)),DEL(onblock(Y,
X)),DEL(onblock(X,noblock)),DEL(inhand(noblock))

: − ðonblockðY,XÞÞ, onblockðX, noblockÞ, inhand noblockð Þ

9.4.2 Step 2: Reasoning Logic Formulas by Logic
Programming Technology

To solve planning logic problem (PLP), we apply rules to infer from the set of
initial states to the set of goal states. The solution of PLP, is the sequence of rules
applied in the process. Since there exists significant difference between planning
logic problem and classical logic problems, inference method in classical logics can
not be used in PLP, therefore a distinctive inference method is necessary for PLP.
We define planning inference method, called PIM, as follows.

Definition Let DELðT1Þ, . . . ,DELðTmÞ,ADDðK1Þ, . . . ,ADDðKnÞ: −L1, . . . Ls be
a rule. Let the set of facts be ϕ= F1, . . . ,Fsf g. If there exists a replacement θ,such
that Ltθ=Ft,1≤ t≤ s, then facts Tiθ, 1≤ i≤m will be deleted in ϕ, and facts
Kjθ, 1≤ j≤ n will be added in ϕ. Let the renewed set of facts be PIM(R, ϕ).

By applying planning inference method PIM, we propose the algorithm of
planing inference to acquire solution of PLP, as shown in Table 9.2.

Table 9.2 The algorithm of
planing inference

Input: The set of initial states, called Stateinitial; the set of goal
states, called Stategoal; and the set of rules, called Actions
Output: A sequence of rules applied
Steps:
1. Let states=Stateinitial, newstates:={};
2. For each rule in Actions, denoted by
DELðT1Þ, . . . ,DELðTmÞ,ADDðK1Þ, . . . ,ADDðKnÞ: − L1, . . .Ls
we apply planning inference method (PIM), to acquire renewed
set of facts, denoted as newstates=PIM(R,States)

If newstates is not empty, then states=states ∪ newstates, and
keep record the applied rules as sequence
3. If states ⊃ Stategoal, then output the sequence of applied
rules
Otherwise, return step 2
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9.4.3 Converting Results into Planning Solution

Since logic language is applied to describe states, it has obvious advantage to
realize the algorithm of planning inference by Prolog. Variables can be used as
input and output in Prolog by unification technology. In addition, Prolog is based
on first-order logic, therefore it inherits the first-order logic expression ability and
abstract ability. We use SWI-Prolog 6.5.2 [10] to realize the algorithm of planning
inference and map the required sequence of rules into a sequence of actions, namely
a planning solution.

9.5 Test and Analysis

We test effects of algorithm PQG in three planning domains including blocks
world, logistics-strips and zeno travel. We test ability of algorithm PQG to obtain
planning solution, comparing with other planners in the domains with certain states
and query goals respectively. Firstly, we compare FF planner [11] (version 2.3)
with PQG in the planning domains only with certain rules. FF is an excellent
open-source planner with high efficiency, and makes great success in international
intelligent planning competitions. We will list the most complicated twenty test
problems as experimental data. Testing platform is Windows 7.0, RAM (4.0 G),
CPU (2.30 GHZ). We set the maximum of planning time as 30 min, according to
international planning competitions.

Firstly, we compare quality of PQG and FF in two aspects, namely planning
time, length of planning solutions. Figure 9.1 shows the difference of planning time
in three domains. Since problem 1-problem 8 are more simple with fewer predicates
and actions, planning times of PQG and FF are very close in blocksworld domain.
But problem 9-problem 20 are more complicated, FF solves planning problems
faster than PQG. In logistics-strips and zenotravel domains, FF also solves planning
problems faster than PQG. It is not difficult to find that FF is more efficient than
PQG in solving planning problem, since FF is a forward heuristic planner in states
space, and defines favorable actions as effective pruning strategy. Therefore, we
will add heuristic strategy into present PQG algorithm, which is our future work.

Secondly, existing planner can not solve planning problem with query goals. We
still choose the most complicated twenty test problems in blocks world,
logistics-strips and zeno travel domains. For each test problem, we randomly
generate three planning problems with variables in initial states and goal states to
form a problem set to test PQG. We show average planning time and length of
planning solution in Fig. 9.2.
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Fig. 9.1 Comparing running time of PQG and FF in three domains

Fig. 9.2 Comparing running time of PQG in three domains
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9.6 Conclusion

Presently, intelligent planning mainly focuses on the planning with certain states.
But in practice, planning problems with query goals are more general and appli-
cable. It is still difficult to solve planning problems with query goals, currently. This
paper proposes a novel algorithm based on logic programming technology to solve
such planning problems, called PQG. Experiments on standard test problems of
international planning competitions, show that PQG algorithm can be effectively
applied to obtain planning solutions in the domains with certain states and with
query goals. In the future, we will research on how to improve quality of planning
solution obtained by PQG and make PQG more efficient. Moreover, we will expand
the expression ability of PQG to solve planning problems with conditional effects.
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Chapter 10
Apple Nighttime Images Enhancement
Algorithm for Harvesting Robot

Xingqin Lv, Bo Xu, Wei Ji, Gang Tong and Dean Zhao

Abstract In order to enhance the applicability and efficiency of harvesting robot to
ensure that people can timely pick ripe fruit, the robot need to have an ability of
continuous recognition and harvest at night. For some disadvantages of night vision
images, Retinex algorithm for image enhancement based on bilateral filter is pre-
sented. Bilateral filter which has a function of edge preservation is adopted to
improve the smooth, evaluate the illumination and remove unfavorable illumination
effects from the original image. Then the reflectance of the image from above that
contains just the characteristics of the object itself can be obtained. Finally, apple
nighttime image enhancement is implemented. The experimental results show that
the above method can more accurately evaluate the illumination of high-contrast
edge regions, to suppress noise, enhance image contrast and improve overall visual
effects of the image.

Keywords Nighttime image ⋅ Image enhancement ⋅ Retinex ⋅ Bilateral filter

10.1 Introduction

In china, apple harvesting largely rely on manual operations which contain high
labor intensity, long-time consuming, low efficiency, and a certain risk to complete
[1]. As the market demands increase, people grow wide areas of apples. For
promptly picking ripe apples, the robot not only needs to work during the daytime,
but also has to work at night. The primary task of night job is still accurately
recognition for the targets. For the lack of light, the images acquired at night are
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fuzzy, dim, low-contrast and unclear [2–4]. So people need to propose a different
approach from the daytime. Currently, few researchers have conducted studies on
fruit recognition at night. A. Payne collected mango images at the ‘stone hardening’
stage under artificial lighting at night, and combined with the color feature of
YCbCr and the texture characteristics to calculate the number of mangos and
estimated mango crop yield [5]. D. Font used artificial lighting to gather RGB
images of ripe grapes in the vineyard at night and calculated the number of grapes
by detecting the peak of spherical reflection on their surface to estimate the pro-
duction [6]. They both do not precisely recognize nighttime fruit to realize the robot
harvesting.

To accurately recognize the night vision images, it takes to improve the
brightness, increase dynamic range, suppress noise and express clearly the details of
the darker by image enhancement, especially highlight edge of the fruit and
eliminate mistiness. Histogram equalization etc. can only enhance the partial
characteristics of the degraded image, such as suppressing noise and improving
brightness or contrast, but it’s difficult to obtain satisfactory results on keeping the
color, clearing the details and so on. So based on the perceptual characteristics of
the human eye on an object, this paper adopts Retinex algorithm to enhance the
night vision images, which realizes color constancy, detail enhancement and other
fine features. The purpose of Retinex algorithm is to remove the influence of the
illumination from the image, and get the actual reflection component. It evaluates
the illumination of the image to enhance the dark information while maintaining its
brightness. Retinex algorithm has a unique enhancement effect in dealing with
low-light images, shade images and foggy images, even has broad application
prospects in the aeronautics and astronautics, remote sensing images, aerial images
and video monitoring etc. [7]. However, using traditional Retinex algorithm may
enlarge noise and bring about a certain color distortion.

Based on the above analysis, this paper proposes Retinex algorithm for image
enhancement based on bilateral filter to recognize the night vision images. Using
the bilateral filter to evaluate the illumination, it can be seen that this method more
accurately evaluates the illumination of high-contrast edge regions, highlights the
details and avoids color distortion. The proposed algorithm can not only make the
enhanced images more natural and satisfy human observation, but also realize
accurately recognition of the night vision images, greatly increase the accuracy of
picking apples at night and improve the picking efficiency and picking quality.
Meanwhile, the stability of the proposed algorithm ensures that the robot contin-
uously work at night. In addition, related experimental operations provide a new
research method and direction for the recognition of the night vision images.
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10.2 Analysis of Night Vision Image

The change of illumination determines the nighttime images having characteristics
different from daytime images. Affected by illumination, it’s so difficult to capture
images at night that it needs to use artificial lighting. This experiment uses a white
fluorescent lighting whose power is 32 W and color temperature is over 5000 K.
Apple nighttime images are collected by external camera whose type is M216 and
pixel is 5 million from the apple orchard in DaShahe of Fengxian in Xuzhou. To
match harvesting robot camera pixels, the resolution of these images is set to
640 × 480. And color information can be better hold in a format of jpg. Experi-
mental computer configuration information is as follows: processor with Intel Core
i3 CPU with 2.66 GHz, RAM with 2 GB and hard disk with 500 GB. This system
developed based on the platform of MATLAB R2010b. Two images respectively
taken during the day and at night assisted with a white fluorescent lighting are
shown in Fig. 10.1. Their histograms of the images are shown in Fig. 10.2.

Comparing Fig. 10.1a with Fig. 10.1b, it can be seen that there are a lot of dark
regions in the background of the nighttime image and its resolution is not high
enough. Despite the target fruits are bright in the nighttime image, there are some
highlight reflective areas, shadows and fuzzy edges. Meanwhile, in Fig. 10.2b, the
histogram of the nighttime image is concentrated in the left part of coordinate
system, indicating dark areas occupy a major part of this image, and the contrast is
low. Thus, different from the daytime images, it needs to use image enhancement
technology to make apple fruits in the darker stand out, clear their edges, and detail
clearly. So it will lay foundation for the subsequent image segmentation and the
feature extraction.

Fig. 10.1 Daytime image and nighttime image. a Daytime image. b Nighttime image
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10.3 Retinex Algorithm for Apple Nighttime Image
Enhancement Based on Bilateral Filter

Traditional Retinex algorithm can enhance the dark information while maintaining
its brightness, and improving its contrast. The obtained images have the advantages
of sharpening, large compression of dynamic range and color constancy. But there
are some shortcomings that the contrast of light and darkness parts is easy to
produce serious halo. The bilateral filter can keep edge information and effectively
smooth any slightest change in the images.

Considering the complex features of nighttime images, Retinex algorithm based
on bilateral filter is presented for image enhancement in this paper. It mainly uses
bilateral filter which can smooth edges and suppress noise while keeping edge
information to evaluate the illumination. The process is shown in Fig. 10.3. Firstly
it takes the logarithm of a image and then completes local contrast enhancement for
the logarithm-taken image to effectively compensate losses generated from evalu-
ating the brightness. On the other hand, it uses bilateral filter to evaluate the
brightness of the image and suppress noise, then gets the reflection component from
logarithmic transform. Finally, it synthesizes these two partial images for the final
enhanced image.

10.3.1 Retinex Theory

Retinex theory was proposed by Land et al. [8]. It has many advantages including
sharpening, color constancy, large compression of dynamic range, color fidelity and
high computational efficiency. This theory mainly includes two aspects: the color of

Fig. 10.2 Histograms of daytime and nighttime images. a Histogram of daytime image.
b Histogram of nighttime image
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an object is determined by the reflectivity of long wave light, medium wave light
and short wave light rather than the absolute value of reflected light intensity; the
other one is that the color is not affected by non-uniformity of light source.
According to Retinex theory, a given image S(x, y) can be decomposed into two
different images: a reflected image R(x, y) and a brightness L(x, y) of the image (it
was also called the incident image), the principle is shown in Fig. 10.4:

As shown above, the image can be viewed as the product of an illumination
image and a reflection image, as shown in the following formula

Sðx, yÞ=Rðx, yÞ * Lðx, yÞ ð10:1Þ

There S(x, y) is the original image, R(x, y) is the reflection image, as is to say, the
essential attribute of the image, L(x, y) is the illumination image, which directly
determines the pixels’ dynamic range. In the traditional Retinex calculations, it
firstly uses logarithmic transformation to convert the product to summation, as
shown in the following equation:

logðSðx, yÞÞ= logðRðx, yÞÞ+ logðLðx, yÞÞ ð10:2Þ

However, it’s not very realistic to get the reflected image in the actual process.
Under the normal circumstances, Retinex processing is that, firstly it will evaluate

Fig. 10.3 The flow chart of image enhancement method

Fig. 10.4 Retinex algorithm
schematics
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illumination image L(x, y) from the original image S(x, y), and then get reflected
image R(x, y) by the above formula, as shown in the following formula:

Rðx, yÞ= logSðx, yÞ− log½Fðx, yÞ * Sðx, yÞ� ð10:3Þ

where ‘*’ denotes the convolution operation; F(x, y) is an surround function, and in
general, the function use an strong dynamic compression capabilities, such as

Gaussian function, at this time, Fðx, yÞ= λ exp − x2 + y2

n2

� �
, λ is a normalization

constant,
R R

Fðx, yÞ dxdy=1; n is a scale constant which controls the field range.

10.3.2 Bilateral Filter

Bilateral filter [9, 10] is a nonlinear filtering method which is combined space of
proximity with similarity of pixel values during an image processing, at the same
time considering the airspace information and gray similarity to reach the purpose
of edge preserving and noise removing.

Bilateral filter can be expressed as

hðxÞ= k − 1 ∫
∞

−∞
∫
∞

−∞
f ðξÞcðξ, xÞsðf ðξÞ, f ðxÞÞdξ ð10:4Þ

The normalized parameters can be listed as

kðxÞ= ∫
∞

−∞
∫
∞

−∞
cðξ, xÞsðf ðξÞ, f ðxÞÞdξ ð10:5Þ

In the formula, cðξ, xÞ shows the distance similarity between neighboring point ξ
and central point x, sðf ðξÞ, f ðxÞÞ indicates brightness similarity between neighbor-
ing point ξ and central point x, f(x) represents the brightness value of the point x in
the input image, h(x) represents the brightness value of the point x in the output
image, k(x) is a normalization constant and its value is independent of the image
content, so its value is constant in the same geometric position.

The bilateral filter is extended to the Gauss kernel, as follows

cðξ, xÞ= e−
1
2ðdðξ, xÞσ Þ2 ð10:6Þ

In the formula, dðξ, xÞ= ∥ξ− x∥ represents the Euclidean distance between ξ
and x.

sðf ðξÞ, f ðxÞÞ= e−
1
2ðδðf ðξÞ, f ðxÞÞσ Þ2 ð10:7Þ
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In the formula, δðϕ, f Þ= ∥ϕ− f ∥ represents the difference between the bright-
ness value ϕ and the brightness value f.

10.4 Experimental Results and Analysis

Using the above algorithm to test an apple nighttime image, and the effect will be
compared with other methods. The results are showed in Fig. 10.5. This figure
shows original image, Histogram equalization, traditional Retinex algorithm and
proposed algorithm from left to right. It can be seen that the image’s brightness is
greatly improved while the reflective parts of apples are magnified, and there is
some larger image distortion. In contrast, after using proposed algorithm to improve
the image, some details in darker areas become visible, giving more prominence to
the edge. Then the visual effects are significantly improved, while the bright areas
are well suppressed. Figure 10.6 presents their corresponding histograms. Com-
pared to the traditional enhancement algorithms, the gray level of the proposed
algorithm histogram has also been stretched to some extent, and the distribution of
pixels is more uniform in the entire dynamic range. It shows that after using this
method, the image has clearer details, richer grayscale and larger dynamic range,
and remarkable contrast. Moreover, it highlights the target apple in the image, so
the details of their outlines become more clearly.

Fig. 10.5 Contrast maps of results. a Original image. b Histogram equalization. c Traditional
Retinex. d Proposed algorithm

Fig. 10.6 The corresponding histograms. a Original image. b Histogram equalization.
c Traditional Retinex. d Proposed algorithm

10 Apple Nighttime Images Enhancement Algorithm for Harvesting Robot 91



In the image processing, evaluation parameters of the enhanced image quality
include average gradient, mean, entropy, standard deviation [11]. There the average
gradient that is image clarity which reflects degree of improvement in image quality
and change rate of any tiny details contrast. The larger the average gradient being,
the more levels an image has, and the image becomes clearer. Image entropy
represents how much information contained in a digital image, and by comparing
the changes in the amount of information, the quality of the image enhancement is
determined. The change of mean reflects a change in the dynamic image and a
change in standard deviation reflects the level of contrast.

To further evaluate the advantages of the enhancement algorithm researched in
this article, mean, standard deviation, information entropy and average gradient are
used to evaluate the image quality after using three different image enhancement
algorithms. The main parameters are shown in Table 10.1.

As can be seen from the above table, the above-mentioned three methods to
some extent increase mean, standard deviation, information entropy, average gra-
dient and other parameters, indicating the dynamic range of illumination increases,
the contrast enhances and the clarity increases. And this method has the obvious
advantages over other traditional enhancement methods. So the image is clearer.
The average increases, but the noise is not enhanced. It also improves the infor-
mation entropy of the image so that the image contains richer color information.

10.5 Conclusions

This paper analyzes complex features of nighttime apple images, and puts for-
ward Retinex algorithm for image enhancement based on bilateral filter. The illu-
mination is evaluated by bilateral filter, and then it retains edge, and effectively
suppresses noise while keeping a smooth edge. To assess their enhancement effects,
the test uses information entropy, average gradient and standard deviation, and so
on. The above method performed better than others. It can better highlight the apple
and eliminate the effects of non-uniformity of light source, and lay a good foun-
dation for the subsequent image segmentation and feature extraction.

Table 10.1 The evaluation parameters of the visual quality of the first image

Mean Standard
deviation

Information
entropy

Average
gradient

Original image 46.66471 41.07926 7.24861 1.97385
Contrast conversion 34.07745 63.84031 5.91147 2.37039
Traditional Retinex
algorithm

80.50617 49.96841 8.78628 2.68896

Proposed algorithm 122.87591 53.62097 10.23761 4.19653
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Chapter 11
Research on Grasping Planning for Apple
Picking Robot’s End-Effector

Feiyu Liu, Wei Ji, Wei Tang, Bo Xu and Dean Zhao

Abstract Aiming at the lack of all-purpose and effective planning study for apple
picking robot’s end-effector during the grasping process, which has caused great
inconvenient in the accuracy of fruit picking process and design of end-effector.
This paper studies the contact process of three-finger end-effector with apples.
Taking contact of apples with fingers as point contact of friction between hard
objects, and based on the fact that the contact force is decomposed into the
orthogonal operating force component and internal force component, the regulation
of internal force on contact stability is discussed. Stability would be attributed to the
existence of the internal force of concurrent polygon and the position of the internal
force concurrent node within the concurrent polygon. Regarding the circle center of
concurrent polygon of the maximum inscribed circle as the intersection of three
internal force action lines, we get the size of each internal force, and calculate the
internal force meeting the friction cone constraints to avoid complex operation such
as matrix operation. Eventually, a numerical example shows the feasibility of the
method.

Keywords Picking robot ⋅ End-effector ⋅ Grasping stability ⋅ Internal force

11.1 Introduction

In apple production operation, the harvesting task accounts for about 40 % of the
whole work labor [1]. Apple harvesting robot instead of labor could support the
fruit industry in the face of a decreasing labor force and global market competition.
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However, due to the fragile appearance of fruit and the complexity of shape and
growth condition, the end-effector is regarded as one of the critical technology of
agricultural harvesting robots [2]. At present, the researches on end-effector almost
focus on the configuration design and grasping control. And few researchers have
conducted studies on fruit grasping planning of end-effector. However, the grasping
planning of end-effector plays an important role for design of end-effector as well as
the choice of the fruit grasping control technology in fruit harvesting robot.

When the end-effector of robot manipulator grasps apples, the grasping stability,
namely no relative motion between the fingers and apples, is an important index.
Too small force may cause the relative slide, but excessive force may cause apples’
extrusion damage. Therefore, we needs to obtain a suitable grasping force to
guarantee the stability of grasping and to ensure the quality of apple picking. At
present, in order to get the appropriate grasping force, researchers mostly adopt the
method of physical experiment to examine. Li Zhiguo, etc. [3] developed the finite
element contact model for harvesting robot fingers and tomato fruit by investigating
mechanical properties of tomato fruits. Qian Shaoming, etc. [4] analyzed the
holding model of cucumber with the static mechanical analysis method, established
relationship between the pressure value of compressed air in the pneumatic actuator
and picking capacity. However, the method of physical experiment is only appli-
cable to the specific en-effector and contact points, but easily causes large contact
force error on different size and quality of fruit.

In other research areas, manipulator grasping force planning more adopts the
method of analysis and calculation to be completed, which is reasonably determine
needed contact force balancing external force on the objects in the premise of
satisfying certain constraints. Jiang Li, etc. [5] described multiple fingers contact
force planning problems as smooth manifold optimization problems corresponding
to linear constraint positive definite matrix, and calculated to get grasping force by
adopting the method of linear constraint gradient flow. Nakamura, etc. [6] adopted
nonlinear planning method based on Lagrange multiplier method to solve the
problem of force distribution, obtained the minimum contact force meeting friction
constraints. By analyzing relationship between the internal forces of the dexterous
hand and the stability of grasping, Liu Qingyun, etc. [7] constructed the optimi-
zation model for the best intersection point of internal forces and planning algo-
rithm for contact force. Contact force could be obtained by calculating the operating
force and the internal force components.

Based on the fact that the contact force is usually decomposed into operating
force component and internal force component, this paper investigates influence of
internal force components on the grasping stability, by taking grasping layout
planning and contact force distribution into a unified process, and studies the
planning problem of contact force of three-finger hand with the apple. By the
method which overcomes the shortage of physical experiment and reflects
the advantages of analysis and calculation, contact force of greater adaptability and
flexibility can be worked out, which is applied to various fruit with different size
and quality.
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11.2 The Contact Model of Finger with Apple

As the shape of apples is regular and approximates the ball, the apple is regarded as
a sphere in this study. Because the apple’s hardness is larger, the deformation of
apple is very little when pressure imposed on apple is small [8]. Force to normally
grasp the apple is relatively smaller and it deformation is very small, so the contact
of the finger with apples is considered as point contact with friction between hard
objects. According to the experience of person’s fingers grasping a spherical object,
when contact points of fingers with the object are distributed on a circular surface
through its center of a sphere, grasping is easier to reach a steady state in the
process of grasping a spherical object. It is also easy to be achieved from the aspect
of control. So contact points of three-finger hand with the apple are distributed on a
circular surface through its center of a sphere.

11.3 Contact Force Equilibrium Equation and Contact
Force Decomposition

In apples’ spherical model, the center of a sphere is taken as the origin of coor-
dinates to establish object coordinate system. When grasping an object, in object
coordinate system, generalized force on object is Fe ∈R6, contact force of
three-finger hand with the apple is fC = ðf TC1, f TC2, f TC3ÞT ∈R9. Where fciði=1, 2, 3Þ
is contact force of finger i with the apple. When three-finger hand grasps the apple
stably, force equilibrium equation is as follows

G ðfTC1, fTC2, fTC3ÞT = −Fe ð11:1Þ

where G∈R6× 9 is the grasping matrix, which is only related to the distribution of
contact point on the object. Contact force fci can be decomposed into two parts of
orthogonal to each other [9], which is as follows

fci = fM + fN = −GTðGGTÞ−Fe + fN ð11:2Þ

where the function of operating force component fM = ðf TM1, f
T
M2, f

T
M3ÞT ∈R9 is to

balance external force on objects or make objects produce required movement.
Internal force component fN = ðf TN1, f TN2, f TN3ÞT ∈R9 is a collection of that resultant
force on the object is zero, belonging to zero space of grab matrix G, which is

GfN =0 ð11:3Þ

By Eq. (11.3), it indicates that when grasping stably, three internal force formed
by three-finger hand acting on the apple have its own balanced force system. This
three-force balance can only cause two cases, one is that three-force is coplanar and
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intersects at one point and the other is that three-force is coplanar and parallel. So
contact of the three-finger hand with the apple is obvious the former one. Assuming
that three contact points of three fingers with the object are C1, C2, C3 respectively,
then ΔC1C2C3 is constituted. It sets that the plane is S. When stably contacting,
internal force fN1, fN2, fN3 of the contact point C1, C2, C3 needs to meet force
equilibrium condition, so action lines of fN1, fN2, fN3 must be located in the plane of
ΔC1C2C3, and intersect at one point P within the plane and can form a force-closure
triangle. Schematic diagram is shown in Fig. 11.1.

11.4 Stability Conditions and Influence of Internal Force
on Stability

For contact of three-finger hand with the apple, fulfilling for grasp force-closure
condition is a prerequisite for stably grasping. The existence of internal force is
sufficient and necessary conditions for force-closure, so it is necessary to judge the
existence of internal force before grasping. According to the Ref. [10], internal
force existence condition of three-finger force-closure grasp is summarized as:

(1) Three contact points all meet existence conditions of friction fan;
(2) Existence conditions of concurrent polygon;
(3) Constraints conditions of internal force equilibrium.

Among them, the friction fan which located in the objects inside is taken as
positive friction fan. Concurrent polygon refers to the polygon which is constituted
by public area of positive friction fan of three contact points. The internal force
equilibrium constraint refers to that action lines of three internal force intersect at
one point within concurrent polygon, and direction of the force is pressed to the
object.

When grasping planning can cause the internal force, grasping internal force has
an important role in adjusting the contact force. Whatever the size and direction of
operating force fM changes, the internal force fN of suitable size and direction

C1

C2C3

f1

f2f3

f3

f2

f1

Fig. 11.1 Internal force
intersecting and action lines
of closed force
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always can be found to keep the contact force locating inside friction cone and
grasping stably. Therefore, how to reasonably determine the internal force imposed
on the apple is the important condition of stably grasping objects. In the contact
force, internal force component is the extrusion pressure on the apple’s by fingers,
and operating force component is friction that fingers impose on the apple. They are
two important factors in the contact force caused by three-finger hands with apples.
A suitable extrusion pressure will cause no damage to apples and keeps stable even
if disturb emerges. It is necessary to keep the internal force as gentle as possible
under the premise of existence. But it does not mean the smaller the better, because
the min force under the constraints is easy to make operating force close to the
constrain boundary of friction cone, which increases possibility of contact sliding.
Therefore, in the following research, the internal force component of contact force
is examined through concurrent polygon.

11.5 Concurrent Polygon and Its Relationship
with Grasping Stability

On the basis of a variety of constraint conditions of stably grasping, Liu Qingyun
studied the existence of internal force, the relationship between internal force and
stability of grasping and the calculation of internal force combining with the con-
cept of concurrent polygon [7, 10, 11].

Under the existence condition of internal force, internal force plays an important
role in regulating operating force [12], and a higher grasping stability is achieved.
But the location of concurrent node of internal force within concurrent polygon has
a great influence on stability. When concurrent node P is relatively close to
boundary of concurrent polygon, the concurrent node of internal force may move
outside of concurrent polygon when it is disturbed. This increases the probability of
contact point sliding and affects the overall grasping stability. Conversely, when
concurrent node P is far away from boundary of concurrent polygon and it is
disturbed, the probability of concurrent node of internal force moves outside of the
concurrent polygon is small, so the three-finger hand can continue to keep high
stability. That’s why center of the maximum inscribed circle of concurrent polygon
can be chosen as such concurrent node. At this point, it can show that internal force
which is most close to friction cone boundary and friction cone boundary reaches a
relative maximum, the concurrent node of internal force is least likely to move to
outside of the concurrent polygon.
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11.6 Contact Planning of Three-Finger Hand
with the Apple

The purpose of planning is to find stable contact point between three-finger hand
with the apple, and to calculate the appropriate contact force. In practical grasping,
the outline of the apple can be get according to its image, and three points fulfilling
the existence conditions of internal force is found. The calculation process of
contact force can be divided into the following steps. (1) Finding three contact
points meeting the existence condition of internal force. (2) Calculating the oper-
ating force component of contact force according to the Eq. 11.2. (3) Determining
the concurrent polygon. (4) Determining the position of concurrent node of internal
force, calculating the interior angle of triangle of internal forces and relative size of
internal force, and determining the amplitude of each internal force based on other
conditions. (5) Determining the value of the contact force.

11.7 The Actual Example

As the following Fig. 11.2, it is taken a ball of 3 cm radius as an example to
calculate the contact force of an apple. Assuming that its quality is 0.3 KG, friction
coefficient of epidermis and mechanical finger is 0.5, and external force on the
object is the gravity of 3 N and that contact points of three-finger with the object are
distributed in the equator of the sphere. The Fig. 11.3 is the sectional drawing
of the sphere, and rectangular coordinate is established taking the center of a circle
as the origin. Two contact points C1, C2 of three-finger with the object are
distributed on each side of Y axis, so angle of radius of two points and Y axis is
50°, angle of C3’s radius and radius of C1, C2 is 130°.

In rectangular coordinate taking center of a circle as the origin, coordinates of
C1, C2, C3 are (3sin(50°), −3cos(50°), 0), (−3sin(50°), −3cos(50°), 0), (0, 3, 0)
respectively, so grab matrix is:

G=

1 0 0 1 0 0 1 0 0
0 1 0 0 1 0 0 1 0
0 0 1 0 0 1 0 0 1
0 0 − 3 cos 50◦ 0 0 − 3 cos 50◦ 0 0 3
0 0 − 3 sin 50◦ 0 0 3 sin 50◦ 0 0 0

3 cos 50◦ 3 sin 50◦ 0 3 cos 50◦ − 3 sin 50◦ 0 − 3 0 0

0
BBBBBB@

1
CCCCCCA

ð11:4Þ

According to the Eq. (11.2), three-finger’s operating force that can be
obtained is fM1 = 0 0 0.9131ð ÞT , fM2 = 0 0 0.9131ð ÞT , fM3 0 0ð 1.1738ÞT
respectively.
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The calculation method of grasping internal force is as follow: firstly it sets that
friction coefficient of the apple and three-finger is μ = 0.5, to get contact point’s
friction cone angle α= arctanμ=26.57◦. To get each point friction fan and inter-
section of friction fan boundary fulfills the existence condition of concurrent
polygon, which is that there is point of boundary located in the strict interior of third
friction fan and concurrent polygon exists. After computing it obtains that con-
current polygon is hexagon and six vertex are (0, −1.3796), (−1.8671, −0.9338),
(−1.6512, −0.4356), (0, 3), (1.6512, −0.4356), (1.8671, −0.9338) respectively.
When the circle center is (0, 0.0323), the maximum of R is 1.3104 cm by MAT-
LAB. Three interior angles of closed triangular which consists of action lines of
internal force are respectively: β1 = β2 = 50.4704◦, β3 = 70.0592◦, to obtain
fN1 = fN2, fN3 = 1.2731fN1. The position relationship between the contact force fc
corresponding to different sizes of internal force and friction cone angle is shown in
Fig. 11.4. When fN3j j is more than 2.3476, three contact forces all meet friction cone
constraints.

Fig. 11.2 Apple
three-dimensional coordinate

C2 C1

C3
Fig. 11.3 Three contact
points coordinate
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11.8 Conclusions

This paper takes the point contact of three-finger hand with the apple as the point
contact with friction, and analyzes contact force of fingers with the apple. It adopts
calculation method based on concurrent polygon. Taking constraints problem as the
existence of internal force and concurrent polygon, calculation is much simpler. It
fuses the contact point of determine and calculation of contact force as a unified
process to eventually work out three-finger contact force fulfilling friction
constraint.

This method can be used to work out different stable contact force of various
fruit with different size and quality, which has greater adaptability and flexibility.
Compared with adopting the same contact force on the same fruit in different
individuals, it is of greater significance for nondestructive picking robots.
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Chapter 12
Extended State Observer Based Sliding
Mode Control for Mechanical Servo
System with Friction Compensation

Chenhang Li and Qiang Chen

Abstract This paper proposes a tracking control method based on the extended
state observer for the nonlinear mechanical servo system with friction compensa-
tion. The friction nonlinearity is described by a continuously differentiable LuGre
model and compensated by using neural network (NN). Then, an extended state
observer (ESO) is employed to estimate the system states and uncertainties
including friction compensation error. A sliding mode control (SMC) scheme is
developed based on ESO estimation to guarantee the convergence of the tracking
error. Comparative simulations are conducted to show the superior performance of
the proposed method.

Keywords Servo system ⋅ Sliding model control ⋅ Neural network ⋅ Extended
state observer

12.1 Introduction

Over the past decades, the mechanical servo system has been widely used in
instrumentation, flight control, industrial production, etc. It becomes more and more
important to develop the performance of mechanical servo system in modern
industries. However, many factors can influence the precision of the system, such as
friction, dead zone, and disturbances [1–3].

The friction is the main factor in the system. Therefore, in order to eliminate the
effects of friction and improve the performance of system, many efforts have been
devoted to build friction models, such as Armstrong’s model, Dahl model, and
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LuGre model [4–6]. In those friction models abovementioned, LuGre model is
widely used to accurately describe the friction phenomenon in the mechanical
system. However, it is difficult to identify all parameters in the LuGre model
accurately. Since neural network can learning and approximating nonlinear func-
tion, it can be employed to design friction compensators for the dynamical
model [7].

For the high precision control in the system, many control schemes have been
proposed, in which the sliding model control (SMC) is regarded as an effective
robust control scheme to control nonlinear uncertain systems. However, the SMC
needs the information of the complete state vectors. In [8–10], the extended state
observer (ESO) was developed to estimate the state vectors and the uncertainties
including external disturbances.

In this paper, a sliding mode control scheme is presented by combining neural
network compensation and extended state observer (ESO). LuGre model is
employed to describe the friction dynamics, and a back propagation neural network
(BPNN) is utilized to approximate and compensate the friction. In order to estimate
the unknown states and uncertainties with friction compensation errors, the ESO
and sliding mode technique are combined to design a composite controller for
mechanical servo system with NN friction compensation.

12.2 System Description

The mechanical system under investigation is described as

dθm
dt =ωm

J dωm
dt =Ktu−Dωm −F − Tl

�
ð12:1Þ

where θm, ωm are the state variables, denoting the output shaft of the motor position
and velocity, respectively; D is the damping coefficient, Kt is the motor torque
constant. J is the effective mass, Tl is the load torque, and F is the friction force,
which can be described by the following LuGre model:

F = σ0z+ σ1z ̇+ σ2x ̇ ð12:2Þ

where σo, σ1 and σ2 denote the stiffness, the damping coefficient, the viscous
friction coefficient, respectively, and x= θm.

Consider the contact surface effects which are lumped into an average asperity
deflection z that is given by

z ̇= x ̇−
x ̇j j

hðx ̇Þ z ð12:3Þ
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When x ̇ is constant, the deflection z approaches a steady and bonded state value zs
expressed as

zs = hðx ̇Þsgnðx ̇Þ ð12:4Þ

where the function hðx ̇Þ is

hðx ̇Þ= Fc + ðFs −FcÞe− ðx ̇ ẋ̸sÞ2

σ0
ð12:5Þ

where Fc, and Fs are both unknown constants. Fc is the Coulomb friction coeffi-
cient, and Fs is the Stribeck friction coefficient. xs is the Stribeck velocity.

Substituting (12.3) and (12.4) into (12.2) yields:

F = σ2x ̇+ Fc + Fs −Fcð Þe− ðx ̇ x̸ṡÞ2
h i

sgnðx ̇Þ

+ σoε 1−
σ1

Fc + Fs −Fcð Þe− ðx ̇ x̸ṡÞ2
x ̇j j

" # ð12:6Þ

with ε= z− zs.

Remark 1 Due to the discontinuity of the sign function in (12.6), the friction F may
not be directly estimated by using neural network. Therefore, we employ a con-
tinuous function tanhðx ̇Þ instead of sgnðx ̇Þ in the simulation part, and then (12.6)
can be rewritten as

F = σ2x ̇+ Fc + Fs −Fcð Þe− ðx ̇ x̸ṡÞ2
h i

tanhðx ̇Þ

+ σoε 1−
σ1

Fc + Fs −Fcð Þe− ðx ̇ ẋ̸sÞ2
x ̇j j

" # ð12:7Þ

12.3 Neural Network Compensation

In this section, a simple Back Propagation neural network (BPNN) is utilized to
compensate the friction function. The whole structure of BPNN is shown in
Fig. 12.1. There are two input nodes θm and ωm, and one output node F ̂, which is
the estimation of the friction F.

The hidden layer node value is:
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Vj = f ðWij ⋅Xk + θ0Þ ð12:8Þ

The output layer node value is:

Vp = f ðWjp ⋅Vj + θ1Þ ð12:9Þ

where f ðxÞ is the sigmoid function, f ðxÞ= 1
1+ e− ax, a is the adjustment coefficient.

Wij,Wjp and θ0, θ1 are the weights and threshold matrix between the input layer and
output layer.

The partial derivative of the output layer and the hidden layer δp, δj are

δp =Vpð1−VpÞðF −VpÞ ð12:10Þ

δj =Vjð1−VjÞ∑ δpWjp ð12:11Þ

The weight updating laws are given as

Wjpðn+1Þ=WjpðnÞ+ ηδpðnÞVj ð12:12Þ

Wijðn+1Þ=WijðnÞ+ ηδjðnÞVj ð12:13Þ

where η is the learning rate.
BPNN repeats learning of samples until meeting the requirements. After the end

of algorithm, the output value Vp is the estimation of friction F, i.e., Vp =F ̂.

12.4 Controller Design

Let x1 = θm, x2 =ωm = x1̇, and then system (12.1) can be rewritten as

x ̇1 = x2
x2̇ = Kt

J u−
D
J x2 −

F
J − Tl

J

�
ð12:14Þ

Fig. 12.1 The structure of BPNN

108 C. Li and Q. Chen



The schematic of control system with BPNN compensation is shown in
Fig. 12.2. The control signal is designed as

u= uNN + uo ð12:15Þ

where uNN =F ̂ K̸t is the BPNN compensation term and uo is the equivalent control
signal.

Then (12.14) can be rewritten as

x1̇ = x2
x2̇ = aðxÞ+ buo

�
ð12:16Þ

with aðxÞ= − D
J x2 −

F
J − Tl

J + F ̂
J , b=

Kt
J ;

Define d= aðxÞ+Δbuo, Δb= b− bo, where bo is the estimate of b, which can be
given by experience. Now, we define x3 = d, and then (12.16) can be rewritten as
the following equivalent form:

x1̇ = x2
x2̇ = x3 + bouo
x3̇ = h

8<
: ð12:17Þ

with h= d.̇

12.4.1 Extended State Observer

Define zi, i = 1, 2, 3, as the estimates of the state variables xi, and then the linear
extended state observer (LESO) is given by

z1̇ = z2 − β1eo1
z2̇ = z3 − β2eo1 + bouo
z3̇ = − β3eo1

8<
: ð12:18Þ

o u

Fig. 12.2 The schematic of control system with BPNN compensation
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where eo1 = z1 − x1, β1, β2, β3 > 0 are the gains of the observer.
As stated in [11], if the βi is chosen appropriately, it can be guaranteed that

zi → xi, i=1, 2, 3 i.e., the observation error can converge to zi − xij j≤ di, where di is
a very small figure.

12.4.2 Sliding Mode Control

In order to guarantee the convergence of system errors, the sliding mode controller
is designed and the sliding surface is given as

s= e2 + λ1e1 ð12:19Þ

where e1 = x*1 − x1, e2 = x*2 − x2 = e1̇, with x*1, x
*
2 being the desired position and

velocity, respectively, and satisfying x ̇*1 = x*2, and λ1 > 0 is a control parameter.
Then, the derivative of s is

ṡ= e2̇ + λ1e ̇′

= x ̈*1 − x3 − bouo + λ1 x*1 − x2
� � ð12:20Þ

The equivalent controller based on LESO (12.18) can be designed as

uo =
1
bo

x ̈*1 − z3 + λ1ðx ̇*1 − z2Þ+ k ⋅ signðsÞ� � ð12:21Þ

where k > 0 satisfies k≥ d3 + λ1d2.

12.5 Stability Analysis

Theorem 1 Consider the system (12.15) with equivalent controller (12.21), sliding
surface (12.19) and neural network compensation uNN, and then the tracking error e1
will asymptotically converge to zero.

Proof Define a Lyapunov candidate function as:
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V =
1
2
s2 ð12:22Þ

Then according to (12.20), the derivative of V is

V ̇= ss ̇

= s x ̈*1 − x3 − buo + λ1 x ̇*1 − x2
� �� � ð12:23Þ

Combining (12.21) and (12.23), and we have

V ̇= s z3 − x3 + λ1ðz2 − x2Þ− ksignðsÞ½ �
≤ sj j z3 − x3j j+ λ1 z2 − x2j jð Þ− k sj j
≤ sj j d3 + λ1d2ð Þ− k sj j

= sj j d3 + λ1d2 − kð Þ

ð12:24Þ

Since k > 0 and k≥ d3 + λ1d2, we can conclude that sj j d3 + λ1d2 − kð Þ≤ 0, therefore,
it is guaranteed that s can converge to zero asymptotically.

It is not hard to see that e1̇ + λ1e1 = 0 in the sliding surface s = 0. By solving the
first-order differential equation, we have e1 = e− λ1t, which means the system error e1
will asymptotically converge to zero.

12.6 Simulations

In order to show the superior performance of the proposed method, the conven-
tional sliding mode control based on extended state observer(ESO + SMC) in [10]
is performed for the comparison with the proposed ESO + SMC with friction
compensation (ESO + SMC + FC) scheme.

For the fair comparison, the same parameters of both schemes are set same. The
nominal values of the servo system parameters are J =0.5, Kt =1, D=0.3, Tl =0.5.
LuGre friction parameters are σo =0.5, σ1 = 0.3, σ2 = 0.1, Fs =0.335, Fc =0.285,
Vs =1. In controller we set λ1 = 5, k=1.5. In BPNN, the initial weights of neural
network are Wijð0Þ=Wjpð0Þ=0, the Hidden layer N = 25, and a=1, η=1, and the
NN weight update laws are given by (12.12)–(12.13).

In this part, yd = sinðtÞ+0.5 cosð0.5tÞ is employed as the reference signal. The
control parameters are β1 = 10, β2 = 30, β3 = 55. Comparative tracking performance
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and corresponding tracking errors are shown in Fig. 12.3 and Fig. 12.4, respec-
tively. It becomes more obvious that our method has a smaller error than
ESO + SMC. Figure 12.5 shows the observation errors, we can see that
ESO + SMC + FC also has a smaller observation error than ESO + SMC.
The BPNN compensation performance is shown in Fig. 12.6.

From all the aforementioned simulation results, it is not hard to conclude that the
proposed ESO + SMC with friction compensation scheme has a better tracking
performance and a smaller tracking error.

Fig. 12.3 Tracking
performance
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12.7 Conclusion

A tracking control for the mechanical servo system with friction compensation is
proposed in this paper. The difficulty from the unavoidable friction is circumvented
by adopting a new continuously differentiable LuGre model, which is lumped into
the BPNN for approximating unknown dynamics. Then, ESO is used to estimate
the system states and uncertainties with friction compensation error. Based on the
ESO estimation, the controller is designed by a sliding model principle to guarantee
the convergence of the tracking error. It is shown in the simulation that the pro-
posed method can improve the tracking performance of the mechanical system.
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Chapter 13
Local Linear Discriminant Analysis Using
ℓ 2-Graph

Ya Gu, Caikou Chen, Yu Wang and Rong Wang

Abstract A recently proposed method, called Local Fisher Linear Discriminant
Analysis (LLDA), the experiment showed that compared with the traditional Fisher
Linear Discriminant Analysis, it has a better result. However, it uses Euclidean
distance selecting nearest neighbor samples which has some flaws in the way, such
as the robustness is not good and not sparse, and so on. The paper presents an
improved approach, called Local Linear Discriminant Analysis Using ℓ2-Graph
(L2G_LLDA). It remains reconstructed coefficient of samples to select the nearest
samples, which enhances the robustness of the algorithms and makes it sparse. The
extensive experimental results over several standard face databases have demon-
strated the effectiveness of the proposed algorithm

Keywords Facial feature extraction ⋅ Sparse representation ⋅ Local linear
discriminant analysis ⋅ Target classification

13.1 Introduction

Manifold learning algorithms has been widely used in computer vision processing.
There are two main ways for manifold learning algorithm to constructing a graph,
one of which is to select K nearest neighbor samples; another is the ε-ball based
method. Recently, Xu et al. [1] proposed a new feature extraction method based on
manifold Local Linear Discriminant Analysis Framework Using Sample Neighbors
(LLDA), experimental results show the effectiveness of the algorithm. However,
this algorithm is calculated by the Euclidean distance to select K nearest neighbor
samples, there are some shortcomings when we construct the graph, such as
robustness to noise, or not sparse.
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Recent years sparse representation theory is widely used in image compression,
feature extraction and the signal analysis and other fields. After sparse represen-
tation is introduced into the field of face recognition by Wright [2], many scholars
are committed to research in this area. ℓ1 norm is introduced into the manifold
learning algorithm by Yan et al. [3], using ℓ1-graph algorithm to construct adja-
cency matrix. By experimental analysis, with respect to the use of
K-nearest-neighbor method or ε-ball based method, ℓ1-graph algorithm has the
following advantages, first, to enhance the robustness to noise, the second is sparse.
Zhang et al. [4] proposed ℓ2-graph algorithm (Constructing the ℓ2-Graph for
Subspace Learning and Subspace Clustering), In his view, with respect to the ℓ1

norm, ℓ2 norm is better, more efficient.
Based on the above discussion, we combine the advantages of ℓ1-graph, ℓ2-

graph and some shortcomings of LLDA, this paper make some improvements on
the basis of LLDA. Using ℓ2-graph method to calculate the reconstructed coeffi-
cient of the sample, we choose K samples which are the former largest recon-
structed coefficient, use them as K nearest neighbor of the given sample. We
conducted experiments on common ORL face database, YALE face database and
AR face database, and verify the effectiveness of the algorithm.

13.2 Local Linear Discriminant Analysis (LLDA)

We assume that there are C classes of samples and let A= ½x1, x2, . . . , xN �. From
the total training set, we can determine the K nearest neighbors x0iði=1, 2, 3, . . . ,KÞ
for a given sample which from c0 classes, and let c

0
iði=1, 2, . . . , c0Þ donate their

classes which are a part of the total classes. l
0
i indicates the number of the nearest

neighbor samples in each class that satisfies

∑c0
i=1 l

0
i =K ð13:1Þ

The mean image of all determined neighbors is denoted by m0 and the mean of
the determined neighbors in class c

0
i is denoted by m0

i ði=1, 2, . . . , c0Þ, x0
ij) denotes

the jth determined neighbor of the given sample which in class c
0
i.

The between-class scatter matrix Sb as follows:

Sb =
1
K
∑c0

i=1 l
0
iðm

0
i −m0Þðm0

i −m0ÞT ð13:2Þ

The within-class scatter matrix Sw as follows:

Sw =
1
K
∑c0

i=1 ∑
l
0
i
j=1 ðx

0
ij −m

0
iÞðx

0
ij −m

0
iÞT ð13:3Þ
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We can get the objective function as follows:

JLLDAðwÞ= wTSbw
wTSww

ð13:4Þ

For the given sample, if there is only one nearest neighbor in each of the c0

classes, the within-class scatter matrix of these nearest neighbors is a zero matrix.
The Eq. (13.4) can be rewritten as the following equation:

JLLDAðwÞ=wTSbw ð13:5Þ

For the given sample, if all of the K nearest neighbors are from only one class,
then the between-class matrix is a zero matrix. The Eq. (13.4) can be rewritten as
the following equation:

JLLDAðwÞ=wTSww ð13:6Þ

13.3 Algorithm for Construction the ℓ2-Graph

Let D donate the data set, and each column of Diði=1, 2, . . . ,CÞ is the sample of
class i, X= fx1, x2, . . . , xNg be a collection of data located in the set of the fDigci=1,
and Xi = ½x1, x2, . . . , xi− 1, 0, xi+1, . . . , xN � be the pointed dictionary for the data xi.

The steps of ℓ2-Graph algorithm are summarized as follows:

Step 1 Normalize the columns of D.
Step 2 Get the optimal solution of the problem which is given by

JðcÞ= argmin
ci

1
2

xi −Xicik k22 + γ cik k22
Step 3 Construct a similarity graph W. Denote wij = c⌢ij

�� ��+ c⌢ji
�� �� as an element of

W.
Step 4 Let Θ denote the projection matrix. We can get the solution by solving

minΘ ΘTX−ΘTXW
�� ��2

F , s.t.Θ
TXXTΘ= I

13.4 Local Linear Discriminant Analysis Using ℓ2-Graph

We suppose that there are C classes of samples and let A= ½x1, x2, . . . , xN �, and we
take N as the total number of samples. Let xi denote the given sample, we can get
the coefficients by using
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JðbÞ= argmin
bi

1
2

xi −Xibik k22 + γ bik k22 ð13:7Þ

We can solve the optimization problem (13.7) by

bi = ðXTX+ γIÞ− 1½XTxi −
eTi ðXTX+ γIÞ− 1XTxi
eTi ðXTX+ γIÞ− 1ei

ei� ð13:8Þ

Let P= ðXTX+ γIÞ− 1, The Eq. (13.8) can be rewritten as the following
equation:

bi =P½XTxi −
eTi PX

Txi
eTi Pei

ei�

We can obtain K samples that whose coefficients are the top K largest as the
nearest neighbor samples for the given sample, they come from c0 classes, l0i
indicates the number of the nearest neighbor samples in each class that satisfies:

∑c0
i=1 l

0
i =K ð13:9Þ

The mean image of all determined neighbors is denoted by m0 and the mean of
the determined neighbors in class c

0
i is denoted by m

0
iði=1, 2, . . . , c0Þ, x0

ij denotes

the jth determined neighbor of the given sample which in class c
0
i.

The between-class scatter matrix SL2Gb as follows:

SL2Gb =
1
K
∑c0

i=1 l
0
iðm

0
i −m0Þðm0

i −m0ÞT ð13:10Þ

The within-class scatter matrix SL2Gw as follows:

SL2Gw =
1
K
∑c0

i=1 ∑
l0i
j=1 ðx

0
ij −m

0
iÞðx

0
ij −m

0
iÞT ð13:11Þ

We can get the objective function as follows:

JL2G VLLDAðwÞ= wTSL2Gb w
wTSL2Gw w

ð13:12Þ

For the given sample, if there is only one nearest neighbor in each of the c0

classes, the within-class scatter matrix of these nearest neighbors is a zero matrix.
The Eq. (13.12) can be rewritten as the following equation:

JL2G VLLDAðwÞ=wTSL2Gb w ð13:13Þ
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For the given sample, if all of the K nearest neighbors are from only one class,
then the between-class matrix is a zero matrix. The Eq. (13.12) can be rewritten as
the following equation:

JL2G VLLDAðwÞ=wTSL2Gw w ð13:14Þ

Finally, we can get a projection matrix whose column are the eigen-vectors
connected with the top eigen-values of the eigen-equation SL2Gb w= λSL2Gw w, or the
top eigen-values of the matrix SL2Gb or SL2Gw .

13.5 Analysis of Algorithm

In this section, we will discuss the effect of the ℓ2-graph which’s applied to LLDA
framework. Our method has some advantages as follows, firstly, Using ℓ2-graph
method to calculate the reconstructed coefficient of the sample, we choose K sam-
ples which are the top largest reconstructed coefficient, use them as K nearest
neighbor of the given sample, if we do so, there will be two benefits, first is to
enhance the robustness to noise, the second is sparse. Secondly, when solving the
eigen projection matrix, we only train a small part of the training samples. The
proposed algorithm is also flawed, similar to the traditional LDA; the algorithm also
is faced with the problem of Small Sample Size problem, in order to avoid the
Small Sample Size problem, we use PCA to reduce the dimension. Our algorithm is
effective to improve the performance of LLDA, in summary, the main steps of
Local Linear Discriminant Analysis Using ℓ2-Graph are as follows:

Step 1 PCA pretreatment. We used PCA to reduce the dimension of each image.
Step 2 Use ℓ2-graph method to calculate the reconstructed coefficient of the

sample, we choose K samples which are the top largest reconstructed
coefficient, use them as K-nearest-neighbor of the given sample.

Step 3 Use (13.10) to construct the between-class scatter matrix SL2Gb of these
nearest neighbors, use (13.11) to construct the within-class scatter matrix
SL2Gw of these nearest neighbors.

Step 4 If there is only one nearest neighbor in each of the c0 classes, the
within-class scatter matrix of these nearest neighbors is a zero matrix. The
Eq. (13.12) can be rewritten as (13.13), then solve the eigen-Eq. (13.13).

Step 5 If all of the K nearest neighbors are from only one class, then the
between-class matrix is a zero matrix. The Eq. (13.12) can be rewritten as
(13.14), then solve the eigen-Eq. (13.14).

Step 6 If the condition is not satisfied in step (4) or in step (5), get the solution by
solving SL2Gb w= λSL2Gw w.

Step 7 Get the feature matrix and then to classify.
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13.6 Experiments on ORL Database

In this section, we used the ORL face database to test our method and the other
methods. The ORL database includes 400 face images taken from 40 subjects, with
each subject providing 10 face images. We divide the samples of each subject into
two parts; we take one part as the training samples, and take the remaining as the
test samples. Number of training samples can be respectively selected 4, 5, 6, 7, and
8 which make up the five subsets of the training data. The sample images of some
person from ORL face database are shown in Fig. 13.1.

In order to reduce the amount of calculation, in the experiment, we use PCA to
reduce the dimension of each image to 40, and then we verify the performance of
the algorithm in several experiments, and compare with the LLDA and other
algorithms.

In this experiment, each type of algorithms is randomly conducted 15 times;
Table 13.1 shows that our method is better than others. We can observe that as the
number of training samples increases, the rate of recognition algorithm is
increasingly high.

13.6.1 Experiments on YALE Database

There are 165 face images in the YALE face database; those face images comes
from 15 individuals each providing 11 images. We divide the samples of each

Fig. 13.1 Some faces of a subject of the ORL database
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subject into two parts; we take one part as the training samples, and take the
remaining as the test samples. Number of training samples can be respectively
selected 4, 5, 6, 7, and 8 which make up the five subsets of the training data. The
sample images of some person from YALE face database are shown in Fig. 13.2.

In order to reduce the amount of calculation, in the experiment, we use PCA to
reduce the dimension of each image to 40, and then we verify the performance of
the algorithm in several experiments, and compare with the LLDA and other
algorithms.

In our experiment, each type of algorithms is randomly executed 15 times; the
data in Table 13.2 is the average recognition rate of 15 groups of experiments. We
observed that as the number of training samples increases, the recognition rate is
also increasing, and our algorithm at least 5–6 % higher than the other methods, in
other words, our algorithm is better than others.

13.6.2 Experiments on AR Database

The AR face database has 3120 images taken from 120 subjects, which were taken
at different times, with different facial expression, pose, or lighting. On AR face
database, we divide the samples of each subject into two parts; we take one part as
the training samples, and take the remaining as the test samples. Number of training
samples can be respectively selected 10, 11, 12, 13, and 14 which make up the five
subsets of the training data. The sample images of some person from AR face
database are shown in Fig. 13.3.

Fig. 13.2 Some faces of a subject of the YALE database

Table 13.2 Classification accuracies (mean ± std-dev percent) of algorithms of YALE data set

N = 4 N = 5 N = 6 N = 7 N = 8

VLLDA 84.48 ± 3.0 86.78 ± 3.1 86.95 ± 2.9 87.00 ± 3.1 87.77 ± 3.1
L2G_LLDA 90.54 ± 2.6 92.82 ± 2.9 92.62 ± 3.0 92.56 ± 3.1 92.89 ± 2.8

Table 13.1 Classification accuracies (mean ± std-dev percent) of algorithms of ORL data set

N = 4 N = 5 N = 6 N = 7 N = 8

VLLDA 92.58 ± 2.0 95.15 ± 1.3 96.32 ± 1.6 97.58 ± 1.8 98.00 ± 1.3
L2G_LLDA 95.39 ± 1.6 96.30 ± 1.1 97.46 ± 0.7 98.28 ± 0.7 98.33 ± 0.8
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In order to reduce the amount of calculation, in the experiment, we use PCA to
reduce the dimension of each image to 40, and then we verify the performance of
the algorithm in several experiments, and compare with the LLDA and other
algorithms.

In our experiment, each type of algorithms is randomly executed 15 times; the
data in Table 13.3 is the average recognition rate of 15 groups of experiments. We
observed that as the number of training samples increases, the recognition rate is
also increasing. Overall, the classification performance of the algorithm is superior
to other algorithms.

13.7 Conclusions

Combining the advantages of ℓ2-graph and LLDA, we propose a method that uses
the size of the reconstructed coefficient to choose the nearest neighbor samples, we
call it Local Linear Discriminant Analysis Using ℓ2-Graph. It uses local informa-
tion data effectively, and retains the internal structure among samples. In YALE,
ORL and AR face database show the effectiveness of the method.
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Fig. 13.3 some faces of a subject of the AR database

Table 13.3 Classification accuracies (mean ± std-dev percent) of algorithms of AR data set

N = 10 N = 11 N = 12 N = 13 N = 14

VLLDA 92.72 ± 0.8 94.18 ± 0.6 95.57 ± 0.7 96.10 ± 0.4 96.93 ± 0.5
L2G_LLDA 97.28 ± 1.2 97.98 ± 1.4 97.65 ± 1.7 99.05 ± 0.6 99.06 ± 0.8
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Chapter 14
A New Detecting and Tracking Method
in Driver Fatigue Detection

Yang Yu, Xiaobin Li and Haiyan Sun

Abstract In order to reduce the traffic accidents caused by driver fatigue, this paper
extends the TLD tracking algorithm to the case of detecting and tracking driver’s
face and local areas which is based on the machine vision. We address problems of
detecting driver’s face and local areas, which contain the driver’s fatigue infor-
mation, via adaboost cascade classifier based on haar-like features and track the
target areas by the TLD method. The main results are given in terms of the accuracy
of detecting driver’s face and local areas. Lay a foundation for the driver fatigue
detection.

Keywords Driver fatigue detection ⋅ Detecting and tracking ⋅ Haar-like fea-
tures ⋅ Adaboost cascade classifier ⋅ TLD

14.1 Introduction

In traffic accidents, fatigue driving has a high proportion. In China, only in 2008,
there are 2568 traffic accidents, in which 1353 people were killed and 3219 people
were injured. That caused 57.38 million yuan direct economic losses [1]. To reduce
the huge losses caused by fatigue driving, a lot of research has been done. The
method of driver fatigue detection based on machine vision technology because of
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its completeness of theory and nonaggression of detection properties has quickly
become the research highlights.

The key about the fatigue driving detection based on machine vision is how to
detect the areas accurately which include the driver’s fatigue information in the
driver monitoring video. Now, the main method is using adaboost cascade classifier
based on the haar-like feature to detect the face and local areas in the static images
(frames) in the video. Then extract the information of driver fatigue, such as the
perclos parameter [2] and the yawn parameter, to detect the driver’s fatigue. So the
method has not use the implied dependency information between frames of video
sequence. That makes the calculation amount large. And it will be larger with the
video quality improving. To meet a better real-time property and reduce the
hardware requirements, this paper presents a new method that combines adaboost
cascade classifier with TLD (Tracking-Learning-Detection) tracking algorithm.
Thus, it uses the correlation between frames of video sequence sufficiently, in the
situation that the driver usually do not move a lot when driving, to reduce the
calculated amount.

14.2 Algorithm Flow

In order to locate the driver’s face and local areas precisely with a lower compu-
tational complexity, first of all, detect the driver’s face and local areas by the
adaboost cascade classifier in the first few frames of the video. Then track the target
area (face and local areas) by the TLD tracking method. The algorithm flow chart is
shown in Fig. 14.1.

Detecting driver’s face and the local areas:
Haar-like features originally has been presented by Papageorgiou et al. [3, 4] and

used in face detection. After that, Viola, et al. [5, 6] expanded the haar-like features
to improve the detection accuracy. Finally, Lienhart et al. [7] developed haar-like
features to 15 kinds. They are shown in the Fig. 14.2.

Aim to reduce the calculation amount of haar-like features, Viola et al. presented
the concept of image integration. It changes the calculation of haar-like features
from complex numerical integration to simple table lookup computation. That
makes the quick detection possible.

Adaboost algorithm [8] namely the adaptive boosting, was presented by Freund
and Schapire, in 1995. The main idea is to construct a learning framework that
cascades the weak classifier which based on the haar-like features to get the strong
classifier which can achieve any degree of accuracy.

Face and local areas 
detection based AdaBoost 

method 

Target areas tracking based 
TLD

Driver video  Target areas 

Fig. 14.1 Detection and tracking flowchart
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Construct the weak classifier: construct the weak classifier based on the haar-like
feature of the face and local areas. The equation of weak classifier construction is as
(1). Where, fj(x) is the haar-like feature. pj is the category orientation parameter. θj is
the threshold.

hj xð Þ= +1 if pjfj xð Þ< θj
− 1 otherwise

�
ð1Þ

Construct the strong classifier: construct the strong classifier by cascading sev-
eral weak classifiers. The main idea is dynamic adjusting the classifier by iteration.
In each iteration, update the sample weights through the analysis of the classifi-
cation results, then generate a new weak classifier to compensate the lack of the
preceding classifiers. After that, the strong classifier can be gained.

Detection experimental results:
Use the adaboost cascade classifier got from the above to detect the driver’s face

and local areas. The detection flow chart is shown in Fig. 14.3.
And the adaboost cascade classifier is used to detect the driver’s face and local

areas in the first frames of the video as the Fig. 14.4 shown. The detection result is
shown in Fig. 14.5.

Tracking driver’s face and the local areas:
Comparing with the detecting driver’s face and local areas frame by frame, using

effective tracking algorithm can reduce the calculated amount. Consequently, use

Fig. 14.2 Haar-like features developed by Lienhart
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TLD (Tracking-Learning-Detection) [9] proposed in 2012 by Kalal to track face
and the local areas. The main feature of TLD is the learning mechanism, which
extends the self-learning to the simple tracking method to deal with the problem of
long time tracking. The algorithm framework is shown in Fig. 14.6.

The TLD algorithm can update the detector by the online learning mechanism
and use the detector to reinitialize the tracker when the tracker lost the target. So,
TLD realizes the long time tracking precisely and rapidly. The module structure is
shown in Fig. 14.7.

Fig. 14.4 Adaboost classifier cascade detecting structure diagram

Fig. 14.5 Adaboost classifier cascade detecting chart

Learning

Tracking Detection

fragments of trajectory

re-initialization

detections

training data

Fig. 14.6 TLD algorithm framework
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TLD process:

Step 1 Define the tracking target in the first frames of the input video
Step 2 Initialize the detector and the tracker
Step 3 For the new frames, use detector to detect the target. Then use tracker to

predict the location of the target
Step 4 According to the comprehensive results of the detector and tracker, deter-

mine the location of the target
Step 5 Update the detector by learning mechanism
Step 6 Terminate or skip to Step 3 to continue

Merits and demerits of TLD are that the Learning mechanism makes it can long
time tracking the target with satisfactory precision and speed. Even lost the tracking
target for some interference, it can be recovered by the detector. But it needs the
definition of the target.

14.3 Simulation Experiment

This paper uses the adaboost cascade classifier to define the tracking target for the
TLD. Then use the TLD to track the driver’s face and local areas to lay a foundation
for the driver fatigue detection.

The above algorithm is applied to the driver fatigue detection. The simulation
experiment results are shown in Fig. 14.8 and Table 14.1.

This method can quickly and accurately capture driver’s face and the local areas
for extracting fatigue information to detect the driver fatigue.

14.4 Analysis of Experimental Results

This paper uses adaboost cascade classifier based on the haar-like to detect the
driver’s face and local areas. It sets the tracking target for TLD. Then use TLD to
tracking the target areas to reduce the computational complexity by making use of
the correlation between frames of video sequence sufficiently. From the

Tracking

Learning

Detection

Memory

update tracker

update detector

Video

Integrator

Target

Fig. 14.7 TLD module diagram
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experimental results, the mean accuracy of detecting driver’s face localization is
99.92 %. And the accuracy of local areas localization is 95.35 %. The precision
meets the requirement of driver fatigue detection. Lay a foundation for extracting
driver fatigue information and fatigue driving discrimination.

Acknowledgments This work is partially supported by Shanghai key scientific research project
No. 11510502700, and science and technology innovation focus of SHMEC No. 12ZZ189.

Fig. 14.8 Driver’s face and local areas detection and tracking results

Table 14.1 Experimental results

Video
no.

Frames False frames
in face
detection

Face
localization
accuracy
(%)

False frames in
local areas
detection (%)

Local areas
localization
accuracy (%)

1 506 2 99.6 66 86.96
2 295 0 100 0 100
3 876 0 100 15 98.21
4 634 0 100 36 94.35
5 671 0 100 18 97.23
Mean
accuracy

99.92 95.35

From the simulation experiment results, the method of this paper has a satisfactory accuracy in
detecting and tracking the driver’s face and local areas.
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Chapter 15
A Multi-objective Dual-Resource Shop
Scheduling Model Considering
the Differences Between Operational
Efficiency

Weizhong Wang, Jialian Wang, Chencheng Ma, Zhenqiang Bao
and Richao Yin

Abstract Multiple resource constraints exist widely in the actual job shop under
the complicate manufacturing environment, so a multi-objective dual-resource shop
scheduling model considering the differences between operational efficiency is
established, which contains two resource constraints: the machines and workers. An
improved SPEA2 is proposed for the model which achieves three goals: the shortest
completion time, the lowest cost and the minimum total tardiness. Since the evo-
lutionary operation in the traditional algorithm for single-resource model has not
been able to meet requirements of the model in this paper, the chromosome coding,
chromosome decoding, initialization of the population, crossover operation and
mutation operation are especially improved so that the machines and workers can
be assigned to the process reasonably. Finally, the feasibility and efficiency of the
model are proved by the simulation experiment.

Keywords Operational efficiency ⋅ Dual-resource ⋅ SPEA2 ⋅ Multi-objective ⋅
Scheduling model
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15.1 Introduction

The job-shop scheduling problem is one of the most basic and famous scheduling
problem. It is also the core part of the production management in the manufacturing
enterprises. When the vast majority of scholars solve the problem, they consider
machines the only resource constraint. At present, research about dual-resource
shop scheduling have already been done at home and abroad, but not too much. Xu
et al. studied the development of dual-resource constrained system. Considering
many uncertain factors in the actual job-shop scheduling system, Ju Quanyong and
Zhu Jianying established the mathematical model of fuzzy scheduling based on the
study of multi-routing dual-resource job-shop scheduling. Based on learning
amnesia, John et al. solved the dual-resource shop scheduling model considering
the factors of task-type. Bernd Scholz-Reiter et al. studied the dual-resource shop
scheduling based on the priority rules. Literature [5–11, 14] utilized optimization
algorithm to optimize the dual-resource shop scheduling. Chen Xi et al. studied the
optimization of dual-resource double-objective job-shop scheduling in which
routing is variable. Liu Xiaoxia et al. proposed a new calculation method to cal-
culate the production cost of the dual-resource job-shop scheduling. But problems
still exist: (1) While considering the two resources of machines and workers
simultaneously, we usually regarded them as two independent resources. (2) In the
single part small batch production mode, the workers’ operational efficiency is
generally changeable when various workers operate the same machine or the same
worker operates various machines. Most literature generally considered the pro-
duction cost as the single goal when studying the single-objective dual-resource
scheduling. But in actual production, the differences between operational efficiency
would directly affect multiple goals: completion time, due date, cost, quality and so
on. That is to say, the multiple conflicting goals which are required to be optimized
at the same time generally existed in actual production. Thus, the multi-objective
dual-resource scheduling model considering the differences between operational
efficiency is established, which can achieve three goals: the shortest completion
time, the lowest cost and the minimum total tardiness. This model will be solved by
the improved SPEA2.

15.2 Establishment of the Model

15.2.1 Problem Description

In the multi-objective dual-resource shop scheduling model, there are n jobs need to
be processed in the workshop consisted of w workers and m machines. Each job
contains one or several working procedures, sequence constraints exist in different
working procedures, each working procedure can be processed on one or more
machines, the processing cost per unit time of each machine is known, but
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performance varies in different machines, so the actual processing time of each
working procedure differs with machine performance. There are w workers, each
worker can operate one or more machines, and w < m. The same worker has
different efficiency due to different machines, and different workers have different
operational efficiency when operating the same machine. Therefore, the differences
between operational efficiency cause effects on the actual processing time of the
working procedure.

The goal of scheduling is to determine the best processing sequence of jobs on
the machines, as well as the proper machines and operating workers, so the resource
can be allocated optimally. Meanwhile the model employs the completion time,
total cost and total tardiness as optimization objectives to optimize them overall.

In addition, this article assumes that:

(1) All machines and workers are available at time zero, all working procedures
(the first working procedure of job) at time zero can be processed immediately.

(2) At the same time one machine can only process one working procedure and
the machine can be only operated by one worker.

(3) There is strict sequence between different working procedures of the same job,
but there are no sequence constraints in working procedures of different jobs.
Different jobs have the same priority level.

15.2.2 Objective Functions

The objective functions need to be optimized simultaneously are as follows:

(1) Total cost

f1 = I ∑
n

i=1
Ci TSiðNpi +1Þ − TRi1
� �

+ ∑
n

i=1
∑
Npi

j=1
Cmk × t′ijk +Cwk × tp

� �

+ I ∑
n

i=1
∑
Npi

j=1
TSiðNpi +1Þ − TSij
� �

Cmk × t′ijk +Cmk × tp
� �n o

i=1, 2, . . . , n j=1, 2, . . . ,Npi k=1, 2, . . . ,m p=1, 2, . . . ,w t′ijk = tijk e̸wk .

Since the annual interest rate is relatively small, so it can be ignored. The
function of total cost can be as follows:

f1 = ∑
n

i=1
∑
Npi

j=1
Cmk × t′ijk +Cwk × tp

� �
i=1, 2, . . . , n j=1, 2, . . . ,Npi k=1, 2, . . . ,m p=1, 2, . . . ,w
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(2) Completion time

f2 =max TSiðNpi +1Þ i=1, 2, . . . , nj� �
TSiðNpi +1Þ =

Di, if TEiNpi ≤Di

TEiNpi , if TEiNpi >Di

�

(3) Total tardiness

f3 =max ∑
Npi

i=1
ðTEiNpi −DiÞ, 0

� 	

The follows are the meanings of each letter: Ji i∈ 1, 2, 3, . . . , nf gð Þ means the
job i, Npi means the total number of working procedures for job i,
Oij j∈ 1, 2, 3, . . . ,Npif gð Þ means the number j working procedure of job
i. Mk k∈ 1, 2, 3, . . . ,mf gð Þ means the machine k, Wp p∈ 1, 2, 3, . . . ,wf gð Þ
means the worker p. Ci means the cost of raw material of job i, I means the
annual interest rate. TRij means the ready moment of Oij, TSij means the
starting moment of Oij, TEij means the completion moment of Oij. Cmk means
the hourly rate of machine k, Cmk means the hourly rate of a worker operating
machine k. tijk means the processing time in theory for Oij operating on
machine k, t′ijk means the actual processing time for Oij operating on machine
k with the effect of workers’ operational efficiency. tp means the total time
starting from workers operate the first machine to the last completed. ewk

means the impact factor of a worker operating machine k.

15.3 The Improved SPEA2 for the Model

In this section, we propose an algorithm based on the improved SPEA2. In this
algorithm, we improve the coding, decoding, selection operation, crossover oper-
ation and mutation operation of chromosome, so that the algorithm can assign
machines and workers to process reasonably and solve the multi-objective
dual-resource shop scheduling model effectively.

15.3.1 The Algorithm Program

(1) Generate the initial population P0 of size N randomly, the archive set Q0 of
size M is empty, T means the evolution algebra, and set t = 0;

(2) Calculate the fitness of each individual in Pt and Qt, denoted by F(i);
(3) Choose the non-dominant individuals from Pt and Qt, then put them into Qt+1.

If |Qt+1| > M, then cut the needless individual by the pruning process.
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If |Qt+1| < M, then choose the dominant individuals of number M − |Qt+1| with
smaller fitness value into Qt+1;

(4) If t > T, end the evolution, all of the non-dominant solutions in Qt+1 are the
final optimization solutions, else back to step (5);

(5) Use the tournament method to choose the pairs for Qt+1;
(6) Execute the crossover and mutation operation on the paired chromosomes,

choose the excellent individuals into the next generation, t = t + 1, then back
to step (2).

15.3.2 Coding and Decoding

Coding: according to the characteristic of the multi-objective dual-resource shop
scheduling model in this paper, we designed a three dimensional coding scheme. As
shown in Fig. 15.1, a complete chromosome is consisted of three parts: process
coding, machine coding and worker coding.

Process coding uses the following method: the same job expresses in the same
real number, working procedure order is the appearing order of corresponding real
numbers. As shown in Fig. 15.1, the first 1 represents the first working procedure of
job 1, the second 1 represents the second working procedure of job 1, the third 1
represents the third working procedure of job 1, and so on.

Machine coding adopts the method based on real number. According to the
simulation in this paper, the 1–3 position on the machine coding chromosome
represent machines that respectively work for the first, the second, the third working
procedure of job 1, and so on.

Worker coding is similar to machine coding.
Decoding: correspond the sequence of process chromosome, machine chromo-

some and worker chromosome, the top three position corresponding with the process
coding are decoded as follows: (O21, M4, W3), (O22, M1, W1), (O11, M7, W6).

15.3.3 Selection Operation

When the algorithm constructs new populations, environment selection starts firstly,
thenmatingselectionstarts.Thedetailedselectionprogramisshownintheprogram3.1.

process coding 2 13 53 2 3 4542432 1 2 2

machine coding 7 22 82 5 6 457417 46 4 4 8

worker coding 6 22 62 4 5 346316 35 3 3 6

J1 J2 J3 J4 J5

1

Fig. 15.1 Three dimensional coding scheme
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15.3.4 Crossover Operation

Process crossover operation: adopt the IPOX crossover operation based on process
coding:

As shown in Fig. 15.2, all the jobs are randomly divided into two non-empty set
J1 and J2, copy the jobs of P1 included in J1 into C1, copy the jobs of P2 included
in J2 into C2, retain their gene-bits in the original chromosome, copy the jobs of P2
included in J2 into C1, copy the jobs of P1 included in J1 into C2, retain their order
in the original chromosome simultaneously.

Machine crossover operation: first generate a crossover points randomly (a is a
real number not greater than the length of the chromosome), select the machines
corresponding with the crossover points above in M1 and M2 orderly, then
exchange them, other machines in M1 and M2 are reserved to the children C1 and
C2. As shown in Fig. 15.3, the number of random crossover points is 3, respectively
located in position 2, 5, 8.

Worker crossover operation: similar to machine crossover operation.

15.3.5 Mutation Operation

Process mutation operation: using the method of random insertion mutation. As
shown in Fig. 15.4, randomly select one working procedure first, and then randomly
generate an insertion point, insert the working procedure into the position of the
insertion point.

Machine mutation operation: as shown in Fig. 15.5, select a gene randomly from
machine coding chromosome, replace it by a random gene in the alternative pro-
cessing sets.

Worker mutation operation: similar to machine mutation operation.

Fig. 15.2 Process crossover operation
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15.4 Simulation and Analysis

The proposed algorithm is coded with Java, the running environment for the pro-
gram is as follows: P4 CPU, 2.8 GHz, and 1.25G RAM.

The execution parameters of the multi-objective evolutionary algorithm are
shown in Table 15.1:

The efficiency of the model and the algorithm is proved by the application of a
mechanical processing workshop. This workshop plans to use 8 machines and 6
workers to process five kinds of jobs with multiple working procedures respec-
tively. Detailed data are shown as follows: Table 15.2 shows the cost of raw
materials of each job. Table 15.3 shows the detailed processing parameters of each
job. Table 15.4 shows the worker set corresponding to each machine. Table 15.5
shows the processing fees per unit time of each worker.

M2 7 8 7 6 1 4 7 7 2 2 4 4 1 6 4 2 4 8

C2 7 6 7 6 1 4 7 5 2 2 4 4 1 6 4 2 4 8

M1 7 6 7 4 1 4 7 5 2 2 2 8 5 6 4 4 4 8

C1 7 8 7 4 1 4 7 7 2 2 2 8 5 6 4 4 4 8

Fig. 15.3 Machine crossover operation

P1 2 2 1 3 4 2 4 5 3 3 1 5 2 3 4 1 2 2

procedure

C1 2 2 1 3 4 2 4 2 5 3 3 1 5 3 4 1 2 2

insertion point

Fig. 15.4 Process mutation operation

M1 2 6 4 6 7 8 1 4 4 7 4 4 7 7 1 8 2 2

machine

C1 2 6 4 6 7 8 1 4 4 7 4 4 5 7 1 8 2 2

The alternative processing sets is{1,3,5,6,7}

Fig. 15.5 Machine mutation operation
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A set of solutions generated after the program finished, parts of the Pareto
optimal solutions as shown in Table 15.6 are chosen from the set of solutions
according to our personal preference on the premise of giving priority to the due
date. In order to analyse comparatively, the dual-resource shop scheduling model
considering the average operational efficiency is simulated by the improved SPEA2
simultaneously, parts of the Pareto optimal solutions are shown in Table 15.7.
Through the analysis of the data in the two tables, the Pareto optimal solutions

Table 15.1 Parameters of the algorithm

Mutation probability Crossover probability Population size Evolution times

0.001 0.6 20 200

Table 15.2 Cost of raw materials of each job

Job no. J1 J2 J3 J4 J5

Cost of raw materials Cm(yuan) 160 210 440 340 570

Table 15.3 Detailed processing parameters of each job

Job
no.

Working
procedure

Processing time t (hour) Due date Di

(hour)M1 M2 M3 M4 M5 M6 M7 M8

J1 O11 – – – 12 – 10 9 – 60
O12 17 – – – 17 10 – 15
O13 – 24 – 11 – – 10 –

J2 O21 – – 16 10 21 14 – 17 –

O22 8 12 – – 19 11 – –

O23 – – – 15 – 21 25 –

O24 – – – – 18 – 9 –

O25 12 15 – 14 9 – 10 –

O26 – 9 – 7 10 8 – –

J3 O31 – 14 – – – – 17 – –

O32 – 23 23 17 – 18 – –

O33 – – 20 9 22 – – 21
O34 7 – 10 – 8 11 9 –

J4 O41 – 18 – – – 17 18 – 80
O42 – – – 10 – – 12 –

O43 – 8 11 8 – – 9 20
J5 O51 – – 24 10 16 – – – 60

O52 – – – 17 – – – 8
Processing fees per unit
time a/(yuan h−1)

8 5 10 9 7 6 9 4
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considering the difference between operational efficiency are generally better than
the solutions considering the average operational efficiency.

Due to the limited space, according to personal preference, Gantt charts corre-
sponding with the fourth set of results chosen from Tables 15.6 and 15.7 respec-
tively are shown in Figs. 15.6 and 15.7. The horizontal axis means the completion
time of jobs, the ordinate means the machine sequence. Take the top green square in
Figs. 15.6 as an example, 3-3-6 means the third working procedure of the job 3 is
processed on the machine 8 by worker 6.

Table 15.4 Worker set
corresponding to each
machine

Worker no. M1 M2 M3 M4 M5 M6 M7 M8

W1 1.2 1
W2 0.8 0.9
W3 0.9 0.9
W4 1.1 0.9
W5 0.9 0.7
W6 0.9 1.1

Table 15.5 Processing fees
per unit time of each worker

Worker no. W1 W2 W3 W4 W5 W6

Wage
(yuan/hour)

20 15 15 20 15 20

Table 15.6 Pareto optimal
solutions of workers with
different operational
efficiency

No. Optimization goals
Processing
cost

Completion
time

Total
tardiness

1 34063 114 0
2 27051 134 0
3 27089 104 0
4 25685 112 0

Table 15.7 Pareto optimal
solutions of workers with
average operational efficiency

No. Optimization goals
Processing
cost

Completion
time

Total
tardiness

1 34820 133 52
2 33209 147 0
3 30778 108 35
4 31138 116 0
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15.5 Conclusion

In this paper, based on the study of the dual-resource shop scheduling, a
multi-objective dual-resource shop scheduling model considering the differences
between operational efficiency was established. According to the characteristic of
this model, we put forward an improved SPEA2. In this algorithm, we designed a
three-dimensional coding theme consisted of process coding, machine coding and
worker coding, which was suitable for the requirements of the dual-resource, and

Fig. 15.6 Gantt for workers with different operational efficiency

Fig. 15.7 Gantt for workers with average operational efficiency
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then improved the crossover operation and mutation operation of chromosome,
repaired the illegal chromosome possibly appeared in the process. Finally, we
solved the corresponding model through the contrast experiment. The results
showed that the reasonable distribution of workers could not only shorten the
production cycle and reduce the production cost, also could improve the compre-
hensive performance of enterprises. So, the study of multi-objective dual-resource
shop scheduling model considering the differences between operational efficiency
could reflect the actual production accurately. Finally, the model is correct and the
improved algorithm is effective.
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Chapter 16
A Vision-Based Traffic Flow Detection
Approach

Hongpeng Yin, Kun Zhang and Yi Chai

Abstract Traffic flow detection plays an important role in Intelligent Transporta-
tion System (ITS). However, the conventional traffic flow detection approaches are
high cost or complex installation. In this paper, a reliably vision-based traffic flow
detection approach is proposed. In this approach, Gaussian mixture model
(GMM) is employed to model the dynamic background of traffic scene. Then, the
binary foreground contours are extracted by image subtraction. Comparing the
binary vehicle contours’ location and the current frame, the real and complete
vehicles are obtained for detecting and monitoring. In the part of vehicle counting,
to gather the vehicle flow parameter in each lane of the road and avoid the trouble
of counting vehicles repeatedly, a discriminative method is presented to classify
vehicles into different lanes. Experiment shows that a desired result can be achieved
in the traffic flow detection system by the vision-based approach.

Keywords ITS ⋅ GMM ⋅ Traffic flow detection ⋅ Background subtraction

16.1 Introduction

In last decades, Intelligent Transportation System (ITS) [1] emphasizing the inte-
grated optimization in views of system, control and information science, has got
comprehensive development. As a key component of ITS, the traffic flow detection
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system can distinguish the vehicle targets from the background and provide relative
traffic flow information about the urban roads. According to these information, ITS
can quickly generate traffic induced control schemes to increase traffic efficiency
and safety, reduce the probability of traffic accidents.

The common methods for vehicle flow detection mainly base on annular
induction coils, ultrasonic sensors, pressure switch, radar scanner, pneumatic tubes,
photoelectric devices and computer vision [2]. With the progress in information
technology, the video camera as a promising and low-cost sensor is applied widely
in the traffic flow detection system [3]. Thus, vision-based traffic flow detector plays
an increasingly important role as the subsystem of ITS.

At present, various vision-based methods of object detection have been intro-
duced in the literature [4–11], and the traditional vehicle detection methods mainly
include optical flow filed analysis, temporal difference, virtual loop method and
background subtraction. The method of optical flow analysis [4] can obtain the
speed of moving objects or segment objects even in moving camera. However, the
contour edge of objects segmented by this method is not clear enough. In addition,
the high computation complexity is resistive to the implementation of real-time
system. Temporal differencing [5] computes the difference between consecutive
frames reflecting the features of moving objects. The algorithm is easy to imple-
ment and meet the real-time requirements. However, it is easy to be interfered by
noise in traffic scene. The virtual loop method [6] can detect the vehicles passed
according to the pixel difference between consecutive frames within the virtual-loop
area. But it usually is hard to obtain the whole contour edge features for the
reconstruction of complete vehicle information and vehicle tracking further in
vehicle monitor system. Background subtraction is commonly based on background
model technologies [7]. In traffic flow detection, background-updating models are
mostly used to distinguish and segment foreground vehicles from the traffic scene,
including frame average method, statistical background modeling method [8],
codebook model method [9], single Gaussian, and Gaussian Mixture Model
(GMM) [10]. Among these methods, GMM can make full use of pixels to model
background temporally in the whole analysis process for all video frames, and
update the relevant parameters in time online. So it has been widely used in vehicle
detection system. More comprehensive methods and development about vehicle
detection can be found in [11].

In the traffic flow detection, it is necessary to exact complete vehicles and tackle
the problem that the same vehicle is counted repeatedly in order to gather the
vehicle flow parameter of each lane in real time. Inspired by the fact that the
relationship between any dynamic point and the reference line can be defined in
each frame, because of the invariant viewing angle feature under stationary camera,
we propose a discriminative method to classify vehicles into different lanes and
avoid counting vehicles repeatedly in this paper. Combining the background sub-
traction method and the discriminative method, a vision-based approach is proposed
in this paper to exact complete vehicles and detect the traffic flow in each lane of the
road in real time.
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The remainder of this paper is organized as follows. In Sect. 16.2, our approach
for traffic flow is described. In Sect. 16.3, some experiments are conducted and
results are analyzed. Finally, Sect. 16.4 concludes this paper.

16.2 Our Approach for Traffic Flow Detection System

16.2.1 Framework Designed for the System

In this paper, a vision-based approach is proposed for detecting traffic flow in each
lane of the road. The flowchart for the detection system is briefly shown in
Fig. 16.1. In the traffic scene, many changeable factors exist in the environment
related to the background, such as, the shadows, trees, road lights, thus methods
well to model the background for traffic scene are needed. Given that, the updating
background method based on GMM is employed to segment foreground objects in
the framework. Thus, the binary foreground contours of vehicles can be extracted
by image subtraction after modelling the background. Comparing the binary vehicle
contours’ location and the current frame, the real and complete vehicles can be
obtained for detecting and monitoring. In the stage of current traffic flow detection,
the extracted vehicle targets are classified into different lanes by the Lane Dis-
criminant Module based on the invariant viewing angle feature. Then, the number
of vehicle in each lane is accumulated and displayed in monitor terminal.

Fig. 16.1 The brief framework for the detection system
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16.2.2 GMM-Based Background Model

Background modeling based on Gaussian model is a pixel based process. The
pixels’ probability density of image can be made into the representation of single
Gaussian or the group of several Gaussian functions. In modeling updating back-
ground, the most widely used algorithm is Gaussian Mixture Mode (GMM) [10]. In
this method, the recent historical values of each pixel from video scene are modeled
by a mixture of K Gaussian distributions. The current pixel value Xt can be
described by Eq. (16.1).

PðXtÞ= ∑
K

i=1
ωi, t*ηðXt, μi, t,Σi, tÞ ð16:1Þ

where ωi, t is the weight of the ith Gaussian distribution at time t, η represents the
Gaussian probability density function, μ is the mean and Σ is the covariance. In the
application, every Gaussian model of each pixel should be updated by learning from
recent frames in the traffic scene. The new coming pixel at time t is compared with
every Gaussian in the background model until a matched Gaussian is found. If a match
is found, the mean and the variance of matched Gaussian are updated accordingly.
Otherwise, one new Gaussian with the current mean value and an initially variance, is
introduced into the mixture to replace the least probable distribution. The prior weights
for new Gaussian at time t are obtained by Eq. (16.2). The background is estimated
using these modeled Gaussian models. Firstly, the Gaussians are ordered by the value
of ω σ̸, where σ is the standard deviation value of Gaussian. The first Bg in ranked
distributions is selected as background from Eq. (16.3), here, T is the measure of
minimum portion of data accounted for by the background.

ωk, t = ð1− αÞωk, t− 1 + αðMk, tÞ ð16:2Þ

Bg= argmin
b
ð∑

b

k=1
ωk >TÞ ð16:3Þ

The background of traffic scene can be modelled in current frame after the
comparison for all pixels in Eq. (16.3). Some background images by this method
under traffic scene are shown in Fig. 16.2, where (a–c) are the unprocessed frames
and (d–f) are the traffic background.

th frame  th frame th frame    100 130 100 130th frame

Fig. 16.2 a, b Are the unprocessed frames and c, d are the obtained background images
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16.2.3 Foreground Feature Extraction

In order to track the vehicles and get the traffic flow, segmenting foreground objects
and extracting vehicles’ contour feature are needed after modelling the background
of traffic scene. For the purpose, the process module for foreground extraction is
designed.

In this module, to reduce random noise, Gaussian filter is used in smoothing the
current image. Then, every pixel from the new image is processed by the GMM
algorithm and the parameters of GMM are updated as described above. After
modelling the background of the current scene, image subtraction is adopted to get
foreground information, through subtracting the gray background image and the
current gray frame image obtained behind smoothing filter. Before extracting
contour of vehicle targets, the diff-image is transformed to the binary image.
Simultaneously, the dilate operator are used to avoid the discontinuity of partial
points in the binary image. After these operations, the object contours in the current
diff-image are detected and are saved into the contour feature list firstly. If the area
of one counter is smaller than the threshold determined by the average of all
contours’ area and the location of contours, the counter will be removed from the
contour feature list. The satisfying contours will be considered as vehicle contours
and be processed as the new feature list further. In the Location Reconstruction, the
vehicles under the real traffic scene can be segmented completely by comparing the
input frame image with the vehicle contours’ location from the new feature list.
Thus, the 3-dim vehicles’ information can be obtained and sent to the system
terminal for displaying and monitoring in ITS. Figure 16.3a, b are the extracted
contours for 130th and 200th frame, Fig. 16.3c, d are the detected foreground
vehicles under real traffic scene during the process for traffic video.

16.2.4 Vehicle Flow Detection

In the part of vehicle flow detection, it is necessary to gather the vehicle flow
parameter from each lane of the road for monitoring the road in real time. It is also
needed to improve the accuracy of system by tackling the problem well that the
same vehicle is counted repeatedly.

130th frame 200th frame 130th frame 200th frame

Fig. 16.3 a, b Are the extracted contours, c, d are the detected vehicles
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In our approach, the traffic video is obtained from the stationary camera, so the
viewing angle for every frame can be considered as an invariance factor relative to
the ground. T the relationships can be defined between any dynamic point and the
reference line given in the coordinate system of image. Moreover, the centers of
detected vehicles can be classified into different lanes quickly according to the
relationships between the point and the section consisted of different lines. In the
same lane, the sorted position of different vehicles is usually not changed in the
traffic scene. Thus, the approach can quickly find the new-appearing vehicle and
count the number of vehicles by accessing and comparing the position lists of the
same lane at two consecutive frames, so it can be helpful to avoid counting vehicles
repeatedly and makes the foundation for tracking the new-appearing vehicles
quickly.

The coordinate system of image is shown in Fig. 16.4a, which is divided into
part I and part II by the line L defined by two given points A and B. We define the
function as shown in Eq. (16.4).

f ðx, yÞ= ðx− xAÞ− ðxB − xAÞðy− yAÞ ð̸yB − yAÞ ð16:4Þ

where ðxA, yAÞ is the location of A, ðxB, yBÞ is the B’s location, ðx, yÞ is the location
of any point and yA, yB satisfies yA ≠ yB. Then the equation of L is described as
f ðx, yÞ=0. For any point M ðxM , yMÞ, the relationships between M and L are
described as Eqs. (16.5) and (16.6).

f ðxM , yMÞ<0, then M is in part I ð16:5Þ

f ðxM , yMÞ>0, then M is in part II ð16:6Þ

Based on the principle above, the relationship between any point and the section
consisted of the basic lines can also be definite in the image coordinate system. If
fLðx, yÞ=0 describes the left boundary of one lane, and fRðx, yÞ=0 is the right
boundary, the point Cðxc, ycÞ can be considered to locate in the lane when it satisfies
the discriminative relationship described by Eq. (16.7).

fLðxc, ycÞ>0, fRðxc, ycÞ≤ 0 ð16:7Þ

Fig. 16.4 a The coordinate system of images, b the extracted traffic lane lines
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According the discriminative relationship, all lane lines need be extracted when
detecting traffic flow for one road, as shown in Fig. 16.4b. The section surrounded
by these traffic lane lines extracted is called Detecting Section, where it is necessary
to count the number of vehicles passed in each lane. The procedure for vehicle flow
detection based on the theory above is shown in Fig. 16.5.

After the vehicle contour feature list is obtained from the foreground extraction
module, every contour will be converted to the approximate rectangle to extract the
contour’s center. Once the center is in the corresponding lane according to
Eq. (16.7), the contour will be recorded in the corresponding lane information list,
where the elements are arranged in the descending order according to the y value of
the contour centers’ location.

After these operations, it can be decided whether one center represents the new
vehicle in the corresponding lane through the condition in Eq. (16.8).

Cx cur−Cx last>Cx thred,Cy cur−Cy last>Cy thred ð16:8Þ

where ðCx cur,Cy curÞ is one contour’s center in current frame, ðCx last,Cy lastÞ
is last frame’s contour center with the same sequence number in the order list
recording the vehicles’ location, ðCx thred,Cy thredÞ is the minimum difference
value of the same vehicle’s locations in two consecutive frames. The new vehicle

Fig. 16.5 The vehicle flow detection module
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appears in the corresponding lane when the condition is satisfied or the center’s
sequence number in current frame exceeds the total number of vehicle contours in
last frame. Then the new vehicle will be recorded into the sequence list of vehicle
targets in the relevant lane, simultaneously, the counter for vehicles in the corre-
sponding lane will be accumulated in order to complete the task of traffic flow
detection.

16.3 Experiments and Results Analysis

The proposed approach has been implemented on the PCM-3362, an embedded mi-
crocontroller with Intel Atom N450 processor and 2 GB DDR2 SDRAM. Figure 16.6
show some image results processed toward the traffic scenes from two roads under
different weather conditions in Chongqing, China. Figure 16.6a–c is related to the
traffic scene in a cloudy day, and Fig. 16.6d–f shows the traffic scene in a rainy day.
The resolution of all the images processed is 320*240 pixels. The results of vehicle
flow in each lane and the total number are displayed for the current frame in real time.
The experimental image results show that the rate of process can be around 20 frames
per second in the cloudy day, and it is around 17 frames per second in the rainy day. It
shows that the proposed approach can meet the real-time requirement for the detection
system.

To analyze the detection accuracy further, two experiments have been done for the
numbers of vehicles obtained by the system detection and artificial counting for above
two roads. Table 16.1 shows the numbers of detected vehicles within 10 min in our
experiment. The accuracy of the proposed traffic flow detection approach is measured
by the ratio between the detected number and artificial analysis’s number in the same
time. The results prove that the proposed methods can help the ITS gather the traffic

Fig. 16.6 Traffic flow detection result: a–c in a cloudy day, d–f in a rainy day
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flow parameters from different lanes in the same road and provide high accuracy for
the real-time traffic flow detection under different weather conditions.

16.4 Conclusions

In this paper, a vision-based approach is proposed for traffic flow detection using
the invariant viewing angle feature and the updating background model. The pro-
posed approach can extract the contour features of vehicle and segment the vehicle
objects well. Besides, the vehicles in each lane can be counted based on the pro-
posed discriminative condition. Experimental result shows that the approach can
detect vehicle flow accurately under different weather conditions. But, this approach
can’t define the lanes adaptively and doesn’t perform well when the camera is
moving. These are the future work we need to study.
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Chapter 17
The Research of High-Definition Video
Processing System Based on SOC

Jian Gao, Xiaofu Zou, Yue Zhang and Fei Tao

Abstract As people puts forward more requirements for high-definition video
industry, capture, transcoding, storage and display of high-definition video then
become progressively imperative. This paper presents a parallel video SoC system
for faster and flexible 1080P video processing. The key elements of this system,
including parallel RGB to YUV transcoder, two-level pipeline and high speed
memory controller, are elaborated. 0.028 um CMOS technology node is applied for
implementing the SoC architecture. It is competitive in providing high quality
images and is proved to be well supportive for DVI and HDMI signal.

Keywords SOC ⋅ Video processing ⋅ Parallel transcoding ⋅ Two-level
pipeline

17.1 Introduction

High definition video processing systems have been widely applied in many
industrial fields such as weather forecasting, robot vision, medical imaging,
precision-guided. In recent years, with the development of mobile portable devices
and high-definition video, people have higher demand for picture quality, picture
detail, and the portability of video processing system [1]. But by far the most
common high-definition video system, i.e. PC capture card model, not only lacks
portability but also fails to meet the requirements in real-time video processing
[2, 3].

To overcome these problems, researches on SoC video processing mainly
focuses on the architecture design of SoC processing, encoding ways of processing
data and parallelization of the procedure and so forth. Specifically, Liu et al. [4]
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firstly presented a SoC architecture for digital HDTV and focused on the design of
spatio-temporal adaptive TV decoder, square-nonlinear interpolation scaler and
memory controller module. After that, Sun et al. [5] established multi-port AXI bus
controller, robust film-mode detection and edge-directed content adaptive image
interpolation for the display of Full HD LCD TV. Focusing on the encoder/decoder
function, Kangas et al. [6] designed an encoder for SoC video processing system
based on homogeneous master-slave architecture, in which each slave handles a
part in Single Program Multiple Data (SPMD) data model. For further accelerating
the processing speed, Chen et al. [7] achieved AAC and H.264/AVC decoders on
parallel architecture core with the consideration of low-power DSP computations
and the dynamic voltage and frequency scaling (DVFS) capability on heteroge-
neous SoC. Due to the rising SoC design complexity, Gupta then concentrated on
the functional verification methods for both Video and Audio SoC systems.

On the whole, there are still various problems which hindered the processing
speed of the video processing. Firstly, the transcoding module in these architectures
is not well designed. Most of them considered only encoder methods without the
introduction of decoder. Then, the storage rate is not fast enough which delayed
the real-time display for users. At last, capture module is not considered in most of
the systems.

Therefore, this paper presented a new SoC video processing architecture, which
including a parallel RGB to YUV transcoder, new two-level pipeline and high speed
memory controller. We implement the system by ZYNQ SoC. It is designed to
provide the required processing and computing capability for video surveillance,
automotive driver assistance and other high-end embedded applications [8]. This
series is supported by tools and IP provider and integrates ARM ® Cortex-A9
MPCore with 28 nm low-power Programmable Logic closely [9]. Its HDMI
transmitter can quickly and efficiently achieve stable transmission of high-definition
video. The video processing SoC system proposed in this paper can complete
high-definition video capture and processing quickly and efficiently. By using par-
allel transcoding and two-level pipeline, it can not only meet real-time requirements,
but also reduce the system design and development costs.

17.2 System Architecture

This design of high-definition video processing system mainly consists of DVI
capture, video transcoding, memory/AXI/VDMA controller and HDMI display, as
shown in Fig. 17.1.

DVI capture: This part of the system is based on ZYNQ. Its PMOD interface
can support multiple concurrent video capture. In the video capture terminal,
ZYNQ SOC configures the video sensor module through SCCB bus and transmits
video streaming to ZYNQ through DVI interface. SCCB bus can configure
high-definition cameras in real time. During video capture period, the system aligns
video streaming by horizontal sync, vertical sync and pixel synchronization signal.
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Video transcoding: It is mainly achieved by Programmable Logic subsystem. In
order to verify the performance of video processing, the system transcodes the raw
video from YCbCr to RGB and stores it in the DDR3 temporarily. Then we will
read the video for transcoding from RGB to YCbCr. In order to communicate
between the asynchronous clock domains, two-level pipeline is designed which
resolves data communication problem between asynchronous clock domains.
Meanwhile, in order to improve the video processing speed, six sets of data of two
pixels are processed concurrently to form a new parallelization scheme.

Memory/AXI bus/VDMA controllers: The DDR memory controller supports
DDR2, DDR3, DDR3L and LPDDR2 devices [10]. It consists of three major
blocks: an AXI memory port interface (DDRI), a core controller with transaction
scheduler (DDRC) and a controller with digital PHY (DDRP).The system can
complete 1080P high-definition video real-time storage by AXI HP interface. AXI
bus interaction controller core and VDMA controller core are mainly used for video
communication control and scheduling between ARM processors and Program-
mable Logic. AXI bus protocol is a high-performance, high-bandwidth, low-latency
on-chip bus which can meet the design needs of high-performance SOC. Pro-
grammable Logic communicates with ARM through AXI bus in order to complete
chip configuration and data transmission. As video cache, DDR3 is mainly
responsible for coordinating the matching rate of asynchronous clock domains.
Memory management, data communication and IP-core configuration are achieved
by ZYNQ corresponding controller.
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HDMI video display: This module is mainly achieved by the transmitter.
ADV7511 HDMI transmitter supports 225 MHz 1080P high resolution video dis-
play and its output video format can be configured to 24/30/36 bit (YCbCr/RGB).
The HDMI standard has become the first choice for high-definition digital video
transmission and it is widely used in high-definition video [6]. In the video display
terminal, ZYNQ SOC configures HDMI transmission via IIC bus and transmits
video streaming to HDMI transmission via HDMI controller core. Finally, the video
is transmitted to HDMI transmitter and displayed on the high-definition LCD
monitor at 60 HZ 1080 × 1920 resolution.

In the next sections, we will detaily introduce the specific implementation of the
parallel transcoder and its two-level pipeline architecture in this system.

17.3 Parallel Multithreading Transcoder
from YCbCr to RGB

High definition video processing needs high-speed trancoder to guarantee the flu-
ency of processing system. One YCbCr pixel consists of three elements whith are
Luminance, Chrominance and Chroma. One RGB pixel consists of three elements,
i.e., red, green and blue. The transcoding need to change these elements from
YCbCr to RGB. In order to improve the video processing speed, parallel trans-
coding is used. The six sets of data of two pixels are processed in parallel by the
system. The processing speed increases sixfold which meets the requirement of
high-definition video transmission. The original video image format is 16 bit
YCbCr4: 2: 2. The system transcodes it to 24 bit RGB 4: 4: 4. The following
equations are used in transcoding process:

R=Y +1.371*ðCr− 128Þ ð17:1Þ

G= Y − 0.698*ðCr− 128Þ− 0.336*ðCb− 128Þ ð17:2Þ

B= Y +1.732*ðCb− 128Þ ð17:3Þ

Since the calculation process is completed in Programmable Logic, decimal in
formula need be converted to integer. This can be achieved by shift operation. After
shifting and amplifying the above formula, the following three equations can be
obtained:

R=Y + ð351*ðCr− 128ÞÞ≫ 8. ð17:4Þ

G=Y − ð179*ðCr− 128Þ+86*ðCb− 128ÞÞ≫ 8 ð17:5Þ

B=Y + ð443*ðCb− 128ÞÞ≫ 8 ð17:6Þ
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Transcoding one pixel from YCbCr to RGB needs three different calculations. If
the system calculates one equation at one clock cycle, the processing speed will be
largely delayed. In order to increase the speed of the whole HDMI display pro-
cedure, the transcoding architecture is changed to process six equations of two
pixels at one clock cycle. The speed of the transcoder increases sixfold. In this way
transcoding can be processed by Programmable Logic. Finally, we only need to
truncate the data overflow within 0–255 to maintain the correctness of the whole
transcoding.

17.4 Two-Level Pipeline Architecture Between
Asynchronous Clock Domains

The speed among video data stream, parallel transcoder and bus transfer is different.
In order to make data communication between asynchronous clock domains, we
need to establish a higher efficient architecture, i.e., two-level pipeline, as shown in
Fig. 17.2.

It is mainly composed of video data stream, two-stage buffer queue, parallel
transcoding (as mentioned in the above section) and bus transfer. Because the
speeds of video caputure, video transcoding and bus transfer are all different, data
communication between asynchronous clock domains is required to be processed in
the system. Hence, two asynchronous FIFOs which resolves data communication
problem between asynchronous clock domains are established in this paper.

The FIFOs are configured with independent clock domains to write and read
operations. The independent clock configuration of the FIFO enables us to
implement unique clock domains on the wirte and read ports. Buffer No. 1 is used
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to connect video data stream and parallel transcoding, while Buffer No. 2 is applied
to connect parallel transcoding and bus transfer. Because the buffer is asynchro-
nous, the read and write operations are independent. It is permitted to write and read
data at the same time. To prevent the congestion of data channel, the speed of bus
transfer is higher than parallel transcoding and the speed of parallel transcoding is
higher than video data stream.

Thus it can be seen that during the process of video capture, pipelined archi-
tecture is designed to optimize the whole transcoding process and save system
resources. Being different with traditional full image storing and processing, we use
a new way that capturing and processing are performed simultaneously. Without
reducing the processing speed of the system, resources are considerably saved, the
real-time performance of the system is improved and the system process time delay
is reduced significantly.

17.5 System Evaluation and Experimental Results

High definition video processing systems have become the development direction
of security monitoring technology. Urban road monitoring, highway monitoring,
airport monitoring and bank monitoring make high demands for high definition
video in order to monitor license plate, vehicle, face, figure, luggage and other
details. High definition video surveillance has become the best solution. In display
resolution and fluency, high definition is much better than standard definition. The
information of different video formats is listed in Table 17.1.

As shown in the Table 17.1, the resolution of 1080P is twenty times than the
resolution of CIF. In the same display environment, high definition will be much
clearer. With DVI high-definition camera, ZYNQ and HDMI display as mentioned
above, high-definition video is displayed at a rate of 60 frames per second at
1920 × 1080 resolution. In order to improve system performance, parallel design
and shift operation is optimized. System performance test results are shown in
Table 17.2.

As can be seen from Table 17.2, high definition video processing speed has been
greatly improved from 25 to 150 MB/S after a parallel multi-threaded design

Table 17.1 The information of different video formats

Width Height Resolution Format Memory size (MB)

CIF 352 288 101376 RGB 4:4:4 0.30
NTSC 720 480 345600 RGB 4:4:4 1.04
WVGA 854 480 409920 YUV 4:2:2 0.82
HD 720 1280 720 921600 RGB 4:4:4 2.76
WSXGA 1680 1050 1764000 YUV 4:2:2 3.53
HD 1080 1920 1080 2073600 RGB 4:4:4 6.22
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optimization. High definition video capture speed is 83.7 MB/S which is less than
150 MB/S to a great extent, as demonstrated in Fig. 17.3.

Besides, when the video is processed and displayed by single thread, the display
is shown as the top of Fig. 17.4. That is because the processing speed of single tread
is not high enough. They are full of messy code. The two pictures given in the
bottom of Fig. 17.4 are processed and displayed by six threads. It can be seen that
the display are clearer and have no messy code.

The optimization based on pipeline structure greatly reduces system processing
delay and compile time. The test results are listed in Table 17.3 and Fig. 17.5.

As can be seen from Fig. 17.5, caching sixteen pixels (the figure on the right)
consumes much less BRAM, LUT and FF compared with caching ten lines (the
figure on the left). Resource consumption are greatly reduced by the optimization
based on pipeline structure.

Table 17.2 HD video processing speed with different number of thread

HD video processing
speed (MB/S)

HD video capture
speed (MB/S)

HD video display
speed (MB/S)

Single thread 25 83.7 355.9
Dual threads 50 83.7 355.9
Triple threads 75 83.7 355.9
Five threads 100 83.7 355.9
Six threads 150 83.7 355.9

Fig. 17.3 High definition video capture speed

17 The Research of High-Definition Video … 159



Fig. 17.4 The display of high definition video with different number of thread

Table 17.3 System real-time parameters and resource consumption

System processing
delay (ms)

Compile time
(min)

RAM resource
consumption (%)

Caching one image 133.0 Failure 1750
Caching ten lines 1.230 Failure 86
Caching two lines 0.246 120 23
Caching thirty-two
pixels

0.002 30 6

Caching sixteen
pixels

0.001 15 4

Fig. 17.5 The utilization (%) of system resources
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17.6 Conclusion

This paper designed and implemented a high-definition video processing system.
The system had achieved DVI high-definition video processing and HDMI display
with ZYNQ SOC as the core. The algorithm parallelism and reconfigurability of the
system are excellent since users can easily customize the video processing algo-
rithms. The system can meet the requirements of portability, high definition and
highly real-time capability for video processing. Its transmission performance is
stable and reliable. The research of the paper is conducive to the further develop-
ment of high-definition video processing.
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Chapter 18
A Study on Feature Extraction of Surface
Defect Images of Cold Steel

Yingjun Guo, Xiaoye Ge, Hexu Sun and Xueling Song

Abstract Feature extraction is one of the important characteristics used in classifying
images. But the extracted features have big numbers and high dimension easily due to
various typedefects, complicated features anddiversemethodsoffeature.Bignumbers
and high dimension of features are adverse for feature extraction. The effect of feature
extraction decides the effect of image classification directly. According to these
problems, experimental investigations are carried out on computer aiming at three
typical surface defect images of cold steel strip, and this paper choose the gray features,
textural features andHu invariantmoment features as the basis of classificationfinally.
Experimental results demonstrated that features in this paper can be classification basis
correctly.

Keywords Defect images of cold steel strip ⋅ Feature extraction ⋅ Gray fea-
tures ⋅ Texture features ⋅ Hu invariant moment features

18.1 Introduction

With the growing demands of surface quality of cold steel strip, many specializes
start to study the automatic surface quality inspection system for cold steel strip
more widely and deeply, the methods of nondestructive testing based on machine
vision has being a research hotspot in that field, and pattern recognition is a key step
in surface defect inspection of cold steel strip [1–6]. Feature extraction is pre-
condition of recognition and classification for defect images, and it also greatly
influences the design and performance of classifier [7]. Methods and species of
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feature extraction keep on increasing because of the various type defects. If we do
not effectively select the methods extraction but blindly adopt various methods or
species of feature, it will only result in large types and huge numbers of features and
it is prone to cause the curse of dimensionality, which has a big and adverse impact
on the subsequent recognition and classification. In this paper we are concerned
with the task of selecting a set of features for classifying. Experimental investiga-
tions are carried out on computer aimed at three typical surface defect images of
cold steel strip, such as scratch defect, inclusion defect and hole defect, and the
results are satisfactory.

18.2 Feature Extraction of Surface Defect Images of Cold
Steel Strip

There are many types of surface defect images of cold steel strip, they are different
in shape or locations, or they are same in shape but different in angles or locations,
so effective feature extraction of defect images is the key of correctly identifying the
type of defect images [8]. Different surface defects of steel strip have different
reflects for texture features or grayscale features, the difference of identification for
some surface defect images of steel strip can up to nearly 20 % if using different
type of features to classify the defects, therefore, it is unscientific if we use one type
of feature alone to recognize the surface defect images of cold steel strip, but too
many types of feature may also cause the curse of dimensionality and reduce the
separability of features. In this paper, we select the gray features, texture features
and Hu invariant moment features as effective features for classification, which is
based on extensive literature survey and experiments.

Gray histogram is a function of grayscale. It describes the number of each pixel
gray levels and iterates through all pixels in the image, but it can only reflect image
gray distribution rather than the position image pixels [9, 10]. Gray histogram is a
two-dimensional figure, the horizontal axis represents gray level of each pixel of the
image and the ordinate represents frequency or probability of each pixel appearing
in the image. We can quantized the grayscale of the image to j gradation, so i = 0, 1,
2, … , j−1. The change of surface color of steel strip usually presented as the
abnormality of gray, the gray distribution of zero-defect histogram is more uniform,
which is similar to a Gaussian distribution [11]. The features of gray histogram
include gray mean, variance, distortions, kurtosis, energy and entropy. The features
we consider are

h1 = ∑
L− 1

i=0
i× pðiÞ ð18:1Þ

h2 = ∑
L− 1

i=0
ði− μÞ2 × pðiÞ ð18:2Þ
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h3 =
1
σ3

∑
L− 1

i=0
ði− μÞ3 × pðiÞ ð18:3Þ

h4 =
1
σ4

∑
L− 1

i=0
ði− μÞ4 × pðiÞ ð18:4Þ

h5 = ∑
L− 1

i=0
ðpðiÞÞ2 ð18:5Þ

h6 = − ∑
L− 1

i=0
pðiÞ× log pðiÞ ð18:6Þ

Because each pixel gray level is processed independently in the gray histogram, it
cannot reflect the law of relativity of gray level well in texture, but the Gray Level
Co-occurrence Matrix (GLCM) can describe the characteristics of spatial distribu-
tion and correlation of gray at the same time, reflecting the comprehensive infor-
mation about the direction and neighbor interval and other aspects of gray [12, 13].
The GLCM is a second order statistical feature which is related to the change of
intensity in the image and it is defined by joint probability density of pixels in two
locations. In practice, the textural features are determined by some features which
got by GLCM rather than GLCM itself [14]. The typical features include angular
second moment, variance, inverse difference moment, entropy, contrast and corre-
lation. The features we consider are

h1 = ∑
L− 1

i=0
∑
L− 1

j=0
P̂
2ði, jÞ ð18:7Þ

h2 = ∑
L− 1

i=0
∑
L− 1

j=0
ði− μÞ2P2̂ði, jÞ ð18:8Þ

h3 = ∑
L− 1

i=0
∑
L− 1

j=0

p ̂ði, jÞ
1+ ði− jÞ2 ð18:9Þ

h4 = − ∑
L− 1

i=0
∑
L− 1

j=0
P ̂ði, jÞ log p ̂ði, jÞ ð18:10Þ

h5 = ∑
L− 1

n=0
n2 ∑

L− 1

i=0
∑
L− 1

j=0
P̂ði, jÞ

)(
ð18:11Þ

h6 =

∑
L− 1

i=0
∑
L− 1

j=0
ijP ̂ði, jÞ− μ1μ2

σ21σ
2
2

ð18:12Þ
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Invariant moment is a highly condensed feature of images, which has invariant
properties for translation, rotation, scaling and other geometric transformation. Two
dimensional (p + q) step moments of a digital image which expressed by f(x, y) can
be defined by

mpq = ∑
x
∑
y
xpyqf ðx, yÞ ð18:13Þ

where

p, q=0, 1, 2 . . . ð18:14Þ

seven invariant moments which insensitive for translation and scaling usually can
be derived. The seven invariant moments we consider are

h1 = η20 + η02 ð18:15Þ

h2 = ðη20 − η02Þ2 + 4η211 ð18:16Þ

h3 = ðη30 − 3η12Þ2 + ðη03 − 3η21Þ2 ð18:17Þ

h4 = ðη30 + η12Þ2 + ðη21 + η03Þ2 ð18:18Þ

h5 = ðη30 − 3η12Þðη30 + η12Þ½ðη30 + η12Þ2 − 3ðη21 + η03Þ2�
+ ð3η21 − η03Þðη21 + η03Þ½3ðη30 + η12Þ2 − ðη21 + η03Þ2�

ð18:19Þ

h6 = ðη20 − η02Þ½ðη30 + η12Þ2 − ðη21 + η03Þ2�
+4η11ðη30 + η12Þðη21 + η03Þ

ð18:20Þ

h7 = ð3η21 − η03Þðη30 + η12Þ½ðη30 + η12Þ2 − 3ðη21 + η03Þ2�
+ ð3η12 − η30Þðη21 + η03Þ½3ðη30 + η12Þ2 − ðη21 + η03Þ2�

ð18:21Þ

where

ηpq =
μpq
μr00

ð18:22Þ

μpq = ∑
x
∑
y
ðx− x ̄Þpðy− y ̄Þqf ðx, yÞ ð18:23Þ

x ̄=
m10

m00
, y ̄=

m01

m00
ð18:24Þ

r=
p+ q
2

+ 1 ð18:25Þ
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18.3 Experimental Results and Analysis

Experimental investigations are carried out on computer aimed at three typical
surface defect images of cold steel strip in this paper, such as scratch defect,
inclusion defect and hole defect.

Characteristic parameters obtained from the gray histogram are shown in
Table 18.1. From the data (Table 18.1), we can see that the change of intra-class
eigenvalues of h2 is larger and the change of inter-class eigenvalues of h6 is less, so
we can reject those parameters when gray features used to classify defects. The
characteristic parameters of h1, h3, h4 and h5 have big difference in inter-class
eigenvalues and slight difference in intra-class eigenvalues, so they are more suit-
able for classification. Further more, there is a big difference in the variance of gray
histogram of zero-defect image and defective image due to the presence of defects,
especially obvious defects. Variance of gray histogram may also be used as a
threshold to distinguish whether the image is defective image in practice. The gray
histogram of scratch defect image, inclusion defect image and hole defect image are
shown in Figs. 18.1, 18.2 and 18.3 respectively.

The GLCM is an effective method for the extraction of texture feature, which is
based on grayscale spatial correlation matrix. Characteristic parameters obtained by
GLCM are given in Table 18.2. The angular second moment also known as energy,
reflecting the degree of uniformity of the image gray distribution. Entropy is a
measure of the amount of information of the image. Texture information also
belongs to the image information, the GLCM almost is zero matrix and entropy is
almost zero if the image does not have texture. Contrast can also be understood as
the sharpness of the image, and the contrast becomes greater if the grooves of
texture become deeper. Correlation is a measure of the degree of similarity in the
direction of row or column for the element of GLCM. From the data (Table 18.2),
we can see that the change of intra-class eigenvalues of h4 is larger and the change
of inter-class eigenvalues of h6 is less, so we can reject those parameters.

Table 18.1 Gray histogram features

Samples Features h1 h2 h3 h4 h5 h6

Scratch Sample 1 88.0685 53.9574 0.0185 2.2571 0.0180 4.5333
Sample 2 81.5031 63.1348 0.0258 2.7621 0.0194 4.5540
Sample 3 93.8029 37.0392 0.0270 3.5628 0.0193 4.7505

Inclusion Sample 1 155.3854 34.3089 0.0191 1.3520 0.0086 4.8696
Sample 2 154.1128 33.2145 0.0101 1.9726 0.0088 4.7854
Sample 3 157.0459 40.3472 0.0148 1.1577 0.0075 4.9724

Hole Sample 1 118.9985 51.8527 0.0393 4.6688 0.1129 4.4974
Sample 2 112.6101 20.7288 0.0482 4.3958 0.1262 3.8304
Sample 3 123.5608 11.7503 0.0369 4.7382 0.1081 4.9449
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The characteristic parameters of h1, h2, h5 and h6 are more suitable for classifi-
cation because they have big difference in inter-class eigenvalues and slight dif-
ference in intra-class eigenvalues.

Hu invariant moments have invariance for rotation, scaling and other geometric
transformation. Characteristic parameters obtained by Hu invariant moments for
one original sample, the sample of adding Gaussian noise, the sample of rotating
thirty degrees and the sample of halving the image are given in Table 4. From the
data (Table 18.3), we can see that the characteristic parameters basically unchanged
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after adding noise to the image, indicating Hu invariant moments have a certain
immunity for noise. In addition, the parameters change little in the magnitude after
rotating and halving expect individual parameters. Therefore, Hu invariant moment
features are more suitable for classification. We also can see that any characteristic
parameter of inclusion defect is smaller than the other defects, which can be better
basis for classification. Due to big difference in inter-class eigenvalues of h3, h4, h5
and h6 of scratch defect and hole defect, they can be used as a valid basis for
classification.

Table 18.2 Textural features

Samples Features h1 h2 h3 h4 h5 h6

Scratch Sample 1 91.0 10.2180 8.846 17.280 12.676 13.182
Sample 2 85.3 10.4433 8.812 28.420 14.820 11.274
Sample 3 85.8 9.9730 8.096 31.704 12.084 11.653

Inclusion Sample 1 121.3 7.4012 8.242 30.958 3.097 2.008
Sample 2 123.5 7.4561 8.811 22.819 3.715 3.565
Sample 3 127.5 7.0408 8.721 25.413 4.293 4.223

Hole Sample 1 243.5 5.5328 8.203 29.956 6.091 9.180
Sample 2 271.6 5.1547 9.246 16.846 6.761 7.752
Sample 3 252.6 4.1727 8.712 25.170 7.705 7.325

Table 18.3 Hu invariant moment features

Samples Features h1 h2 h3 h4 h5 h6 h7

Scratch Origigal 5.8762 11.9168 20.4290 64.3023 56.0392 29.4364 48.7375
Adding
noise

5.8770 11.9184 20.4270 64.3362 56.0574 29.4500 48.7662

Ratating 5.5685 11.3092 18.5231 62.2442 54.3771 28.3202 46.5840
Halving 5.8770 11.9185 20.4310 64.3105 56.0435 29.4385 48.7438

Inclusion Origigal 2.6770 5.6750 9.6209 9.6254 19.2554 12.4629 18.9455
Adding
noise

2.6757 5.6720 9.6208 9.6255 19.2556 12.4615 18.9595

Ratating 2.6769 5.6750 9.2005 9.6256 19.0952 12.4631 19.2595
Halving 2.6816 5.6930 9.6412 9.6458 19.2963 12.4923 18.9954

Hole Origigal 5.2502 10.6992 10.9688 51.0223 41.6109 16.6880 46.6540
Adding
noise

5.2532 10.7053 10.9739 50.8403 41.6378 16.7073 46.5327

Ratating 4.9450 10.0840 10.2899 48.0139 40.1132 15.6070 45.1907
Halving 5.2518 10.7024 10.9743 51.0378 41.6126 16.6949 46.6676
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18.4 Conclusion

Aiming at the importance and existing questions of feature extraction in pattern
recognition of surface defect images of cold steel strip, we select the gray features,
textural features and Hu moment invariant features as the basis for subsequent
classification, and experimental investigations are carried out on computer aiming at
three typical surface defect images of cold steel strip, the results show that those
features can be a valid basis for subsequent classification of the image. Any type of
features or method has its advantages and disadvantages, combination of the fea-
tures is an effective way for recognition system. Feature extraction is only a part of
the entire automatic surface quality inspection system of cold steel strip, and
follow-up works also include the feature screening, selection and design for clas-
sifier, we should take the appropriate program based on the actual situation in order
to achieve the best results of classification.
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Chapter 19
Consensus of Multi-agent System
with Singular Dynamics and Time Delay

Hua Geng, Zengqiang Chen, Zhongxin Liu and Qing Zhang

Abstract In this paper, the consensus problem of high-order multi-agent systems

with singular dynamics and time-varying time delay is investigated. By the restricted

equivalent transformation, a differential-algebraic system is introduced which is

equivalent to this singular system on consensus. Based on dynamic state information

and time delay, a consensus protocol is proposed. A sufficient condition of consensus

is given in terms of LMI. Furthermore, the consensus state is also obtained by cal-

culating the solution of the subsystem. Finally, an example is presented to illustrate

the theoretical results.

Keywords Consensus ⋅ Multi-agent system ⋅ Singular dynamics ⋅ Time delay ⋅
LMI

19.1 Introduction

Nowadays, more and more researchers have put themselves into the consensus field

due to its widespread applications, such as flocking phenomena, formation control

of multiple robots or unmanned aerial vehicles, synchronization phenomenon of net-

works, and attitude alignment of clusters of satellites [1–6]. Consensus, which is

fundamental to the multi-agent system, means that all the agents in the multi-agent

systems reach an agreement on a common value by following some control rules and

negotiating with their neighbors [7].

At the beginning of studying consensus problem, the agents were simply

described as first-order integrator agents. In [8], Olfati-Saber and Murray proposed
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a classical research framework of consensus problem under fixed and switching

networks. The proposed analysis method and consensus protocols were very use-

ful for latter researchers. Based on [8], Hong investigated the consensus problem

under leader-following network [9]. The designed neighbor-based local controller

and neighbor-based state-estimation could guarantee the follower agents tracking

the leader. Moreover, in a multi-agent system with first-order integrator agents,

many results on consensus problem have been obtained in different focuses, such

as consensus with time delay [10], finite-time consensus [11], consensus in uncer-

tain communication environments [12], etc. Unlike the literature [8–12], Lin con-

sidered a class of second-order integrator multi-agent systems with time delay and

obtained the sufficient condition of consensus by LMI tools [13]. Furthermore, the

result showed that the communication time-delay could not affect consensus. Leader-

following consensus problem with second-order dynamics were dealt with in [14].

In [8–14], the agents were described by first-order integrator or second-order inte-

grator, but some complex systems are of high-order dynamics in real world. In [15],

He and Cao proposed a high-order consensus protocol based on feedback controller

and information from the neighbours. A sufficient and necessary condition for con-

sensus was obtained and the relationship between feedback gain and system parame-

ters was established. The consensus of high-order multi-agent systems with switch-

ing networks and unknown communication delays were investi-gated, respectively

[16, 17].

In the aforementioned literatures, the agents are described by first-order agents,

second-order agents or high-order agents, but the practical system may be the sin-

gular system which is also named as descriptor system, generalized system, implicit

system and differential algebraic system. It is well known that consensus problem of

singular multi-agent system are more challenging since these systems contain more

complex dynamics and the normal systems are the special cases of singular systems.

In recent years, more and more researchers have studied the consensus of singular

multi-agent systems. By the restricted equivalence transformation, the admissible

consensus condition was obtained under continuous-time model and discrete-time

model, respectively [18]. Based on a linear matrix inequality and a modified Riccati

equation, the proposed two protocols could guarantee all the agents reach consensus.

In [19], Xi considered the consensualizing controller design problems for high-order

singular multi-agent systems. By projecting the state of singular systems method, the

necessary and sufficient was obtained in terms of LMI. Xi constructed a quadratic

cost function for achieving a trade-off between consensus regulation performances

and control energy consumptions [20]. Based on linear matrix inequality techniques,

the condition of consensus, the cost function and explicit expressions of consensus

functions were obtained. As we known, information delays naturally in the process of

information transmission among agents. In [21], Xi investigated consensus problem

of singular swarm systems with time delay. By constructing a system with singu-

lar dynamics, the admissible consensus problem was transformed into admissible

problems of multiple singular subsystems with lower dimensions. The condition of

consensus and consensus function were obtained.
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In this paper, we mainly studied the differential-algebraic system induced by the

high-order singular multi-agent systems. The current study covered the following

two novel features. First, the time-varying time delay is considered, and the con-

sensus protocol based on dynamic state information and time delay is proposed.

The sufficient condition of consensus is established in terms of LMI. Second, after

decomposing the state of system, the consensus state is also obtained by calculating

the solution of the subsystem.

The remainder of the paper is organized as follows. In Sect. 19.2, some prelim-

inaries are briefly outlined and the problem description is given. In Sect. 19.3, the

sufficient condition of consensus is presented in terms of LMI. An example is given

in Sect. 19.4. Finally, the conclusion is stated in Sect. 19.5.

Notations: ℝN×N
and ℂN×N

denote the set of n × n real and complex matrices. 𝟏N
is an N dimensional column vector with all components 1. IN denotes the identity

matrix. For a square matrix X, X > 0 means it is positive definite. || ∙ || represents

Euclidean norm.

19.2 Preliminaries

In this section, some basic concepts and results about graph theory are shown, and

the problem description is given.

19.2.1 Graph Theory

Algebraic graph theory is very useful for our study. Now we introduce some funda-

mental knowledge on graph theory [22]. Let  = ( ,  ,) be a weighted directed

graph of order n with the set of nodes  = {v1, v2,… , vn}, set of edges  ⊆  ×  ,

and an adjacency matrix  = [aij] ∈ ℝN×N
with nonnegative elements aij. The node

indexes set is denoted by Γ = {1, 2,… , n}. eij = (vi, vj) denotes an edge from node

vj to vi. The set of neighbors of node vi is denoted by i = {vj ∈  ∶ (vi, vj) ∈ }.

There exists a directed path between node vi and vj if and only if the information flow

begin with node vi and end at node vj (without self-loop and backflow). Furthermore,

the concept of directed spanning tree is very important. It requires only one node

(without parent node) can transmit information to every other node (only one parent

node) via the existed directed path. The degree matrix  = {d1, d2,… , dn} ∈ ℝN×N

of graph  is a diagonal matrix, where diagonal di =
∑

j∈Ni
aij for i = 1, 2,… , n.

Then the Laplacian matrix of  is defined as  =  −.

Lemma 1 ([23]) Let  ∈ ℝN×N be the Laplacian matrix of a directed graph  and
1 = [1, 1,… , 1]T ∈ ℝN then
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1.  at least has a zero eigenvalue, and 1 is an associated eigenvector, that is,
1 = 0;

2. If  has a spanning tree, then 0 is a simple eigenvalue of , and all the other n−1
eigenvalues have positive real part.

19.2.2 Problem Description

Consider a multi-agent system composed of N agents with singular dynamics, each

agent is denoted by

Eẋi = Axi + Bui, i = 1, 2,… ,N (19.1)

where E,A ∈ ℝn×n
, B ∈ ℝn×m

are constant matrices. xi ∈ ℝn
, ui ∈ ℝm

are the state

and input, respectively. 0 < rank(E) = r < n.

Next, some basic concepts of singular system is given as follows

Definition 1 ([24]) The pair (E,A) in (19.1) is called

1. regular if det(sE − A) is not identically zero for some s ∈ ℂ;

2. impulse-free if deg(det(sE − A)) = rank(E) for ∀s ∈ ℂ;

3. admissible if it is regular, impulse-free and asymptotically stable.

Based on the singular system theory, there exist two nonsingular matrices Q,P,

such that the system (19.1) is restricted equivalent to the following differential-

algebraic system:

{
ẋi1 = A11xi1 + A12xi2 + B1ui
0 = A21xi1 + A22xi2 + B2ui

i = 1, 2,… ,N (19.2)

where

QEP =
[

Ir 0
0 0

]

,QAP =
[

A11 A12
A21 A22

]

,QB =
[

B1
B2

]

,P−1xi = xi =
[

xi1
xi2

]

(19.3)

and A11 ∈ ℝr×r
, A12 ∈ ℝr×(n−r)

, A21 ∈ ℝ(n−r)×r
, A22 ∈ ℝ(n−r)×(n−r)

, B1 ∈ ℝr×m
,

B2 ∈ ℝ(n−r)×m
, xi1 ∈ ℝr

, xi2 ∈ ℝ(n−r)
.

For system (2), a useful lemma for latter studying is given as follows.

Lemma 2 ([24]) For singular system (19.1), the pencil (E,A) is regular and impulse-
free if and only if A22 in (19.2) is invertible.

As we known, if system (19.2) reach consensus, that is lim
t→∞

||xj − xi|| = 0. From

(19.3), we know system (19.1) reach consensus, so next we will investigate consensus

of system (19.2). The definition of consensus as follows.
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Definition 2 System (19.2) is said to reach consensus if it is regular, impulse-free

and satisfies the following equation

lim
t→∞

||xjm − xim|| = 0,m = 1, 2.i, j = 1, 2,… ,N (19.4)

In the following, we introduce a useful lemma for latter studying.

Lemma 3 ([25]) For any real differentiable vector function x(t) ∈ ℝn and any n×n
constant matrix W = WT

> 0, we have the following inequality
−h−1[x − x(t − 𝜏(t))]TW[x − x(t − 𝜏(t))] ≤ ∫

t
t−𝜏(t) ẋT (s)Wx(s)ds, t ≥ 0

19.3 Main Reasult

In this section, we propose a consensus protocol based on dynamic state information

and time-varying time delay, the sufficient condition of consensus and consensus

state are obtained.

It is well known that information delay appear naturally in the process of informa-

tion transmission, so we propose the following consensus protocol with time-delay.

ui = K
N∑

j=1
aij(xj1(t − 𝜏(t)) − xi1(t − 𝜏(t))), i, j = 1, 2,… ,N (19.5)

where K ∈ ℝm×r
is the constant gain, 0 ≤ 𝜏(t) ≤ h, h > 0, t ≥ 0.

Based on the protocol (19.5), we obtain the sufficient condition of consensus as

follows.

Theorem 1 Suppose that the digraph G of system (19.2) has a spanning tree, the
consensus problem is solved if there exist two appropriate positive definite matrices
R1,R2 and the following inequation hold

𝛯 =
[
𝛯11 𝛯12
𝛯

T
12 𝛯22

]

< 0

where 𝛯11 = R1H1 +HT
1 R1 +hHT

1 R2H1 −h−1R2, 𝛯12 = R1H2 +hHT
1 R2H2 +h−1R2,

𝛯22 = hHT
2 R2H2 − h−1R2.

Proof We define the error variables

𝛿i1 = xi1 − x11, 𝛿i2 = xi2 − x12, i = 2, 3,… ,N

From (19.2), we have

{
�̇�i1 = A11𝛿i1 + A12𝛿i2 + B1(ui − u1)
0 = A21𝛿i1 + A22𝛿i2 + B2(ui − u1)

i = 2,… ,N (19.6)
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Let 𝛿1 = [𝛿T
21, 𝛿

T
31,… , 𝛿

T
N1]

T
, 𝛿2 = [𝛿T

22, 𝛿
T
32,… , 𝛿

T
N2]

T
. Based on (19.5), the error

equation (19.6) can be rewritten as follows

{
�̇�1 = (IN−1 ⊗ A11)𝛿1 + (IN−1 ⊗ A12)𝛿2 − (L22 + 1N−1 ∙ 𝛼T )⊗ B1K𝛿1(t − 𝜏(t))
0 = (IN−1 ⊗ A21)𝛿1 + (IN−1 ⊗ A22)𝛿2 − (L22 + 1N−1 ∙ 𝛼T )⊗ B1K𝛿1(t − 𝜏(t))

(19.7)

where 𝛼 = [a12, a13,… , a1N]T , and L22 =
⎡
⎢
⎢
⎢
⎣

degout(2) −a23 … −a2N
−a32 degout(3) … −a3N
⋮ ⋮ ⋮ ⋮

−aN2 −aN3 … degout(N)

⎤
⎥
⎥
⎥
⎦

From Lemma 2, A22 is invertible, so we have

�̇�1 = H1𝛿1 + H2𝛿1(t − 𝜏(t)) (19.8)

where H1 = IN−1 ⊗ (A11 − A12A−1
22 A21), H2 = (L22 + 1N−1 ∙ 𝛼T ) ⊗ (−B1K + A12

A−1
22 B2K)

For system (19.8), select a Lyapunov candidate as follows

V = 𝛿
T
1 R1𝛿1 +

∫

0

−h ∫

t

t+𝜃
�̇�

T
1 (s)R2�̇�1(s)dsd𝜃 (19.9)

Taking the derivative of V , so we have

V̇ = 2𝛿T
1 R1�̇�1 + h�̇�T

1 R2�̇�1 −
∫

t

t−h
�̇�

T
1 (s)R2�̇�1(s)ds (19.10)

Since 0 ≤ 𝜏(t) ≤ h, h > 0, t ≥ 0, then

−
∫

t

t−h
�̇�

T
1 (s)R2�̇�1(s)ds ≤ −

∫

t

t−𝜏(t)
�̇�

T
1 (s)R2�̇�1(s)ds (19.11)

From Lemma 3, we can obtain

−
∫

t

t−𝜏(t)
�̇�

T
1 (s)R2�̇�1(s)ds ≤ −h−1[𝛿1 − 𝛿1(t − 𝜏(t))]TR2[𝛿1 − 𝛿1(t − 𝜏(t))] (19.12)

Based on (19.10)–(19.12), we have

V̇ ≤ 𝛿
T
1 (R1H1 + HT

1 R1)𝛿1 + h𝛿T
1 HT

1 R2H1𝛿1 − h−1𝛿T
1 R2𝛿1

+2𝛿T
1 R1H2𝛿1(t − 𝜏(t)) + 2h𝛿T

1 HT
1 R2H2𝛿1(t − 𝜏(t)) + 2h−1𝛿T

1 R2𝛿1(t − 𝜏(t))
+h𝛿T

1 (t − 𝜏(t))HT
2 R2H2𝛿1(t − 𝜏(t)) − h−1𝛿T

1 (t − 𝜏(t))R2𝛿1(t − 𝜏(t))
Let yT = [𝛿T

1 , 𝛿
T
1 (t − 𝜏(t))], we have V̇ ≤ yT

𝛯y. Since 𝛯 < 0, the system

(19.8) is asymptotic stability, that is, 𝛿1 → 0, when t → ∞. From (19.7), we can
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obtain 𝛿2 → 0, when t → ∞. So system (19.2) reach consensus. The proof is

complete. □

In the following, by analyzing the solution of system (19.2), we obtain the con-

sensus state and Theorem 2 is described as follows

Theorem 2 For the system (19.2), if it can reach consensus via protocol (19.5), the
state will converge to

lim
t→∞

X1(t) = lim
t→∞

U ∙ 1N ⊗ e𝛯1tx11(0)
lim
t→∞

X2(t) = lim
t→∞

(−U ∙ 1N ⊗ A−1
22 A21e𝛯1t + LU ∙ 1N ⊗ A−1

22 B2Ke𝛯1t)x11(0)
respectively.
Proof Via (19.5), system (19.2) can be rewritten as

{
Ẋ1 = (IN ⊗ A11)X1 + (IN ⊗ A12)X2 − L ⊗ B1KX1(t − 𝜏(t))
0 = (IN ⊗ A21)X1 + (IN ⊗ A22)X2 − L ⊗ B2KX1(t − 𝜏(t)) (19.13)

where X1 = [xT
11, x

T
21,… , xT

N1]
T

, X2 = [xT
12, x

T
22,… , xT

N2]
T

.

There exist a invertible matrix U ∈ ℝN×N
, then

U−1LU =
[
0 0
0 J

]

(19.14)

where J is upper triangular Jordan block, whose principal diagonal elements are

nonzero eigenvalues 𝜆i, i = 2,… ,N of L.

Taking the transformation X1 = (U ⊗ Ir)−1X1, we have

̇X1 = IN ⊗ (A11 − A12A−1
22 A21)X1

+
[
0 0
0 J

]

⊗ (−B1K + A12A−1
22 B2K)X1(t − 𝜏(t)) (19.15)

From (19.15), we have

̇x11 = (A11 − A12A−1
22 A21)x11 (19.16)

Further, (19.16) means

x11(t) = e𝛯1tx11(0) (19.17)

where 𝛯1 = A11 − A12A−1
22 A21. We can obtain the consensus state of X1 as follows

lim
t→∞

(IN ⊗ e𝛯1t)x11(0)
From (19.13) and (19.14), we can obtain consensus state of X1 and X2 as follows

lim
t→∞

X1(t) = lim
t→∞

(U ∙ 1N ⊗ e𝛯1t)x11(0)
lim
t→∞

X2(t) = lim
t→∞

(−U ∙ 1N ⊗ A−1
22 A21e𝛯1t + LU ∙ 1N ⊗ A−1

22 B2Ke𝛯1t)x11(0)
The proof is complete. □
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19.4 Simulation

Consider a multi-agent system composed of 4 agents with singular dynamics, each

agent is described by 4-order dynamics. The network is described as A =
⎡
⎢
⎢
⎢
⎣

0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0

⎤
⎥
⎥
⎥
⎦

.

Each agent is described by

[
1 0
0 1

]

ẋi1 =
[
−1 0
0 −2

]

xi1 +
[
−2 3
4 1

]

xi2 +
[
1
1

]

ui, 0 =
[
1 1
2 2

]

xi1 +
[
1 −2
0 5

]

xi2 +
[
1
1

]

ui. The initial states of agents are x11 = [1, 2], x21 =

[5, 6], x31 = [−3,−2], x41 = [−5,−6], x12 = [−5.4,−1.2], x22 = [−19.8,−4.4],
x32 = [9, 2], x42 = [19.8, 4.4]. The time-varying time delay is given by 𝜏(t) =
0.3|sin10t|, and it has an upper 0.3. The state trajectories of system (19.2) is shown

as Fig. 19.1.

From Fig. 19.1, all states of each agent will reach consensus, respectively. More-

over, the states will tend to zero when t → ∞.
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Fig. 19.1 State trajectories
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19.5 Conclusions

In this paper, we consider the consensus problem of high-order multi-agent systems

with singular dynamics and time delay. By applying the method of decomposing

states and LMI tool, consensus problem is solved. Moreover, the consensus state is

also obtained. Finally, an example is presented to illustrate the theoretical results.
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Chapter 20
Data-Driven Filter Design for Linear
Networked Systems with Bounded Noise

Yuanqing Xia, Li Dai, Wen Xie and Yulong Gao

Abstract Considering the case that the mathematical model of control plant is

unavailable, this paper is concerned with the problem of data-driven filtering for

linear networked systems with bounded noise and transmission data dropouts. One

merit of the design is that the filter can be directly employed without identifying the

model. To overcome the effect of data dropouts during the transmission, an output

predictor is designed based only on the received output and input of the system. By

utilizing the predicted output, a direct worst-case almost-optimal filter within the set

membership framework is presented.

Keywords Networked system ⋅ Data-driven filter ⋅ Set membership filter ⋅ Data

dropout

20.1 Introduction

Estimation for dynamical systems plays a crucial role in control system and sig-

nal processing and different kinds of estimation approaches are investigated [1–4].

In recent years, communication networks have been increasingly used to transmit

data between the system components. However, the introduction of communication

networks brings some challenging issues, such as data dropouts [5] and external

disturbances. To solve these problems, many literatures have been developed on

network-based filtering [6, 7]. For instance, network-based ∞ filtering for discrete-

time systems was addressed in [6] where a Markov jumping model approach was

adopted.

Most of the above-mentioned methodologies relied on the exact mathematical

model of the system, which are substantially model-based approaches. However,

when the evolution process of the plant under consideration is not completely known,

the model-based approach becomes no longer applicable. What we can obtain are
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only the measurements but not a known model. Motivated by these facts, data-driven

filter design method is provided as a new tool to construct the desirable filters by

using only the input and output measurements. In recent years, a great deal of lit-

erature on how to design direct data-driven filters has been emerged. One of the

typical methods is the set membership approach [8–10], which established a set

membership-based design framework on filtering. The direct data-driven linear fil-

ter with guaranteed worst-case performances was designed in [8]. In [9], the direct

design approach was investigated in a nonlinear set membership setting, where the

case of full observability and partial observability were discussed respectively to

derive the desired filter design. However, the filters and error bounds in [9] are sub-

optimal. Thus, the work of [10] developed some relevant improvements, and yielded

optimal filters and optimal error bounds on the estimated variable.

This paper is motivated by the aforementioned works, especially, the work in [8].

However, for the system in the networked environment with the data dropout, the

direct data-driven filter proposed in [8] may cease to be effective since the filter in [8]

depends on the measurements at every time instant. Therefore, a direct filter design

approach for the networked linear systems with data dropout is further investigated

in the present paper. In this paper, to overcome the drawback of data dropouts in the

network, an adaptive on-line output predictor is developed by using received output

and input of the system, of which the convergence is guaranteed and the rate of

convergence can be adjusted by parameters. Then, the networked data-driven filter

is designed based on the predicted output instead of the received output.

20.2 Preliminaries and Problem Formulation

Consider a linear time-invariant (LTI) dynamic system S:

x(t + 1) = Ax(t) + Bu(t), y(t) = C1x(t) + Du(t), z(t) = C2x(t), (20.1)

where x(t) ∈ ℝn
is the unknown system state; y(t) ∈ ℝny is the system output;

u(t) ∈ ℝnu is the system input; z(t) ∈ ℝnz is the variable to be estimated; A,B,C1,C2
and D are constant real matrices with suitable finite dimensions.

As depicted in Fig. 20.1, the system matrices of system S are supposed to be

unknown and the filtering problem for system S over a communication network is

considered. Here the introduction of u(t) is used to compensate the insufficient infor-

mation of the system, which do not affect the filter design in essence. In the present

framework we focus on the case that there exists a communication link from the sen-

sors to the filter, and the filter knows the exact input at every time instant [11, 12].

At each time instant t, noised measurements are transmitted from the sensor through

the network to the remote filter. The information we can employ are the input u(t),
and the measurements ỹ(t) = y(t) + w(t), z̃(t) = z(t) + v(t), which can be collected

from noisy sensors, where w(t) and v(t) are zero-mean white measurement noise. In

the following, it is assumed that there may exist missing measurements of ỹ(t) and
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Fig. 20.1 Networked filter

framework for LTI system

z̃(t). Hence, the inputs of filter are u(t), ỹ(ts) and z̃(ts), which means the data between

time ts−1 and ts are missing. The objective of this paper is to design a direct filter

that provides an estimation of z with minimizing the worst-case gain, which involves

bounded w given in lp-norm and the estimation error measured in lq-norm.

For this purpose, recall the definition of lp-norm for a one-sided discrete-time sig-

nal s = {s(0), s(1),…}, s(t) ∈ ℝns : ‖s‖p ≐ [
∑∞

t=0
∑ns

i=0 |si(t)|p]
1
p , p ∈ ℕ, 1 ≤ p < ∞,

‖s‖∞ ≐ max
t=0,…,∞

max
i=0,…,ns

|si(t)| and the (lq, lp)-induced norm of a linear operator T:

‖T‖q,p = sup‖s‖p=1 ‖T(s)‖q, p, q ∈ ℕ.

Without loss of generality, we assume nz = 1. In the following, the system S is

supposed to be initially at rest (i.e., x(0) = 0, u(t) = w(t) = 0 ∀t < 0, u(0) ≠ 0,
w(0) ≠ 0) and the pair [A,C1] is supposed to be detectable. The inputs of system S
are generated by digital computers and denoted by u = {u(0), u(1),… , u(t),…}. The

measurements of system S are collected by noisy sensors, which can be represented

by ỹ = {ỹ(0), ỹ(1),… , ỹ(t),…} and z̃ = {z̃(0), z̃(1),… , z̃(t),…}.

Denote the received data as ỹ(ts), z̃(ts), where ts is the time instant when remote

filter receives data, s = 0, 1,…. Define the operator 𝐓 maping the time series ỹ, z̃
to {ỹ(t0), ỹ(t1),…}, {z̃(t0), z̃(t1),…}, respectively. We can easily obtain that 𝐓ỹ ⊆ ỹ
and 𝐓z̃ ⊆ z̃ are the inputs of the remote filter.

In this paper, a filter composed of a predictor and a direct filter is designed, as

depicted in Fig. 20.2. To derive the main results, the following assumption is given.

Assumption 1 The system S is asymptotically stable.

To achieve the purpose of filtering, an initial step is first carried out to collect a

set of data with finite length tN−1 + 1, denoted by Ỹ0 =
[
ỹ(0), ỹ(1),… , ỹ(tN−1)

]T ∈

Fig. 20.2 Networked filter

structure layout
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ℝ(tN−1+1)ny and Z̃0 = [z̃(0), z̃(1),… , z̃(tN−1)]T ∈ ℝ(tN−1+1)nz . Similarly, assuming that

at time tN−1 the remote receives the measurements, define the operator 𝐓𝐍 which

maps the vectors Ỹ0, Z̃0 to the vectors Ỹ = [ỹ(t0), ỹ(t1),… , ỹ(tN−1)]T ∈ ℝNny and

Z̃ = [z̃(t0), z̃(t1),… , z̃(tN−1)]T ∈ ℝNnz .

20.3 Prediction Algorithm

In this paper, we mainly focus on how to solve the optimal filtering problem (OFP)

in the presence of data dropouts. Without loss of generality, it is assumed that ỹ(t)
and z̃(t), i.e., samples between ts and ts+1, will be lost/dropped irregularly during the

transmission. In this section, an efficient method for reconstruction of the missing

measurements will be introduced.

Define the backward shift operator as 𝜚
−1

, which means 𝜚
−1x(t) = x(t − 1).

Equation (20.1) can be transformed into Deterministic AutoRegressive Moving Aver-

age (DARMA) model

A(𝜚−1)y(t) = B(𝜚−1)u(t), (20.2)

where A(𝜚−1) = 1+ a1𝜚−1 +⋯+ an𝜚
−n

, B(𝜚−1) = b0 + b1𝜚−1 +⋯+ bn𝜚
−n

. Define

𝜗 and 𝜑(t) as 𝜗 = [a1,… , an, b0, b1,… , bn]T and 𝜑(t) = [−y(t − 1),… ,−y(t − n),
u(t), u(t − 1),… , u(t − n)]T , respectively. Then, the DARMA model (20.2) can be

expressed as y(t) = 𝜑(t)T𝜗. Thus, we have ỹ(t) = y(t) + w(t) = 𝜑(t)T𝜗 + w(t).
To obtain the estimation of y(t), the difficulty is that 𝜑(t) contains the unknown

inner variables y(t − i) and 𝜗 is unknown. The solution is to replace y(t − i) with

its estimate ŷ(t − i). Furthermore, define �̂�(t) = [−ŷ(t − 1),−ŷ(t − 2),… ,−ŷ(t − n)
u(t), u(t−1), u(t−2),… , u(t−n)]T . Let �̂�(t) be the estimate of 𝜗 at time t. The value of

�̂�(t) updates only at time t = ts using the received data at time ts, s = 0, 1, 2,… ,N−1,

i.e., �̂�(ts + i) = �̂�(ts), i = 1, 2,… , ts+1 − ts − 1. If the unknown 𝜑(t) and 𝜗 are

replaced with �̂�(t) and �̂�(ts), respectively, then the estimate/prediction of y(ts − i)
can be computed by ŷ(ts − i) = �̂�(ts − i)T �̂�(ts−1).

According to the least square principle, minimizing the cost function

J(𝜗) =
s∑

i=1
𝜆

s−i[ỹ(ti) − �̂�
T (ti)𝜗]2, (20.3)

results in the following recursive least-squares algorithm with a forgetting factor 𝜆

for missing data systems [13].

Algorithm 1 (Output predictor for linear system with missing measurements)

�̂�(ts) = �̂�(ts−1) + P(ts)�̂�(ts), (20.4)

e(ts) = ỹ(ts) − �̂�
T (ts)�̂�(ts−1), (20.5)

�̂�(t) = [−ŷ(t − 1),−ŷ(t − 2),… ,−ŷ(t − n)
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u(t), u(t − 1), u(t − 2),… , u(t − n)]T , (20.6)

L(ts) = P(ts)𝜑(ts) =
P(ts−1)𝜑(ts)

𝜆 + 𝜑T (ts)P(ts−1)𝜑(ts)
, (20.7)

P(ts) =
1
𝜆

[I − L(ts)𝜑T (ts)]P(ts−1), 0 < 𝜆 ≤ 1, (20.8)

P(0) = p0I, (20.9)

ŷ(ts − i) = �̂�(ts − i)T �̂�(ts−1), (20.10)

ŷ(ts) = �̂�(ts)T �̂�(ts), (20.11)

where p0 is a large positive number. To initialize the algorithm, we take �̂�(t0) as a

real vector with small entries, e.g., �̂�(0) = 𝟏n∕q0. The parameter 𝜆 is the forgetting

factor to improve the rate of convergence. The convergence analysis of Algorithm 1

is presented in Theorems 1 and 3 of [13].

20.4 Direct Data-Driven Filtering with Bounded
Disturbances

Assume that the convergence conditions in [13] hold in the rest of the paper, and

apply Algorithm 1 on the received output ỹ and input u. Hence, the estimations of

y can be obtained, denoted by ŷ, and collect them in the following column vector:

Ŷ0 = [ŷ(0), ŷ(1), ŷ(2),… , ŷ(tN−1)]T ∈ ℝ(tN−1+1)ny .

Furthermore, consider the following H∞ subset containing filters with bounded

and exponentially decaying impulse response:(L, 𝜌, 𝜇) = {G ∈ ∞ ∶ ‖ht
G‖∞ ≤ L,

∀t ∈ [0, 𝜇], ‖ht
G‖∞ ≤ L𝜌t−𝜇

,∀t ≥ 𝜇, t ∈ ℕ}, where the triplet (L, 𝜌, 𝜇) is a parameter

will be designed later, with L > 0, 0 < 𝜌 < 1, 𝜇 ∈ N, and hG = {h0G, h
1
G,…} is the

filter impulse response with ht
G ∈ Rny .

The optimal worst-case filtering problem can be formulated as follows:

Optimal worst-case filtering problem (OFP): Given scalars L > 0, 0 < 𝜌 < 1
and integers𝜇, p and q, design an optimal filter Go ∈ (L, 𝜌, 𝜇) such that the estimate

ẑGo
= Go(ŷ) achieves a finite gain 𝛾o = infGo∈(L,𝜌,𝜇) sup‖w‖p=1 ‖z − ẑGo

‖q.

The set of all the solutions to OFP is given by: o(L, 𝜌, 𝜇) = {G ∈ (L, 𝜌, 𝜇) ∶
sup‖w‖p=1 ‖z − ẑG‖q = 𝛾o}.

Assume the measurement noises are unknown with known bounds: ‖W‖p ≤ 𝛿

and ‖V‖q ≤ 𝜖. In the following, we assume 𝛿 = 1. The purposes of this section are to

determine a tight approximation of the optimal filter set o considering finite experi-

ment length, and to find a filter with guaranteed worst-case performances, by suitably

exploiting the information provided by the dataset (Ŷ0, Z̃) and the noise bound.

Let Ẑ0
G = [ẑG(0), ẑG(1),… , ẑG(tN−1)]T be the estimate vector provided by G when

applied to received estimated output Ŷ0. Then, applying the operator 𝐓𝐍 to Ŷ0 and
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Ẑ0
G, we have Ŷ = [ŷ(t0), ŷ(t1),… , ŷ(tN−1)]T and ẐG = [ẑG(t0), ẑG(t1),… , ẑG(tN−1)]T .

Consider the following filter set: FS(�̃�) = {G ∈ (L, 𝜌, 𝜇) ∶ ‖Z̃ − ẐG‖q ≤ �̃�}.

Next, a tight approximation to the set o(L, 𝜌, 𝜇) is provided considering an initial

experiment of finite length tN−1 + 1.

Lemma 1 Let the dataset (Ŷ0, Z̃), scalars L, 𝜌, 𝜖 and integers 𝜇, p, q be given.
(i) o(L, 𝜌, 𝜇) ⊆ FS(�̃�),∀�̃� ≥ 𝛾o + 𝜖

(ii) FS(𝛾o + 𝜖) is a tight outer approximation of o(L, 𝜌, 𝜇) as N → ∞.

Proof (i) For any given filter G ∈ o(L, 𝜌, 𝜇), it follows that ‖z − ẑG‖ ≤ 𝛾o < ∞,

∀w ∈ ℝ∞
such that ‖w‖p ≤ 1. Since noisy measurements z̃ = z+v are available only,

it turns out that ‖z̃− ẑG‖q = ‖z+v− ẑG‖q ≤ ‖z− ẑG‖q+‖v‖q ≤ 𝛾o+‖v‖q, ∀w ∈ ℝ∞

such that ‖w‖p ≤ 1. To focus the attention on the received samples at time instant ts,
s = 0, 1,… ,N − 1, we have ‖Z̃ − ẐG‖q = ‖𝐓𝐍(Z̃0 − Ẑ0

G)‖q = ‖𝐓𝐍Z̃0 − 𝐓𝐍Ẑ0
G‖q ≤

𝛾o + ‖V‖q ≤ 𝛾o + 𝜖, ∀W ∈ ℝ∞
such that ‖W‖p ≤ 1. Thus, G ∈ FS(�̃�), ∀�̃� ≥ 𝛾o + 𝜖.

(ii) The tightness property follows from the inclusion property (i) and the fact

that, if the noise realization v = 𝜖(z − ẑG)∕‖z − ẑG‖q occurs, then the inequality

‖z̃ − ẑG‖q = ‖z + v − ẑG‖q ≤ ‖z − ẑG‖q + ‖v‖q ≤ 𝛾o + 𝜖 becomes tight.

The above lemma leads to an easier-to-operate solution set, and as in [8], we give

the following definition.

Definition 1 Feasible Filter Set: FFS = {G ∈ (L, 𝜌, 𝜇) ∶ ‖Z̃ − ẐG‖q ≤ 𝛾o + 𝜖}.

In order to choose a suitable value of 𝛾o, a hypothesis validation problem is needed

to be solved and the assumption of 𝛾o should guarantee that FFS is non-empty. Sim-

ilar to [8], the following definition is given.

Definition 2 Let the dataset (Ŷ0, Z̃), scalars L, 𝜌, 𝜖 and integers 𝜇, p, q be given.

Prior assumption on 𝛾o is validated if FFS ≠ ∅.

When a filter F ∈ (L, 𝜌, 𝜇) has been obtained by a design algorithm, for any

estimated output ŷ, the difference between the estimate ẑF provided by F and the

estimate ẑG can be measured by the term sup‖ŷ‖q=1 ‖ẑG − ẑF‖q = ‖G − F‖q,q where

G − F is the LTI dynamic system with input ŷ and output ẑG − ẑF .

Since the induced norm ‖G − F‖q,q depends on the particular G, it cannot be

computed exactly. Fortunately, from Lemma 1 we know that G ∈ o(L, 𝜌, 𝜇) ⊆ FFS.

Thus, its tightest upper bound is given by: ‖G−F‖q,q ≤ supG∈o(L,𝜌,𝜇) ‖G−F‖q,q ≤

supG∈FFS ‖G − F‖q,q, which leads to the following definition.

Definition 3 ([8]) Worst-case filtering error of a given F ∈ (L, 𝜌, 𝜇): E(F) =
supG∈FFS ‖G − F‖q,q.

Then, the following optimality criterion can be defined.

Definition 4 ([8]) A filter Fo ∈ (L, 𝜌, 𝜇) is optimal if E(Fo) = inf
F∈(L,𝜌,𝜇)

E(F).
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It is known that the optimal filter can be computed by the Chebyshev center of

FFS:

Fo = arg inf
F∈(L,𝜌,𝜇)

sup
G∈FFS

‖G − F‖q,q. (20.12)

However, it is very difficult to obtain the optimal solution of Eq. (20.12). This

leads to the almost-optimal filter design.

Definition 5 ([8]) A filter Fa is almost-optimal if Fa ∈ FFS.

If the worst-case filtering error E(F) can be computed, the following lemma gives

a bound on the worst-case estimation error for any possible disturbance.

Lemma 2 Under Assumption 1, for any given filter F ∈ (L, 𝜌, 𝜇), the estimate
ẑF = F(ŷ) guarantees sup‖w‖p=1 ‖z − ẑF‖q ≤ 𝛾o + E(F)‖Sŷ‖q,p, where Sŷ is the LTI
dynamic subsystem of S such that ŷ = Sŷ(w).

Proof If any filter G ∈ o(L, 𝜌, 𝜇) is considered, providing an estimate ẑG =
G(ŷ), the worst-case gain from w to z − ẑF is bounded as sup‖w‖p=1 ‖z − ẑF‖q ≤

sup‖w‖p=1 ‖z − ẑG‖q + sup‖w‖p=1 ‖ẑG − ẑF‖q = 𝛾o + sup‖w‖p=1 ‖ẑG − ẑF‖q, while

sup‖w‖p=1 ‖ẑG − ẑF‖q ≤ supŷ≠0
‖ẑG−ẑF‖q

‖ŷ‖q
sup‖w‖p=1 ‖ŷ‖q = ‖G − F‖q,q‖Sŷ‖q,p ≤

E(F)‖Sŷ‖q,p.

20.5 Direct Data-Driven Design of Almost-Optimal Filters

Since the FFS is an infinite dimensional set, it is a difficult task to look for filters in

the FFS. Finite impulse response (FIR) filters are used hereafter to approximate any

filter F ∈ (L, 𝜌, 𝜇) and the search in the FFS is transformed into a search in a finite

dimensional space.

Hence, define m(L, 𝜌, 𝜇) = {F ∈ (L, 𝜌, 𝜇) ∶ ht
F = 0,∀t > m} where L > 0,

0 < 𝜌 < 1, 𝜇 ∈ ℕ, m ∈ ℕ, m ≥ 𝜇 and ht
F ∈ ℝny . It is obvious that m(L, 𝜌, 𝜇) ⊂

(L, 𝜌, 𝜇), ∀m ∈ ℕ.

Given a filter G, let Gm
be its truncation of order m, i.e., the FIR filter having the

same first m + 1 impulse response samples of G ∶ hm
G = {h0G,… , hm

G, 0, 0,…}. The

following standard result states that any filter G ∈ (L, 𝜌, 𝜇) can be approximated

with the required precision by the FIR filter Gm ∈ m(L, 𝜌, 𝜇) with suitable m.

Lemma 3 Assume 𝜇 ∈ ℕ such that m ≥ 𝜇. For any given filter G ∈ (L, 𝜌, 𝜇), its
truncation Gm ∈ m(L, 𝜌, 𝜇) guarantees ‖G − Gm‖q,q ≤ ‖hG − hGm‖1 ≤ 𝜂m where

1 ≤ q ≤ ∞ and 𝜂m = ny
L𝜌m+1−𝜇

1−𝜌 is the truncation error of G through Gm.

Proof For any given filter G ∈ (L, 𝜌, 𝜇), we have ‖G − Gm‖q,q = sup‖ŷ‖q=1 ‖ẑG −
ẑGm‖q = sup ‖hG − hGm‖q = ‖{0,… , 0, hm+1

G , hm+2
G ,…}‖1 ≤

∑∞
t=m+1 ny‖hm

G‖∞ ≤

∑∞
t=m+1 nyL𝜌t−𝜇 = ny

L𝜌m+1−𝜇

1−𝜌 .
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To determine the tightest set of FIR filters consistent with the overall available

information (i.e., 𝛾o, L, 𝜇, 𝜌, Ŷ0, Z̃ and 𝜖) and the truncation error 𝜂m, let us define

FFSm = {F ∈ 
m(L, 𝜌, 𝜇) ∶ ‖Z̃ − 𝐓𝐍

�̂� HF‖q ≤ 𝛾o + 𝜖} (20.13)

FFSm = {F ∈ 
m(L, 𝜌, 𝜇) ∶ ‖Z̃ − 𝐓𝐍

�̂� HF‖q ≤ 𝛾o + 𝜖 + 𝜂m‖Ŷ‖q} (20.14)

where 𝐓𝐍
�̂� HF is the estimate of Z at the time ts when the data are received, HF =

[h0F , h
1
F ,… , hm

F ]
T ∈ ℝ(m+1)ny is the column vector of the first m + 1 coefficients of

the FIR filter F and TN
ŷ ∈ ℝN×(m+1)ny is defined as follows:

∙ if m < N, then TN
ŷ = TN,m

ŷ =

⎡
⎢
⎢
⎢
⎢
⎣

ŷ(t0) 0 ⋯ 0
ŷ(t1) ŷ(t1 − 1) ⋯ ŷ(t1 − m)
ŷ(t2) ŷ(t2 − 1) ⋯ ŷ(t2 − m)
⋮ ⋮ ⋱ ⋮

ŷ(tN−1) ŷ(tN−1 − 1) ⋯ ŷ(tN−1 − m)

⎤
⎥
⎥
⎥
⎥
⎦

∙ if m ≥ N, then TN
ŷ = [TN,m

ŷ 0N×(m+1−N)ny
].

Lemma 4 Assume m ∈ ℕ such that m ≥ 𝜇.
(i) FFSm

⊆ FFS.
(ii) For any given filter G ∈ FFS, its truncation Gm ∈ FFSm.

Proof (i) As m(L, 𝜌, 𝜇) ⊆ (L, 𝜌, 𝜇), the claim (i) follows from the definition of

FFSm
and FFS.

(ii) Let ẑG = G(ŷ) and ẑGm = Gm(ŷ) be the estimates provided by G and Gm
,

respectively. By applying the triangular inequality, the difference between z̃ and ẑGm

can be norm-bounded as ‖z̃−ẑGm‖q ≤ ‖z̃−ẑG‖q+‖ẑG−ẑGm‖q. When the first N mea-

surements are received, from Definition 1, it follows that ‖Z̃ − ẐG‖q ≤ 𝛾o + 𝜖, ∀G ∈
FFS. Moreover, Lemma 3 states that ‖G−Gm‖q,q = supŷ≠0 ‖ẑG− ẑGm‖q∕‖ŷ‖q ≤ 𝜂m
and then ‖ẐG − ẐGm‖q ≤ 𝜂m‖Ŷ‖q and ∀G ∈ (L, 𝜌, 𝜇) ⊃ FFS, with ẐGm = TN

ŷ HGm .

This implies that ‖Z̃−TN
ŷ HGm‖q ≤ 𝛾o+𝜖+𝜂m‖Ŷ‖q for any Gm

obtained as truncation

of a filter G ∈ FFS, i.e., Gm ∈ FFSm
.

The problem of checking the prior assumption validity is now considered.

Theorem 1 Let the dataset (Ŷ0, Z̃), scalars L, 𝜌, 𝜖 and integers 𝜇, p, q,m be given,
with m ≥ 𝜇. Let 𝜈∗ be the solution to the optimization problem:

𝜈
∗ = min

F∈m(L,𝜌,𝜇)
‖Z̃ − TN

ŷ HF‖q. (20.15)

(i) A sufficient condition for prior assumption being validated is 𝜈∗ ≤ 𝛾o + 𝜖.
(ii) A necessary condition for prior assumption being validated is 𝜈

∗ ≤ 𝛾o + 𝜖 +
𝜂m‖Ŷ‖q.
(iii) If m ≥ tN−1 is chosen, a necessary and sufficient condition for prior assumption
being validated is 𝜈∗ ≤ 𝛾o + 𝜖.
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Proof For (i), if 𝜈
∗ ≤ 𝛾o + 𝜖, then FFSm

≠ ∅. Since FFSm
⊆ FFS, FFS ≠ ∅,

For (ii), if 𝜈
∗
> 𝛾o + 𝜖 + 𝜂m‖Ŷ‖q, then FFSm = ∅. From Lemma 4, it turns out

that no filter G exists whose truncation Gm
belongs to FFSm

and then FFS = ∅, i.e.,

the prior assumption is invalidated by data.

To prove condition (iii), at any time t, the estimate ẑG(t) provided by any filter G
can be written as ẑG(t) =

∑−1
k=−∞(ŷ(k))Tht−k

G +
∑t

k=0(ŷ(k))
Tht−k

G .

Taking into account that ŷ = 0, ∀t < 0, it follows that
∑−1

k=−∞(ŷ(k))Tht−k
G = 0,

∀t < 0, and then the estimate ẑG(t) does not depend on hk
G for k > t. When the

first N measurements are received, the estimate vector ẐG does not depend on hk
G for

k > tN−1 and then, if m ≥ tN−1 is chosen, it follows that: minG∈(L,𝜌,𝜇) ‖Z̃ − ẐG‖q =
minF∈(L,𝜌,𝜇) ‖Z̃−TN

ŷ HF‖q = 𝜈
∗
. The condition 𝜈

∗ ≤ 𝛾o+𝜖 turns out to be necessary

and sufficient for guaranteeing FFS non-empty since minG∈(L,𝜌,𝜇) ‖Z̃ − ẐG‖q ≤

𝛾o + 𝜖.

Let us consider the FIR filter F∗
whose coefficients are given by the following

algorithm:

HF∗ = arg min
HF∈ℝ

(m+1)ny
‖Z̃ − TN

ŷ HF‖q, (20.16)

such that |ht
F,i| ≤ L, t = 0,… , 𝜇, i = 1,… , ny and |ht

F,i| ≤ L𝜌t−𝜇
, t = 𝜇 +

1,… ,m, i = 1,… , ny where ht
F,i ∈ ℝ denotes the ith row element of ht

F . Note

that F∗
is the filter class element that provides 𝜈

∗
as the solution to the optimization

problem (20.15). The following theorem shows the properties of F∗
, that hold for

any lp- and lq-norms.

Theorem 2 (i) If 𝜈∗ ≤ 𝛾o + 𝜖, the filter F∗ ∈ FFS and then is almost-optimal.
(ii) If Assumption 1 is satisfied, then the estimate ẑF∗ = F∗(ŷ) guarantees

sup
‖𝜔‖p=1

‖z − ẑF∗‖q ≤ 𝛾o + E(F∗)‖Sŷ‖q,p. (20.17)

Proof The claim (i) follows from the fact that, if 𝜈
∗ ≤ 𝛾o + 𝜖, from Eqs. (20.13) and

(20.15), then F∗ ∈ FFSm
⊆ FFS, i.e., F∗

is almost-optimal.

The claim (ii) directly follows from Lemma 2, Assumption 1, and the almost-

optimality property of FFS.

Then, we can obtain the filter design algorithm as follows.

Algorithm 2 (Direct data-driven almost-optimal filter design)

∙ Step 1: Obtain the estimated output column vector Ŷ0 by utilizing Algorithm 1 and

collect the data column vector Z̃.

∙ Step 2: Estimate an appropriate 𝛾o by designing untuned filters G.



192 Y. Xia et al.

∙ Step 3: Build surface 𝜈
∗

as the solution to problem (20.15) and adjust the esti-

mation of 𝛾o. Appropriate parameters L, 𝜌, 𝜇 and m are chosen according to

Theorem 1. Hence, the filter class m(L, 𝜌, 𝜇) is determined.

∙ Step 4: Design F∗
using the algorithm (20.16). According to Theorem 2, F∗

is an

almost-optimal filter.

20.6 Conclusion

In this paper, a direct networked data-driven filter composed of an output predictor

and a direct data-driven filter, is designed to give an accurate estimation of interests.

The proposed approach can handle the filtering problem when the measurements of

the system are transmitted through networks and the mathematical model is hard

or even impossible to obtain. Moreover, the filter designed in this paper is almost-

optimal.
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Chapter 21
Distributed Finite-Time Coordination
Control for 6DOF Spacecraft Formation
Using Nonsingular Terminal Sliding Mode

Fangya Gao and Yingmin Jia

Abstract This paper is devoted to the finite-time coordination control problem of

6DOF spacecraft formation with directed networks in the presence of external distur-

bances, and a distributed control algorithm using nonsingular terminal sliding mode

(NTSM) is proposed. Based on Lyapunov methods, it is proved that all the space-

crafts achieve formation flying in finite time, which means the states of all the fol-

lowers simultaneously converge to the states of the virtual leader. Simulation results

are provided to validate the effectiveness of the theoretical analysis.

Keywords 6DOF spacecraft formation ⋅ Distributed ⋅ Coordination control ⋅
Finite-time ⋅ NTSM

21.1 Introduction

Recently, spacecraft formation flying (SFF) has attracted much attention due to its

many advantages such as lower costs, shorter period, and more flexibility compared

with one single spacecraft [1]. Therefore, there are comprehensive applications of

SFF, for example, earth monitoring and deep space exploration [2]. To ensure that the

formation flying are implemented successfully, spacecrafts in the formation must be

coordinated with each other. In the coordination control, consensus is one of the most

important and fundamental problems, that is, all spacecraft can reach an agreement

on certain quantities of interest. In the past years, the consensus control problem for

SFF has been widely studied [2–6].
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It is important that the attitude of the spacecrafts should be synchronised while

keeping a particular position in some applications, which means the rotational con-

trol is closely related to the translational control, thus 6DOF coordination control

should be studied. Recently, more attention has been paid to 6DOF SFF [7–9]. In

[7], a model of 6DOF is built up, whereas the consensus control problems are not

involved. Chung et al. [8] propose decentralized tracking control laws that synchro-

nize the attitude with global exponential convergence.

In the analysis of consensus problems, convergence rate acts as an important per-

formance indicator, and now there are plenty of studies about asymptotical conver-

gence. However, for practical systems, the control process needs to be terminated in

finite time. Obviously, finite-time control are more desirable. Zhao et al. [10] design

two time-varying TSM algorithms for attitude tracking control system, which ensure

the tracking errors reach to zero in finite time. Li et al. [12] discuss the finite-time

consensus problems for multi-agent systems with double-integrator dynamics, how-

ever, the linear model does not have generality.

Motivated by the above work, in this paper, we consider the finite-time coor-

dination control for 6DOF leader-follower spacecraft formation in the presence of

external disturbance. By defining consensus errors using local information, the error

equations are derived. Hence, a distributed control law based on the NTSM theory is

designed for each follower such that all the followers track the leader in finite time.

Specifically, the communication topology among the spacecrafts is directed and the

control law is robust for bounded external disturbance compared with much existing

research, which is more challenging and practical.

The remainder of this paper is organized as follows. In Sect. 21.2, spacecraft

6DOF models and some preliminaries are given. In Sect. 21.3, the NTSM is defined

and the finite-time control law is proposed. And simulation results are presented in

Sect. 21.4. Finally, this paper is concluded in Sect. 21.5.

21.2 Preliminaries

21.2.1 Spacecraft 6DOF models

We employ modified Rodrigues parameters (MRPs) to describe the attitude of the

spacecraft. The attitude dynamics of the ith spacecraft are given by [11]

{
�̇�i =G(𝝈i)𝝎i

Ji�̇�i = − S(𝝎i)Ji𝝎i + 𝝉 i + 𝝉di
(21.1)

where i = 1, 2,… , n. The MRP vector 𝝈i = eitan𝜙

4 ∈ ℝ3
represents the ith space-

craft attitude, where ei ∈ ℝ3
is the eigenaxis unit vector and 𝜙 the eigenangle
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corresponding to the given orientation, and G(𝝈i) =
1
2 [

1−𝝈T
i 𝝈i
2 I3×3 + S(𝝈i) + 𝝈i𝝈

T
i ]

with S(𝝈i) is the skew-symmetric matrix. Ji ∈ ℝ3
is the inertia matrix, 𝝎i ∈ ℝ3

is the angular velocity, 𝝉 i ∈ ℝ3
and 𝝉di ∈ ℝ3

denotes the control torque and the

external disturbance torque, respectively.

Remark 1 The particular MRPs set will cause singularity as 𝜙 approaches 2𝜋.

Define the mapping set of the original MRPs as 𝝈
s
i = − 𝝈i

𝝈
T
i 𝝈i

, calling its corre-

sponding shadow counterpart, and by switching between 𝝈i and 𝝈
s
i , any attitude

rotation without singularity can be described. Generally, we switch the MRPs when

𝝈
T
i 𝝈i > 1, which can not only ensure the module value of 𝝈i or 𝝈

s
i is not more than

1, but also can avoid singularity problem [10].

Then the attitude dynamics for the ith spacecraft can be expressed by Euler-

Lagrangian form as

M𝜎

i �̈�i + C𝜎

i �̇�i = G−T (𝝈i)(𝝉 i + 𝝉di) (21.2)

where M𝜎

i = G−T (𝝈i)JiG−1(𝝈i), C𝜎

i = −G−T (𝝈i)JiG−1(𝝈i)Ġ(𝝈i)G−1(𝝈i) − G−T (𝝈i)
S(JiG−1(𝝈i)�̇�i)G−1(𝝈i).

In the orbital frame, the relative dynamics of the ith spacecraft with respect to the

reference point are [9]

⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩

ẍi =2�̇�ẏi + �̈�yi + �̇�
2 −

𝜇(xi + Rc)
R3

i

+ 𝜇

R2
c
+ 1

mi
(fxi + fdxi)

ÿi = − 2�̇�ẋi − �̈�xi + �̇�
2yi −

𝜇yi

R3
i

+ 1
mi

(fyi + fdyi)

z̈i = −
𝜇zi

R3
i

+ 1
mi

(fzi + fdzi)

(21.3)

where 𝝆i =
[
xi yi zi

]T ∈ ℝ3×1
is the ith spacecraft position vector with respect to

the reference point, Fi =
[
fxi fyi fzi

]T ∈ ℝ3×1
and Fdi =

[
fdxi fdyi fdzi

]T ∈ ℝ3×1

represent the control forces and the external disturbance forces, mi is the mass of the

ith spacecraft, 𝜇, Rc and 𝜃 are the gravitational constant of the earth, the distance

from the earth’s center to the reference point, and the true anomaly of the reference

orbit respectively, Ri =
√

(xi + Rc)2 + y2i + z2i is the distance between the earth’s

center and the ith spacecraft.

Equation (21.3) can be written in a Euler-Lagrange form as

M𝜌

i �̈�i + C𝜌

i �̇�i + g𝜌i = Fi + Fdi (21.4)
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where M𝜌

i = miI3, C𝜌

i = 2mi

⎡
⎢
⎢
⎣

0 −�̇� 0
�̇� 0 0
0 0 0

⎤
⎥
⎥
⎦

, g𝜌i = mi

⎡
⎢
⎢
⎢
⎢
⎣

−�̈�yi − �̇�
2 + 𝜇(xi+Rc)

Ri
− 𝜇

R2
c

�̈�xi − �̇�
2yi +

𝜇yi
R3

i
𝜇zi
R3

i

⎤
⎥
⎥
⎥
⎥
⎦

.

Combining (21.2) and (21.4), we get the 6DOF model of rotation and translation

M̂ip̈i + Ĉiṗi + ĝi = �̂�i + B̂iui (21.5)

where pi =
[
𝝈i
𝝆i

]

∈ ℝ6×1
, M̂i =

[
M𝜎

i 03×3
03×3 M𝜌

i

]

, Ĉi =
[

C𝜎

i 03×3
03×3 C𝜌

i

]

, ĝi =
[
𝟎3×1
g𝜌i

]

,

�̂�i =
[
−G−T (𝝈i)𝝉di

−Fdi

]

, B̂i =
[

G−T (𝝈i) 03×3
03×3 I3

]

, ui =
[
𝝉i
Fi

]

.

Denote Ci = M̂−1
i Ĉi, gi = M̂−1

i ĝi, 𝜹i = M̂−1
i �̂�i, and ũi = M̂−1

i B̂iui, then a brief

6DOF model can be derived as follows:

p̈i + Ciṗi + gi = 𝜹i + ũi (21.6)

Assumption 1 The external disturbance 𝜹i is bounded, and satisfies ‖𝜹i‖∞ ≤ 𝛿,
where 𝛿 is a positive constant.

21.2.2 Algebraic Graph Theory

Let G = {N,E} be a directed graph of order n, where N = {n1, n2,… , nn} is the

set of nodes, E ⊆ N × N is the set of edges. An edge of G is denoted by an ordered

pair (ni, nj), and the node indexes belong to a finite index set 𝛱 = {1, 2,… , n}.

A = [aij] is a weighted adjacency matrix of G. (nj, ni) ∈ E means there is an edge

from nj to ni, then aij > 0. Moreover, we define aii = 0 for all i ∈ 𝛱 . If a directed

graph has the property that aij = aji for any i, j ∈ 𝛱 , then the graph is called

undirected. The in-degree of node ni is di = Σn
j=1aij, and the in-degree matrix is

D = diag{d1, d2,… , dn}, then the Laplacian matrix of G is defined as L = D − A.

The set of neighbors of node vi is denoted by Ni = {j|(nj, ni) ∈ E}. A directed path

is a sequence of successive ordered edges in the form (ni1 , ni2 ), (ni2 , ni3 ),…, where

the subscript ij ∈ 𝛱 . The graph G is said to be strongly connected if any two nodes

have a directed path. Moreover, if there is a vertex (the root node) such that there

is a directed path from this node to every other node, the graph contains a directed

spanning tree.

In this paper, we consider the spacecraft formation system consisting of one vir-

tual leader denoted as 0, and n followers represented by 1, 2,… , n. Define B =
diag{b1, b2,… , bn} ∈ ℝn×n

, where bi ≥ 0(i ∈ 𝛱) is the weighted adjacency ele-

ment between i and 0, and bi > 0 if and only if there is an edge from 0 to i. The

graph topology among the leader and the followers is defined as Ḡ = {N̄, Ē}, where

N̄ = {0, 1, 2,… , n}, and Ē ⊆ N̄ × N̄.
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Assumption 2 There is a directed path from the leader to any follower, that is, the
graph Ḡ contains a directed spanning tree.

Lemma 1 ([12]) All the eigenvalues of the matrix L + B have positive real parts if
and only if Assumption 2 holds.

21.2.3 General Theory for Finite-Time Stability

Lemma 2 ([11]) Consider the following continuous nonlinear system

ẋ = f (x) (21.7)

where f (0) = 0, x ∈ ℝn. Suppose there exist a positive definite and continuously
differentiable function V(x) defined on a neighborhood of the origin, and k > 0 and
𝛼 ∈ (0, 1) such that V̇(x) + k(V(x))𝛼 ≤ 0, then the origin of the system is finite-time
stable, and the converage time T ≤

V(x(0))1−𝛼
k(1−𝛼) .

Lemma 3 ([13]) A vector x = [x1, x2,… , xn]T is given, if 0 < p < 2, then ‖x‖p ≤

Σn
i=1|xi|

p holds.

Lemma 4 ([9]) If x1,… , xn ≥ 0 and 0 < q ≤ 1, then (x1 +⋯+ xn)q ≤ xq
1 +⋯+ xq

n.

21.3 Main Results

21.3.1 Dynamic Error Equations

The consensus errors are defined as

e1i =
n∑

j=1
aij(pi − pj) + bi(pi − p0) ∈ ℝ6

(21.8)

e2i =
n∑

j=1
aij(ṗi − ṗj) + bi(ṗi − ṗ0) ∈ ℝ6

(21.9)

Denote e1 = [(e11)
T
, (e12)

T
,… , (e1n)

T ]T , e2 = [(e21)
T
, (e22)

T
,… , (e2n)

T ]T . Without loss

of generality, we assume that the states of the leader are time-invariant, so the error

equations can be expressed as

{
̇e1 = e2
̇e𝟐 = ((L + B)⊗ I6)(−Cṗ − g + 𝜹 + ũ)

(21.10)
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where C =
⎡
⎢
⎢
⎣

C1
⋱

Cn

⎤
⎥
⎥
⎦

, p =
⎡
⎢
⎢
⎣

p1
⋮
pn

⎤
⎥
⎥
⎦

, g =
⎡
⎢
⎢
⎣

g1
⋮
gn

⎤
⎥
⎥
⎦

, 𝜹 =
⎡
⎢
⎢
⎣

𝜹1
⋮
𝜹n

⎤
⎥
⎥
⎦

, ũ =
⎡
⎢
⎢
⎣

ũ1
⋮
ũn

⎤
⎥
⎥
⎦

.

21.3.2 Finite-Time Consensus Control Law

In this section, based on NTSM theory, we design a distributed finite-time consensus

algorithm for the ith follower that utilizes its own information and its neighbors’

information to ensure each follower track the leader in finite time, that is, for any

initial states, there is a constant T0 ∈ [0,+∞) such that limt→T0 pi(t) = p0(T0).

Theorem 1 Consider the 6DOF multiple spacecraft system (21.6). If Assumptions 1
and 2 hold, the NTSM is chosen as

si = e1i + 𝛽(e2i )
𝛼

(21.11)

and the control law is designed as

ũi = Ciṗi + gi + [(
n∑

j=1
aij + bi)−1 ⊗ I6][−

(e2i )
2−𝛼

𝛼𝛽

+
n∑

j=1
(aij ⊗ I6)

(ũj − Cjṗj − gj) − (𝛿‖(L + B)⊗ I6‖∞ + 𝜆)sign(si)] (21.12)

where i = 1,… , n, 𝛼 = q
p ∈ (1, 2), p and q are positive odd integers, and 𝛽, 𝜆 > 0,

then consensus can be reached in finite time, that is the followers can converge to
the desired states in finite time.

Proof Consider the following Lyapunov function defined as

V = 1
2
STS (21.13)

Take the derivative of V with respect to time

V̇ = ST [e2 + 𝛼𝛽diag(e𝛼−12 )((L + B)⊗ I6)(−Cṗ − g + 𝜹 + ũ)] (21.14)

The control input ũ can be written as

ũ = Cṗ+ g−[(L+B)−1⊗ I6][
e2−𝛼2
𝛼𝛽

+ diag(𝛿‖(L+B)⊗ I6‖∞+𝜆)sign(S)] (21.15)



21 Distributed Finite-Time Coordination Control for 6DOF Spacecraft . . . 201

Substituting (21.15) into (21.14) yields

V̇ = 𝛼𝛽STdiag(e𝛼−12 )((L + B)⊗ I6)𝜹

−𝛼𝛽STdiag(e𝛼−12 )diag(𝛿‖(L + B)⊗ I6‖∞ + 𝜆)sign(S)

≤ 𝛼𝛽‖STdiag(e𝛼−12 )‖1‖((L + B)⊗ I6)𝜹‖∞
−𝛼𝛽STdiag(e𝛼−12 )diag(𝛿‖(L + B)⊗ I6‖∞ + 𝜆)sign(S)

≤ 𝛼𝛽[𝛿‖(L + B)⊗ I6‖∞ − (𝛿‖(L + B)⊗ I6‖∞ + 𝜆)]
n∑

i=1

6∑

t=1
|sit|(e2it)

𝛼−1

= −𝛼𝛽𝜆
n∑

i=1

6∑

t=1
|sit|(e2it)

𝛼−1
(21.16)

When e2it ≠ 0, i = 1, 2,… , n, t = 1, 2,… , 6, denote 𝜉 = min{𝛼𝛽𝜆(e2it)
𝛼−1} , and

𝜉 > 0. Then we have

V̇ ≤ −𝜉
n∑

i=1

6∑

t=1
|sit| ≤ −

√
2𝜉V

1
2 (21.17)

Therefore, according to Lemma 2, the variable vector S will converge to the NTSM

surface S = 𝟎 in finite time.

When e2it = 0, from (21.10) and (21.15), we have

̇e2 = ((L + B)⊗ I6)𝜹 − diag(𝛿‖(L + B)⊗ I6‖∞ + 𝜆)sign(S) (21.18)

In the case of sit > 0, we have ė2it ≤ −𝜆, and thus ṡit(t) = e2it(t) ≤ −𝜆t. Since

sit(0) > 0, so the reaching time T =
√
2sit(0)∕𝜆. The same way, in the case of

sit < 0, it can be seen that ė2it ≥ 𝜆, and the reaching time T =
√
−2sit(0)∕𝜆. So it can

be concluded that S = 𝟎 is achieved in finite time.

On the NTSM surface S = 𝟎, we have e2 = −(e1∕𝛽)
1
𝛼 , and it can be concluded

that e1 = e2 = 𝟎 can be reached in finite time. In order to prove this term, let the

Lyapunov function be V1 =
1
2e

T
1 e1, and

V̇1 = eT
1 e2 ≤ − 1

𝛽1∕𝛼
2

𝛼+1
2𝛼 V

𝛼+1
2𝛼

1 (21.19)

From Lemma 2, the consensus error e1 and e2 defined in (21.10) will converge to

zero in finite time. Therefore, the proof is completed.

Remark 2 The theorem above is proved under the assumption that the states of the

leader are time-invariant. Similarly, the followers can track the specific dynamic

leader if the control law is altered suitably. The proof here is omitted.
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21.4 Simulations

In this section, simulation results are presented to illustrate the effectiveness of our

algorithm. Figure 21.1 denotes the spacecraft formation consisting of one leader

indexed by 0 and four followers indexed from 1 to 4 respectively and communication

topology among the spacecrafts.

The reference orbit is assumed to be an ellipse, and the mass of each follower

is identical, that is mi = 10. Next, simulation parameters are given in Table 21.1,

where a denotes the semi-major axis of the orbit and e represents the eccentricity,

respectively. For simplicity, we suppose that

aij =

{
1, if (j, i) ∈ Ē
0, otherwise

(21.20)

Based on the distributed finite-time consensus control law (21.12), the state track-

ing errors of the four followers are shown in Fig. 21.2, where the left sub-figure

illustrates attitude tracking errors and the right illustrates position tracking errors,

respectively. From the two sub-figures, it can be seen that the state errors converge

to zero in finite time, which validates the effectiveness of the proposed algorithm.

Fig. 21.1 Communication

topology

Table 21.1 Simulation parameters

Parameters Values

Inertia matrix J1 = [10.10.1; 0.10.40.1; 0.10.10.9]
J2 = [0.80.20.2; 0.210.5; 0.20.51.3]
J3 = [10.10.1; 0.10.40.1; 0.10.10.9]
J4 = [1.20.20.4; 0.20.80.1; 0.40.11]

Orbit parameters 𝜇 = 3.98645 × 1014, a = 4.224 × 107, e = 0.1, 𝜃 = 𝜋∕9
Initial states p1 = [0.01 − 0.01 0 − 100 50 0]T

p2 = [0.1 0.04 − 0.01 20 80 100]T

p3 = [0.03 0 − 0.02 30 40 90]T

p4 = [0.1 − 0.2 0.05 70 − 50 60]T

External disturbance 𝝉di = [0.02sin(100t) 0.01cos(200t) − 0.04sin(100t)]T

Fdi = [0.02sin(100t) 0.01cos(200t) − 0.04sin(100t)]T

Desired states pd = [0.1 0 − 0.1 100 − 50 25]T

Controller parameters 𝛼 = 5∕3, 𝛽 = 1, 𝜆 = 0.5
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Fig. 21.2 State tracking errors

21.5 Conclusions

In this paper, a distributed algorithm is proposed via NTSM for 6DOF spacecraft

formation with directed networks when there exists external disturbance. Based on

algebraic graph theory and Lyapunov methods, we proved that the consensus can be

achieved in finite time under the algorithm we proposed.
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Chapter 22
A Comparative Study on Optimal
Transient Control of Aircraft Engines

Yang Gao, Jiqiang Wang, Xin Wu, Zhifeng Ye, Zhongzhi Hu
and Georgi Dimirovski

Abstract Sequentialquadraticprogramminghasbeenwidelyused in theoptimization
of transient control of aircraft engine. On the other hand, the study of nonlinear
optimization theory andmethod has beenmade great advance in recent years, ofwhich
active setmethod is one of the effectivemeasures. In this article, the two algorithms are
used to optimize the inputs based on one turbofan engine model. Results from the
simulation comparisons of the two algorithms, advantages and disadvantages are
given.

Keywords Optimization algorithm ⋅ SQP ⋅ ASM ⋅ Turbofan engine model

22.1 Introduction

Optimal control problem is a significant issue of aircraft engine control study. In
recent years, a lot of research work on the engine of transition control has been done
[1–5]. Numerous studies is based on the algorithm of sequential quadratic pro-
gramming to optimize the transition control variables. However, the research on the
algorithm of active set method that used to optimize the engine control is scant. To
get some experience on engine optimization design, this paper describes the
application of the two methods—active set method (ASM) [6] and sequential
quadratic programming (SQP) [7] to optimize the acceleration control. All the study
has been based on a module of two-spool mixed exhaust turbofan engine.
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22.2 Engine Model and Algorithm

22.2.1 Engine Model

This paper uses some Component-Level model for a Turbofan Engine [8] which
base on the platform of Simulink to compare the two algorithms. Volume dynamic
effect has been introduced to realize the dynamic simulation of engine. Therefore,
the study of the transient and the set-point control can be taken. As shown in
Fig. 22.1 is the system block diagram. This paper selects fuel flow and exhaust
nozzle area as control inputs.

As we known, a turbofan engine must perform over a wide range of operating
conditions. It is worth mentioning that both the Height and the Mach number are 0
to consider the problem of comparison in this paper. According to the similarity
principle, it will convert to other operating point of the engine within the flight
envelope and doesn’t consider it here.

22.2.2 Nonlinear Optimal Algorithm

As aircraft engine is a strongly nonlinear system with complex operating
environment and high reliability requirements, it gets many constraints on it.
Consequently, it is obvious that nonlinear optimization theory and method is
introduced to solve the problem. Furthermore, the quadratic programming is the
simplest aspect that has been first studied by people in the theory. The existence of
the optimal solution can be verified by the limited amount of computation steps,

Fig. 22.1 The turbofan engine system block diagram
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it can also be obtained by means of numerical methods in a finite number of steps.
Thus, to get the better method in this paper SQP and ASM (both of them are
quadratic programming algorithms) are compared. Abundant of research on the
Nonlinear Optimization Algorithm has been taken. So calculation steps are shown
but not the proof. The problem can be abstracted as the following functions:

min QðxÞ= 1
2
xTGx+ gTx

s.t.
aTi x= bi, i∈ ε,

aTi x≥ bi, i∈ I.

( ð22:1Þ

where G∈Rn× n is symmetric positive definite, and its feasible region is Ω.

Framework of SQP is shown as the following:

Step 1: Set starting point x0 ∈Rn. Set positive definite matrix B0, and let k=0.
Step 2: Solve the following sub-problems to get dk

min fk +∇f ðxkÞTd+ 1
2
dTBKd

s.t.
ciðxkÞ+∇ciðxkÞTd=0, i∈ ε

ciðxkÞ+∇ciðxkÞTd≥ 0, i∈ I.

( ð22:2Þ

Step 3: If dk =0, end. xk is the K-T point of the original planning problem;
Else set xk+1 = xk + αkdk where step length αk ≥ 0 is based on some linear
search.

Step 4: Evaluate Bk to get Bk+1 positive definite, set k= k+1, go to Step 2.

Framework of ASM is shown as following:

Step 1: Set starting point x0 ∈Rn, let S0 =Aðx0Þ, k=0
Step 2: Calculate the following questions:

min QðxÞ= 1
2
ðxk + dÞTGðxk + dÞ+ gTðxk + dÞ

s.t.: aTi d=0, i∈ Sk
ð22:3Þ

Where Sk ⊂AðxkÞ and Sk is an estimate of xk for effective constraint index
set AðxkÞ.
Get the K-T point ðdk, λkÞ. If dk ≠ 0, go to Step 3; Else, verify if xk is the
K-T point of the following question:

min QðxÞ= 1
2
xTGx+ gTx

s.t. : aTi d= bi, i∈ Sk
ð22:4Þ
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If any i∈ Sk ∩ IðxkÞ gets λki ≥ 0, then end the steps; Else set
ik = arg min

i∈ Sk ∩ IðxkÞ
fλki jλki <0g, Sk +1 = Sk f̸ikg and let xk+1 = xk, k= k+1

then go to Step 3.
Step 3: Set xk+1 = xk + αkdk
Step 4: If αk ≠ α̂k let Sk+1 = Skk= k+1 and go to Step 2; Else, if ik ∉ Sk meet

aTikðxk + αkdkÞ= bik let Sk+1 = Sk ∪ fikgk= k+1 and go to Step 2, where α ̂k
is the special estimates of αk . Not described in detail here.

22.3 Objective Function and Constraint Function

22.3.1 Nomenclature

Nh: Rotational speed of high-pressure spool
Nl: Rotational speed of low-pressure spool
Nhmax : Max speed of Nh

Nlmax : Max speed of Nl

T4: Turbine forward temperature
Wf: Fuel flow
A8: Nozzle area
far: Fuel to air mass flow ratio
smf: Surge margin of fan
smc: Surge margin of compressor

22.3.2 Objective Function

Because only the process of the turbofan engine acceleration is discussed in this
article. Moreover, the best process of acceleration will limit the parameters maxi-
mum, so the process is reliable and short [9]. Nh reflects the engine working state
directly and T4 guarantee the safety of the engine. That’s the reason we set the
following objective function. In summary, we set

minJ =ω1

Ztf

t0

ðNh −NhmaxÞ2dt+ω2

Ztf

t0

ðT4 −T4maxÞ2dt ð22:5Þ

to be the objective function, where x= ðNh, T4Þ is set as the controlled variable and
u= ðWf ,A8Þ is set as the controlled variable. to is the starting time of the acceler-
ation and tf is the ending time. Then discrete the formula to get
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minJ = α1ð1− NhðkÞ
Nhmax

Þ2Δt+ α2ð1− T4ðkÞ
T4max

Þ2Δt, k=1, 2, . . . n ð22:6Þ

where α1, α2 is the weight coefficient of either part.
More specifically,

α1 =
ð1− NhðkÞ

Nhmax
Þ2

ð1− NhðkÞ
Nhmax

Þ2 + ð1− T4ðkÞ
T4max

Þ2

α2 =
ð1− T4ðkÞ

T4max
Þ2

ð1− NhðkÞ
Nhmax

Þ2 + ð1− T4ðkÞ
T4max

Þ2

8>>>>>><
>>>>>>:

ðk=1, 2, . . . nÞ ð22:7Þ

Where α1 + α2 = 1.α1 ≥ 0.08, α2 ≥ 0.08. Δt is step length and set it 0.02 s.

22.3.3 Constraint Function

The process of acceleration requires the physical limit of the shaft speed, the
maximum temperature for turbine blades, the maximum limit of the burner (or
combustor) pressure and the surge (or stall) limit of the compression system. Here
we consider the following several limitations with the component-level model.

Nh ≤ 12674 rad m̸in, Nl ≤ 9907 rad m̸in
T4 ≤ 1604 k, far ≤ 0.022
smc≥ 0.1, smf ≥ 0.1

Meanwhile it exists some physical factors that limits the calculation:

Flue flow limit: 0.3 kg s̸≤Wf ≤ 1.144 kg s̸
Nozzle area limit: 0.2642m2 ≤A8 ≤ 0.2935m2

The maximum rate of flue flow changing: ΔWf ≤ ð0.6 kg s̸Þ s̸
The maximum rate of nozzle area changing: ΔA8 ≤ 0.2m2 s̸

22.4 Simulation and Analysis

Based on the existed engine model, we write the two optimization programs (ASM
and SQP) in accordance with the objective function and the constraint function. The
Matlab program implementation of the optimization is shown by different color as
the following figures.

As the results shown in Fig. 22.2, it is obvious that the SQP is faster than the
ASM to get the expected engine working state from the labeled points. The specific
time consuming: SQP costs 2.46 s and ASM costs 2.54 s. It can be seen that SQP
saves 0.08 s.
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It can be seen that there is no significant change between ASM and SQP from
the comparison chart of A8 in Fig. 22.2. The A8 optimization of SQP gradually
decreases in the initial 0.5 s, and regains after that. It is very closely with the model
we used here. In the contrary, ASM gets constant. It’s related to the optimization
program realization in detail. The Wf rise of ASM is a bit slower than the SQP and
it gets less fuel flow at the same time. From the comparison picture of Nl and Nh,
SQP responses faster than ASM. Tracking for the objective Nl and Nh is still good,
with no steady-state error.

It can be seen the results of T4 smc smf and far in Fig. 22.3. The ASM gets slight
oscillation between 0.5 to 1.4 s, and the curve of optimization is smooth. Turbine
forward temperature of ASM gets lower than the SQP at the same time. T4 has a
strong relationship with the operating life of engine. We see ASM gets slight
oscillation but the ASM gets distinct advantage than SQP based on the principle of
engine operating life.

On the other hand, the surge margin of fan and compressor limit the engine
operating normally hard, the values of surge margin gets higher, the more reliability
of engine operating. It’s crucial to the extremely high reliability requirements of
aircraft engines. Likewise, it can be seen from the comparison between 0.5 to 1.4 s
ASM maintain a relatively higher compressor (or fan) surge margin value than
SQP. The same situation is also maintained at a lower far which saves some fuel
and it has some significance of economics.

Fig. 22.2 The simulation comparison of A8 WfNl and Nh
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The Fig. 22.4 shows the weight value α1, α2 that we set in this paper. It is
obvious that ASM gets strong oscillation and the frequency is higher. In the con-
trast, SQP gets smooth and almost has no oscillation.

Fig. 22.3 The simulation comparison of T4 smc smf and far

Fig. 22.4 The simulation comparison of α1, α2
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22.5 Conclusions

In this paper, we select a different point of view of the optimization algorithm to
optimize Wf and A8, set the weighted Nh and T4 as the objective function. Set the
actual working limit of the engine as the constraint function. By the simulation and
following several views, we get some conclusions and shortcomings.

(1) Because the time of the acceleration is short and the accelerate process takes
small proportion of the whole flight, it doesn’t take much more proportion of
evaluation index.

(2) Fuel flow does some slight oscillation as the optimization result of ASM, this
requires the actuator of fuel pump strictly by reaction time.

(3) The best process of acceleration will limit the parameters maximum, so the
process is more reliable and shorter.

In conclusion, SQP gets the faster acceleration feature than ASM. But in some
aspects, like reliability of engine operating and economics of fuel flow, ASM is
better than SQP.

Moreover, we also get some shortcomings: the result of optimization get a strong
related to the objective function and constraint function. We can take a better
function based on the advantage of different algorithm to optimize here, select
different weight coefficient functions to get better results.
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Chapter 23
Region-Based Shape Control
for Multi-Robot Systems with Uncertain
Kinematics and Dynamics

Jia Yu, Yingmin Jia and Changqing Chen

Abstract This paper is devoted to the shape control problem of multi-robot sys-
tems with uncertain kinematics and dynamics. An adaptive control method is
proposed, based on which the closed-loop systems satisfy the region shape and
collision avoidance requirements in task space. Using the Lyapunov-like function
and the Barbalat’s lemma, a theoretical analysis on the motion of the robot
end-effectors is proposed. Simulation results illustrate the feasibility and effec-
tiveness of our controller.

Keywords Uncertain kinematics ⋅ Shape control ⋅ Adaptive control ⋅ Task
space

23.1 Introduction

Cooperative control of multi-manipulator systems is a hot topic in recent research,
due to its wide range of applications such as automatic parking system, satellites
and space station maintenance and so on. Adaptive control is a basic method to
achieve this goal, and lots of researchers have spent many years to improve the
method [1–4]. Among these, the synchronization strategies in [1] and [2] were both
based on the passivity of the system, and respectively solved the synchronization
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problems in balanced graphs and strongly connected graphs. Papers [3] and [4]
extended the result in [1] to the task space but only considering about the dynamic
uncertainties. In case that the end-effector of robot changes, such as picking up a
new tool or putting down an object, both the dynamics and kinematics of the robots
change, so it is important and essential to consider about the kinematics uncer-
tainties. From [5–8], we get several synchronization schemes to achieve task-space
synchronization with both the dynamic and kinematic uncertainties. But all the
schemes above can only keep the robots tracking with a desired path, and the
formation of system is out of control.

The multi-robot systems formation problems usually have three approaches, the
leader-following approach, the virtual structure approach and the graph theoretic
approach. In leader-following method, as [9, 10], the leaders are identified, and the
followers need to track with the leaders. Obviously, the failure of one leader must
lead to the failure of the whole system. In the virtual structure method, as [11, 12],
the whole system is considered as a virtual entity, and the relationship among the
robots is rigid. When the formation moves, every robot needs to track the virtual
point. When the system is larger, the control turns to be much more complicated, so
the virtual method cannot deal with the large system. The graph theoretic method is
a way to control a large number of robots system, as [13–15]. But the formation
shape is out of control, which only depends on the number of robots. From [16], we
get a region-based shape control method, which can keep a large number of robots
in a desired shape and moving along with the shape maintaining a safe distance
between each other. But this control method can only deal with the joint space
problem with only dynamic uncertainties.

In this paper, we propose an adaptive shape controller, not only considering
about the dynamic and kinematic uncertainties, but also controlling the formation as
we want. In our control method, all end-effectors of the closed-loop systems under
our controller satisfy the global objective and the local objective proposed in [16],
that is to say, all end-effectors stay inside the desired shape and avoid collision
among themselves. Using the Lyapunov-like function and the Barbalat’s lemma, a
theoretical analysis on the motion of the robot end-effectors is proposed. Simulation
results illustrate the feasibility and effectiveness of our controller.

23.2 Robot Kinematics and Dynamics

We consider a group of n fully actuated robots with joint spaces and task spaces.
The kinematical equation of ith robot is described as [17],

x ̇i = Ji qið Þqi̇ ð23:1Þ

where xi ∈Rm is the position vector of ith robot in task space, qi ∈Rm is the joint
variable speed vector of ith robot in joint space, and Ji qið Þ∈Rm×m is the Jacobian
matrix. The dynamical equation of ith robot is described as [18],
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Mi qið Þ q..
i
+Ci qi, qi̇ð Þqi̇ + gi qið Þ= ui ð23:2Þ

where Mi qið Þ∈Rm×m is an initial matrix which is symmetric and positive definite,
Ci qi, qi̇ð Þ∈Rm×m is the Coriolis and centrifugal matrix, which can be appropriately
chosen such that Ṁi − 2Ci is skew-symmetric, gi qið Þ∈Rm×m is the gravitational
torque vector, and ui ∈Rm is the control input.

The kinematics (23.1) is linear with respect to a constant kinematic parameter
vector θi, and can be rewritten as

x ̇i = Ji qið Þqi̇ = Zi qi, qi̇ð Þθi ð23:3Þ

where Zi qi, qi̇ð Þ is the kinematic regressor matrix.
The dynamics (23.2) is linear with respect to a constant dynamic parameter

vector ai, and can be rewritten as

Mi qið Þxi̇ +Ci qi, qi̇ð Þxi + gi qið Þ=Yi qi, qi̇, x, x ̇ð Þai ð23:4Þ

where Yi qi, qi̇, x, x ̇ð Þ is the dynamic regressor matrix, and x∈Rm is a differentiable
vector.

23.3 Region-Based Control Conditions

In this section, we present a region-based method according to paper [16]. First, we
define a global objective to keep all robots in the given region shape and go along
with the shape. Second, we define a local objective to keep robots maintaining a
safe distance among each other.

Define

Δξi ≜
∂PGi Δxiolð Þ

∂Δxiol
= ∑

M

l=1
kl max 0, fGl Δxiolð Þð Þ ∂fGl Δxiolð Þ

∂Δxiol

� �T

ð23:5Þ

where l=1, 2, . . .M, M is the number of the desired region functions, kl >0 is a
positive constant, Δxiol is the distance between ith robot and the reference point in
the lth desired region, fGl Δxiolð Þ is a continuous differentiable function, and
PGi Δxiolð Þ is the global potential energy function.

Define

Δρi≜
∂ QLij Δxij

� �� �
∂Δxij

= ∑
j∈Ni

kij max 0, gLij Δxij
� �� � ∂ gLij Δxij

� �� �
∂Δxij

� �T

ð23:6Þ
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where Δxij = xi − xj is the distance between ith robot and jth robot, kij = kji >0 are

positive constants, Ni is the neighborhood of ith robot, gLij Δxij
� �

= r20 − Δxij
�� ��2

with r0 being the minimum distance between each other, and QLij Δxij
� �

is the local
potential energy function.

Define

Δεi = αiΔξi + γΔρi ð23:7Þ

where αi >0 and γ >0 are positive constants.

23.4 Adaptive Task-Space Tracking Controller

In this section, we consider the region based task-space tracking control with
uncertain kinematics and dynamics. Our objective is to design adaptive control
protocols such that the robots can track the desired region and maintain a safe
distance among each other.

First, let us define some variables in task-space:

xṙ, i = x0̇ − Δεi ð23:8Þ

sX, i = xi̇ − xṙ, i =Δxi̇ + Δεi ð23:9Þ

where Δxi = xi − x0 represents the tracking error of ith robot.
Next, define some variables in joint-space based on (23.1):

qṙ, i = J
−̂ 1
i qið Þxṙ, i = J

−̂ 1
i qið Þ x ̇0 −Δεið Þ= J

−̂ 1
i qið Þ x ̇i − sX, ið Þ ð23:10Þ

si = qi̇ − qṙ, i ð23:11Þ

where Jî qið Þ is the estimate of Ji qið Þ with the estimate parameters θi instead of θi.
The following equation reveals the relationship between joint-space and task-space.

sX, i = xi̇ − xṙ, i = Ji qið Þqi̇ − Jî qið Þqṙ, i = Jî qið Þsi − ZiΔθi ð23:12Þ

where Δθi = θi − θi is the kinematic parameter estimation error of ith robot.
Now we consider the region-based task-space tracking controller for a swarm of

robots, and the control input of ith robot is supposed as,

ui = Yi qi, qi̇, qr, i, qṙ, ið Þaî − J
T̂
i kisX, i − J

T̂
i kpΔεi ð23:13Þ
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where a ̂i is the estimate of ai, ki >0 and kp >0 are positive constants, and
Yi qi, qi̇, qr, i, qṙ, ið Þ is a known dynamic regressor matrix.

The estimated parameters a ̂i and θi are updated by

a ̂i̇ = −ΓiYT
i qi, qi̇, qr, i, qṙ, ið Þsi

θi̇ =ΛiZT
i qi, qi̇ð Þ kpΔεi + kisX, i

� ��
ð23:14Þ

Substituting (23.4) and (23.14) into (23.2), we can get the closed-loop dynamics
as follows,

Mi qið Þsi̇ +Ci qi, qi̇ð Þsi = Yi qi, qi̇, qr, i, qṙ, ið Þaî − J
T̂
i kisX, i − J

T̂
i kpΔεi ð23:15Þ

Now, we are ready to give the following theorem:

Theorem 1 Consider a group of N robots described by (23.1) and (23.2) with both
kinematics and dynamics uncertainties. If the control input is chosen as (23.13) and
the adaptive updating law is chosen as (23.14), then the region-based shape control
problem is achieved.

Proof We define a Lyapunov-like function V consisting of V1 and V2 for the
multi-robot systems as follows,

V = ∑
N

i=1

1
2
sTi Mi qið Þsi + ∑

N

i=1

1
2
ΔaTi Γ

− 1
i Δai + ∑

N

i=1

1
2
ΔθTi Λ

− 1
i Δθi|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

V1

+ ∑
N

i=1
αikpPGi Δxiolð Þ+ 1

2
∑
N

i=1
γkpQLij Δxij

� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

V2

≥ 0

ð23:16Þ

□

Referring to the result of paper [6], the derivative of V1 is

V 1̇ = − ∑
N

i=1
sTi J

T̂
i qið ÞkisX, i − ∑

N

i=1
sTi J

T̂
i qið ÞkpΔεi

+ ∑
N

i=1
ΔθTi Z

T
i qi, qi̇ð ÞkpΔεi + ∑

N

i=1
ΔθTi Z

T
i qi, qi̇ð ÞkisX, i

= − ∑
N

i=1
sTX, ikpΔεi − ∑

N

i=1
sTX, ikisX, i

ð23:17Þ
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Next, taking the derivative of V2 with respect to time, we have

V 2̇ = ∑
N

i=1
αikpΔx ̇Ti Δξi +

1
2
∑
N

i=1
γkpΔx ̇Ti Δρi

−
1
2
∑
N

i=1
γkp ∑

j∈Ni

kij max 0, gLij Δxij
� �� � ∂ gLij Δxij

� �� �
∂Δxij

� �T

= ∑
N

i=1
kpsTX, iΔεi − ∑

N

i=1
kpΔεTi Δεi

ð23:18Þ

From (23.17) and (23.18), we get

V ̇=V ̇1 +V ̇2 = − ∑
N

i=1
sTX, ikisX, i − ∑

N

i=1
kpΔεTi Δεi ≤ 0 ð23:19Þ

Now we have proved that the derivative of the Lyapunov-like function is neg-
ative semi-definite.

In the following statement, we shall use Barbalat’s lemma to prove the con-
vergence of the swarm system. From (23.16) and (23.19), we can obtain that V is
bounded, and si, Δai, Δθi are bounded as well. From (23.19), we get sX, i,Δεi ∈L2.
Differentiating (23.5) and (23.6), we find that Δξ̇i and Δρi̇j are bounded, therefore
Δεi̇ = αiΔξ̇i + γΔρi̇j is bounded. From (23.10), we obtain qṙ, i is bounded because
the estimated Jacobian matrix Jî qið Þ has full rank, it follows that q ̇i = si + qṙ, i is
bounded. From the closed-loop Eq. (23.15), we can conclude that si̇ is bounded.

Differentiating (23.10), we get q
..

r, i
= J ̂

−̇ 1

i qið Þ x ̇0 −Δεið Þ+ J
−̂ 1
i qið Þ x

..

0
−Δεi̇

� �
is

bounded, which implies q
..

i
= si̇ + q

..

r, i
and x

..

i
= Ji̇ qið Þqi̇ + Ji qið Þ q..

i
are both bounded.

So sẊ, i is bounded. It turns out that V
..
= − 2 ∑

N

i=1
sTX, ikisẊ, i − 2 ∑

N

i=1
kpΔεTi Δεi̇ is

bounded. Using the Barbalat’s lemma [18], we have V ̇→ 0 as t→∞, that is to say,
Δεi → 0 and sX, i → 0 as t→∞. Since sX, i =Δxi̇ +Δεi, we have Δx ̇i → 0 as t→∞,
which implies the velocity consistency of end-effectors with the center of the
desired region.

Note that

Δεi = αiΔξi + γΔρi =0 ð23:20Þ

as t→∞. Summing two sides of the equation with respect to i=1, . . .N, we have

∑
N

i=1
Δεi = ∑

N

i=1
αiΔξi + ∑

N

i=1
γΔρi =0 ð23:21Þ
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For the interactive forces of local constrains between each robots are
bi-directional and can cancel each other out, the summation of all the forces turns

out to be zero. So the second item in (23.21) is zero (∑
N

i=1
γΔρi =0), therefore

∑
N

i=1
αiΔξi =0. There are two situations: The first situation is that all robots are in

the desired region shape, that is to say, for all i, Δξi =0. From (23.20), we get
Δρi =0, which means all robots will stay in the desired region shape all the time
and maintaining the safe distance between each other. The second situation is that
some of the robots are outside the region shape, that is to say, there exists i such that
Δξi ≠ 0, in which situation the robots outside the region must be on the opposite
sides of the desired region, so that Δξi, i=1, . . .N can cancel out each other.
Generally speaking, the desired region is so large that the robots outside and
opposite cannot communicate with each other, and we can destroy the balance by
adjusting the weighing factor αi. Finally, it can change to the situation one.

In conclusion, the end-effectors of all the robots in system can converge to the
same velocity and stay in the desired region maintaining the safe distance among
themselves.

23.5 Simulation Results

In this section, we give a simulation of the proposed synchronization scheme. Six
robotic agents are considered and they are all two-DOF manipulators, whose
physical parameters are listed in Table 23.1, and the initial configurations are listed
in Table 23.2. The desired region shape is a unit circle with radius r=0.3. The
desired safe distance is set to r0 = 0.1. Simulation results are shown in Fig. 23.1,
which presents the end-effectors moving converge to the desired region.

Table 23.1 The physical parameters of the six robots

ith robot li1, li2 (m) mi1, mi2 (kg) Ii1, Ii2 (kg m2) lci1, lci2 (m)
1 2.0 1.8 1.6 1.7 0.52 0.41 1.00 0.90

2 1.9 1.8 1.4 1.5 0.37 0.46 0.95 0.90
3 2.0 1.7 1.3 1.2 0.32 0.51 1.00 0.85
4 1.7 1.6 1.6 1.4 0.50 0.51 0.85 0.80
5 1.8 1.8 1.5 1.7 0.51 0.40 0.90 0.90
6 1.7 1.7 1.4 1.5 0.46 0.49 0.80 0.85
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23.6 Conclusion

In this paper, we have proposed a region-based adaptive control method to solve the
problem of synchronization for a swarm of robots in task-space with uncertain
kinematics and dynamics. The controller can keep all robots in the desired region
shape moving along with the shape as a group, and maintaining the safe distance
among each other. Our future research will extend our result to time-delay systems
which is more reasonable and closer to the reality.
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Chapter 24
Image Threshold Processing Based
on Simulated Annealing and OTSU
Method

Yue Zhang, Hong Yan, Xiaofu Zou, Fei Tao and Lin Zhang

Abstract This chapter analyzes Maximum between-Cluster Variance method to
conduct image threshold, coming up with an optimizing searching method of image
segmentation with simulated annealing optimization algorithm. This algorithm
determines the optimal threshold adaptively, and has strong adaptability and good
effect of image segmentation, and it can greatly reduce the computational com-
plexity. And it is optimized by multi-threading, which improves the parallel
algorithm, and speeds up the efficiency of the algorithm.

Keywords Image threshold ⋅ Maximum between-Cluster variance method ⋅
Simulated annealing algorithm

24.1 Introduction

In image processing, the storage space required which two value image is small, its
calculation speed is fast, and it can reflect the important information of image. First
it should be converted into gray image. Then a threshold should be selected and
conduct process for each pixel in the picture which is to be processed. Compare the
gray value of each pixel in the image with the threshold value, for the pixels which
gray value lower than the threshold, set them to 0, and for the pixels which gray
value higher than the threshold, set them to 1.

In the image threshold segmentation, the most important topic is the selection of
threshold value. The unreasonable selection of threshold value will result in the bad
effect of threshold processing. OTSU use the between cluster variance as criteria in
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threshold segmentation, and proposed the between-cluster variance method. Pun
introduced the concept of entropy in information theory into the image segmen-
tation. Pal introduced the fuzzy theory into image segmentation, and proposed
fuzzy threshold method. Kapur proposed the maximum entropy method. Cheng
proposed the method combining the fuzzy division and the maximum entropy.
The OTSU method is the most used method of threshold segmentation [1].

An important characteristic of image processing is its high computational
complexity. Using intelligent optimization algorithm in image threshold segmen-
tation can highly improve its calculation time. This chapter will introduce a method
of using simulating annealing optimization method to search threshold value in
threshold segmentation process.

24.2 Maximum Between-Cluster Variance Method

Maximum between-Cluster variance method is also called OTSU Method which is
a kind of dynamic image threshold segmentation method. It is proposed by a
Japanese OTSU. OTSU method is based on the gray characteristic, using the
threshold value to divide the picture into two parts: the background and the
objective. The background is divided into one class and the objective is divided into
another class. And eventually make the calculation value of the class variance
between the background and the target.

The basis of this method is, the bigger the class variance between the back-
ground and the objective, the more different it is between the two parts of the image.
When the background is divided into the target wrongly, or the target is divided to
the background wrongly, the class variance becomes smaller [3]. Using the max-
imum between-cluster variance method can ensure that the background and the
target will not be divided wrongly, and after the threshold processing, the difference
between the target and the background will be the biggest.

The main idea of maximum between-cluster variance method is:

(1) Establish an image gray histogram, there are L level in the gray level, each
level’s appearance frequency is p [2].

N = ∑
L− 1

i=0
ni ð1Þ

pi =
ni
N

ð2Þ

(2) Calculate the frequencyofbackgroundandthe target, the formula isas follows[2]:

pA = ∑
t

i=0
pi, pB = ∑

l− 1

i= t+1
pi ð3Þ
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In the formula, t represents the selected threshold, and A represents the
background (gray level for 0 ∼ N), PA represents the probability of back-
ground. And B represents the target, PB is the probability of the target [3].

(3) Calculate the between-cluster variance of A and B:

ωA = ∑
t

i=0
ipi p̸A ð4Þ

ωB = ∑
l− 1

i= t+1
ipi p̸B ð5Þ

ω0 = pAωA + pBωB = ∑
L− 1

i=0
ipi ð6Þ

σ2 = pAðωA −ω0Þ2 + pBðωB −ω0Þ2 ð7Þ

The expression (4) and (5) calculate the average gray value the of cluster A and B.
Expression (6) calculates the global gray average value;
Expression (7) calculates the between-cluster variance of region A and region B.

(4) The above steps calculated the between-cluster variance on a certain gray
value. The goal is to get a threshold value t, which make the between-cluster
variance value of class A and B become the biggest. This need to conduct the
optimization in the entire gray value space [3].

24.3 Simulated Annealing Algorithm

The traditional maximum between-cluster variance method needs to search every
point in the entire gray value space by computing the between-cluster variance
value one by one, which needs a large amount of calculation and consumes a lot of
time. It limits the performance of maximum between-cluster variance method.
Therefore, on the basis of maximum between-cluster variance method to conduct
image threshold segmentation, the simulated annealing algorithm method is added.

Simulated annealing algorithm is derived from the principle of solid annealing,
the solid is heated to a sufficient temperature, and cooled slowly (annealing), which
make it achieve the lowest point of energy. During the heating, the internal particles
in the solid enter into a disordered state with the rising temperature, internal energy
increases. During the cooling, the particles become ordered, it reaches equilibrium
at each temperature, and finally reached the ground state at room temperature, and
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the internal energy is reduced to a minimum [13]. According to Metropolis crite-
rion, the probability of the particle tends to equilibrium at a temperature of T is

P= e−
E
kT ð8Þ

Where E is the internal temperature of T, E for the change, K is Boltzmann constant.
With the solid simulated annealing optimization, the objective function value
simulates the internal energy E and temperature T simulates control parameters t.
This is the simulated annealing algorithm: From the initial solution I and initial
control parameters t, repeat the step of “Creating new solutions, calculating the
objective function difference, to accept or discard” on the current solution [14]. And
gradually decrease the value of t, when the algorithm terminates, the current
solution is the optimal solution. It is a heuristic random process based on Monte
Carlo iterative development.

Pseudo code of simulated annealing algorithm
Begin

t := 0;
P(t) := InitPopulation();
Evaluate(P(t));
While (stop criteria unsatisfied OR T>Tmin) 

P’ (t) = NeighborSearch(P(t));
Fori = 1 to N

e:= Ii’(t) –Ii(t);
If (e> 0)

Ii(t + 1) = Ii’(t);
Else if (exp(e / kT) > random(0, 1))

Ii(t + 1) = Ii’(t);
Else

Ii(t + 1) = Ii(t);
T = r * T; 

t = t + 1;
End

Its main disadvantage is that it required higher initial temperature, slow cooling
rate temperature and lower ending temperature. Its performance is related to the
initial value, and it is parameter sensible.

Use the threshold value as the solution of simulated annealing, and the
between-cluster variance as the objective function. Get the best segmentation
through the iteration of simulated annealing optimization. The objective function is:

f ðxÞ= σ2ðtÞ=ω0ðtÞω1ðtÞðμ0ðtÞ− μ1ðtÞÞ2 ð9Þ
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T is the threshold value, gray value range: {0, 1,…,k-1}. Objective probability is

ω0ðtÞ= ∑
t

i=0
pi, background part probability is ω1ðtÞ= ∑

k− 1

i= t+1
pi, the average value of

the target part is μ0ðtÞ= ∑
t

i=0
ipi ω̸0 ,the average value of background part is

μ1ðtÞ= ∑
k− 1

i= t+1
ipi ω̸1. The target is to get the best threshold value which makes f(x)

has the biggest value.
In the function input, t represents the threshold value, nHistogram[] represents

the gray level histogram, W0 represents the overall average gray value. The output
of the function is the between cluster variance value in threshold value t.

In the simulated annealing algorithm, set the Markoff chain length Markov-
Length = 20, step factor is set as StepFactor = 0.02, the initial temperature is set as
Temperature = 100, the decay scale is set as DecayScale = 0.50.

24.4 Multi-thread Optimization

In order to accelerate the process of parameter searching in simulated annealing
algorithm, the multi-thread programming technology is used. Thread is the smallest
unit of program execution. Multithreading is the technology to implement the
concurrent execution of multiple thread task through software and hardware. A single
thread program can only complete a task within a certain time, and the multi thread
program can handle their independent tasks at the same time. In the multi-core
processor,multiple threads concurrently executes at the same time,which can improve
the overall efficiency treatment.

In order to pass parameters, the definite structure:

Mat is the image to be processed, XMIN is the upper bound of search, and
XMAX is the lower bound of search.

Set the parameters of the two threads. The first thread search in (0 ∼ 127) and the
second thread search in (128 ∼ 256):

Start two thread:

24 Image Threshold Processing Based on Simulated Annealing … 227



The ID numbers of the two threads are ntid1 and ntid2. A new thread can be
created through function pthread_create(). The prototype of pthread_create() is:

int pthread_create(pthread_t *restrict tidp, const pthread_attr_t *restrict attr, void
*(*start_rtn)(void *), void *restrict arg);

When pthread_create() returns successfully, the new thread will be set to the
memory unit pointed to by tidp. The newly created thread will start to run at the
address of function simu_otsu(). This function has a void type pointer parameter
arg, which use structure OtsuArgs1 and OtsuArgs2 as arg to pass parameters.

If pthread_create() fails, it will return error ID number to err1 and err2. If it
succeeds, it will return 0. So if the value of err1 and err2 does not equal to zero, we
can determine that the call failed, make the thread exit and print error information.

pthread_join() is used to block the thread, and realize the synchronization
between threads. pthread_join(ntid1, &tret1), pthread_join(ntid2, &tret2) will
block the program, until the two thread ntid1 and nitd2 return from the function.
This will achieve the synchronization of the data.

24.5 Results

Run tests on PC, the operating environment is as following: processor Intel Core
i3-2130 CPU @ 2.53 GHz. Memory (RAM): 2.00 GB. Operating system: Ubuntu
12.04 LTS.
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The processing object of the algorithm is Pepper image 512 * 512, its gray level
is 256. The experiment results is shown as the picture following (Figs. 24.1, 24.2
and 24.3), (Table 24.1).

The best threshold value of the three algorithms is the same, the value is 119.
And the max between class variance is 2129.03. The OTSU method takes time

Fig. 24.2 256 gray image

Fig. 24.1 Original image of
pepper
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0.1415 s. When the simulated annealing method is added to OTSU, the runtime
decreases greatly, the run time becomes 0.0169 s. And the Multi-thread OTSU with
simulated annealing takes time of 0.0079 s. By using the multi-thread programming
method, the time is the half of the original, which reflects the effect of the
multi-CPU conducting multi-thread algorithm.

From the above experiment results, it can be concluded that OTSU method with
simulated annealing can find the best value the threshold value in image threshold
segmentation. The result is stable and accurate, and can largely shorten the time to
get the best value. It effectively solves the problem of large calculation volume, and
time-consuming in threshold value selection, which is conductive to the following
image processing. And with the multi-thread method which further improved the
algorithm, the calculation is assigned to the two core on PC computer by
the multi-thread, which make the algorithm realizes parallelization, and shorten the
calculating time by half.

Fig. 24.3 Two value image

Table 24.1 Comparison between OTSU and simulated annealing

Algorithm Best threshold
value

Max between class
variance

Runtime/s

OTSU method 119 2129.03 0.1415
OTSU with simulated annealing 119 2129.03 0.0169
Multi-thread OTSU with simulated
annealing

119 2129.03 0.0079
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Chapter 25
Fault Tolerant Tracking Control
for a Team of Non-Minimum Phase
VTOL Aircrafts Based on Virtual
Leader Structure

Shuyao Cheng, Hao Yang and Bin Jiang

Abstract This paper develops a fault tolerant approach for a team of thrust vector
vertical take-off and landing (VTOL) aircrafts based on virtual leader structure.
First, for each VTOL aircraft, a cascaded observer system with two extended state
fault diagnosis observers (ESFDO) is designed. Then, local fault tolerant tracking
controllers are developed. Finally, simulation results for a team of three VTOL
aircrafts are presented to demonstrate the effectiveness of our proposed method.

Keywords Vertical take-off and landing aircraft ⋅ Non-minimum phase sys-
tem ⋅ Virtual leader structure ⋅ Fault tolerant control ⋅ Integral sliding mode

25.1 Introduction

In recent years, vertical take-off and landing (VTOL) aircrafts based on thrust
vector technology have attracted a great deal of interest in both civilian and military
applications. Such aircrafts can take off in short distance and are not limited to
conventional airport runways [1].

The dynamics of a VTOL aircraft involves some specific characteristics including
multiple inputs and multiple outputs (MIMO), non-minimum phase, under-actuated,
and coupling, which make it difficult to control and prone to anomalies and faults.
The existing approaches to control VTOL aircrafts include sliding mode control [2,
3], feedback linearization [4–6] and stable inversion [7]. However, few works have
been done on the fault tolerant control for VTOL aircrafts.

Moreover, as the missions become more complex and diverse, cooperative
VTOL aircrafts are necessary to meet the requirements of the assigned missions and
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various methods have been proposed for the formation control such as the virtual
leader structure [8], the leader-follower structure [9], distributed control [10] and
the behavior based control [11]. Each method has its own advantages and disad-
vantages. For example, the virtual leader structure is based on some virtual points or
virtual agents and agents follow them in a rigid body formation that is maintained
during the missions. The merit of this structure is that the virtual leader never fails.
A number of fault tolerant cooperative control strategies have been proposed in the
literature, such as optimal cooperation [12].

In this work, a novel fault tolerant tracking control (FTTC) method based on the
concept of the virtual leader structure is proposed. A virtual leader is utilized to
track the desired output vector and it provides an external reference signal for each
team member. Then, local fault tolerant controller is developed. First, a novel
cascade observer system consisting of two extended observers is designed to realize
the estimation of unknown faults. Then, by utilizing the coordinate transformation
and feedback linearization, the dynamic system of each aircraft is decoupled and the
FTTC problem is tackled by using optimal control and integral sliding mode
schemes.

25.2 System Description

Consider a team of N VTOL aircrafts in the vertical plane with identical dynamics.
The model of a single VTOL aircraft is shown in Fig. 25.1 and the dynamics of a
VTOL aircraft is governed by the equations as follows

x ̈= − u1f − fa1ð Þsin θ+ ε u2f − fa2ð Þcos θ
y ̈= − u1f − fa1ð Þcos θ+ ε u2f − fa2ð Þsin θ− g

θ̇ =u2

ð25:1Þ

where x and y represent the horizontal and vertical axes, g is the acceleration of
gravity, θ is the roll angle, control inputs u1f and u2f are respectively the thrust and
the rolling moment, ε represents the coupling coefficient between the rolling
moment and the lateral acceleration, and fa1 and fa2 are the additional faults occur in
u1 channel and u2 channel, respectively.

The formation control method we utilize in this paper, that is, the virtual leader
structure method, involves the synthesis of a virtual leader z(t) ∈ Rm, which pro-
vides information on the reference trajectory for each team member.

For simplicity, we model the virtual leader as follows which can describe most
linear reference path such as sinusoidal path:

z ̇ tð Þ=FzðtÞ, ð25:2Þ

where F ∈ Rm×m is a constant matrix with proper dimension.
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Each corresponding agent is specified by a vector di whose entries represent the
desired reference output offsets from the virtual leader states. Therefore, the desired
reference output takes the form:

y ̄ tð Þ=Hz tð Þ+d ð25:3Þ

where y ̄ tð Þ= ðy1̄ tð Þ, y2̄ tð Þ, y3̄ tð ÞÞT denotes the desired reference output vector, vector
d= ðd1, d2, d3ÞT represents relative position on the virtual leader z(t), and H is a
constant matrix of appropriate dimension.

Assumption 1 There exists a positive constant M such that

fȧ1
�� ��≤M, fȧ2

�� ��≤M. ð25:4Þ

Define fault signals

f1a = sin x5 fa1, f2a = − ε cos x5 fa2, f3a = cos x5 fa1, f4a = − ε sin x5 fa2. ð25:5Þ

By utilizing the following coordinate transformation

x1 = x, x2 = x ̇, x3 = y, x4 = y ̇, x5 = θ, x6 = θ ð25:6Þ

we can rewrite the system model (25.1) and divide it into two subsystems as
follows:

x5̇ = x6
x6̇ = u2f − fa2

�
and

x ̇1 = x2
x2̇ = − u1fsinx5 + εu2fcosx5 + f1a + f2a
x3̇ = x4
x4̇ = u1fcosx5 + εu2fsinx5 + f3a + f4a − g

8><
>: ð25:7Þ

One can see that one of the subsystems is affected by fault fa2 only.

Fig. 25.1 VTOL aircraft
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25.3 Design of Cascade Observers

In this section, two extended state observers (ESO) with cascade structure are
designed to estimate the unknown fault information for each VTOL aircraft. Their
stability and performance are analyzed.

Define

z1 = x5, z2 = x6, z3 = − fa2, z3̇ = − ρ1ðtÞ,
z4 = x1, z5 = x2, z6 = f1a, z6̇ = ρ2ðtÞ.

ð25:8Þ

For two subsystems (25.7), two extended state observers with cascade structure
are constructed respectively

z ̂1̇ = z ̂2̇ + α1ω1 z1 − z1̂ð Þ
z ̂2̇ = u2f + z3̂ + α2ω2

1 z1 − z1̂ð Þ
z ̂3̇ = α3ω3

1 z1 − z1̂ð Þ

8><
>:

z ̂4̇ = z ̂5̇ + β1ω2 z4 − z4̂ð Þ
z ̂5̇ = − u1fsinz1 + εu2fcosz1 + z6̂ + β2ω2

2 z4 − z4̂ð Þ
z ̂6̇ = β3ω3

2 z4 − z4̂ð Þ.

8><
>:

ð25:9Þ

Lemma 1 [13] Under Assumption 1, there exist constants λ1 > 0, λ2 > 0, μ1 > 0,
μ2 > 0, μ2 > 0,M1 > 0,M2 > 0 and a finite time constant T > 0 such that

limt→T z1 tð Þk k≤ μ1M1

w3
1 λ1

=O
1
w3

1

� �
, limt→T z2 tð Þk k≤ μ2M2

w3
2 λ2

=O
1
w3

2

� �
ð25:10Þ

where O 1
w3

1

� �
and O 1

w3
2

� �
are respectively the third order infinitesimal of the

observer gains ω1 and ω2 .

25.4 Local Fault Tolerant Controller

The decomposition approach proposed in [4] is adopted here. For the subsystems
(25.7), the new control inputs are chosen as follows:

w1

w2

� 	
=R xð Þ u1f

u2f

� 	
− 0

g

� 	
ð25:11Þ

where R(x) is the nonsingular decoupling matrix:
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R xð Þ= − sin x5 ε cos x5
cos x5 ε sin x5

� 	
ð25:12Þ

And by selecting the following coordinate transformation

e1 = x1 − xd, e2 = x2 − xḋ, e3 = x3 − yd, e4 = x4 − yḋ, ws1 =w1 − xd̈,

ws2 =w2 − yd̈, η1 = x5, η2 = εx6 − e2 cos x5 − e4 sin x5

one obtains the tracking error system:

e1̇ = e2, e2̇ =ws1 + f1a + f2a, e3̇ = e4, e4̇ =ws2 + f3a + f4a,

η̇1 =
1
ε
ðη̇2 + e2 cos η̇1 + e4 sin η̇1Þ,

η̇2 =
1
ε
ðη̇2 + e2 cos η1 + e4 sin η1Þðe2 sin η1 − e4 cos η1Þ

+ xd̈ − f1a − f2að Þ cos η1 + y ̈d − f3a − f4a + gð Þ sin η1 − εfa2

ð25:13Þ

The zero dynamics is constituted by x5 and x6 and evidently unstable [3, 6].
Therefore, a novel fault tolerant controller is proposed in the following to stabilize
the zero dynamics. The last two equations of (25.13) represent the zero dynamics
and can be rewritten in the form of η-dynamics:

η̇=q η, E, Fa, zd̈ð Þ ð25:14Þ

where η = (η1, η2)T, E = (e1, e2, e3, e4)
T, Fa = (f1a, f2a, f3a, f4a, fa2)

T and
zd̈ = x ̈d, yd̈ð ÞT, which is the second derivative of the reference trajectory.

Note that

∂qðη, E, Fa, zd̈Þ
∂ðe1, e2Þ

����
0, 0ð Þ

≠O2×2,
∂qðη, E, Fa, zd̈Þ

∂ðe3, e4Þ
����
0, 0ð Þ

=O2×2 ð25:15Þ

This implies that the η-dynamics is linearly dependent on (e3, e4) while linearly
independent of (e1, e2). Denote em = [e3, e4]

T. Thus, we can decompose the system
(25.13) into two subsystems. One is a minimum phase subsystem which is inde-
pendent of the zero dynamics:

eṁ =
e3̇
e4̇

� 	
=A1

e3
e4

� 	
+B1ws2 ð25:16Þ

where A1 =
0 1
0 0

� 	
, B1 =

0
1

� 	
and for the minimum phase part, the optimal

control law is designed:
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ws2 = −K1em ð25:17Þ

where k1 = (R1)
−1(B1)

T P1 is the optimal feedback gain matrix. P1 satisfies the
Riccati equation:

P1A1 +ATP1 − P1B1ðP1Þ− 1 B1ð ÞTP1 = −Q1 ð25:18Þ

where P1 and Q1 are symmetric and positive definite matrices with appropriate
dimension.

Define new state variables:z1 ≜ e1, z2 ≜ e1, ηTð ÞT, and the other subsystem,
which is non-minimum phase, takes the form:

z1̇ =ws1 + f1a + f2a, z2̇ =Az1z1 +Az2z2 +O η, E, Fa, zd̈ð Þ ð25:19Þ

where Az1 =
1
1
ε
0

2
4

3
5, Az2 =

0 0 0
0 0 1

ε
0 g 0

2
4

3
5, andO η, E, Fazd̈ð Þ= z2̇ −Az1z1 −Az2z2,

which represents the higher order term remaining after linearization.

Denote en ≜ z1, zT2

 �T, the system (25.19) can be described in the following form

eṅ =A2en +B2ws1 +Δ η, E, Fa, zd̈ð Þ ð25:20Þ

where A2 =

0 0 0 0
1 0 0 0
1
ε 0 0 1

ε
0 0 g 0

2
664

3
775, B2 =

1
0
0
0

2
664

3
775, and Δ η, E, Fa, zd̈ð Þ= 0

O η, E, Fazd̈ð Þ
� 	

.

For the non-minimum phase subsystem (25.19), in order to stabilize the linear
term, an optimal control law is designed:

ws1a = − ðK2en + f1̂a + f2̂aÞ ð25:21Þ

where K2 = (R2)
−1 (B2)

T P2 is the optimal feedback gain matrix and P2 satisfies the
Riccati equation:

P2A2 +AT
2P2 − P2B2ðP2Þ− 1 B2ð ÞTP2 = −Q2 ð25:22Þ

where P2 and Q2 are positive definite symmetric matrices.
The optimal integral sliding manifold is selected to be:

s = z1 +Mz2 −M W(0) +
Z t

0
WðτÞdτ

� �
ð25:23Þ

238 S. Cheng et al.



where M∈ R1×3 is a constant vector to be chosen, W tð Þ=Az1z1 tð Þ+Az2z2 tð Þ−
M+K2enðtÞ and W(0) is the initial value. Thus, the control law for the nonlinear
higher order term is designed to be:

ws1b = −MbO ⋅ð Þ− σsgn ŝð Þ ð25:24Þ

where σ is the gain to be selected and O
⌢

⋅ð Þ is the estimation of the nonlinear higher
order term O η, E, Fa, zd̈ð Þ.

Thus, the control law for the non-minimum phase subsystem takes the form:

ws1 =ws1a +ws1b = − ðK2en + f1̂a + f2̂aÞ−MbO ⋅ð Þ− σsgnðs ̂Þ ð25:25Þ

Theorem 1 If the gain σ satisfies the following inequality (25.26), using the the
control law (25), the closed-loop system of the non-minimum phase subsystem
(25.20) is asymptotically stable at origin:

σ > f1̃a
�� ��+ f2̃a

�� ��+ Mk k O ⋅ð Þ− bO ⋅ð Þ
��� ��� ð25:26Þ

Proof Select the Lyapunov function:V s, tð Þ= s2
2 and define f1̃a ≜ f1a − f1̂a and

f1̃a ≜ f1a − f1̂a, we have

V̇ s, tð Þ= ss ̇= s z ̇1 +Mz ̇2 −MðAz1z1 +Az2z2 +M+K2enÞ½ �
= ðs ̂+ s− s ̂Þ − f1̃a − f2̃a +M O ⋅ð Þ− bOð ⋅ Þh i

− σsgnðs ̂Þ
n o

≤ s ̂j j f1̃a
�� ��+ f2̃a

�� ��+ Mk k O ⋅ð Þ− bO ⋅ð Þ
��� ���− σ

� �
+ s− s ̂j jð f1̃a

�� ��+ f2̃a
�� ��+ Mk k O ⋅ð Þ− bO ⋅ð Þ

��� ���− σÞ

ð25:27Þ

Apparently, for any chosen gain σ such that σ> f1̃a
�� ��+ f2̃a

�� ��+ Mk kk
O ⋅ð Þ− bO ⋅ð Þk, we have V̇ s, tð Þ≤ 0. This completes the proof.

25.5 Numerical Results

In this section, simulation results are presented for faults that occur in both input
channels in one of the VTOL aircraft in a team of three VTOL aircrafts. It should be
pointed out that our proposed method is not limited to this and faults can occur in
more than just one vehicle.
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According to (25.2) and (25.3), the reference output path is considered to be

Xd tð Þ=
Xd1ðtÞ
Xd2ðtÞ
Xd3ðtÞ

2
4

3
5=

0.2 sin 0.2tð Þ
0.2 sin 0.2tð Þ+0.1
0.2 sin 0.2tð Þ+0.2

2
4

3
5, Yd tð Þ=

Yd1ðtÞ
Yd2ðtÞ
Yd3ðtÞ

2
4

3
5=

0.2 cos 0.2tð Þ
0.2 cos 0.2tð Þ
0.2 cos 0.2tð Þ

2
4

3
5

For simplicity, the parameters are selected to be: ε = 0.5, g = 1, the initial states
of the agent 1 are (0.5, 0, 0.1, 0, 0, 0)T, the gains of optimal control are computed as
follows

K1 = 1.4142 2.1974½ �, K2 = 3.8143 − 0.4082 3.9150 5.5215½ �

The faults are selected as fa1 =
0, 0 s < t < 25 s
0.8, 25 s≤ t < 40 s
0.4, 40 s≤ t≤ 50 s

8<
: and

fa2 =
0, t < 11 s
0.1 sin 0.18 t− 11ð Þ½ �+0.04 cos 0.43 t− 11ð Þ½ �, t≥ 11 s

�
As depicted in Fig. 25.2, desired formation is maintained and all the VTOL

aircrafts can arrive at the desired values.

25.6 Conclusions

A novel fault tolerant tracking control (FTTC) method for a team of VTOL aircrafts
is developed and introduced in this work. Good simulation performances have
demonstrated the effectiveness of the proposed method. In this work, formation
control is considered based on virtual leader structure. Future work will focus on
more formation control method such us leader-follower structure method and
modified leader-follower structure method in order to minimize the effect of the
faulty agent on the team level or even dealing with faults that can’t be handled on
the agent level.
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Fig. 25.2 The desired trajectories and the actual trajectories
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Chapter 26
Sliding Mode Fault-Tolerant Control
for Air-Breathing Hypersonic Vehicles
with External Disturbances

Wei Huang and Yingmin Jia

Abstract This paper studies the fault-tolerant control for air-breathing hypersonic

flight vehicles(AHFVs) subject to both actuator faults and external disturbances. The

overall procedure includes the feedback linearization of the model and the adaptive

sliding mode control design. Specifically, a feedback linearized model of AHFVs is

firstly obtained with the actuator faults and external disturbances. Then, two adaptive

laws are designed to approximately estimate their unknown bounds. Based on the

Lyapunov analysis method, it is proved that adaptive sliding mode control law can

achieve the asymptotic tracking of all commands signals and guarantee the stability

of the system. Simulations are conducted to confirm the efficacy of the proposed

control method.

Keywords AHFVs ⋅ Adaptive sliding mode control ⋅ Feedback linearization ⋅
Fault-tolerant control

26.1 Introduction

AHFVs, as a new kind of low-cost, high-speed and time-saving aircraft, allow sharp

reduction in flight times for both commercial and military applications. The scramjet

engine powered AHFVs are capable of obtaining oxygen from air while transport-

ing at more than 5 mach number, which increases the carry payload. Direct access

to earth orbit without the use of separate boosting stages also become possible as

W. Huang (✉) ⋅ Y. Jia

The Seventh Research Division and the Department of Systems and Control,

Beihang University (BUAA), Beijing 100191, China

e-mail: xbweier@163.com

Y. Jia

e-mail: ymjia@buaa.edu.cn

© Springer-Verlag Berlin Heidelberg 2016

Y. Jia et al. (eds.), Proceedings of the 2015 Chinese Intelligent
Systems Conference, Lecture Notes in Electrical Engineering 359,

DOI 10.1007/978-3-662-48386-2_26

243



244 W. Huang and Y. Jia

scramjet engine powered aircraft enter service [1]. In 2006, the successful record-

breaking X-43A flight suggests that AHFVs constitute an important role in the next

generation of aviation.

Although AHFVs have excellent performance and huge advantages, there are still

numerous technical challenges in the flight control system. The controller of AHFVs

is supposed to effectively handle the intricate interactions between the propulsive,

structure and aerodynamic effects, as well as the significant flexibility, parameters

uncertainties and other modeling errors. In the last decades, the design of track-

ing controllers for AHFVs concentrated on tracking the velocity and altitude refer-

ence command signals by using the simplified longitudinal dynamics of hypersonic

vehicles [2–4]. Moreover, a precise linearized model of hypersonic vehicle has been

developed by applying the input-output feedback linearization technology [1, 5],

based on which various contol laws have been developed to fulfill the desired prop-

erties [3, 6, 7].

Despite the fact that various control methods have been employed in AHFVs flight

contol system, such as robust control [2], T-S Fuzzy control [3], the researches on the

control issue against actuator faults for AHFVs are relatively less and present great

challenges. It is proved that the failure on the actuators may lead to performance

degradation and even instability of the system [7]. Hence, it’s practical to design

fault-tolerant controller considering possible actuator faults.By applying model ref-

erence adaptive method, Gao [6] developed an adaptive controller for AHFVs sub-

ject to actuator faults associated with a sliding observer by Filippov’s construction

of the equivalent dynamics(FCED). However, the proposed controller can only track

a specific class of signals. Besides, Li [4] developed a guaranteed cost fault-tolerant

output tracking control for the flexible AHFVs system with regional pole constraints,

while the controller may be invalid if the states are far away from the trim condition.

To this end, this paper is devoted to fault-tolerant control for the longitudinal

model of AHFVs subject to actuator faults and external disturbances. The objective

is to design an controller such that the asymptotic tracking of velocity and altitude can

be achieved. The rest of this paper is organized as follows: The nonlinear longitudinal

AHVFs model and the linearized AHVFs model with actuator faults and external

disturbances are presented in Sects. 26.2 and 26.3, respectively. Then, a fault-tolerant

adaptive sliding mode control is proposed in Sect. 26.4. In Sect. 26.5, simulations are

conducted to confirm the efficacy of the proposed controller. Conclusions are given

in Sect. 26.6.

26.2 Problem Formulation

In this section, the nonlinear longitudinal equations of motion for AHFVs [8] are

presented as
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V̇ = T cos 𝛼 − D
m

− 𝜇 sin 𝛾
r2

�̇� = L + T sin 𝛼
mV

− (𝜇 − V2r) cos 𝛾
Vr2

ḣ = V sin 𝛾
�̇� = q − �̇�

q̇ =
Myy

Iyy

(26.1)

where the variables V , 𝛾, 𝛼, h, q are velocity, flight path angle, angle of attack, alti-

tude, and pitch rate, respectively. The aerodynamic forces and moment are given by

L(h,V , 𝛼, 𝛿e) =
1
2
𝜌V2SCL(𝛼, 𝛿e)

D(h,V , 𝛼, 𝛿e) =
1
2
𝜌V2SCD(𝛼, 𝛿e)

T(h,V , 𝛼, 𝛽) = 1
2
𝜌V2SCT (𝛼, 𝛽)

M(h,V , 𝛼, 𝛿e, 𝛽c) =
1
2
𝜌V2Sc̄(CM,𝛼

(𝛼) + CM,𝛿e
(𝛿e) + CM(q))

The curve-fitted approximations for the lift, drag, moment and thrust coefficients [1]

can be expressed as

CL(𝛼, 𝛿e) = C𝛼

L𝛼 + C𝛿e
L 𝛿e + C0

L

CD(𝛼, 𝛿e) = C𝛼
2

D 𝛼
2 + C𝛼

D𝛼 + C𝛿e2
D 𝛿

2
e + C𝛿e

D 𝛿e + C0
D

CM,𝛼
(𝛼) = C𝛼

2

M,𝛼
𝛼
2 + C𝛼

M,𝛼
𝛼 + C0

M,𝛼

CM,𝛿e
(𝛿e) = c̄(𝛿e + d2(t) − 𝛼)

CT (𝛼, 𝛽) = C𝛼
3

T (𝛽)𝛼3 + C𝛼
2

T (𝛽)𝛼2 + C𝛼

T (𝛽)𝛼 + C0
T (𝛽)

and the engine dynamics is modeled by a second-order system

𝛽 = −2𝜉𝜔n�̇� − 𝜔
2
n𝛽 + 𝜔

2
n(𝛽c + d1(t)) (26.2)

where the throttle setting 𝛽c and elevator deflection 𝛿e are control inputs, the veloc-

ity V and the altitude h are control outputs, d1(t) and d2(t) represent external dis-

turbances impacting on throttle setting and elevator deflection, respectively. It’s

assumed that di(t) and ḋi(t) are bounded by constants [7], i.e., |di(t)| ≤ ci, |ḋi(t)| ≤ c̄i,
i = 1, 2. The controller is designed to regulate the outputs to track the desired com-

mand signals of velocity Vd(t) and altitude hd(t).
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26.3 Feedback Linearization with Actuator Failures
and External Disturbances

In this section, a feedback linearized model of the AHFVs associated with actu-

ator failures and external disturbances is developed, neglecting the weak elevator

couplings by setting the coefficients C𝛿e
L ,C

𝛿e
D and C𝛿

2
e
D to zero. The inputs are explic-

itly shown respect to velocity and attitude by differentiating V three times and h
four times [7]. Therefore, the relative degree of the system equals to the order

of the system. The input-output feedback linearization model of AHFVs can be

described as

[
V⃛
h(4)

]

=
[
V⃛0
h(4)0

]

+ B
[
𝛽c
𝛿e

]

+ B
[
d1(t)
d2(t)

]

(26.3)

where the specific expressions for V⃛0, h(4) and B can be seen in Ref. [7]. Besides, it

can be easily calculated that BBB is irreversible if and only if 𝛾 = ± 𝜋

2
. Normally, 𝛾 is

relatively small in the hypersonic cruise flight condition, it’s reasonable to assume

B is nonsingular.

Control law based on healthy actuators may have drawbacks and adverse effects

on the performance and even stability of the vehicle system when possible actuators

faults occur. Therefore, it’s necessary to utilize fault-tolerant strategies to deal with

unexpected actuator faults. Generally, actuator faults include loss of effectiveness

and partially uncontrollable action [6]. In this paper, the uncontrollable action can

be integrated with the external disturbances as an unknown part of the dynamic, the

actuator faults are given as

[
𝛽c
𝛿e

]

=
[
𝜌1(t) 0
0 𝜌2(t)

] [
u1
u2

]

(26.4)

where 0 < 𝜌1 ≤ 𝜌1(t) ≤ 1, 0 < 𝜌2 ≤ 𝜌2(t) ≤ 1. Substituting (26.4) into (26.3), the

feedback linearized model of AHFVs with actuator faults and external disturbances

can be rewritten as

[
V⃛
h(4)

]

=
[
V⃛0
h(4)0

]

+ B𝝆(t)
[
u1
u2

]

+ B
[
d1(t)
d2(t)

]

(26.5)

26.4 Adaptive Sliding Mode Controller Design

A sliding mode control law combined with two adaptive laws estimating the bounds

of the actuator faults and external disturbances is designed in this section. The inte-

grated control law can make the velocity V and altitude h to track the command

signals Vd(t) and hd(t), respectively. The sliding surfaces are chosen as
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s1 = ( d
dt

+ 𝜆1)3
∫

t

0
e1(𝜏)d𝜏, e1(t) = V − Vd

s2 = ( d
dt

+ 𝜆2)4
∫

t

0
e2(𝜏)d𝜏, e2(t) = h − hd (26.6)

where 𝜆1, 𝜆2 are strictly positive constants, ∫
t
0 e(𝜏)d𝜏 is introduced to eliminate the

steady-state errors. Differentiating s1 and s2, we obtain

[
ṡ1
ṡ2

]

=
[
v1
v2

]

+ B
[
𝜌1(t) 0
0 𝜌2(t)

] [
u1
u2

]

+ B
[
d1(t)
d2(t)

]

(26.7)

where the expressions of v1 and v2 are

v1 = −V⃛d + V⃛0 + 3𝜆ë1 + 3𝜆21ė + 𝜆
3
1e1 (26.8)

v2 = −h(4)d + h(4)0 + 4𝜆e⃛2 + 6𝜆22ë + 4𝜆32ė2 + 𝜆
4
2e2 (26.9)

Conventionally, if the bounds of external disturbances and actuator faults are

known, the control law can be given as

u = −B−1
𝜌
−1(𝜙𝜓(t) s

‖s‖
+ ks) (26.10)

where 𝜓(t) = ‖v‖ + ‖B‖, 𝜌 = min{𝜌1(t), 𝜌2(t)}, 𝜓 = max{1,
√

c21 + c22}, k is a

strictly positive constant. Consider the following Lyapunov candidate

V1 =
1
2
sTs (26.11)

Differentiate V1 along system (26.7), we have

V̇1 = sT (v + B𝝆u + Bd)

≤ ‖s‖𝜙𝜓(t) − sTB𝜌B−𝟏
𝝆
−𝟏(𝜙𝜓(t) s

‖s‖
+ ks)

≤ ‖s‖𝜙𝜓(t) − ‖s‖𝜙𝜓(t) − ksTs
≤ −ksTs

(26.12)

then V̇1 ≤ −2kV1, the system (26.7) is exponentially stable with the controller

(26.10), i.e., the outputs track the reference command signals at an exponential con-

vergence rate. However, the bounds of actuator faults and external disturbances are

usually unknown in practice. Hence, the estimation of the unknown bounds is essen-

tial in the process of controller design. Before the adaptive sliding mode controller

designing, a corollary of Barbalat’s lemma which will be utilized in the convergence

analysis is presented here.
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Lemma 1 (Sastry and Bodson [9]) if f (t), ḟ (t) ∈ ∞ and f (t) ∈ p for some p ∈
[1,+∞), then limt→∞ f (t) = 0.

Theorem 1 The AHFVs system (26.3) in the presence of external disturbances and
actuator faults can asymptotically track the reference trajectories Vd(t) and hd(t)
with the proposed sliding mode control law (26.13) and adaptive laws (26.14). The
overall control laws are designed as

u = −�̂��̂�𝜓(t)B
−1

‖s‖
s − kB−1s (26.13)

̇̂𝜌 = 𝛤1�̂�
3
𝜓(t)‖s‖, ̇̂

𝜙 = 𝛤2𝜓(t)‖s‖ (26.14)

where 𝜓(t) = ‖v‖+‖B‖, 𝜙 = max{min{c1, c2}, 1}, 𝜌 = min{𝜌11, 𝜌12}, 𝛤1, 𝛤2 and k
are strictly positive constants, �̂� and �̂� are the estimation of the bounds of actuator
faults and external disturbances, �̂�(0) > 0, �̂�(0) > 0.

Proof The Lyapunov candidate is defined as

V2 =
1
2
sTs + 1

2𝛤1
�̃�
2 + 1

2𝛤2
�̃�
2

(26.15)

where sT = [s1, s2], �̃� = �̂�
−1 − 𝜌, �̃� = �̂� − 𝜙. Differentiate V2 along system (26.7),

we have

V̇2 = sT (v + B𝝆(t)u + Bd) + 1
𝛤1

�̃� ̇̃𝜌 + 1
𝛤2

�̃�
̇̃
𝜙

≤ ‖s‖‖v + Bd‖ + sTB𝝆(t)u + 1
𝛤1

�̃� ̇̃𝜌 + 1
𝛤2

�̃�
̇̃
𝜙

≤ ‖s‖𝜙𝜓(t) − �̂�𝜓(t)sTB𝜌�̂�B−1 s
‖s‖

− k𝜌sTs − 1
𝛤1

�̂�
−2 ̇̂𝜌�̃� + 1

𝛤2
�̃�

̇̃
𝜙

≤ −k𝜌sTs + ‖s‖𝜙𝜓(t) − �̂�𝜌�̂�𝜓(t)‖s‖ − �̂��̂��̃�𝜓(t)‖s‖ + 1
𝛤2

�̃�
̇̃
𝜙

≤ −k𝜌sTs − �̃�𝜓(t)‖s‖ + �̃�𝜓(t)‖s‖
= −k𝜌sTs

(26.16)

Therefore, V2 is bounded and s, �̂�, �̂� ∈ ∞. According to Eq. (26.7) we have ṡ ∈ ∞.

Moreover, integrating inequality (26.16) from 0 to∞we can obtain that s ∈ 2. Then

based on the Lemma, it can be concluded that limt→∞ s = 0. Consequently, e1 and e2
converge to zero when t → ∞, i.e., the outputs asymptotically track the respective

reference trajectories in the present of actuator faults and external disturbances. □
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Remark 1 In the control law (26.13), the part −�̂��̂�𝜓(t)B
−1

‖s‖
s may cause unexpected

chattering. Thus a saturation function −�̂��̂�𝜓(t)B−1sat( s
𝚽) is used to eliminate the

chattering. Consequently, the control law (26.13) can be rewritten as

u = −�̂��̂�𝜓(t)B−1sat( s
𝚽
) − kB−1s (26.17)

where sat( s
𝚽) = [sat( s1

Φ1
), sat( s2

Φ2
)]. But (26.17) is just a approximation of (26.13),

the system (26.7) with (26.17) is uniform ultimate bounded of the switching sufaces

[10].

26.5 Simulations

In the simulation, the parametersRE, S, Iyy, 𝜇, 𝜌, c̄, ce and the coefficients of the forces

and moment in Ref. [7] are adopted. The command signals are Vd(t) = 4700m∕s,
hd(t) = 33100m. In addition, the flexible body modes [5] are expressed as

�̈� = −2𝜉i𝜔i�̇�i − 𝜔
2
i 𝜂i + Ni, i = 1, 2 (26.18)

N1 ≈ N𝛼
2

1 𝛼
2 + N𝛼

1𝛼 + N0
1 , N2 ≈ N𝛼

2

1 𝛼
2 + N𝛼

1𝛼 + N𝛿1𝛿e + N0
1

The faults and external disturbances are assumed as 𝜌1(t) = 0.75 + 0.05
sin(0.005t), 𝜌2(t) = 0.85 + 0.14 sin(0.03t), d1(t) = 0.001 sin(t), d2(t) = 0.001 sin(t).
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Fig. 26.1 Response curves of sliding mode controller
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Fig. 26.2 Response curves of adaptive sliding mode controller

The controller parameters are chosen as k = 5, 𝛤1 = 0.001, 𝛤2 = 0.002,Φ1 = 0.1,
Φ2 = 0.1, 𝜆1 = 0.3, 𝜆2 = 1.2. The initial values of the system are chosen as

�̂�(0) = 0.001, �̂�(0) = 0.002,V(0) = 4600m∕s and h(0) = 33000m.

Figures 26.1 and 26.2 show the tracking performance of velocity and altitude

under control law (26.10) and (26.17), respectively. It can be observed that the

adaptive sliding mode controller has high tracking performance and good robust to

actuator faults and unknown disturbances, even though the bounds of the actuator

faults and external disturbances are unknown. Meanwhile, it still achieves almost

the same tracking performances as the (26.10). Moreover, the convergence speed of

the state are higher with the adaptive control law (26.17) than with the pure sliding

mode control law (26.10).

26.6 Conclusions

This paper proposes an adaptive sliding mode controller for the nonlinear longitu-

dinal model of the AHFVs. The control law consists of a sliding mode control and

two adaptive laws that estimate the lower bound of the actuator faults and the max-

imum bound of the external disturbances. The model is linearized by input-output

feedback linearization technique, then the controller is designed by using Lyapunov

method. In contrast to the pure sliding mode control, the additional adaptive laws

can online estimate the unknown bounds which can avoid overestimating the uncer-

tainty. Simulations demonstrate that the controller has good tracking performance

and robustness with respect to actuator faults and external disturbances.
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Chapter 27
On Indirect Model Reference Adaptive
Learning Control

Wen Du

Abstract This chapter deals with tracking problem of single-input single-output
linear time-invariant (SISO LTI) system with parametric uncertainties by using a
model reference adaptive iterative learning control (MRAILC) scheme. The
tracking error converges to zero pointwisely after infinite iterations. A major feature
of this proposed method is that system output could track the desired trajectory
whether the plant system is minimum-phrase or not.

Keywords Iterative learning control ⋅ Model reference adaptive control

27.1 Introduction

Iterative learning control (ILC) is one of the most desirable control methods when a
perfect tracking performance is required during a finite time interval [1–4]. One
reason is that this method is independent of system model, and it can usually handle
nonlinear and strongly coupled systems. However, a limitation of ILC is that most
existing ILC methods can only be applicable to plants without parametric uncer-
tainties. That is, the system plant must be a determined plant. This limitation draws
back its application.

As we all know, adaptive control (AC) is a powerful approach to dispose
parameter uncertainties by estimating and updating the unknown parameters. So
many scholars combine the ILC with AC to solve a series of uncertain parametric
problems, such as iteration-varying problems [5, 6], random initial condition
problems [7], time-varying parametric uncertainties problems [8, 9] and so on.
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It is worth mentioning that one of the scholars combine the ILC with AC to solve
MRC problems [10]. Consequently, he concludes that the tracking error converges
to zero pointwisely by using the direct method of AC. But one obvious shortage of
the direct method is that it can’t deal with minimum-phase plant. The reason is it is
impossible for nonminimum-phase plant to parameterize as the parameters of
desired controller. Inspired by his work, we also consider the same system with
relative degree one but use an indirect method of AC. That is, we do not get the
updating law directly from the parametric vector but from the unknown system
coefficients. Then we use matching equations to connect the estimated coefficients
with the system input. Thus, we can cope with the uncertain parameter plant. On the
one hand, compared to the model reference adaptive control (MRAC), the transient
performance of MRAILC is improved a lot. On the other hand, compared to the
ILC, MRAILC can dispose a class of system with unknown parameters.

The passage is organized as follows: in Sect. 27.2, we give the background and
the basic assumptions of this problem; in Sect. 27.3, we prove the tracking error
convergence; finally, we summarize the whole passage and give the perspective of
the further work in Sect. 27.4.

27.2 Problem Formulation

Consider the SISO-LTI system, expressed by the transfer function

ykðtÞ=GpðsÞ½ukðtÞ�= kp
ZpðsÞ
RpðsÞ ½ukðtÞ� ð27:1Þ

where Zp(s) is a monic Hurwitz polynomials of degree mp, the degree of
Rp(s) equals to n, t∈ ½0, T � stands for the system operating time, and the integral
number k represents the iteration number, the relative degree n* of Gp(s) equals to 1,
uk(t), yk(t) are the system input and output respectively at the kth iteration, and the
high frequency gain kp is a constant and its sign is known.

The reference model, which describes the desired features of the plant, is
described in the same form of (27.1)

ydðtÞ=GmðsÞ½rf ðtÞ�= km
ZmðsÞ
RmðsÞ ½rf ðtÞ� ð27:2Þ

where Zm(s), Rm(s) are monic Hurwitz polynomials, the degree of Rm(s) is pm
(pm ≤ n), the relative degree of Gm(s) is identical to Gp(s), rf ðtÞ∈R1 is the reference
input which is uniformly bounded and piecewisely continuous, and km is a constant.

Our goal is to design the system input uk(t) such that after infinite iterations, the
system output yk(t) can track the reference output yd(t) as much as possible for any

254 W. Du



reference input rf(t). In the following part, we omit t on the condition that this action
will not cause ambiguity.

Since we consider the same plant and goal referred in [10], some analysis process
of control law designing can be omitted here. We propose the same control law

ẇ1, k =Fw1, k + guk, w1, kð0Þ=0

ẇ2, k =Fw2, k + gyk, w2, kð0Þ=0

up = θ*Tw

ð27:3Þ

where

w1, k,w2, k ∈Rn− 1,

θ* = ½θ*T1 , θ*T2 , θ*3, c
*
0�T ,

w= ½w1, k,w2, k, yp, r�T ,

F =

− λn− 2 − λn− 3 − λn− 4 . . . − λ0

1 0 0 . . . 0

0 1 0 . . . 0

. . . . . . . . . . . . . . .

0 0 1 . . . 0

2
6666664

3
7777775
, g=

1

0

. . .

0

2
6664

3
7775

λi are the coefficients of

ΛðsÞ= sn− 1 + λn− 2sn− 2 +⋯+ λ1s+ λ0 = detðsI −FÞ.

Unlike the direct method [1], we estimate the coefficients of the plant at each
time and then we use the estimated coefficients to calculate θ*(t) in the control law.

According to [10], we can obtain the following matching equations:

c*0 =
km
kp

ð27:4Þ

θ*T1 αðsÞ=ΛðsÞ−ZpðsÞ ð27:5Þ

θ*T2 αðsÞ+ θ*3ΛðsÞ=
RpðsÞ−Λ0ðsÞRmðsÞ

kp
ð27:6Þ

From the matching equations the relationship between unknown plant coefficient
and θ*(t) can be confirmed.
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In order to simplify (27.4)–(27.6), we order

ZpðsÞ= sn− 1 + pT1αðsÞ
RpðsÞ= sn + an− 1sn− 1 + pT2αðsÞ
ΛðsÞ= sn− 1 + λTαðsÞ

Λ0ðsÞRmðsÞ= sn + rn− 1sn− 1 + υTαðsÞ

where p1 ∈Rn− 1, p2 ∈Rn− 1, an− 1 ∈R are plant parameters, i.e., θ*p =

½kp, pT1 , an− 1, pT2 �T ; λ, υ∈Rn− 1 and rn− 1 ∈R are the coefficients of the known
polynomials ΛðsÞ, Λ0ðsÞRmðsÞ and αðsÞ= ½sn− 2, sn− 3, . . . , s, 1�T

Using the equations above, we can obtain

c*0 =
km
kp

, θ*1 = λ− p1, θ*2 =
p2 − an− 1λ+ rn− 1λ− γ

kp
, θ*3 =

an− 1 − rn− 1

kp

Assuming that the kp̂ðtÞ, p1̂ðtÞ, p2̂ðtÞ, an̂− 1ðtÞ are the estimates of the
kp, p1, p2, an-1 respectively at each time t, we can calculate the θðtÞ= ½θT1 , θT2 , θ3, c0�T
by replacing the kp, p1, p2, an− 1 with kp̂ðtÞ, p1̂ðtÞ, p2̂ðtÞ, an̂− 1ðtÞ, respectively.

Using the closed-loop system information analyzed in [10], we can get:

e1, k =GmðsÞρ*ðuk − θ*TwÞ ð27:7Þ

ρ* =
1
c*0

ð27:8Þ

Rewrite (27.7) as

e1, k =GmðsÞ 1
km

ðkpuk − kpθ*Tw− kp̂up + kp̂θTwÞ ð27:9Þ

By substituting for kpθ*, kp̂θ, we can get:

e1, k =GmðsÞ 1
km

½kp̃ðλTw1, k − ukÞ+ k
T̃
2w2, k + añ− 1ðyk − λTw2, kÞ

− kp̂p1̂w1, k + kppT1w1, k�

where the parameter errors are:

kp̃ = kp̂ − kp, p2̃ = p2̂ − p2, añ− 1 = an̂− 1 − an− 1
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Because

− kp̂p ̂T1w1, k + kppT1w1, k + kpp ̂T1w1, k − kpp ̂T1w1, k = − kp̃p ̂T1w1, k − kpp ̃T1w1, k

we have

e1, k =GmðsÞ 1
km

½kp̃ξ1, k + añ− 1ξ2, k + p ̃T2w2, k − kpp ̃T1w1, k� ð27:10Þ

where

ξ1, k = λTw1, k − uk − p ̂T1w1, k , ξ2, k = yk − λTw2, k , p ̃1 = p1̂ − p1

A minimal state-space representation of (27.10) is given by

ek̇ =Acek +Bc kp̃ξ1, k + añ− 1ξ2, k + p ̃T2w2, k − kpp ̃T1w1, k
� �

e1, k =CT
c ek

where

CT
c ðsI −AcÞ− 1Bc =GmðsÞ 1

km

Define the Lyapunov-like function

Vk =
eTk Pcek

2
+

k
2̃
p

2γp
+

a2̃n− 1

2γ1
+

pT̃1Γ
− 1
1 p1̃
2

kp
�� ��+ pT̃2Γ

− 1
2 p2̃
2

where Pc satisfies the algebraic equations of the Lefschetz-Kalman-Yakubovich
(LKY) Lemma. γ1, γp >0 and Γ1,Γ2 are symmetric positive definite matrix. By
designing the updating laws, we can get the following theorem.

27.3 Convergence Analysis and Conclusion

Theorem Assume that Gm(s) is strictly positive real. Consider the system (27.1),
with a relative degree n* = 1, under the following control law

ukðtÞ= θTk ðtÞΩkðtÞ for k≥ 0
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where at the initial iteration, i.e., k = 0, the parametric adaption law is given by

a ̂̇n− 1, 0ðtÞ= − γ1e1, 0ðtÞξ2, 0ðtÞ
p ̂1̇, 0ðtÞ=Γ1e1, 0w1, 0ðtÞsgnðkpÞ
p ̂2̇, 0ðtÞ= −Γ2e1, 0ðtÞw2, 0ðtÞ

k ̂ṗ, 0ðtÞ= − γpe1, 0ðtÞξ1, 0ðtÞ , if kp̂, 0
�� ��>0 or kp̂, 0

�� ��= k0 and e1, kξ1, ksgnðkpÞ≤ 0
0, otherwise

�

and for k≥ 1, the parametric adaption law is given by

an̂− 1, kðtÞ= an̂− 1, k− 1ðtÞ− γ1e1, kðtÞξ2, kðtÞ
p1̂, kðtÞ= p1̂, k− 1ðtÞ+Γ1e1, kw1, kðtÞsgnðkpÞ
p2̂, kðtÞ= p2̂, k− 1ðtÞ−Γ2e1, kðtÞw2, kðtÞ
kp̂, kðtÞ= kp̂, k− 1ðtÞ− γpe1, kðtÞξ1, kðtÞ

Then,

(1) All the signals in the closed-loop system are bounded.
(2) lim

k→∞
e1, kðtÞ=0, for all t∈ ½0, T�.

Proof Let the state-space representation of (27.10) be

ek̇ =Acek +Bc kp̃ξ1, k + añ− 1ξ2, k + p ̃T2w2, k − kpp ̃T1w1, k
� �

, ekð0Þ=0

e1, k =CT
c ek

Now let us consider the following Lyapunov-like functional candidate:

Wkðek , an̂− 1, k , p1̂, k, p2̂, k, kp̂, kÞ

=VkðekÞ+
Z

aT̂n− 1, kγ
− 1
1 an̂− 1, k

2
dτ+ kp

�� �� Z pT̂1, kΓ
− 1
1 p1̂, k
2

dτ+
Z

pT̂2, kΓ
− 1
2 p2̂, k
2

dτ

+
Z k

T̂
p, kγ

− 1
p kp̂, k
2

dτ

where VkðekÞ= 1
2 e

T
k Pek and the positive defined symmetric P satisfies the algebraic

equations of the (LKY) Lemma, and the Vk(ek) can be written as follows:
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VkðekðtÞÞ=Vkðekð0ÞÞ+
Z t

0
V ̇kðekðτÞÞdτ

=Vkðekð0ÞÞ+ 1
2

Z t

0
e ̇Tk ðtÞPekðtÞ+ eTk ðtÞPek̇ðtÞdτ

= −
1
2

Z t

0
eTk ðqqT + γLÞek − 2e1, kðkp̃ξ1, k + añ− 1ξ2, k

+ p ̃T2w2, k − kpp ̃T1w1, kÞdτ

The difference of the Lyapunov-like function is given by:

ΔWk =Vk −Vk− 1 +
1
2

Z
a ̂Tn− 1, kγ

− 1
1 an̂− 1, k − a ̂Tn− 1, k− 1γ

− 1
1 an̂− 1, k− 1

� �
dτ

+
kp
�� ��
2

Z
p ̂T1, kΓ

− 1
1 p1̂, k − p ̂T1, k − 1Γ

− 1
1 p1̂, k − 1

� �
dτ

+
1
2

Z
p ̂T2, kΓ

− 1
2 p2̂, k − p ̂T2, k − 1Γ

− 1
2 p2̂, k − 1 dτ

+
1
2

Z
k
T̂
p, kγ

− 1
p kp̂, k − k

T̂
p, k − 1γ

− 1
p kp̂, k− 1 dτ

=Vk −Vk− 1 −
1
2

Z t

0
a ̂T̄n− 1, kγ

− 1
1 a ̂n̄− 1, k − 2a ̂T̄n− 1, kγ

− 1
1 an̂− 1, k

� 	
dτ

−
kp
�� ��
2

Z t

0
p ̂T̄1, kΓ

− 1
1 p ̂1̄, k − 2p ̂T̄1, kΓ

− 1
1 p1̂, k dτ

−
1
2

Z t

0
p ̂T̄2, kΓ

− 1
2 p ̂2̄, k − 2p ̂T̄2, kΓ

− 1
2 p2̂, k

� 	
dτ

−
1
2

Z t

0
k ̂
T̄

p, kγ
− 1
p k ̂p̄, k − 2k ̂

T̄

p, kγ
− 1
p kp̂, k dτ

where a ̂n̄− 1, k = an̂− 1, k − an̂− 1, k− 1 p ̂1̄, k = p1̂, k − p1̂, k− 1 p ̂2̄, k = p2̂, k − p2̂, k− 1 k ̂p̄, k
= kp̂, k − kp̂, k− 1. So we can obtain:

ΔWk = −Vk− 1 −
1
2

Z t

0
a ̂T̄n− 1, kγ

− 1
1 a ̂n̄− 1, kdτ−

kp
�� ��
2

Z t

0
p ̂T̄1, kΓ

− 1
1 p ̂1̄, kdτ

−
1
2

Z t

0
p ̂T̄2, kΓ

− 1
2 p ̂2̄, kdτ−

1
2

Z t

0
k ̂
T̄

p, kγ
− 1
p k ̂p̄, kdτ

+Vk +
Z t

0
a ̂T̄n− 1, kγ

− 1
1 an̂− 1, kdτ+

kp
�� ��
2

Z t

0
p ̂T̄1, kΓ

− 1
1 p1̂, kdτ

+
1
2

Z t

0
p ̂T̄2, kΓ

− 1
2 p2̂, kdτ+

1
2

Z t

0
k ̂
T̄

p, kγ
− 1
p kp̂, kdτ
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= −Vk− 1 −
1
2

Z t

0
a ̂T̄n− 1, kγ

− 1
1 a ̂n̄− 1, kdτ−

kp
�� ��
2

Z t

0
p ̂T̄1, kΓ

− 1
1 p ̂1̄, k dτ

−
1
2

Z t

0
p ̂T̄2, kΓ

− 1
2 p ̂2̄, kdτ−

1
2

Z t

0
k ̂
T̄

p, kγ
− 1
p k ̂p̄, k dτ

−
1
2

Z t

0
eTk ðqqT + γLÞek − 2eT1, kðkp̃ξ1, k + añ− 1ξ2, k + p ̃T2w2, k

− kpp ̃T1w1, kÞdτ −
Z t

0
eT1, kξ2, kan̂− 1, kdτ+ kp

�� �� Z t

0
eT1, kw1, ksgnðkpÞp1̂, k dτ

−
Z t

0
eT1, kw2, kp2̂, kdτ−

Z t

0
eT1, kξ1, kkp̂, kdτ

= −Vk− 1 −
1
2

Z t

0
a ̂T̄n− 1, kγ

− 1
1 a ̂n̄− 1, kdτ−

kp
�� ��
2

Z t

0
p ̂T̄1, kΓ

− 1
1 p ̂1̄, k dτ

−
1
2

Z t

0
p ̂T̄2, kΓ

− 1
2 p ̂2̄, kdτ−

1
2

Z t

0
k ̂
T̄

p, kγ
− 1
p k ̂p̄, k dτ

−
1
2

Z t

0
eTk ðqqT + γLÞek dτ

≤ 0

Hence the Wk(t) is non-increasing and consequently eTk , e1,k(t),R t
0 a ̂

T̄
n− 1, kγ

− 1
1 a ̂n̄− 1, kdτ,

R t
0 p ̂

T̄
1, kΓ

− 1
1 p ̂1̄, kdτ,

R t
0 p ̂

T̄
2, kΓ

− 1
2 p ̂2̄, kdτ and

R t
0 k ̂

T̄

p, kγ
− 1
p k ̂p̄, kdτ are

bounded if W0(t) is bounded.
Now, let us proof the boundness of W0(0). Consider the following function:

S0ðe0, an̂− 1, 0, p1̂, 0, p2̂, 0, kp̂, 0Þ= 1
2
eT0Pe0 +

1
2
a ̂Tn− 1, 0γ

− 1
1 an̂− 1, 0

+
kp
�� ��
2

p ̂T1, 0Γ
− 1
1 p1̂, 0 +

1
2
p ̂T2, 0Γ

− 1
2 p2̂, 0

+
1
2
k
T̂
p, 0γ

− 1
p kp̂, 0

whose time derivative is given by

S ̇0 =

− 1
2 e

T
0 ðqqT + vLÞe0,

if kp̂, 0
�� ��>0 or kp̂, 0

�� ��= k0 and e1, kξ1, ksgnðkpÞ≤ 0
− 1

2 e
T
0 ðqqT + vLÞe0 + e1ξ1kp̃,

if kp̂, 0
�� ��= k0 kp̂, 0

�� ��= k0 and e1, kξ1, ksgnðkpÞ>0

8>>><
>>>:

which means the e0(t), an̂− 1, 0, p1̂, 0, p2̂, 0 and kp̂, 0 are globally bounded. Hence
W0(t) is bounded over the finite time interval [0, T].
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Let us rewrite Wk(t) as follows:

Wk =W0 + ∑
j= k

j=0
ΔWj ≤W0 − ∑

j= k

j=0
Vj ≤W0 −

1
2
∑
j= k

j=0
eTj Pej

which leads to

∑
k

j=1
eTj Pej ≤ 2ðW0 −WkÞ≤ 2W0

Since W0(t) and ek(t) are bounded for all k∈ Z+ and t∈ ½0,T�, one can conclude
that limk→∞ e1, k =0, ∀t∈ ½0, T �. □

27.4 Conclusion

MRAILC method is presented for solving the tracking problem of a class of
uncertain-parameter plants. Compared with the exiting MRAILC, the new indirect
method could deal with both minimum- and nonminimum-phase plant for the
reason that parameterizing the plant model as the desired controller parameters is
convenient. Both theoretical analysis and simulation example verify the effective-
ness of the MRAILC. MRAIC with normalized adaptive laws and the application to
a higher order relative degree system would be our further work.
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Chapter 28
Stereo Vision Pose Estimation for Moving
Objects by the Interacting Multiple
Model Method

Ying Peng, Shihao Sun, Yingmin Jia and Changqing Chen

Abstract The stereo vision measurement system is very widely employed to
obtain the 6 DOF pose information for the moving objects in space. However, the
linear and angular velocities are impossible to estimate using these systems while
the dynamic model is unknown and disturbances exist, and their applications is
limited. To overcome this disadvantage, we propose an approach based on the IMM
algorithm for moving objects. Our approach is verified in the feature points of a
moving object. And the simulating results show its validity.

Keywords 6DOF ⋅ Pose estimation ⋅ IMM ⋅ Kalman filter

28.1 Introduction

Estimating the position and pose of multiple-degrees-of-freedom moving objectives
is one of the principal goals in the actual applications such as intelligent navigation,
objective tracking, space docking and so on [1]. To this end, a great number of
estimating systems have been conducted in recent years which are: inertial navi-
gation system, GPS system, laser system and stereo vision system.
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In these systems, the stereo vision system is a powerful and versatile system to
measure the 6DOF pose information [2]. Based on the positions of the non-collinear
feature points on left and right images [3] [4], the pose of the moving object in
inertial coordinate can be obtained by 3D reconstruction method [5, 6, 7, 8]. As the
measurement noise existing, it is difficult to obtain the accurate motion state by
stereo vision measurement. Although, based on dynamic model of the object, the
Kalman Filter is effective to estimate the noise, it is unable to estimate the motion
state normally when the dynamic model is unknown. To overcome this disadvan-
tage, the IMM estimator, which has been shown to be a cost-effective motion state
estimation approach [9], is employed for the motion state estimation of the particle
object when the dynamic model is unknown. With several behaviour modes, such
as CV, CA, CT, which can be switched from one to another, the IMM method has
the ability to estimate the motion state of a particle object. Recently, the IMM
estimator is widely applied in target tracking [10] [11]. Tan [12] develops an
algorithm of target tracking based on IMM-Singer model, which improved the
accuracy. Xiao [13] proposes an adaptive IMM tracking algorithm of based on
coordinated turn model.

In this paper, the position in inertial coordinate of the feature points is measured
by stereo vision approach. And the IMM method is employed to estimate the
motion state of the feature points. Then, according to the model obtained by IMM
method, the position, velocity, attitude angle, and angular velocity are all accurately
estimated. At last we show the validity of the method in a moving object.

28.2 Background Knowledge

28.2.1 Stereo Vision-Based Measurement Method

As shown in Fig. 28.1, Ol − xlylzl and Or − xryrzr are left and right camera coor-
dinate systems respectively. The vectors xl, yl , zl½ �T , xr, yr, zr½ �∈R3 denote the
position of the space point P, resolved in the coordinate Ol − xlylzl and Or − xryrzr.

According to the principle of perspective transformation, we can get

sl
Xl

Yl
1

2
4

3
5=

fl 0 0
0 fl 0
0 0 1

2
4

3
5 xl

yl
zl

2
4

3
5 ð28:1Þ

sr
Xr

Yr
1

2
4

3
5=

fr 0 0
0 fr 0
0 0 1

2
4

3
5 xr

yr
zr

2
4

3
5 ð28:2Þ

where vectors Xl, Yl½ �, Xr, Yr½ � denote the position of the space point P, resolved in
the left and right image coordinate.
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Let Mlr = ½RjT � be space transformation matrix, where T = tx ty tz½ �T and
R= r1 r2 r3; r4 r5 r6; r7 r8 r9;½ �. Then,

xr
yr
zr

2
4

3
5=Mlr

xl
yl
zl
1

2
64

3
75= r1 r2 r3 tx

r4 r5 r6 ty
r7 r8 r9 tz

2
4

3
5 xl

yl
zl
1

2
64

3
75 ð28:3Þ

Assume that the world coordinate coincides with the left camera coordinate,
which means that x, y, z½ �= xl, yl, zl½ �, the 3-D world coordinate of the space point P
can be rewritten as

x=
zXl

fl

y=
zYl
fl

z=
fl frtx −Xrtzð Þ

Xr r7Xl + r8Yl + flr9ð Þ− fr r1Xl + r2Yl + flr3ð Þ

=
fl frty −Xrtz
� �

Yr r7Xl + r8Yl + flr9ð Þ− fr r4Xl + r5Yl + flr6ð Þ

ð28:4Þ

28.2.2 The IMM Algorithm

Consider a typical discrete-time state-space model of target tracking, the process
equation and measurement equation are given by

Fig. 28.1 Structure of the
observing space points by
double cameras
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Xk =FjXk − 1 +Gjωk ð28:5Þ

Zk =HjXk + vk ð28:6Þ

where ωk and vk are both zero-mean white Guassian noises with variances Qk and
Rk , and mutually independent, and Gj is the process noise gain matrix.

Let m be the number of models, and μi k− 1ð Þ be the mode probability that model
i i=1, 2, 3, . . . ,mð Þ is in effect at time k− 1. The mode transition governed by a
Markov chain

P=

p11 p12 ⋯ p1m
p21 p22 ⋯ p2m
⋮
pm1

⋮
pm2

⋯
⋯

⋮
pmm

2
64

3
75 ð28:7Þ

wherepij is theMarkovtransitionprobabilityfrommode i tomode j i, j=1, 2, 3, . . .mð Þ.
Assume that the state estimations and their associated covariance are denoted

respectively by Xî kð Þ and P ̂i kð Þ at time k conditioned on the ith mode. A typical
IMM algorithm is expanded from [14] [15].

Firstly, the mixing estimations and the associated mixing covariance are com-
puted by

X ̂0j k− 1ð Þ= ∑
m

i=1
X ̂i k− 1ð Þμij k− 1ð Þ ð28:8Þ

P̂0j k− 1ð Þ= ∑
m

i=1
μij k− 1ð ÞfP̂i k− 1ð Þ+ ½X ̂i k− 1ð Þ−X ̂0i k− 1ð Þ�

½X ̂i k− 1ð Þ−X ̂0i k− 1ð Þ�′g
ð28:9Þ

where

μij k− 1ð Þ= pijμi k− 1ð Þ
cj̄

ð28:10Þ

cj̄ = ∑
m

i=1
pijμi k− 1ð Þ ð28:11Þ

Then, according to Kalman Filter or other filtering methods, with X ̂0j k− 1ð Þ and
P̂0j k− 1ð Þ as input on filter matched the jth mode, the state estimation X ̂j kð Þ, the
covariance P ̂i kð Þ and the likelihood function Λi kð Þ are all calculated.

Thirdly, we update the mode probabilities as follows
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μj kð Þ= Λj kð Þc ̄j
C

ð28:12Þ

where

C= ∑
m

i=1
Λi kð Þc ̄i ð28:13Þ

Finally, combine all the state estimations and covariance based on the mode
probabilities μi kð Þ as following:

X ̂ kð Þ= ∑
m

i=1
X ̂i kð Þμi kð Þ ð28:14Þ

28.3 Kinematics Models of Feature Points

As shown in Fig. 28.2, O− xdydzd is the moving coordinate. With pitch angle α, roll
angle β and yaw angle θ, the rotation matrix R and translation vector T are

R=

1 0 0

0 cosα sinα

0 − sinα cosα

2
64

3
75

cosβ 0 − sinβ

0 1 0

sinβ 0 cosβ

2
64

3
75

cosθ sinθ 0

− sinθ cosθ 0

0 0 1

2
64

3
75

=

cosβcosθ cosβsinθ − sinβ

sinαsinβcosθ− cosαsinθ cosαcosθ+ sinαsinβsinθ sinαcosβ

cosαsinβcosθ+ sinαsinθ sinαcosθ+ cosαsinβsinθ cosαcosβ

2
64

3
75

T = x, y, z½ �T

The vectors Pjs = xjs yjs zjs½ �T , Pj = xj yj zj½ �T , j=1, 2, . . . , 5 denote the
initial coordinate and the new coordinate after moving of the point Pj. The con-
nection of Pjs and Pj can be written as

Pj =RPjs + T , j=1, 2, . . . , 5 ð28:15Þ

then,

Pi −Pj =RðPis −PjsÞ ð28:16Þ

With (28.15) and (28.16), the 6-DOF pose of spacecraft can be calculated. Dif-
ferentiate Eq. (28.16) to yield
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Ṗi − Ṗj =R ̇ðPis −PjsÞ ð28:17Þ

Through the equations obtained from (28.5), the unknown parameters of them
(α, β, θ, α ̇, β, θ) can be solved on the condition thatP ̇j = xj̇ yj̇ żj½ �T , j=1, 2 . . . , 5
are known, which can be estimated by IMM method.

The matrix r1̇1 r1̇2 r ̇13; r ̇21 r ̇22 r ̇23; r ̇31 r ̇32 r ̇33;½ � denotes Ṙ.
Then, the angular velocities α,̇ β, θ are

β=
− r ̇13
cosβ

θ=
r ̇11 + βsinβcosθ

cosβsinθ

α̇=
r ̇23 + βsinαsinβ

cosαcosβ

ð28:18Þ

According to [16], R= e1 e2 e3½ � o1 o2 o3½ �− 1, where ek =
Pik −Pjk

jjPik −Pjk jj2
,

ok =
Piks −Pjks

Piks −Pjks
�� ���� ��

2

, k=1, 2. e3 = e1 × e2, o3 = o1 × o2.

Thus,

Ṙ = e1̇ e2̇ e3̇½ � o1 o2 o3½ �− 1

where

e ̇k =
1

Pik −Pjk

�� ���� ��
2

−
Pik −Pjk

� �
Ṗik − Ṗjk

� �T
Pik −Pjk

�� ���� ��
2

 !
Pik −Pjk

� �
, k = 1, 2.

Fig. 28.2 Spacecraft’s
position and orientation
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e3̇ = e1̇ × e2 + e1 × e2̇

are easily obtained based on Ṙ, α̇, β, θ.

28.4 Simulations

Consider a state-space model of a moving object given by Eq. (28.7). The state
vector is Xk = xk xk̇ xk̈ yk yk̇ yk̈ zk zk̇ zk̈½ �T . The transition matrix is
F = diag F1, F1, F1f g. The process noise gain matrix is G= diag G1, G1, G1f g.

For constant velocity model:

F1 =
1 T 0
0 1 T
0 0 1

2
4

3
5 G1 =

0.5T2

T
0

2
4

3
5

For constant acceleration model:

F1 =
1 T 0.5T2

0 1 T
0 0 1

2
4

3
5, G1 =

0.5T2

T
1

2
4

3
5

For 3D coordinate turn model:

F1 =
1 sin ωTð Þ

ω
1− cos ωTð Þ

ω2

0 cos ωTð Þ sin ωTð Þ
ω

0 −ωsin ωTð Þ cos ωTð Þ

2
64

3
75, G1 =

0.5T2

T
1

2
4

3
5

where ω is the angular rate. In this paper, the model set contains 2 3D coordinate
turn models with different angular rates.

Figure 28.3 shows the trajectory of the 3D maneuvering target, which starts from
ð30, 30, 30 kmÞ. The concrete motion situation is showed as Table 28.1.

Assume that the standard deviation of the measured data, calculated by stereo
vision-based measurement system, is 400m on each coordinate orientation
respectively. The mode transition matrix is

P=

0.97 0.01 0.01 0.01
0.01 0.97 0.01 0.01
0.01
0.01

0.01
0.01

0.97
0.01

0.01
0.97

2
64

3
75

Figure 28.4 shows the root mean square error (RMSE) in the estimation and the
RMSE in the measurement of position for x− y− z. As shown in Fig. 28.3, the
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accuracy of position\increased by IMM algorithm. At the target’s maneuvering time
(50, 100, 200 s), the IMM estimator maintains a fairly accuracy.

As shown in Fig. 28.5, the RMSE percentage of velocity estimation is basically
within 2 %. The larger fluctuation in the error of velocity estimation appeared at the
target’s maneuvering time, especially at 200 s. However, the IMM algorithm has
capability to make the velocity estimation accurate after several times of iteration.

Fig. 28.3 3D maneuvering target trajectory

Table 28.1 The target movement pattern

Time 0–50 s 50–100 s 100–200 s 200–250 s

Motion
situation

Uniform
linear

Uniform
circular

Uniform
linear

Uniform
acceleration

Fig. 28.4 Estimation error of position
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The simulation results show that the high precision estimation of position and
velocity can be obtained by IMM algorithm. According to Sect. 28.3, the angular
velocity is acquired.

28.5 Conclusion

In this paper, a stereo vision-based state estimator using the IMM method which
contains three different models is presented to estimate the 6 DOF pose and velocity
of the simulated spacecraft. From the simulating results, the proposed algorithm has
ability to obtain the translational velocity and angular velocity and improves the
pose estimation accuracy significantly.
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Chapter 29
A Carrier Tracking Algorithm of Kalman
Filter Based on Combined Maneuvering
Target Model

Zhulin Xiong, Shijie Ren, Celun Liu and Jianping An

Abstract Since the traditional current statistical Kalman (CS-Kalman) filter
doesn’t perform well enough when used in high-dynamic carrier tracking, an carrier
tracking algorithm of Kalman filter based on combined maneuvering target model
composed of high dynamic CS-Kalman filter and steady-state self-adaptive
CS-Kalman filter is presented. The proposed algorithm achieves stable and accu-
rate carrier synchronization by adjusting the CS-Kalman filter type and parameter
corresponding to the dynamic condition in real time. Simulation results show that
compared with the traditional CS-Kalman algorithm, the proposed algorithm is
more realistic, practical valuable and adaptable in high dynamic environment.

Keywords High dynamic ⋅ Carrier tracking ⋅ Current statistical kalman
(CS-Kalman) filter ⋅ Maneuvering target model

29.1 Introduction

In the field of aerospace, all kinds of aircraft such as airplane and satellite have high
dynamic character. Their communication signal contains high Doppler frequency
shift and Doppler rate-of-change far beyond the tracking capabilities of traditional
carrier synchronization loop. Therefore, the research on the stable synchronization
algorithm in high dynamic environments has high theoretical and practical
significance.
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A lot of in-depth relevant research has been carried out in recent years. Many
early algorithms [1], [2] are open loop and based on the maximum likelihood
criterion. These algorithms reach high estimation precision at the cost of exorbitant
calculation. The non-stationary parameter estimation algorithms based on the time
and frequency domain orthogonal basis transform [3] or the Markov Monte-Carlo
method [4] also have the disadvantage of high computational complexity. The
traditional carrier tracking loops [5] such as phase-locked loop and
frequency-locked loop have low complexity and high precision, but they can’t work
reliably in high dynamic environment because of the limited noise bandwidth and
loop order. Some existing researches try to improve the tracking loops in three
ways: raising loop order, reducing signal dynamic and utilizing nonlinear filtering
technique. High order loop filter [6] can track high order Doppler component, but
its multiple poles lead to poor stability. There are two kinds of methods to reduce
signal dynamic: one is forecasting dynamic roughly by inertial navigation [7] and
the other is reducing the order of Doppler component by self-conjugate difference
[8]. Inertial navigation system can effectively reduce the complexity of the
receiving terminal, but its application is seriously restricted by the high cost. The
algorithm of self-conjugate difference performs well in high signal-to-noise ratio
(SNR) environment, but it would bring large performance deterioration when SNR
is low. The extended Kalman filter [9] (EKF) based on local linearization of Kal-
man filter has a simple construction and good performance in Gaussian and mild
nonlinear environment. However, the given parameter recursive model of the
classical EKF may not match the actual dynamic of communication signal and that
will lead to a steady-state tracking error and low probability of lock in present of the
high order frequency components. Reference [10] proposed a carrier tracking
algorithm based on the CS-Kalman filter which combines current statistical model
and Kalman filter. Compared with EKF, the CS-Kalman filter has a much wider
tracking dynamic range and similar computational complexity. But in the low
dynamic environment, CS-Kalman filter will produce additional noise due to the
model mismatch. To solve the above problem, a carrier tracking algorithm of
Kalman filter based on combined maneuvering target mode composed of high
dynamic CS-Kalman filter and steady-state self-adaptive CS-Kalman filter is pro-
posed in this paper. By choosing the appropriate CS-Kalman filter corresponding to
the dynamic condition, the proposed algorithm achieves stable and accurate
tracking of maneuvering target in a variety of dynamic conditions.

29.2 CS Model and Its Limitations

According to the CSmodel, when the target is maneuvering, the acceleration value of
the next moment must be in the neighborhood of “current” acceleration. The CS
model is a non-zero-mean time-correlated maneuvering acceleration model whose
“current” probability follows the modified Rayleigh distribution. The stochastic
acceleration belongs to the first order time-dependent process in the time domain [11]
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x ̈ tð Þ= a ̄ tð Þ+ a tð Þ ð29:1Þ

a ̇ tð Þ= − αa tð Þ+ω tð Þ ð29:2Þ

where a ̄ tð Þ is the “current” mean of the maneuvering acceleration, α is the reci-
procal of maneuvering time constant named maneuvering frequency, ω tð Þ is zero
mean Gaussian noise with a variance σ2ω =2ασ2a, σ

2
a is the variance of the target

acceleration.
Assuming a1 tð Þ= a ̄ tð Þ+ a tð Þ, rewrite Eqs. (29.1) and (29.2) as follows

x ̈ tð Þ= a1 tð Þ ð29:3Þ

a ̇1 tð Þ= − αa1 tð Þ+ αa ̄ tð Þ+ω tð Þ. ð29:4Þ

From discretizing Eqs. (29.3) and (29.4) we get the equation of state

x ̇ðtÞ
x ̈ðtÞ
⃛xðtÞ

2
4

3
5=

0 1 0
0 0 1
0 0 − α

2
4

3
5 xðtÞ

x ̇ðtÞ
x ̈ðtÞ

2
4

3
5+

0
0
α

2
4

3
5a ̄ðtÞ+ 0

0
1

2
4

3
5ωðtÞ ð29:5Þ

where x tð Þ x ̇ tð Þ x ̈ tð Þ½ �T is the state vector which represents the displacement,
velocity and acceleration of target. Equation (29.5) shows that the selection of
maneuvering frequency α and acceleration variance σ2a is very important for the
tracking performance. The dynamic of high-speed aircraft such as satellite navi-
gation is very complex. In order to guarantee the robustness of the tracking algo-
rithm in such a dynamic environment, the tracking accuracy has to be sacrificed.
The satellite navigation signal of the airplane in the take-off stage [12] is taken as an
example, whose dynamic characteristics are shown in Fig. 29.1.

In Fig. 29.1, 0 ∼ 100 s is the preparation stage (stage I) where the airplane is
static and the dynamic characteristics of navigation signals are entirely determined
by the satellite; 100 ∼ 186 s is the take-off stage (stage II) where the aircraft pitches
up by a sharp acceleration and the dynamic is mainly determined by the airplane;
186 ∼ 400 s is the stable flying stage (stage III) where the airplane flies into the
predetermined height and the dynamic is codetermined by the airplane and the
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Fig. 29.1 Satellite navigation signal dynamic of the airplane in the take-off stage
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satellite. In stage I and stage III the 2-order frequency changing rate of navigation
signal is approximately zero and the difficulty of tracking signal is relatively low,
while in stage II the 2-order frequency changing rate as well as the tracking diffi-
culty increases greatly due to the sharp acceleration. In order to maintain the
stability of CS-Kalman filter in the worst case, maneuvering frequency α and
acceleration variance σ2a should match the maximum dynamic of stage II which will
greatly reduce the estimation accuracy of another stage.

29.3 Carrier Tracking Method

Assuming that the channel is Gaussian, the input signal of carrier tracking loop with
white Gaussian noise and Doppler frequency shift is given by

sin kð Þ= ej π f ′′1 + f ′′2ð Þk3T3 ̸− 0pt3+ πΔf 0k2T2 + 2πΔfkT + θ0½ � + nðkÞ ð29:6Þ

where f ′′1 and f ′′2 are 2-order frequency changing rates determined by the satellite
and the maneuvering target, T is the time interval of sampling, Δf 0 , Δf and θ0 are
the initial frequency changing rate, frequency shift and carrier phase, n kð Þ is the
complex zero mean Gaussian noise whose variance of real and imaginary com-
ponent is σ2 ̸− 0pt2.

Structure diagram of the proposed algorithm is shown in Fig. 29.2. Carrier
tracking module receives the I, Q base band signal and utilizes the phase detector to
calculate the real-time phase difference between the received signal and the local
numerically controlled oscillator (NCO). The phase difference is taken as the input
parameter of the high dynamic CS-Kalman filter and the steady-state self-adaptive
CS-Kalman filter. These two filters track the input parameter respectively and the
algorithm chooses the appropriate filter output according to the estimation result of
the high dynamic CS-Kalman filter.

Assuming the state vector of CS-Kalman filter X kð Þ= θ kð Þ f kð Þ f ′ kð Þ� �T . From
Eq. (29.5), the time update equation and the observation equation

X kð Þ=Φ kjk− 1ð ÞX k− 1ð Þ+Λ k− 1ð Þf ′ k− 1ð Þ+Q k− 1ð Þ ð29:7Þ

( )ins k

Fig. 29.2 Structure diagram of the proposed algorithm
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z kð Þ=H kð ÞX kð Þ+V kð Þ. ð29:8Þ

The state transfer matrix of Eq. (29.7) is

Φ kjk− 1ð Þ= eAT =
1 T − 1+ αT + e− αTð Þ ̸− 0ptα2

0 1 1− e− αTð Þ ̸− 0ptα
0 0 e− αT

2
4

3
5 ð29:9Þ

where X kð Þ=
0 1 0
0 0 1
0 0 − α

2
4

3
5.

The control matrix of system is

Λ k− 1ð Þ=
ZT
0

eA tð Þ
0
0
α

2
4

3
5dt = − T ̸− 0ptα+0.5T2 + 1− e− αTð Þ ̸− 0ptα2

T − 1− e− αTð Þ ̸− 0ptα
1− e− αTð Þ

2
4

3
5.

ð29:10Þ

The covariance matrix of the zero mean process noise is [9]

Q= qT
T4 ̸− 0pt20 T3 ̸− 0pt8 T2 ̸− 0pt6
T3 ̸− 0pt8 T2 ̸− 0pt3 T ̸− 0pt2
T2 ̸− 0pt6 T ̸− 0pt2 1

2
4

3
5 ð29:11Þ

where q represents the variance of 2-order frequency changing rate. The observa-
tion matrix H(k) = [1 0 0] and V(k) is the zero mean Gaussian observation noise
with variance RðkÞ≈ β2θ2 kð Þ+2ασ2f 0 where β is the relative error coefficient.

The filtering process of CS-Kalman filter is as follows:
The time update equations are

X
⌢

kjk− 1ð Þ=Φ kjk− 1ð ÞX⌢ k− 1ð Þ+Λ k− 1ð Þf ′ k− 1ð Þ ð29:12Þ

P kjk− 1ð Þ=Φ kjk− 1ð ÞP k− 1ð ÞΦT kjk− 1ð Þ+Q k− 1ð Þ. ð29:13Þ

The state update equations are

K =P kjk− 1ð ÞHT HP kjk− 1ð ÞHT +R
� �− 1 ð29:14Þ

X
⌢

kð Þ=X
⌢

kjk− 1ð Þ+K arg sin kð Þð Þ−HX
⌢

kjk− 1ð Þ
� �

ð29:15Þ

P kð Þ= I −KH½ �P kjk− 1ð Þ. ð29:16Þ
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There are two adjustable parameters in CS-Kalman filter: maneuvering fre-
quency α and the variance of 2-order frequency changing rate q. In general, the
estimation error is inversely proportional to α when T < 0.1 [11] which can be
easily satisfied in the navigation system. Therefore, the dynamic tracking perfor-
mance and tracking accuracy of CS-Kalman filter is mainly determined by
parameter q. The selection of q is the major difference of high dynamic CS-Kalman
filter and steady-state self-adaptive CS-Kalman filter.

The high dynamic CS-Kalman filter is designed for reliable tracking of
maneuvering target in the high-speed motion. From Eq. (29.7) we know that q is
determined by the maximum 2-order frequency disturbance increment of the target

q=max Δf ′′1 +Δf ′′2
�� ��2� �

. ð29:17Þ

The steady-state self-adaptive CS-Kalman filter is designed for the accurate
tracking of maneuvering target in the steady motion, so the parameter q need to be
adjusted according to the actual state of target. The 2-order frequency disturbance
increment at time k can be approximated by the difference between the estimation
of frequency changing rate at time k and the prediction of frequency changing rate
at time k−1, which is

Δf ′′ðkÞ≈ f
⌢′

ðkÞ− f
⌢′

kjk− 1ð Þ
	 


T̸ . ð29:18Þ

q is proportional to the square of disturbance increment

q kð Þ= f
⌢′

kð Þ− f
⌢′

kjk− 1ð Þ
����

����2 T̸2. ð29:19Þ

From Eq. (29.19) we know that the estimation f
⌢′

kð Þ is close to the prediction

f
⌢′

kjk− 1ð Þ in low dynamic, the variance q(k) as well as the Kalman filter gain is
very small and the steady-state self-adaptive CS-Kalman filter has a slow but

accurate tracking of maneuvering target. When the dynamic is high, f
⌢′

kð Þ has a

obviously deviation from f
⌢′

kjk− 1ð Þ, and the Kalman filter gain becomes much
larger which makes the target tracking faster and inaccurate.

In order to realize the automatic switch of the high dynamic and the steady state
tracking model, the threshold of 2-order s f ′′ kð Þ should be set as follows

f ′′th = max f ′′1
�� ��. ð29:20Þ

Compared with the steady-state self-adaptive CS-Kalman filter, the high
dynamic CS-Kalman filter has a better dynamic tracking ability. The estimation of
f ′′ kð Þ is
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f
⌢′′

kð Þ= f
⌢′

kð Þ− f
⌢′

k− 1ð Þ
����

���� ð29:21Þ

where f
⌢′

kjk− 1ð Þ and f
⌢′

k− 1ð Þ are the estimation values of frequency changing
rate at time k and k-1 in high dynamic CS-Kalman filter. The appropriate filter

output is selected by comparing f
⌢′′

kð Þ and f ′′th, if f
⌢′′

kð Þ> f ′′th the output of high
dynamic CS-Kalman filter is selected as the estimation of target dynamic, otherwise
the output of the steady-state self-adaptive CS-Kalman filter is selected.

The carrier NCO is adjusted by the estimation of phase at time k to compensate
the input signal sin k+1ð Þ, which is

θnco k+1ð Þ= θnco kð Þ+ θ
⌢

kð Þ+ f
⌢

kð ÞT + f
⌢′

kð ÞT2 2̸. ð29:22Þ

29.4 Simulation Results

In order to verify the effectiveness of the algorithm, we choose the satellite navi-
gation signal shown in Fig. 29.1 for simulation. Various performance indicators
including probability of losing lock and root-mean-square error (RMSE) of phase
estimation are simulated and compared with the traditional algorithm based on
CS-Kalman filter [10]. The key parameters are as follows: T =0.01s, α=1,
β=0.01, q=400Hz2 ̸− 0pts4, f ′′th =1Hz ̸− 0pts2. The simulation results are shown
in Figs. 29.3 and 29.4.

Figures 29.3 and 29.4 show that compared with traditional algorithm, the pro-
posed algorithm has a lower probability of losing lock as well as RMSE of phase
estimation. In the traditional algorithm, severe floor effect of phase estimation
appears when the SNR is greater than 1.5 dB due to the fixed parameters of
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CS-Kalman filter. The proposed algorithm makes use of the steady-state
self-adaptive CS-Kalman filter to match the dynamic characteristics of target,
thus the floor effect can be effectively restrained.

The real-time tracking error of traditional algorithm and proposed algorithm at
SNR = 10 dB is shown in Figs. 29.5 and 29.6. In stage II, while the tracking error
suddenly increasing both algorithms respond quickly and reduce the tracking error
within a short period of time. In stage I and III, the tracking error of proposed
algorithm is much lower than that of traditional algorithm.
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Fig. 29.5 The real-time tracking error of traditional algorithm when the SNR is 10 dB
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In summary, the proposed algorithm is robust enough to realize stable and
accurate carrier tracking in high dynamic environment.

29.5 Conclusion

A carrier tracking algorithm based on combined maneuvering target model Kalman
filter is proposed for the accurate tracking of carrier in high dynamic environment.
It utilizes the high dynamic CS-Kalman filter to ensure the dynamic characteristics
of tracking, and takes advantage of steady-state self-adaptive CS-Kalman filter to
improve the steady-state estimation accuracy. The simulation results show that the
proposed algorithm has strong robustness, high precision and wide range of
applications. Compared with the traditional algorithm based on CS-Kalman filter,
the proposed algorithm has much better tracking performance and higher practical
value.
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Chapter 30
Smooth Time-Varying Formation Control
of Multiple Nonholonomic Agents

Chenghui Yang, Wenjing Xie, Chen Lei and Baoli Ma

Abstract In this paper, we investigate the position/orientation formation problem
of multiple nonholonomic agents. Coordinate transformations are first presented to
obtain the matrix form of formation error model, then a distributed smooth
time-varying control law is designed based on a Lyapunov-like function. We prove
that the closed-formation-system is globally asymptotically stable by Barbalat’s
lemma if the communication graph is undirected, time-invariant and connected.
Simulation results verify the effectiveness of the proposed control scheme.

Keywords Asymptotic formation ⋅ Cooperative control ⋅ Nonholonomic
agents ⋅ Distributed control

30.1 Introduction

Distributed control of dynamic multi-agents has catched many researchers’ eyes in
recent years, including consensus, rendezvous, flocking, cooperative control, and
formation control. It has been applied both in networks of classical linear systems
(e.g. integrator systems) and in networks of complicated nonlinear systems (e.g.
nonholonomic systems), which may have communication delays and provide
switching topologies.

The problem of formation control is one of distributed cooperative control
objectives for networks of dynamic agents, that is, designing a distributed algorithm
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such that all the agents converge to specific relative positions and maintain the
patterns. Relatively, protocols of consensus, agreement or rendezvous are all special
cases of formation problems. It has been extensively studied and applied in multiple
agent systems with simple linear models [1–3], networks of continuous time
first-order integrator agents [4–6], discrete-time first-order integrator agents [7–9],
double-integrator agents [10], high-order linear agents [11] as well as other kinds of
linear agents [12].

Besides the previous study of multi-agent with linear models, there are also some
researches with emphasis on nonlinear multi-agents, especially the nonholonomic
agents, due to the obvious fact that the methods proposed for the formation control
problem of multiple general linear agents are not applicable for multiple non-
holonomic agents [13, 14]. For the networked nonholonomic mobile robots, the
formation problem is investigated in [15–23]. However, the formation scheme in
[15] cannot be used for arbitrary formation, the ones in [16, 18, 22, 23] require the
velocity nonzero, the ones in [16, 17, 19, 21] have singularities because of the
vanishing denominators, and the ones in [18, 20] are both discontinuous and hence
cannot be extended to obtain the dynamic control law by backstepping method.

Based on the statements above, the formation problem is still an open one.
Therefore, this paper addresses the position/orientation formation control problem
of multiple nonholonomic agents. Firstly, the matrix form for the multiple
nonho-lonomic agents is derived, then a time-varying distributed control law is
designed by the Lyapunov method and Barbalat’s lemma. The stability analysis
shows that the formation errors are globally asymptotically convergent to zero
provided that the communication graph is connected, time-invariant and undirected.
Finally, the simulation examples confirm the effectiveness of the proposed control
strategy.

The rest of the paper is organized as follows. Section 30.2 describes the for-
mation control problem, and introduces some basic concepts. Section 30.3 presents
the smooth time-varying position/orientation formation protocol. Then, in
Sect. 30.4, the simulation examples verify the effectiveness of the proposed algo-
rithm, and Sect. 30.5 concludes this work finally.

30.2 Problem Formulation

In this section, we firstly review the graph tools and some relative basic concepts in
graph and matrix theories. Let G= ðV, E,AÞ be an undirected graph of order n with
the set of nodes V = ðν1, ν2, . . . , νnÞ, set of edges E ⊆V ×V, and a adjacency matrix
A= ½aij�. The node indices belong to a finite index set L= f1, 2,⋯, ng, i.e., the order
of the graph G is finite. An edge of G is denoted by eij = ðνi, νjÞ. The adjacency
matrix is the n × n matrix given by aij =1⇔ eij ∈ E; aij =0⇔ eij ∉ E; aii =0.
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The set of neighbors of node νi is denoted by Ni = fνj ∈ Vjeij ∈ Eg. For undirected
graph, it is obvious that eij ∈ E⇔ eji ∈ E. A path from i to j is a sequence of distinct
nodes starting from node νi and ending with node νj. An undirected graph is said to
be connected if there is a path between any two nodes, otherwise, disconnected. For
the undirected graph G, the degree of note i is equal to the number of its neighboring
vertices, and the degree matrix of G is an n × n diagonal matrix
Δ=diag d1, d2, . . . , dnf g, di = ∑n

j=1 aij. The Laplacian of G is L=Δ−A which is
symmetric. From the definition of L, we know that the sum of each row and column
in L are both zero. Moreover, it can be shown that zero is a simple eigenvalue of
L with the corresponding eigenvector 1= ½1, 1,⋯, 1�T ∈Rn×1.

The considered agents are the classic unicycle-like nonholonomic robotic sys-
tems. In this paper, the kinematic model of the robot indexed by i i∈Lð Þ is rep-
resented by

xi = vi cos θi , yi = vi sin θi , θ ̇i =ωi , ð30:1Þ

where xi, yið Þ is the position coordinates of robot i in the earth frame, θi the ori-
entation of robot i in the body fixed frame, and vi,ωið Þ the linear and angular
velocity control inputs of robot i, respectively. Note that the robots described by
(30.1) are nonholonomic due to the constraint on their velocities

xi sin θi − yi cos θi =0, ð30:2Þ

meaning they cannot move side-away.
In our paper, each robotic agent locates in a communication network with

undirected information flow, and naturally is considered as a node νi with the
position and the orientation values, i.e., xi, yi, θið Þ. Given a desired geometric pat-
tern P that has n vertices and is defined by orthogonal coordinates pix, piy

� �
. Define

xī = xi − pix, yī = yi − piy, and

x ̄= x1̄, x2̄, . . . , x ̄n½ �T ∈Rn×1, y ̄= y ̄1, y2̄, . . . , y ̄n½ �T ∈Rn×1,

X = x1̄, y1̄, x2̄, y2̄, . . . , x ̄n, yn̄½ �T ∈R2n×1,Θ= θ1, θ2, . . . , θn½ �T ∈Rn×1,

L 2ð Þ =L⊗I2 ∈R2n×2n, I2 = diagf1, 1g,

where X and Θ represent the stack vectors of position and orientation coordinates,
⊗ is Kronecker product. Let xīj = xī − xj̄, yīj = yī − yj̄ denote the formation error, and
θij = θi − θj the direct orientation error between robot i and j.

Assumption 1 The communication graph G= V, E,Að Þ is undirected, time-
invariant and connected.

Under Assumption 1, we know that rank (L) = n − 1 and each row sum of L is
zero, hence the null space of L is the spanning space of f1g, meaning that the
formation problem for multi-robots in undirected connected topology graph can be
stated as: design distributed protocols vi ⋅ð Þ,ωi ⋅ð Þ such that
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xi − xj → pix − pjx, yi − yj → piy − pjy, θi − θj → 0,

which are equal to

Lx ̄→ 0, Ly ̄→ 0, LΘ→ 0; or L 2ð ÞX→ 0, LΘ→ 0. ð30:3Þ

30.3 Protocols for Multiple Nonholonomic Agents

In this section, we focus on the controller design for the formation problem of
multiple nonholonomic robots. For this case, we solve the position/orientation
formation problem by smooth time-varying scheme. We assume that robot i can
only get the formation error x ̄ij, yīj

� �
and its own orientation θi, and cannot known

its position xi, yið Þ or the other one’s orientation θj j≠ ið Þ.
First, we establish the model of all the robots in graph in form of compact matrix

for simplicity. Define U = ½v1, v2, . . . , vn�T ∈Rn×1,Ω= ½ω1,ω2, . . . ,ωn�T ∈Rn×1,
and rewrite the unicycle-like model as

X ̇=H1U , Θ̇=Ω , ð30:4Þ

where X, Θ are defined in Sect. 30.2, and H1 is a block diagonal matrix given by

H1 =

α1 O2× 1 ⋯ O2× 1

O2× 1 α2 ⋯ O2× 1

⋮ ⋮ ⋱ ⋮
O2× 1 O2× 1 ⋯ αn

2
664

3
775∈R2n× n, ð30:5Þ

where αi = cos θi, sin θi½ �T ∈R2× 1,O2× 1 = 0 0½ �T. Differentiating H1 yields

H1̇ =H2Hω, ð30:6Þ

where

Hω =diag ω1,ω2,⋯,ωnf g∈Rn× n,

H2 =

β1 O2× 1 ⋮ O2× 1

O2× 1 β2 ⋮ O2× 1

⋮ ⋮ ⋱ ⋮
O2× 1 O2× 1 ⋯ βn

2
6664

3
7775∈R2n× n,

βi =
dαi
dθi

= − sin θi, cos θi½ �T ∈R2× 1.

ð30:7Þ
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It is hence that

Ω=Hω1,H ̇2 = −H1Hω. ð30:8Þ

For system (30.4), we have the next theorem.

Theorem 1 Under Assumption 1, the control law

U = − k1HT
1 L 2ð ÞX,Ω= − k3 Θ− α1ð Þ+ k2f tð ÞHT

2 L 2ð ÞX ð30:9Þ

can guarantee (30.3) holds, where k1 > 0, k2 ≠ 0, k3 > 0,α∈R, and f tð Þ∈R a
smooth bounded periodic function with limt→∞ f ̇ðtÞ≠ 0.

Proof To prove Theorem 1, we construct the following formation positive definite
Lyapunov function as

V =XTL 2ð ÞX =XTLT2ð ÞX =0.5∑
i

∑
j∈Ni

x ̄2ij + y ̄2ij
� �

≥ 0 ð30:10Þ

whose derivative along (30.4) (30.9) is derived as

V ̇=2XTLT2ð ÞH1U = − 2k1 HT
1 L 2ð ÞX

� �T
HT

1 L 2ð ÞX ≤ 0 ð30:11Þ

For undirected connected graph, Eq. (30.10) implies that 2XTLT2ð ÞX represents
the quadric sum of xīj and yīj, which is similar in [4], and also can be found in [3, 5].
Control law (30.9) can be also rewritten in component form as

vi = − k1 cos θi ∑j∈Ni
aijxīj + sin θi ∑j∈Ni

aijyīj
� �

ωi = − k3 θi − αð Þ+ k2f tð Þ − sin θi ∑j∈Ni
aijxīj + cos θi ∑j∈Ni

aijyīj
� � ð30:12Þ

It follows from V ≥ 0,V ̇≤ 0 that V ∈ L∞, xīj ∈ L∞, yīj ∈L∞ for all i∈L, j∈Ni,
thus vi ∈L∞,U ∈ L∞,X ̇∈L∞ and so is the term k2f tð ÞHT

2 L 2ð ÞX in (30.9) due to
f tð Þ∈ L∞, implying that θi ∈L∞ for all i. Therefore, Ω∈ L∞, Θ̇∈L∞,H ̇1 ∈L∞, and

V ̈= − 4k1½HT
1 Lð2ÞX�TðHṪ

1Lð2ÞX +HT
1 Lð2ÞX ̇Þ∈L∞. By V ̈∈L∞, we can verify V ̇ is

uniformly continuous. Using Barbalat’s lemma and the forging analysis [24], we
have limt→∞ V ̇=0, i.e., U = − k1HT

1 Lð2ÞX→ 0,X ̇→ 0 as t→∞.
To simplify the next analysis, we combine (30.8) (30.9) and calculate

1TU ̇, 1TU ̈, Ω̇ as
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1TU ̇= − k11TH ̇T
1L 2ð ÞX − k11THT

1 L 2ð ÞX ̇

= − k1 ΩTHT
2 L 2ð ÞX + 1THT

1 L 2ð ÞH1U
� �

1TU ̈= − k1 Ω̇THT
2 L 2ð ÞX +ΩT −HT

ωH
T
1

� �
L 2ð ÞX +ΩTHT

2 L 2ð ÞX ̇
h i

− k1 1T2HT
1 L 2ð ÞH ̇1U + 1THT

1 L 2ð ÞH1U ̇� �
Ω̇= − k3Ω+ k2f ̇ tð ÞHT

2 L 2ð ÞX + k2f tð Þ −HT
ωH

T
1

� �
L 2ð ÞX + k2f tð ÞHT

2 L 2ð ÞX ̇

Applying Barbalat’s lemma to signals U, U ̇, we have limt→∞ U =0 and
limt→∞ U ̈=0, where the former equality shows that limt→∞ 1TU =0⇒
limt→∞ðΩTHT

2 Lð2ÞXÞ=0, and the later one shows that

limt→∞ðΩ̇THT
2 Lð2ÞXÞ=0⇒ limt→∞½ð− k3Ω+ k2f ðtÞHT

2 Lð2ÞXÞTHT
2 Lð2ÞX�=0.

Therefore, by limt→∞ðΩTHT
2 Lð2ÞXÞ=0 and limt→∞ f ðtÞ≠ 0, we can get

limt→∞ðHT
2 Lð2ÞXÞ=0.

So far, we have proven limt→∞ðHT
1 Lð2ÞXÞ=0 and limt→∞ðHT

2 Lð2ÞXÞ=0, which
are equal to limt→∞ðLð2ÞXÞ=0.

We now return to Θ-dynamics Θ̇= − k3ðΘ− α1Þ+ k2f ðtÞHT
2 Lð2ÞX, and can

easily obtain that Θ exponentially approaches α1 by using the proven fact
limt→∞ðHT

2 Lð2ÞXÞ=0. □

The difference of the convergence of X,Θ is that the former converges to a given
geometric pattern with its centroid unknown, while the latter converges to a pre-
specified vector α1. For the formation problem of multiple nonholonomic agents,
distinct from the time-varying law in [23] that realizes position formation only, our
control law can realize orientation consensus at the same time; distinct from the
discontinuous laws in [18, 20] that cannot be extended to the dynamic level, our
control law is smooth and can be extended to dynamic robot model.

30.4 Simulation

In this section, simulation examples are presented in order to demonstrate the
effectiveness of the proposed control algorithm in Sect. 30.3. The initial states,
geometric pattern and control parameters are chosen as:

Fig. 30.1 Connected
undirected graph
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Fig. 30.2 Position/orientation formation of nonholonomic agents under (30.9)
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ðx1, y1, θ1Þ= ð5, 5, − πÞ, ðp1x, p1yÞ= ð1.31, 0.95Þ,
ðx2, y2, θ2Þ= ð5, − 5, πÞ, ðp2x, p2yÞ= ð1, 0Þ,
ðx3, y3, θ3Þ= ð− 5, − 5, πÞ, ðp3x, p3yÞ= ð0, 0Þ,
ðx4, y4, θ4Þ= ð− 5, 5, πÞ, ðp4x, p4yÞ= ð− 0.31, 0.95Þ,
ðx5, y5, θ5Þ= ð− 1, 7, πÞ, ðp5x, p5yÞ= ð0.5, 1.54Þ,

k1 = 0.5, k2 = 3, k3 = 1, f ðtÞ= sinð0.1tÞ, α=1,

and the network undirected graph is depicted in Fig. 30.1. Simulation results are
illustrated in Fig. 30.2, where we can conclude that protocol (30.9) can guarantee all
the five robotic agents converge to the desired formation shape, and their orienta-
tions converge to 1. In summary, the main result in Theorem 1 holds, and our
approach is effective.

30.5 Conclusion

This work solves formation problem of multiple nonholonomic robots, and the
proposed control law achieve the formation control objective in terms of both the
position and orientation. In our algorithm, the agents can only make use of the
orientation themselves, and relative position error of desired formation shape, rather
than direct position. Future researches include extending the result to other systems
with parameter uncertainties, discussing the case of digraph with time-varying
topology and considering the time-delay effect.
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Chapter 31
Robust Stability Analysis for Uncertain
Time-Delay System

Wenfang Xin, Yaoyong Duan, Yi Luo and Qingmei Ji

Abstract In this paper, the robust stability problem of time-delay system is discussed

by constructing a Lyapunov-Krasovskii function. And two different systems are

given in this paper, one of them has not consider the interference and unmodeled

dynamics components, the other one add this uncertainties into the system. Based

on this two different systems model, several general and powerful algorithms can

also be given as theorems.

Keywords Time-delay ⋅ Lyapunov-Krasovskii function ⋅ LMI ⋅ Uncertainties ⋅
H infinite

31.1 Introduction

It is generally known that time delay always causes destabilization and performance

degradation. But it is well known that time delay is frequently encountered in many

practical engineering systems, such as communication, electronics and chemical sys-

tems. So it is necessary to study the stability criteria of time-delay system. On the

back of the urgency of robust stability analysis, people have study a lot of stability

sufficient conditions [14–16]. Such as in 1961 V.M. Popov [13] improved Nyquist

criterion by introduce analysis in frequency domain. But in fact, the Lyapunov theory

is the important and fundamental one [12, 18]. On the other hand, with the occur-

rence of uncertain system, the classical theory could not afford the necessary. So

in 1981, Zames [2] introduce a new objective function to complete optimal design.

Since then, the H∞ optimal control has becoming a fashion research targets of study-
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ing time-delay system. Depending on H∞ optimal control include the information of

delay, the attention can be classified into delay-independent ones [3, 6] and delay-

dependent ones [4, 5, 7]. Since delay-dependent results are usually less conserva-

tive than delay-independent ones, so much attention has been paid to the study of

delay-dependent H∞ for time-delay systems. Such as [1] solve the problem by con-

structing a Riccati differential equation, [8, 9] derive the problem by constructing

a Lyapunov-Krasovskii function, and [10, 11] derive the problem by constructing a

Lyapunov-Razumikhin function.

In this paper, we consider the problem of robust H∞ control analysis for uncer-

tain time-delay system by constructing a new Lyapunov functional. The distributed

delays are assumed to appear in terms of interference and unmodeled dynamics com-

ponents, and the parameter uncertainties are allowed to be time-varying but norm-

bounded. Some sufficient conditions are obtained to guarantee the existence of H∞
performance, which can be constructed by solving LMIs.

31.2 Preliminaries

In this section, before giving main result, some necessary lemmas are shown as

follow:

Lemma 1 In linear algebra and the theory of matrices, the Schur complement of a
matrix block (i.e., a submatrix within a larger matrix) is defined as follows. Suppose
A,B,C,D are respectively p× p, p× q, q× p and q× q matrices, and D is invertible.

Let M =
[
A B
C D

]

so that M is a (p + q) × (p + q) matrix.

Then the Schur complement of the block D of the matrix M is the p × p matrix
A − BD−1C.

Lemma 2 In linear algebra, an Rn×n square matrix A is called invertible, and A =
B + XCY. Suppose B−1 has been known, and C is a r × r invertible matrix, where
r ≤ n. So if C−1 + YB−1X is invertible, then

A−1 = B−1 − B−1X(C−1 + YB−1X)−1YB−1

Lemma 3 In linear algebra, for any X,Y ∈ Rn and positive-definite matrix P ∈
Rn×n,

2XTY ≤ XTP−1X + YTPY .

Lemma 4 When a matrix inequality has some variables that appear in a certain
form, we can derive an equivalent inequality without those variables. [17] Consider

G(z) + U(z)XV(z)T + V(z)XTU(z)T > 0,
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where the vector z and the matrix X are(independent) variables, and G(z) ∈ Rn×n,
U(z) and V(z) do not depend on X. Suppose that for every z,Ũ(z), Ṽ(z) are orthogonal
complements of U(z),V(z) respectively. Then

Ũ(z)TG(z)Ũ(z) > 0, Ṽ(z)TG(z)Ṽ(z) > 0, (31.1)

We can express (31.1) in another form using Finsler’s lemma,

G(z) − 𝜎U(z)U(z)T > 0,G(z) − 𝜎V(z)V(z)T > 0. (31.2)

31.3 Problem Formulation

We consider the below system as the first system.

{
ẋ(t) = A1x(t) + A2x(t − h(t))
z(t) = C1x(t) + C2x(t − h(t)) (31.3)

where x(t) = 𝜙(t) is the system state variable, h(t) is the time delay of system, and

we assume that x ∈ Rn
, t ∈ [−𝜏, 0]. The matrices A1 ∈ Rn×n

, A2 ∈ Rn×n
, C1 ∈ Rn×m

,

C2 ∈ Rn×m
are known as real constant matrices.

According to system (31.3), we choose the following Lyapunov-Krasovskii func-

tion candidate as

V(t) = xT (t)Px(t) +
∫

t

t−h(t)
xT (s)Qx(s)ds +

∫

0

−h0
∫

t

t+𝛽
ẋT (𝛼)Zẋ(𝛼)d𝛼d𝛽. (31.4)

Theorem 1 The system (31.3) is asymptotically stable for any time-delay 0 < h(t) ≤
h0, ḣ(t) ≤ h1 < 1, 𝜀 > 0, P > 0,Q > 0,Z > 0, when

𝛴1 =

⎡
⎢
⎢
⎢
⎢
⎣

PA1 + A1
TP + Q PA2 0 A1

∗ −(1 − h1)Q 0 A2
∗ ∗ −h0Z 0
∗ ∗ ∗ − 1

h02
Z−1

⎤
⎥
⎥
⎥
⎥
⎦

< 0

Proof If we consider the Lyapunov-Krasovskii function candidate as (31.4), and

where

V1 = xT (t)Px(t),

V2 =
∫

t

t−h(t)
xT (s)Qx(s)ds,

V3 =
∫

0

−h0
∫

t

t+𝛽
ẋT (𝛼)Zẋ(𝛼)d𝛼d𝛽.



296 W. Xin et al.

then the Lyapunov-Krasovskii function (31.4) is written as

V(t) = V1(t) + V2(t) + V3(t).

With matrix P,Q,Z are known as real constant matrices, we can get:

V̇1(t) = xT (t)(A1
TP + PA1)x(t) + xT (t)PA2x(t − h(t)) + xT (t − h(t))AT

2Px(t)
V̇2(t) = xT (t)Qx(t) − (1 − h1)xT (t − h(t))Qx(t − h(t)),

V̇3(t) = h0ẋT (t)Zẋ(t) −
∫

t

t−h0
ẋT (𝛼)Zẋ(𝛼)d𝛼.

Then the Lyapunov-Krasovskii function (31.4) can be derived

V̇(t) = V̇1(t) + V̇2(t) + V̇3(t) =
1
h0 ∫

t

t−h0
yT1𝛴1y1d𝛼 ≤ 0.

where

y1 =
[
xT (t) xT (t − h(t)) ẋT (𝛼)

]
,

𝛴1 = 𝛴
′
1 +

⎡
⎢
⎢
⎣

AT
1

AT
2
0

⎤
⎥
⎥
⎦

h20Z
⎡
⎢
⎢
⎣

AT
1

AT
2
0

⎤
⎥
⎥
⎦

T

𝛴
′
1 =

⎡
⎢
⎢
⎣

PA1 + A1
TP + Q PA2 0

∗ −(1 − h1)Q 0
∗ ∗ −h0Z

⎤
⎥
⎥
⎦

Consider Schur Lemma (1), we can get if

𝛴1 =

⎡
⎢
⎢
⎢
⎢
⎣

PA1 + A1
TP + Q PA2 0 A1

∗ −(1 − h1)Q 0 A2
∗ ∗ −hZ 0
∗ ∗ ∗ − 1

h02
Z−1

⎤
⎥
⎥
⎥
⎥
⎦

< 0

the system (31.3) is asymptotically stable.
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31.4 Stability Analysis

Consider the upper system (31.3), we add interference and unmodeled dynamics

components into the system (31.3). Thus we get the following system:

{
ẋ(t) = A1x(t) + A2x(t − h(t)) + f (x(t), x(t − h(t)), t) + B1w(t)
z(t) = C1x(t) + C2x(t − h(t)) + Dw(t) (31.5)

where x(t) = 𝜙(t) is the system state variable, h(t) is the time delay of system, and

we assume that x ∈ Rn
, u ∈ Rm

,w ∈ Rm
, t ∈ [−𝜏, 0]. The matrices A1 ∈ Rn×n

,

A2 ∈ Rn×n
, B1 ∈ Rn×m

, C1 ∈ Rn×m
, C2 ∈ Rn×m

, D ∈ Rn×m
are known as real constant

matrices. The nonlinearity function f (x(t), x(t − h(t)), t) satisfies

f T (x(t), x(t − h(t)), t)f (x(t), x(t − h(t)), t) ≤ 1. (31.6)

According to the stability analysis of system (31.3), we choose the Lyapunov-

Krasovskii function candidate as Eq. (31.4).

By following a similar lines as does in Theorem 1, the following theorem gives

the delay-dependent stability result for system (31.5).

Theorem 2 Consider system (31.5), if w(t) = 0, for any time-delay 0 < h(t) ≤

h0,ḣ(t) ≤ h1 < 1, and 𝜀1 > 0, 𝜀2 > 0, P > 0,Q > 0,Z > 0, the system (31.5) is
asymptotically stable, when

𝛴1 =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

PA1 + A1
TP + Q − 𝜀2PTP PA2 h0 P AT

1
∗ −(1 − h1)Q −h0 0 AT

2
∗ ∗ −h0Z 0 0
∗ ∗ ∗ −𝜀1I I
∗ ∗ ∗ ∗ − 1

h20
Z−1

⎤
⎥
⎥
⎥
⎥
⎥
⎦

< 0

Proof Similar with Theorem 1, if we consider the Lyapunov-Krasovskii function

candidate as (31.4), and where

V1 = xT (t)Px(t),

V2 =
∫

t

t−h(t)
xT (s)Qx(s)ds,

V3 =
∫

0

−h0
∫

t

t+𝛽
ẋT (𝛼)Zẋ(𝛼)d𝛼d𝛽.

then the Lyapunov-Krasovskii function (31.4) is written as

V(t) = V1(t) + V2(t) + V3(t).
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And with matrix P > 0,Q > 0,Z > 0,

V̇1(t) =xT (t)(A1
TP + PA1)x(t)

+ xT (t)PA2x(t − h(t)) + xT (t − h(t))AT
2Px(t)

+ f T (x(t), x(t − h(t)), t)Px(t) + xT (t)Pf (x(t), x(t − h(t)), t),
V̇2(t) =xT (t)Qx(t) − (1 − h1)xT (t − h(t))Qx(t − h(t)),

V̇3(t) =h0ẋT (t)Zẋ(t) −
∫

t

t−h0
ẋT (𝛼)Zẋ(𝛼)d𝛼.

For V̇1(t),

xT (t)(A1
TP + PA1)x(t) + xT (t)PA2x(t − h(t)) + xT (t − h(t))AT

2Px(t)
+ f T (x(t), x(t − h(t)), t)Px(t) + xT (t)Pf (x(t), x(t − h(t)), t)

≤ 0

based on S-Procedure, for 𝜀1 > 0, 𝜀2 > 0,

xT (t)(A1
TP + PA1)x(t) + xT (t)PA2x(t − h(t)) + xT (t − h(t))AT

2Px(t)
− 𝜀1f T (x(t), x(t − h(t)), t)f (x(t), x(t − h(t)), t) − 𝜀2xT (t)PTPx(t)

≤ 0

Suppose 𝜀1 > 0, 𝜀2 > 0,

V̇(t) = V̇1(t) + V̇2(t) + V̇3(t) ≤ 0.

So if

y2 =
[
xT (t) xT (t − h(t)) ẋT (𝛼) f T

]T
,

it can be get

V̇(t) ≤ 1
h0 ∫

t

t−h0
yT2𝛴2y2d𝛼

where

𝛴2 = 𝛴
′
2 +

⎡
⎢
⎢
⎢
⎣

AT
1

AT
2
0
I

⎤
⎥
⎥
⎥
⎦

h20Z

⎡
⎢
⎢
⎢
⎣

AT
1

AT
2
0
I

⎤
⎥
⎥
⎥
⎦

T
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𝛴
′
2 =

⎡
⎢
⎢
⎢
⎣

PA1 + A1
TP + Q − 𝜀2PTP PA2 h0 0

∗ −(1 − h1)Q −h0 0
∗ ∗ −h0Z 0
∗ ∗ ∗ −𝜀1I

⎤
⎥
⎥
⎥
⎦

Consider Lemma (1), we can get if

𝛴2 =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

PA1 + A1
TP + Q − 𝜀2PTP PA2 h0 P AT

1
∗ −(1 − h1)Q −h0 0 AT

2
∗ ∗ −h0Z 0 0
∗ ∗ ∗ −𝜀1I I
∗ ∗ ∗ ∗ − 1

h20
Z−1

⎤
⎥
⎥
⎥
⎥
⎥
⎦

< 0

the system (31.5) is asymptotically stable.

Theorem 3 Consider Theorem 2, if w(t) ≠ 0, for any time-delay 0 < h(t) ≤

h0,ḣ(t) ≤ h1 < 1, and 𝜀1 > 0, 𝜀2 > 0, 𝛾 ≥ ‖D‖, P > 0,Q > 0,Z > 0, the sys-
tem (31.5) satisfied H∞ performance ‖z(t)‖ ≤ 𝛾 ‖𝜔(t)‖ and asymptotically stable,
when

𝛴3 =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

PA1+A1
TP+Q+CT

1C1−𝜀2PTP PA2+CT
1C2 h0 0 PBT

1 +C
T
1D AT

1
∗ (h1−1)Q+CT

2C2 −h0 0 CT
2D AT

2
∗ ∗ −h0Z 0 0 0
∗ ∗ ∗ −𝜀1I 0 I
∗ ∗ ∗ ∗ DTD−𝛾2I BT

1
∗ ∗ ∗ ∗ ∗ − 1

h20
Z−1

⎤
⎥
⎥
⎥
⎥
⎥
⎦

≤ 0.

Proof For Lyapunov-Krasovskii function (31.4), we construct equation

J(t) =
∫

t

0
zT (t)z(t) − 𝛾

2
𝜔
T (t)𝜔(t)dt

=
∫

t

0
zT (t)z(t) − 𝛾

2
𝜔
T (t)𝜔(t) + V̇(t)dt − V(t) + V(0)

(31.7)

So similar with Theorem 2, we get

𝛴3 = 𝛴
′
3 +

⎡
⎢
⎢
⎢
⎢
⎢
⎣

AT
1

AT
2
0
I
BT
1

⎤
⎥
⎥
⎥
⎥
⎥
⎦

h20Z

⎡
⎢
⎢
⎢
⎢
⎢
⎣

AT
1

AT
2
0
I
BT
1

⎤
⎥
⎥
⎥
⎥
⎥
⎦

T
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where

𝛴
′
3 =

⎡
⎢
⎢
⎢
⎣

PA1+A1
TP+Q+CT

1C1−𝜀2PTP PA2+CT
1C2 h0 P PBT

1 +C
T
1D

∗ (h1−1)Q+CT
2C2 −h0 0 CT

2D
∗ ∗ −h0Z 0 0
∗ ∗ ∗ −𝜀1I 0
∗ ∗ ∗ ∗ DTD−𝛾2I

⎤
⎥
⎥
⎥
⎦

So consider Lemma (2), if

𝛴3 =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

PA1+A1
TP+Q+CT

1C1−𝜀2PTP PA2+CT
1C2 h0 0 PBT

1 +C
T
1D AT

1
∗ (h1−1)Q+CT

2C2 −h0 0 CT
2D AT

2
∗ ∗ −h0Z 0 0 0
∗ ∗ ∗ −𝜀1I 0 I
∗ ∗ ∗ ∗ DTD−𝛾2I BT

1
∗ ∗ ∗ ∗ ∗ − 1

h20
Z−1

⎤
⎥
⎥
⎥
⎥
⎥
⎦

≤ 0.

then

J(t) =
∫

t

0
zT (t)z(t) − 𝛾

2
𝜔
T (t)𝜔(t) + V̇(t)dt ≤ 0

With zero initial condition, it is easily to know V(t) − V(0) = V(t) ≥ 0, so

J(t) =
∫

t

0
zT (t)z(t) − 𝛾

2
𝜔
T (t)𝜔(t) + V̇(t)dt − V(t) + V(0)

=
∫

T

0
zT (t)z(t) − 𝛾

2
𝜔
T (t)𝜔(t)dt

≤0

Meantime, if

𝛴3 =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

PA1+A1
TP+Q+CT

1C1−𝜀2PTP PA2+CT
1C2 h0 0 PBT

1 +C
T
1D AT

1
∗ (h1−1)Q+CT

2C2 −h0 0 CT
2D AT

2
∗ ∗ −h0Z 0 0 0
∗ ∗ ∗ −𝜀1I 0 I
∗ ∗ ∗ ∗ DTD−𝛾2I BT

1
∗ ∗ ∗ ∗ ∗ − 1

h20
Z−1

⎤
⎥
⎥
⎥
⎥
⎥
⎦

≤ 0.

The system (31.5) satisfied H∞ performance zT (t)z(t)−𝛾
2
𝜔
T (t)𝜔(t) ≤ 0 (‖z(t)‖ ≤

𝛾 ‖𝜔(t)‖) and asymptotically stable.

31.5 Conclusions

In this paper, a delay-dependent stabilization problem for continuous-time-delay sys-

tem has been discussed. And two different systems have been established. One of

them has not consider the interference and unmodeled dynamics components, the
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other one add this uncertainties into the system. Based on the constructed Lyapunov-

Krasovskii function, an improved robust stability criterion has been given in terms

of LMIs. And the result shows that it is possible to analysis the stability problem by

this way. The next target of us is to design controller.
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Chapter 32
Interconnection Power Converter
for Multi-Rail DC Distribution System

Huiyang Lu, Yuru Zhu, Ying Hua, Wei Jiang and Nailu Li

Abstract This paper presents an interconnection bi-directional dc-dc converter for
multi-rail DC distribution system. The principles of the energy conversion process,
small signal modeling and controller design for the new topology are discussed in
detail. The system parameters are carefully calculated for an intended application of
automotive 14 V/42 V dual-bus DC distribution system. A double-zero-double-pole
PI controller is designed to control the high rail voltage as well as bidirectional
power. The simulation and experimental results show that the proposed topology
has the advantages of power expansibility, smaller capacitance current stress and
bidirectional operation. It is proved to be applicable in high current high temper-
ature automotive DC distribution systems.

Keywords Multi-rail ⋅ DC distribution system ⋅ Interconnection converter

32.1 Introduction

DC power distribution provide a flexible solution to a variety application, Trans-
mitting power in a dc form could save one stage of ac-dc conversion, such that the
overall system efficiency can be improved. However, when the load increases, the
conduction loss due to current in DC power system will increase in square. If the dc
voltage level is low, the loss problem will be more stringent. A common solution
will be the voltage boost. If the existing voltage level is increased, the transmission
less due to the line resistance will be reduced significantly.

This paper presents an interconnection bi-directional dc-dc converter for
multi-rail DC distribution system [1–5]. The principles of the energy conversion
process, small signal modeling and controller design for the new topology are

H. Lu ⋅ Y. Zhu ⋅ Y. Hua ⋅ W. Jiang (✉) ⋅ N. Li
School of Hydraulic, Energy and Power Engineering, Yangzhou University,
Yangzhou 225000, China
e-mail: jiangwei@yzu.edu.cn

© Springer-Verlag Berlin Heidelberg 2016
Y. Jia et al. (eds.), Proceedings of the 2015 Chinese Intelligent
Systems Conference, Lecture Notes in Electrical Engineering 359,
DOI 10.1007/978-3-662-48386-2_32

303



discussed in detail. The system parameters are carefully calculated for an intended
application of automotive 14 V/42 V dual-bus DC distribution system. A dou-
ble-zero-double-pole PI controller is designed to control the high rail voltage as
well as bidirectional power. The simulation results show that the proposed topology
has the advantages of power expansibility, smaller capacitance current stress and
bidirectional operation. It is proved to be applicable in high current high temper-
ature automotive DC distribution systems.

32.2 Converter Topology Analysis

The proposed bidirectional dc-dc converter topology is shown in Fig. 32.1. The
basic switching cell [6] is the bridge circuit. Input source V1 is connected to the
middle point of the phase-leg via inductor L1, L2, and L3 respectively. The
energy-transfer capacitor C2 is connected across the bridge. The input energy is
processed and transferred to the output capacitor C3. The output voltage is the
summation of the input voltage and the VC3.

To simplify the analysis, the switches S3-S6 and their anti-parallel diodes are
removed to obtain a single-phase circuit. According to the switching status of the S2,
there are two operational modes for this topology [7–9]. When power MOSFET S2
is closed, the input inductor L1 stores energy. The current in the inductor L1
increases linearly. Meanwhile, the energy-transfer capacitor C2 reverse biases the
diode D1. The energy on C2 is transmitted to the output capacitor C3 and the load
through the output inductor L4. When power MOSFET S2 is open, the voltage
polarity in the inductor L1 is reversed. The diode D1 is forced to be forward-biased.
The energy-transfer capacitor C2 is charged by the power supply voltage V1 and the
input inductor L1. The energy then is transferred through output inductor L4 to
output capacitor C3 and the load. The superposition of the voltage in output
capacitor C3 and input voltage is yielded to be the high voltage output of the system.

In one switching cycle, energy-transfer capacitor C2 charges and discharges each
once. The equivalent circuit diagram when the switch S1 is open and closed is

Fig. 32.1 Interconnection converter topology
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shown in Fig. 32.2a, b respectively. It can be observed that when the switch is
closed, the capacitor C2 discharges to the load through the output inductor L4.
When the switch is open, the energy in L1 is transferred to C2. According to the
principle of capacitor charge balance, it can be drawn that the charging current of
capacitor is input current and the discharging current is output current. In
Fig. 32.3a, one can find that the RMS value of capacitor current is equivalent to the
output and input current level during the switch on and off interval respectively.
As ESR exists in all capacitors, there could be considerable conduction losses with
such large exchanged currents.

(b)(a)

Fig. 32.2 Equivalent circuits, a the switch is on, b the switch is off

(a)

(b)

Fig. 32.3 Current in
energy-transfer capacitor C2.
a single-phase; b three-phase
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If the number of bridge arms is expanded and the phase shift in the drive signal
is implemented, [6] the charging and discharging current in capacitor can be greatly
reduced. Thus the current in capacitor IC2 is shown in Fig. 32.3b.

By comparing the magnitude of current impact in Fig. 32.3a, b and specific data
shown in Table 32.1, it can be found that three-phase complementary circuit can
reduce the amplitude of current impact in the energy-transfer capacitor to increase
the efficiency of the system.

32.3 Control System Design

By controlling the output voltage of bi-directional dc-dc converter, the transmission
power can be controlled [5, 10–13]. A double-zero-double-pole PI controller
[14–17], as shown in Eq. (32.1), is proposed. The design result is simulated and
verified. Figure 32.3 shows the closed-loop control system structure diagram.

CðsÞ= k
1+ s

ωz1

� �
1+ s

ωz2

� �
s 1+ s

ωp1

� �
1+ s

ωp2

� �
2
4

3
5 ð32:1Þ

In Fig. 32.4, V2(s) is the given reference signal. v2(s) is the output voltage of the
circuit. C(s) is the controller transfer function. G(s) is the transfer function of duty
ratio on the output voltage. H(s) is the transfer function of the feedback network.
Since the control object of the control system is the output voltage to duty cycle
transfer function, the transfer function G(s) can be found according to small-signal
analysis as shown in (31.2). [9]

GðsÞ= Ms2 +Ns+P
As4 +Bs3 +Es2 +Fs+G

A=L1C2L2RC2

B=L1C2L2

E=D′2L2RC3 +L1C2R+ L1D2RC3

F =D′2L2 + L1D2

G=D′2R

M =L1C2RVg D̸′

N =L1VgD2ðD′ −DÞ D̸′2

P=RVg

ð32:2Þ

Table 32.1 Comparison of
the current impact amplitude
in capacitor

Topology Peak-peak current (A)

1 phase 72
3 phase 24
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The parameters of the control object are shown in Table 32.2.
Figure 32.5 shows the bode plot of the system with close-loop compensation.

The zeros are selected at 1.3 kHz; and the poles are selected at 20 kHz. After tuning,
crossover frequency of the open loop transfer function is at 10 Hz. The
low-frequency gain and intermediate frequency bandwidth are increased.
High-frequency noise is attenuated. The anti-interference performance of the sys-
tem is improved, and phase margin reaches 92.8°.
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Bode Diagram
Gm = 46.2 dB (at 4.42e+03 Hz) ,  Pm = 92.8 deg (at 10 Hz)
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Compensated System
Original System

Fig. 32.5 System Bode plot
after tuning

V2(s) (s)

(s)

(s)
(s)

C

H

G
v2

Fig. 32.4 Closed-loop control system block diagram

Table 32.2 Comparison of
the current impact amplitude
in capacitor

Vg 42 V
Vc 14 V
C2 40 uF
C3 60 uF
D 0.66
R 1.764
L1, L2, L3 10 uH
L4 2 uH
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32.4 Simulation and Experimental Analysis

According to the previous analysis, the proposed circuit topology achieves
continuous-input power- continuous-output power [18, 19]. Appropriate inductor
current ripple factor should be selected to reach a reasonable inductor size and to
promise that the value of energy transfer capacitance is small enough to be able to
use conventional ceramic chip elements. According to the design specification, that
the current ripple factor of the input inductor is less than 30 %; and the ripple factor
of output voltage is less than 1 % [20].

After adjusting parameters and simulating, the ripple factors meet the require-
ment, and specific data are shown in Table 32.3.

The input voltage is selected at 14 V, and the rated power is selected for 1 kW at
42 V output voltage. Figure 32.6 shows the current waveforms when the system is
under the steady—state operation. The first sub-figure shows the system input
current and three-phase inductor currents, the input current ripple is reduced from
15 to 1.5 A. Because the energy transferred by output inductor L4 is that buffed by
C2, the ripple of output current is very small which is under 0.2 A.

Figure 32.7 shows the system simulation test with the load-step. The system
starts from zero state with half load; at 30 ms full load is switched in. It can be seen
that under close-loop control system voltage bus returns to 42 V after 3 ms regu-
lation. The voltage sag is less than 15 %.

Table 32.3 Current and
voltage ripple factors

ΔiL4 5 %
ΔvC3 0.5 %

input inductor current

energy transfer capacitor current

output inductor current

20

40

60

80

-20

0

× 1e-24.210 4.215 4.220

26.1

26.2

26.3

26.4

IL1
IL2
IL3
Is

IC2

IL4

Fig. 32.6 Steady-state
current waveform
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Inductor Currents

High rail voltage
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Fig. 32.7 Step load
simulation
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Fig. 32.8 System startup
waveforms, a system start and
bidirectional operation,
b detailed view of the
regenerative transient
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Figure 32.8 shows the waveforms of input inductor current, output voltage, the
voltage across the filter capacitor and load feedback current. From 0 to 10 ms, the
circuit completes the startup process to achieve output voltage 42 V and stable
output power 1 kW. At 30 ms, regenerative load starts to feed current back into the
system. Assumed that energy feedback load is high-performance motor drive load,
current feedback rate is 10 A/ms. Because of the energy feedback, the high rail
voltage surges. With the closed-loop control, the duty cycle is automatically
adjusted, the input inductor current is automatically reversed and the current
feedback to the low voltage bus.

Figure 32.8b gives a detailed plot of the regeneration transient. As can be
observed, the voltage controller feedbacks the current in order to control the high
rail voltage. The regenerative current takes about 5 ms to rise from 0 to 50 A; under
the voltage control, the regulation process takes about 15 ms. The overshoot in high
rail voltage is under 1 V.

The system efficiency is studied by sweeping the load from 10 to 120 %.System
efficiency plot is shown in Fig. 32.9. Indicating that the system with can stably
operate with low voltage and high current at various power levels. Full load effi-
ciency is about 90 %, which can be improved by device optimization and the
snubber circuit design [17].

Figure 32.10 shows the experimental waveform for the steady state operation.
Figure 32.8a shows three-phase PWMs are in phase while Fig. 32.8b shows
three-phase PWM signals are 120° out of phase to each other. It can be observed
that if the drive signals are in phase, the energy transfer capacitor C2 shows large
voltage fluctuation to render large ripple output voltage. If the phase drive signals
are multiplexed 120° to each other, the stress in the energy transfer capacitor is
greatly reduced to render high quality output voltage.

0 20% 40% 60% 80% 100% 120% 140%
0

20%

40%

60%

80%

100%

Percentage
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Fig. 32.9 System efficiency
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32.5 Conclusions

This paper proposes an interconnection bi-directional dc-dc converter for multi-rail
DC distribution system. Principles and characteristics of the interconnected con-
verter topology are analyzed. A double-zero-double-pole PI controller is designed
to control the output voltage. Through the simulation test, when the system starts up
and in steady state, the current and voltage characteristics are analyzed. The results
show that the proposed topology has the advantages of power expansibility, smaller
capacitance current stress and bidirectional operation. It is proved to be applicable
in high current high temperature automotive DC distribution systems with
multi-DC-bus structure.
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inductor current and output
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Chapter 33
Sensitivity Analysis and Simulation
of Performance forM∕G∕𝟏∕K
Queuing Systems

Liping Yin, Hongyan Zhang, Lihua Wang and Li Zhou

Abstract In this paper, the performance potential and performance derivatives are

analyzed for M∕G∕1∕K queuing systems by the embedded Markov Chain. A com-

putation algorithm is also given basing on a single sample path. To demonstrate the

effectiveness of this algorithm, a special M∕G∕1∕K queuing systems is given in the

simulation section, which indicates the estimation error is very small.

Keywords M∕G∕1∕K queuing systems ⋅ Performance potential ⋅ Sensitivity

analysis ⋅ Simulation

33.1 Introduction

The network queueing system is one of the most commonly used mathematical mod-

els of the discrete event dynamic systems (DEDS). Due to the wide application of

the network queueing systems in many actual systems, such as communication net-

works, flexible manufacturing and public services, more and more attention has been

paid for the performance analysis and optimization problems of network queueing

systems. For example, in [1], a new theory named Markov performance potential
theory was proposed. In [2–6], the performance potential theory is used to study the

sensitivity estimation and simulations of of one sample path based Markov closed

queuing networks. In this kind of queueing systems, it is assumed that the systems

are of infinite capacities, which means the customers can enter the system when-

ever he(she) arrives. However, actual queueing systems are all of of finite capacities
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[7, 8]. Taking M∕G∕1∕K as an example, the semi-Markov process, which is used to

describe the states’ changes shares the same steady-state probability with the embed-

ded Markov chain [7]. Therefore, the embedded Markov chain can be used to analyze

the sensitivity and the steady-state performance of the system. And it is more easier

to formulate the sensitivity of the steady-state performance using embedded Markov

chain.

In this paper, a simulation algorithm is also studied to compute the potential and

performance derivative for the M∕G∕1∕K queueing system. This paper is organized

as follows:

Firstly, a brief introduction of M∕G∕1∕K queueing system is be provided. Sec-

ondly, the one-step transition probability matrix and the steady-state probability are

formulated, and then the formulas of the sensitivity and the steady-state performance

are given. Finally, a simple simulation is carried out based on the one sample path

simulation method.

33.2 M∕G∕𝟏∕K Queuing System

It is supposed that there is only one service desk. The arrival process of the customers

is assumed to be a homogeneous poisson process with intensity 𝜆. The service time

for each customer is independent with identical distributionG, which is also indepen-

dent of the arrival process. The service rule is first come first served(FCFS). When

the number of queuing customers reaches K − 1, the new customers will be refused

to enter into the system unless some customer leave. Denote Zt as the number of the

customers staying in the system before time t. It can be conclude that Z = {Zt; t ≥ 0}
is a semi-Markov process with the state space 𝜙 = {0, 1, 2,… ,K − 1}. Denote

X = {xn; n ≥ 0} as an embedded homogeneous Markov chain, that is to say, xn
is the number of customers waiting to be served when the nth customer leaves. To

determine the transition probability, denote yn as the number of customers arriving

the system during the period when the nth customer was served.

Let pij = P{xn+1 = j|xn = i}, then

when i = 0, j = 0, 1, 2,… ,K − 2, pij = P{yn+1 = j} = aj;
when i = 0, j = K − 1, pij =

∑∞
j=K−1 P{yn+1 = j} = 1 −

∑k−1
j=0 aj;

while

when 1 ≤ i ≤ K − 1, i − 1 ≤ j ≤ K − 2, pij = P{yn+1 = j − i + 1} = aj−i+1;

when 1 ≤ i ≤ K − 1, j = K − 1,

pij =
∞∑

j=k−i
P{yn+1 = j − i + 1} = 1 −

k−(i+1)∑

j=0
aj−i+1.
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Thus the one-step transition probability matrix is

P =

⎛
⎜
⎜
⎜
⎜
⎜
⎝

a0 a1 … aK−2 1 −
∑K−2

j=0 aj
a0 a1 … aK−2 1 −

∑K−2
j=0 aj

0 a0 … aK−3 1 −
∑K−3

j=0 aj
⋮ ⋮ ⋮ ⋮ ⋮
0 0 … 0 1 − a0

⎞
⎟
⎟
⎟
⎟
⎟
⎠

(33.1)

where aj = limt→∞ ∫
t
0

[
e−𝜆x(𝜆x)j

j!

]
dG(x), j = 0, 1, 2,… ,K − 2.

Denote 𝜌 =
∑∞

j=0 jaj as the average number of arriving customers during the

period when one customer is being served. When 𝜌 < 1, there is only steady-state

probability matrix for X, which can be written as

𝜋 = (𝜋(0), 𝜋(1), 𝜋(2),… , 𝜋(K − 1))

and satisfies:

𝜋e = 1 (33.2)

𝜋(P − I) = 0 (33.3)

𝜋(i) ≥ 0, i = 0, 1, 2,… ,K − 1.

where I is the K − 1-dim unit matrix, e is an K − 1-dim column vector whose com-

ponents are all 1.

It is supposed the distributionG is differentiable with respect to 𝜃 within the range

J ⊂ R, the performance function f is differentiable with respect to 𝜆 and 𝜃, then the

sensitivity of steady state performance 𝜂f can be formulated as

𝜕𝜂f

𝜕𝜃

= 𝜋
𝜕P
𝜕𝜃

x{f } + 𝜋
𝜕f
𝜕𝜃

(33.4)

𝜕𝜂f

𝜕

= 𝜋
𝜕P
𝜕𝜆

x{f } + 𝜋
𝜕f
𝜕𝜆

(33.5)

where x{f } is the potential vector of the embedded Markov chain X , that is to say,

the following Poisson equation holds:

(P − I)x{f } = −f + 𝜂f e (33.6)

Remark 33.1 Denote the one step transition probability matrix of M∕G∕1 queuing

system as P∗
, then when 𝜌 < 1, there is only one steady state and let’s just denote it

as

𝜋
∗ =

(
𝜋
∗(0), 𝜋∗(1), 𝜋∗(2),…

)
,
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which satisfies

𝜋
∗(P∗ − I∗) = 0, (33.7)

𝜋
∗e∗ = 1 (33.8)

where I∗ is the infinite-dimensional unit matrix, e∗ is the infinite-dimensional col-

umn vector whose elements are all 1. According to (8),

K−1∑

i=1
𝜋
∗(i) = constant.

Comparing (33.3) with (33.7), it can be found that the first K − 1 equations of

(33.3) are the same as the first K − 1 equations of (33.7). combining with (33.2), it

can be concluded that

𝜋(i) = c𝜋∗(i), i = 0, 1, 2,… ,K − 1.

33.3 Algorithm Analysis

In this section, the performance potential will be estimated by analyzing one sam-

ple path, and then the statistic of derivatives of the performance potential will be

obtained. In the above analysis, the sensitivity analysis of the steady-state perfor-

mance is carried out for M∕G∕1∕K queuing system by using the embedded Markov

chain. The following algorithm is designed from the aspect of Markov Chain.

Denote Tn as the state transition time of the M∕G∕1∕K queuing system. Let Xn =
ZT+

n
, then {xn}∞n=0 is the embedded Markov chain of the queuing system. Denote

{xin} = {xn ∶ x0 = i, n ≥ 0} as an embedded Markov chain of {xn}∞n=0 initiating

from state i. Define

𝜀
j(Xn) =

{
1, Xn = j;
0, Xn ≠ j.

According to Borel Theorem, the steady-state probability of state j is

𝜋(j) = lim
c→∞

1
c

c−1∑

n=0
𝜀
j(Xn).

It is noted that when the Markov chain reaches {xin} reaches the steady state, the

following equation holds:

E{𝜀j(Xn)} = 𝜋j
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then the unbiased estimations for 𝜋j and 𝜂f can be represented by

�̂� = 1
c

c−1∑

n=0
𝜀
j(Xn)

and �̂�f = 𝜋 f̂ respectively.

Denote L{j}(i) = inf{n|X{j}
n = i; n ≥ 0} as the first time period when Xn starts

from state j and reaches state i ; Correspondingly, denote L{j}s (i) as the sth time period

when Xn starts from state j and reaches state i. Moreover, denote t(i, j, s) as the time

period when Xn arrives at state j from the sth arrival of state i. Obviously

L{j}s = t(j, i, s) − t(t, j, s − 1).

According to the basic characteristics of Markov Chain, the samples L{j}s (i), s =
1, 2,… are independent and yields identical distribution(i.i.d). Denote the perfor-

mance in time period [t(i, j, s − 1), t(i, j, s)] as

t(i,j,s)∑

t(i,j,s−1)
f (Xk) = R{j}

s (i), s = 1, 2,…

then R{j}
s (i), s = 1, 2,… are i.i.d. and

E{R{j}
s (i)} = R < +∞

According to the strong law of large numbers, we have

E{L{j}(i)} = lim
N→∞

1
N

N∑

s=1
L{j}s (i),

E

⎧
⎪
⎨
⎪
⎩

L{j}(i)−1∑

n=0
f (Xi

n)
⎫
⎪
⎬
⎪
⎭

= lim
N→∞

1
N

N∑

s=1
R{j}
s (i)

Statistically, they can be estimated as

Ê{L{j}(i)} = 1
H{j}(i)

H{j}(i)∑

s=1
L{j}s (i),

Ê

⎧
⎪
⎨
⎪
⎩

L{j}(i)−1∑

n=0
f (Xi

n)
⎫
⎪
⎬
⎪
⎭

= lim
N→∞

1
N

N∑

s=1
R{j}
s (i) (33.9)
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where H{j}(i) is the number of transition from state j to state i. Combining (33.8) and

(33.9) yields

d̂i,j = Ê

⎧
⎪
⎨
⎪
⎩

L{j}(i)−1∑

n=0
f (Xi

n)
⎫
⎪
⎬
⎪
⎭

− Ê
{
L̂j(i) − 1

}
�̂�f ,

x̂(f ) = −D̂�̂�, D̂ =
[
d̂i,j

]
(33.10)

where di,j is the realization factor ofX with respect to f . Then the unbiased estimation

of the steady-state derivative of the embedded Markov chain can be obtained as

𝜕�̂�f

𝜕𝜃

= �̂�
𝜕P
𝜕𝜃

x̂{f } + �̂�
𝜕f
𝜕𝜃

(33.11)

which converges to
𝜕𝜂f
𝜕𝜃

in probability 1.

The algorithm can be summarized as follows:

(1) Estimate Ê
{∑L{j}(i)−1

n=0 f (Xi
n)
}

, E{L{j}(i)}, 𝜋 and 𝜂f through one sample path;

(2) Compute di,j and D through (33.10);

(3) Compute the potential x̂(f ) basing on x̂(f ) = −D̂�̂� in (33.10);

(4) Compute the derivative of steady-state potential in (33.11).

33.4 Numerical Simulation

Consider an M∕Em∕1∕K queuing system. The arrival process yields the following

mth order Erlang distribution:

f (t) = m𝜇(m𝜇t)m−1e−m𝜇t

(m − 1)!
, t ≥ 0.

Choose the parameters as 𝜆 = 1, 𝜇 = 2,m = 2,K = 5, and the performance index

as f (i) = i, i = 1, 2, 3, 4, 5.

The potential estimation is

−0.6230, 0.3857, 0.6029, 1.6019, 2.5963

The derivatives of the potential with respect to 𝜆 and 𝜇 are estimated as

𝜕�̂�f

𝜕𝜆

= 0.3588,
𝜕�̂�f

𝜕𝜇

= −0.1794
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The theoretical value for
𝜕𝜂f
𝜕𝜆

,
𝜕𝜂f
𝜕𝜇

are

𝜕𝜂f

𝜕𝜆

= 0.3591,
𝜕�̂�f

𝜕𝜇

= −0.1796

Obviously, the estimation error is very small.

33.5 Conclusion

An algorithm to compute the potential sensitivity for M∕G∕1∕K queuing system is

given in this paper. This algorithm avoids compute the state transition matrix and

thus reduce the computation load. It can be directly applied in the online potential

analysis and optimization because it is designed in one sample path.
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Chapter 34
Bayesian Network Structure Learning
Algorithms of Optimizing Fault
Sample Set

Hongyang Guo, Rupei Zhang, Jiaqi Yong and Bin Jiang

Abstract As a representative heuristic search algorithm of structure learning
algorithms for Bayesian network, K2 algorithm is easily trapped in local optimum
in the process of Bayesian network structure optimization. This paper proposes a
K2 algorithm based on chaotic perturbation. First of all, define the order of the node
based on mutual information to construct a Bayesian network structure. Then
introduce distribution function skew tent map combined with chaotic search. And
ergodicity is used to jump out of local optimum and achieve global optimization.
Finally, taking steering shaft control structure of B777 control system as an
example, the proposed algorithm presents a good effect in Bayesian network
structure learning.

Keywords Bayesian network ⋅ Chaotic perturbation ⋅ K2 algorithm ⋅ Mutual
information

34.1 Introduction

During the past 20 years, Bayesian network (BN) technology which was widely
applied to the engineering practice had been used to analyze uncertainties and had
ability to describe logical relationship of the uncertain events by the graph pattern
of variables’ probability. Actually, network structure based on expert knowledge is
time-consuming and laborious, sometimes even impossible [1].

For optimal Bayesian network structure, there are mainly two kinds of methods:
one is scoring function and network structure searching; the other is correlation
analysis [2]. Considering huge space of structure, heuristic search algorithm is
mainly adopted. The K2 algorithm, proposed in 1992 by Cooper and Herskovits, is
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the most used algorithm. Then some authors utilized other metrics via K2 algorithm
such as the minimum description length (MDL) metric to improve performance [3].
Confronting gigantic space of search, the other authors used this algorithm with
other search strategies to avoid being trapped in local optimum. The K2 algorithm
was combined with simulated annealing algorithm to get the approximate global
solution in Ref. [4], but the efficiency was insufficient. Reference [5] proposed the
scoring function of K2 with the Hill-Climbing strategy to solve converging to a
local optimum, but the convergence rate was reduced.

In this paper, we propose the K2 algorithm combined with chaos search. In the
framework of classical K2 algorithm, mutual information is applied because K2
algorithm nodes need to confirm the order. Meanwhile, uniform distribution
function—skew tent map is introduced to increase global scope of the search. The
hybrid optimization algorithm can search the global optimal solution with faster
search capability. The successful application of B777 shows that the method is
feasible and effective.

34.2 Bayesian Network

Combined with the probability theory and graph theory, Bayesian network is shown
by the visual graph with the connected probability of the variables. There are two
parts: the directed acyclic graph (G) and the node conditional probability table (P).
BN topology structure represents the composition of edges between variables and
connected nodes from parent node to child node [6]. Among them, the represen-
tative of the causal relationship between the variable is the edge. Conditional
probability table P depends on the probability of the node and the parent node. For
those nodes without any parent node, the prior probability can be directly used [7].

34.3 Learning Algorithm

34.3.1 K2 Algorithm

The core idea of K2 algorithm is to define the evaluation function scaling the
network structure. Finally, the optimal structure (Gs) is selected because of bigger
posteriori probability [8].

PðGsjDÞ= P D Gsjð ÞP Gð Þ
P Dð Þ =

P Gs,Dð Þ
P Dð Þ ð34:1Þ

Where D represents the data base, P D Gsjð Þ is marginal likelihood function; P Gð Þ is
priori probability distribution of the structure, usually supposed uniform distribu-
tion that is P Gð Þ= c, and c is constant; P Dð Þ is independent of the structure G. Just
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find Gs to maximize P Gs,Dð Þ. The following notation is used: n is node number, πi
is the set of parent node of Xi, qi =φi is number of possible configurations of πi, ri
is the number of the possible value of Xi, Nijk is a kind of frequency of Xi [9].

max
Gs

P Gs,Dð Þ= c ∏
n

i=1
max
πi

∏
qi

j=1

ri − 1ð Þ !
Nij + ri − 1
� �

!
∏
ri

k =1
Nijk!

" #
ð34:2Þ

Formula 34.2 is separated into the product of n local structure which consist of
Xi and πi. The score of local structure is:

score Xi, πið Þ= ∏
qi

j=1

ri − 1ð Þ !
Nij + ri − 1
� �

!
∏
ri

k=1
Nijk! ð34:3Þ

SCORE Gs,Dð Þ= ∏
n

i=1
score Xi, πið Þ ð34:4Þ

The concrete process of score Xi, πið Þ increased is: from the sequence of nodes
constantly find the node in front of Xi to join πi until the score no longer increases.
The limit of the number of parent node is η [10].

The pseudo code of K2 algorithm:

Input: A set of n nodes, a given order among them, an upper limit η on the
number of parents for each node and a database D on the set
Output: A DAG with oriented arcs, parents of the node (Fig. 34.1).

Fig. 34.1 Bayesian network learning of K2 algorithm
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34.3.2 Mutual Information Define Variable Sequence

A node sequence set must be given in K2 algorithm although it is difficult to obtain
by experts in practical problem. In order to determine the variable sequence, this
paper introduces the mutual information (MI) that describes the dependence
between two variables as I X;Yð Þ. If the interactional relationship exists between
two variables, the state of a variable must contain another variable’s. Considering
each node as a variable in the network, calculate MI of every node by type 1 and
find the order of the node

I X; Yð Þ=H Xð Þ−H X Yjð Þ
=H Yð Þ−H Y Xjð Þ
=H Xð Þ+H Yð Þ−H X,Yð Þ

ð34:5Þ

H Xð Þ shows entropy of X, H X Yjð Þ shows entropy of X under the condition Y,
H X,Yð Þ shows joint entropy in the following equations.

H Xð Þ= −∑
n

i=1
PðXiÞ ⋅ logPðXiÞ ð34:6Þ

H XjYð Þ= −∑
n

i=1
∑
m

j=1
PðX = xi,Y = yiÞ ⋅ logPðX = xijY = yiÞ ð34:7Þ

HðX,YÞ= −∑
n

i=1
∑
m

j=1
PðX = xij,Y = yijÞ ⋅ logPðX = xijjY = yijÞ ð34:8Þ

where n and m is said the number of state variable X and Y, PðX = xi, Y = yiÞ
joint probability distribution of X and Y. The symmetry of I X; Yð Þ is by MI. The
greater value of I X; Yð Þ shows the closer relationship between variables that leads
up to the greater chance of connection between nodes. How to build node chain by
the following:

1. Calculate the mutual information of each node, IiðXi; YiÞ
2. Descending order of mutual information, IiðXi; YiÞ
3. According to the order, take a pair of nodes in turn and calculate whether it is

connection or circuit. If there were no, add an edge between nodes.
4. After take all nodes, form a node chain without direction.

The sequence as the input of K2 algorithm is still needed to confirm the direction
of node chain. According to the forward η1 and reverse η2, structure learning uses
small samples of the sequence extracted from data sets by K2 algorithm to get

324 H. Guo et al.



SCORE_1 and SCORE_2. If SCORE_1 > SCORE_2, then take η1 as input variable
sequence of K2 algorithm, otherwise take η2 as input [11].

34.3.3 Chaotic Perturbation

The trajectories of chaotic motion have a strong sensitivity to initial value of the
change and separate exponentially over time, presenting ergodicity and stochastic
characteristic. On the basis of these characteristic, optimization algorithm which
main idea is to put the chaotic variable linear mapping to the value space of
optimized variables is proposed.

This method has higher speed than random search or genetic algorithm, such as
skew tent mapping system:

un+1 =
un a̸, 0 < un ≤ a
1− unð Þ ̸ 1− að Þ, a< un ≤ 1

�
ð34:9Þ

Start

Calculate the mutual information 
of each node

Descending order of mutual 
information

According to the order, take a pair 
of nodes in turn

Nodes are distributed uniformly 
to the solution space by the skew 

tent map

conclude whether it is 
connection or circuit

add  an edge between nodes

All the nodes 

include in the chain

Get the chain

The node chain is determined by 
data sets to get the order

Input variable sequence, then the 
structure is studied by K2

End

Fig. 34.2 A K2 algorithm based on chaotic search
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When a = 0.6, the Skew Tent map produces more uniform distribution of chaotic
variables to optimize quickly and efficiently [12].

34.3.4 Algorithmic Flow

The process of global algorithm as shown (Fig. 34.2):

34.4 Simulation Experiment

In order to validate the algorithm proposed in this paper, steering shaft control
structure of B777 control system was taken as an example and only the normal
mode of control surfaces was considered [13] (Fig. 34.3).

Artificial flight control system requires signal source for yaw control as shown in
Table 34.1:

The rudder faults are omitted here.
Then the Bias network was established for verifying the performance of the K2

algorithm based on chaotic search. Lastly, the performance of the proposed K2
algorithm was compared with traditional algorithm, the result was shown in
Table 34.2.

As can be seen from the Table 34.1, the algorithm test indicators have improved
in line with the actual situation. The relevance model of fault diagnosis models can
be found in application of diagnostic evaluation algorithm model. Through guiding

Pedal

Back actuator

Rudder trim actuator

Mechanical feeling

Pedal position sensor

Three- redundancy 
autopilot computer

Primary flight 
control computer

Aircraft Information 
Management System

Rudder trim indication

Pedal balancing selector

Four-redundancy 
actuator control

electronics
Steering engine Rudder

Fig. 34.3 B777 fly-by-wire flight control system yaw axis control structure
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the diagnosis model modified, the rate of fault diagnosis and fault isolation rate of
diagnosis model would be improved.

Through comparing the conditional probability of nodes with random numbers
in uniform distribution, sampling of the nodes can be realized. Based on the
Bayesian network structure, sampling nodes in accordance with the order of the
network structure, a group of random sampling data network can be generated. By
using the sample_bnet function in Matlab toolboxes, a small data set containing N
data sets will be produced. Then datas based on the set is expanded. Finally the
structure is got by K2 algorithm. In order to reduce the accidental error, the
experiment was repeated for 10 times, the average value is taken as the output for
comparison.

In Table 34.3, compare our method with the previous method, IE refers to the
multi edge, LE refers to the reduced edge, RE represents the reversed edge. The
original sample number was set to N = 500.

Obviously, the learning algorithm determines the order of nodes by MI with
traversing the solution space of the Skew Tent map to converge to global optimum.
In the condition of small sample data set, the effect of Bayesian-chaotic network
structure learning with prior sequence of nodes is better than K2 algorithm. With
the data set reduced, the learning error increases, but the algorithm effects more
superiority obviously.

In the condition of small sample data set, the effect of Bayesian-chaotic based on
mutual information was flat to K2 algorithm in which information of orders of prior

Table 34.1 The sensors of B777 yaw control

Function Desired signal Corresponding sensor

Yaw
control

Mode suppression Mode-acceleration Modal accelerometer
Gust suppression Gust pressure Gust suppression pressure

sensor
Hydraulic pressure control Height ADIRU
Yaw damping Inertial data ADIRU/SAARU

Air data ADIRU/SAARU
Wheel/Rudder
crosslinking

Steering wheel
position

Steering wheel position
sensor

Command control of
rudder

Pedal position Pedal position sensor

Asymmetric thrust
compensation

Calculated air
speed

ADIRU/SAARU

Table 34.2 The indicators of three algorithms

Test indicator (%) This paper K2 (orders given) K2 (random)

Fault detect rate 100 99.87 98.35
The key fault detection rate 100 100 99.52
Fault isolation rate 83.1 80.15 81.12
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nodes was obtained, and it’s better than K2 algorithm in random order. So it can be
proved that the algorithm is effective to improve the performance when the
sequence of nodes must be specified in advance.

Because Bayesian evaluation method has nothing to do with the specific
application, the algorithm proposed by this paper can be applied to any decision
support system based on Bayesian network. Therefore, this method has wide
application value.

34.5 Conclusion

According to the defect that traditional K2 algorithm is easy to jump into local
optimum in the process of optimization with Bayesian network structure learning,
this paper proposes a new K2 algorithm based on chaos search, calculating node
degree sequence using mutual information, and then form acquired Bayesian
network based on the expanded sample datas. Through the simulation analysis, the
proposed algorithm has good ability and high learning speed. So in the engineering
background, it’s a reliable and efficient method.
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Chapter 35
The Face to Face and Teleoperation
by Using Remote Control of Robots

Xue Wang and Chaoli Wang

Abstract In this paper, we propose a system capable of remotely controlling mobile

robots based on the wireless. In this system, we can not only control mobile robots to

monitor each corner of home when we are out, but also establish interactive videos

among friends and family members when we are far-flung geographically. In addi-

tion, we can also teleoperate the robot to accomplish certain task at home in case

some switches are not well cut-off when leaving. Meanwhile, we can also make use

of sensor to ensure the robot security in the case of network delay.

Keywords Remote control ⋅ Service robot ⋅ Video connection ⋅ Sensor

35.1 Introduction

In recent years, the exponential growth in the mobile robot market and advances in

communication technology make the intelligent robots be widely used [1]. Intelligent

robots are increasingly applied in the risk industries, even in the other environmen-

tal barriers. For example: the application in search, rescue, maintenance of nuclear

plants and space exploration [2]. Meanwhile, the remote control of mobile robot has

also been used more diffusely, which not only plays an important role in these areas

above, but also plays an indispensable role in the home service industry.

No matter what area the remote control of mobile robot is applied in, the remote

control system contains three following modules:

Robot module that’s server, which is mainly responsible for the surrounding envi-

ronmental data acquisition of mobile robots and ensures its own security.

This paper was partially supported by The Scientific Innovation program(13ZZ115), National

Natural Science Foundation (61374040, 61203143), Hujiang Foundation of China (C14002),

Graduate Innovation Program of Shanghai(54-13-302-102).

X. Wang (✉) ⋅ C. Wang

Department of Control Science and Engineering, University of Shanghai

for Science and Technology, Shanghai 200093, People’s Republic of China

e-mail: xuewang_2015@163.com

© Springer-Verlag Berlin Heidelberg 2016

Y. Jia et al. (eds.), Proceedings of the 2015 Chinese Intelligent
Systems Conference, Lecture Notes in Electrical Engineering 359,

DOI 10.1007/978-3-662-48386-2_35

331



332 X. Wang and C. Wang

Transmission module—it’s mainly responsible for transmitting control commands

from control module to robot and transmitting the environmental data between

mobile robot and control module. Control module named as client which is mainly

responsible for displaying the environmental data, sending the control commands to

the mobile robot [3–5].

Implementation platform of the remote control robot has a wide range of methods.

For example, [6, 7] realizes the mobile application for the Android operating system,

which uses Bluetooth technology. Li and Dai [8] designs the remote navigate robot

via a web browser. It also adopts the wireless to remote the robot. However, these

measures above are based on Internet.

It’s well-known, in a remote control system, the operator need remotely control

the mobile robot. As the proverb says, seeing is believing. So, the client’s grip of the

remote environment plays a vital role to the success of the remote control. There’re

many methods to arrive at this goal, but video feeds are the most common form

acting as the feedback in the remote control [9]. Based on visual feedback, [10]

accomplishes teleoperation of a robot manipulator, [11] actualizes the robots remote

real-time navigation. Li and Li [12] presents the remote monitoring system of robot.

In this paper, we accomplish to control robot based on the wireless. We can not

only remotely control robot to monitor each corner of the home when nobody at

home, and we can establish video connection between the client and the robot when

we’re not at home. In addition, the robot can ensure its own security by sensor when

the network is delay.

35.2 System Overview

In this paper, our main purpose is to remote control service robot based on the wire-

less, clients can establish real-time video transmission and server, and the server

avoids obstacles using the sensor fixed on it to ensure its own security. Accordingly,

we know remote control of service robot consists mainly of two parts: the client and

the server. In this experiment, the server is MT-R robot with a laptop and the client

is a laptop. The system chart is as Fig. 35.1.

As Fig. 35.1, we can deduce the functions of the two parts:

The client—(1) It sends control commands and transmits video to the server,

that’s robot. (2) receives and displays the video containing the surrounding infor-

mation of the robot, simultaneously, it receives the warning from the robot sensor.

The server—(1) it executes the control commands from the client and displays

the video containing the surrounding information of the client. (2) sends the video

to the client. (3) updates the sensor data and sends the data to the client when it

comes across obstacles.

This system works as follows: After the server responses the requests sent by

the client, the client can send control commands and transmits videos with its own

surrounding information to the server. Meanwhile, the client receives the video infor-

mation from the robot, and sensor data when the robot meets the obstacles.
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Fig. 35.1 System chart

35.3 System Function

The function of the client:

As shown in Fig. 35.2, we can roughly know how the client works. Meanwhile,

we can infer the function of the client each plate by the flow chart.

The client control panel as Figs. 35.3 and 35.4. We can obtain the functions of

each section from below figures.

Remark: Figs. 35.3 and 35.4 are both the control panel modules of the client, in

order to make the figure of the module clearer, so they are separated.

(1) As shown in Fig. 35.3, the client establish connection with the server by the con-

nect button. After both establish connection, the client sends control commands

to the server by the button directions (forward, backward, left, right, stop). The

robot always moves on the basis of the speed provided by the procedure except

when the client changes the speed by inputting the number to the edit-control

“LeftSpeed” and “RightSpeed”.

(2) As shown in Fig. 35.4, the two video windows result from the experiment,

one video window named video sending sends the real-time video information

around the client to the server; the other video window named video received

receives the real-time video information from the robot. By these, both sides

establish video connection.

(3) As shown in Fig. 35.4, the status next to the video windows shows the real-time

compressed ration.

The function of server:

As shown in Fig. 35.5, we can roughly know how the robot works. What is more,

we can obtain the function of the server each panel.
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Fig. 35.2 The flow chart of the client

The server control panel is shown as Figs. 35.6a, b and 35.7. We can obtain the

function of each section from the below figures.

Remark: The Figs. 35.6a, b and 35.7 are all the control panel modules of the

server. In order to make the figure of the module clearer, so they are separated.

(1) As shown in Fig. 35.6a, After this module receives the connection requests from

the client, it begins to receive the control commands. The window named “Com-

mand Received” shows real-time control command.

(2) As shown in Fig. 35.6b, the module shows the real-time sensor data. The twelve

sensors are distributed in the robot, including six infrared sensors and six ultra-

sonic sensors. Meanwhile, the module under sensor is control command of the

robot. We can also control the robot motion by this control panel easily.

(3) As shown in Fig. 35.7, the two windows result from the experiment, the server

has two video windows similar to the client, one named “video received” receives

the real-time video from the client. The other named “video sending” sends the

real-time video to the client.
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Fig. 35.3 Experimental set-up

Fig. 35.4 The client control panel-2

35.4 Video Acquisition and Transmission

In this paper, we need to remote control the robot, and establish video between the

client and the server, so it’s critical to ensure the real-time of video acquisition and

accuracy of video transmission. Both acquire video information by the camera of the

laptop instantly, and get the compression sequence of the video information com-

pressed by H.263 compression algorithm. Then, both transmit the video informa-

tion based on the RTP/RTCP protocol. Finally, both decompress the compression

sequence separately and display the video on their own screen. Meanwhile, the client

remote controls the robot by the video information.
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Fig. 35.5 The flow chart of the robot

Fig. 35.6 The server control panel. a The server control panel-1. b The server control panel-2
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Fig. 35.7 The server control panel-3

(1) Video acquisition—there’re a variety of video acquisition, but in this experi-

ment, we adopt the camera by the laptop. It’s mainly because laptop screen is

large enough to carry both sides of the video information and control templates.

(2) Video compression—because real-time video acquisition contains vast data. So,

we adopt H.263 compression algorithm used widely to improve the efficiency

and accuracy of transmission.

(3) Video transmission—during transmission of the video, we can stand with the

errors caused by package loss, but the compression sequence can’t be changed.

Therefore, in this paper, we adopt RTP protocol based on UDP, and RTCP is

always with RTP.

(4) Video decompression and display. In order to display video, we need to decom-

pression the compression sequence, in this way, both establish video connection.

In this paper, our purpose is to remote control robot and establish video connec-

tion. Therefore, in order to improve the transmission ration of video and control com-

mands, we utilization multi-thread technique. We apply three threads in the server,

one thread is control command transmission, the other two threads are acquisition

and transmission. The client is the same as the server. We can improve the efficiency

and accuracy by multi-thread.

35.5 Motion of Robot

Command parsing—in the remote control system, first, we need to build a control

command database on robot. The control commands from the client to the server

is actually a string, including forward, backward, left, right and stop. When the

robot receives the control string, it needs to match the string with the control com-

mand database so that the robot can acquire the exact motion command. When the

robot confirms the corresponding command, it will drive the motor by communica-

tion interface. Then, the robot will move as the speed shown in the following table.
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Table 35.1 Left and right speed of robot

Forward Backward Turn left Turn right Stop

vl = c vr = c vl = −c vr = −c vl = c vr = 0 vl = 0 vr = c vl = 0 vr = 0

Among, c is constant, vl and vr are on behalf of the left and right wheel speed respec-

tively (Table 35.1).

Sensor—in the remote control system, it’s unreliable to remote control robot just

by video transmission. Because we can’t acquire real-time video information when

the performance of network is poor, which could lead to a collision between the robot

and an obstacle. In order to improve the robot’s own safety and reduce the probability

of a collision with an obstacle, we install twelve sensors on the robot, including six

infrared sensors and six ultrasonic sensors. As the distance range of the two kinds of

sensors is different, we apply up and down staggered distribution to these two kinds

of sensors. The distribution is shown in Fig. 35.8.

The real-time data that sensors acquire is shown in the module of Fig. 35.8. In

order to ensure the robot’s safety, we set up a threshold. When the distance between

the robot and the obstacle is less than the threshold, the robot will stop to move.

Meanwhile, the robot can send a feedback signal to the client, here, the status on the

client shows “obstacle” to remind the user that it come across the obstacle and stop.

Even though the client send the control command to the robot, it still stops to move.

Fig. 35.8 The distribution

of sensors



35 The Face to Face and Teleoperation by Using Remote Control of Robots 339

35.6 Conclusions

In this experiment, although we encountered a lot of problems in the beginning,

finally we achieve the goal, that’s we can remote control the robot. More impor-

tantly, we establish video connection between the client and the robot. In addition,

we apply twelve sensors to detect the distance between the client and the robot. In

these methods, the robot can ensure the robot’s security.

References

1. Ryu JG, Shim HM, Kil SK et al (2006) Design and implementation of real-time security guard

robot using CDMA networking [C]. In: Advanced Communication Technology. ICACT 2006.

The 8th International Conference. IEEE, vol 3(6). pp 1906

2. Salmanipour S, Sirouspour S (2013) Teleoperation of a mobile robot with model-predictive

obstacle avoidance control. In: Industrial Electronics Society, IECON 2013–39th Annual Con-

ference of the IEEE, 4270 C 4275

3. Li En LZZTM, Yang S (2005) Inspection robot remote control based on image transmission.

High Tech Lett 15

4. Petrovic I, Babic J, Budisic M (2007) Teleoperation of collaborative mobile robots with force

feedback over internet. In: Proceedings of international conference on informatics in control,

automation and robotics, robotics and automation, vol 2, 2007

5. Jung S, Song T, Jeon J (2008) Obstacle collision prevention of mobile robot using force feed-

back in remote sites. In: Proceedings of the 2nd international conference on Ubiquitous infor-

mation management and communication. ACM, pp 515–519

6. Mook Jung S, Houn Song T, Wook Jeon J(2008) Obstacle collision prevention of a mobile robot

using force feedback in remote sites. In: International conference on ubiquitous information

management and communication—ICUIMC, pp 515–519

7. Nadvornik J, Smutny P (2014) Remote Control Robot Using Android Mobile Device. In: 15th

international carpathian control conference (ICCC), 2014

8. Li HK, Dai ZD (2010) A semiautonomous sprawl robot based on remote wireless control.

Robot Biom—ROBIO

9. Sheridan Thomas B (1992) Musings on telepresence and virtual presence. Teleoperators Vir-

tual Environ—Presence 1(1):120–125

10. Kofman J, Xianghai W, Luu TJ, Verma S (2005) Teleoperation of a robot manipulator using

a vision-based human-robot interface. IEEE Trans Ind Electr—IEEE TRANS IND ELECTR

52(5):1206–1219

11. Wang Q, Pan W, Li M (2014) Robot’s remote real-time navigation controlled by smart phone.

In: IEEE international conference on robotics and biomimetics (ROBIO), China, 2012

12. Li P, Li R (2012) The research of remote monitoring system for home partner robot[z]



Chapter 36
Robust Adaptive Control for Robotic
Systems with Guaranteed Parameter
Estimation

Baorui Jing, Jing Na, Guanbin Gao and Guoqing Sun

Abstract In this paper, we propose a novel adaptive control scheme for robotic
systems by incorporating the parameter error into the adaptive law. By carrying out
filter operations, the robotic system is linearly parameterized without using the
measurements of acceleration. Then a new adaptive algorithm is introduced to
guarantee that the parameter error and control error exponentially converge to zero.
In particular, we provide an intuitive method to verify the standard PE condition for
the parameter estimation. The robustness against disturbances is also studied and
comparisons to several adaptive laws are provided. Simulations with a realistic
robot arm are presented to validate the improved performance.

Keywords Adaptive control ⋅ Parameter estimation ⋅ Robotic system ⋅ PE
condition

36.1 Introduction

Adaptive control [1, 2] has been widely used to achieve tracking control for systems
with unknown parameters. In the classical framework, the adaptive laws are driven
by the control errors to retain the tracking error convergence and the boundedness
of the estimated parameters [2]. However, it is not trivial to guarantee that the
estimated parameters converge to their true values. In particular, the required per-
sistent excitation (PE) condition is difficult to verify. In [3, 4], a composite adaptive
control has been developed, where the adaptive laws are designed by combining the
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tracking error and the prediction error. However, the convergence performance
heavily depends on the presented predictor because the adaptive laws are driven by
the induced output control and predictor errors.

A recent work [5] proposed novel adaptive laws based on the information of
parameter error to further address the estimation performance. In particular, in our
previous work [6–8], several novel direct estimation schemes are proposed by
introducing novel filter operations, so that the unstable integrator and the online
calculation of a matrix inverse in [5] are all avoided. Moreover, exponential and/or
finite-time error convergence is retained under a verifiable excitation condition.

On the other hand, adaptive control of robotic systems has also been developed
(e.g., [3, 9, 10]) since 1980s when the linear parameterization of nonlinear robot
dynamics was first introduced [3, 11]. In [10], the need of robotic joint acceleration
measurements limits the practical applicability [12]. Moreover, in these methods
only the convergence of the tracking error can be proved, while the parameter
estimation convergence was not addressed. In our previous work [13], a terminal
sliding mode (TSM) control was proposed for robotic systems to achieve finite-time
convergence by incorporating the ideas of adaptive laws [7] into the adaptive
control; the potential singularity problem of TSM was avoided and the joint
accelerations were not used. However, this two-phase control leads to complexities
in the analysis and practical control implementations.

In this paper, we further revisit the adaptive control for robotic systems with
unknown parameters, where the parameter estimation convergence is considered.
The new adaptive control strategy will incorporate the parameter estimation
methods in [7] into the adaptive control to achieve exponential convergence of the
tracking control and parameter estimation simultaneously. In particular, a new
modification term with the estimation error is adopted as leakage term in the
adaptive law. In contrary to [13], only one phase control is used to simplify the
control implementation. The robustness of the proposed schemes against external
disturbances is analyzed and comparisons to classical adaptive laws are provided.
Specifically, we show that the required excitation condition is equivalent to the
standard PE condition, and then suggested an intuitive scheme is to verify the
standard PE condition. Finally, simulations based on a 6-DOF robot arm model are
presented to validate the performance of the new method.

36.2 Problem Formulation

We consider an n-degree of freedom (DOF) robot arm modeled by:

MðqÞ q.. +Cðq, q ̇Þq ̇+GðqÞ= τ ð36:1Þ

where q, q ̇, q
..
∈ℝn are the joint position, velocity and acceleration, respectively;

n is the number of the DOF, τ∈ℝn is the control input torque; MðqÞ∈ℝn× n is the
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inertia matrix, Cðq, q ̇Þ∈ℝn× n represents the Coriolis/centripetal torque, viscous
and nonlinear damping, and GðqÞ∈ℝn denotes the gravity torque.

The following properties will be used in the following control design [11]:

Property 1 The matrix ṀðqÞ− 2Cðq, q ̇Þ is skew-symmetric, then

xT ṀðqÞ− 2Cðq, q ̇Þ� �
x=0, ∀x, q, q ̇∈ℝn ð36:2Þ

Property 2 The dynamics of robotic system (36.1) can be represented as a linearly
parameterized form

MðqÞ q.. +Cðq, q ̇Þq+GðqÞ=ϕðq, q ̇, q..Þθ ð36:3Þ

where θ∈ℝN is a constant parameter vector which contains the parameters to be
estimated, ϕðq, q ̇, q..Þ∈ℝn×N is the known dynamic regressor matrix.

36.3 Adaptive Control with Guaranteed Parameter
Estimation

To achieve tracking control of a given reference qd and the estimation of unknown
parameter θ, we first define a control error variable as

S= e ̇+ λe= qṙ − q ̇ ð36:4Þ

where e= qd − q; qṙ = qḋ + λe is the tracking error and its derivative qr
..
= qd

..
+ λe ̇

can be calculated based on q, q ̇, qḋ, qd
..
.

Then based on Property 2, we have

Rðq, q ̇Þ=MðqÞ qr.. +Cðq, q ̇Þqṙ +GðqÞ=ΦRðq, q ̇Þθ ð36:5Þ

Thus the robotic system (36.1) can be reformulated as

MðqÞS ̇+Cðq, q ̇ÞS−Rðq, q ̇Þ= − τ ð36:6Þ

As shown in (36.5), the joint acceleration measurement q
..
does not appear in the

regressor ΦRðq, q ̇Þ, thus ΦRðq, q ̇Þ can be used in the control design. However, for
the purpose of parameter estimation, the joint acceleration q

..
is involved in the

derivative S ̇ in (36.6). To eliminate the requirements of S ̇, we define auxiliary
functions Fðq, q ̇Þ=MðqÞS and Hðq, q ̇Þ= − ṀðqÞS+Cðq, q ̇ÞS as [12] as
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Fðq, q ̇Þ=MðqÞS=ΦFðq, q ̇Þθ, Hðq, q ̇Þ= − ṀðqÞS+Cðq, q ̇ÞS=ΦHðq, q ̇Þθ
ð36:7Þ

Then, the system (36.6) can be rewritten as

Ḟðq, q ̇Þ+Hðq, q ̇Þ−Rðq, q ̇Þ= ½ΦFðq, q ̇Þ+ΦHðq, q ̇Þ−ΦRðq, q ̇Þ�θ=Φðq, q ̇, q..Þθ= − τ

ð36:8Þ

where Ḟðq, q ̇Þ= d
dt ½MðqÞS�=ΦFðq, q ̇Þθ is the derivative of MðqÞS and

Φðq, q ̇, q..Þ= ½ΦFðq, q ̇Þ+ΦHðq, q ̇Þ−ΦRðq, q ̇Þ� is the regressor matrix. However,
because F ̇ðq, q ̇Þ and Φðq, q ̇, q..Þ contain the joint acceleration q

..
, Eq. (36.8) cannot be

used for parameter estimation when the joint acceleration q
..
is not measurable.

To eliminate the use of q
..
in the parameter estimation, we introduce a stable filter

operation on both sides of (36.8) as

kΦFf +ΦFf =ΦF , ΘFf jt=0 = 0
kΦHf +ΦHf =ΦH , ΘHf jt=0 = 0
kΦRf +ΦRf =ΦR, ΘRf jt=0 = 0
kτḟ + τf = τ, τf jt=0 = 0

8>><
>>: ð36:9Þ

where k > 0 is a constant filter parameter, ΦFfðq, q ̇Þ,ΦHf ðq, q ̇Þ,ΦRf ðq, q ̇Þ and
Ff ðq, q ̇Þ,Hf ðq, q ̇Þ,Rf ðq, q ̇Þ, τf are the filtered form of ΦFðq, q ̇Þ,ΦHðq, q ̇Þ,ΦRðq, q ̇Þ
and Fðq, q ̇Þ,Hðq, q ̇Þ,Rðq, q ̇Þ, τ, respectively. Then from (36.8) and (36.9), we obtain

Fḟ ðq, q ̇Þ+Hf ðq, q ̇Þ−Rf ðq, q ̇Þ= ½ΦFf ðq, q ̇Þ+ΦHf ðq, q ̇Þ−ΦRf ðq, q ̇Þ�θ= − τf

ð36:10Þ

According to (36.9), we get ΦFf =
ΦF −ΦFf

k , so that system (36.10) is rewritten as

ΦFðq, q ̇Þ−ΦFf ðq, q ̇Þ
k

+ΦHf ðq, q ̇Þ−ΦRf ðq, q ̇Þ
� �

θ=Φf ðq, q ̇Þθ= − τf ð36:11Þ

where Φfðq, q ̇Þ= ΦFðq, q ̇Þ−ΦFf ðq, q̇Þ
k +ΦHf ðq, q ̇Þ−ΦRf ðq, q ̇Þ is a new regressor. Thus,

the acceleration q
..
is avoided and thus (36.11) can be used for estimation.

In order to accommodate the parameter estimation, we will introduce the aux-
iliary matrix PðtÞ∈ℝN ×N , vector QðtÞ∈ℝN and vector WðtÞ∈ℝN as

ṖðtÞ= −ℓPðtÞ+ΦT
f Φf , Pð0Þ=0

Q ̇ðtÞ= −ℓQðtÞ+ΦT
f τf , Qð0Þ=0

WðtÞ=PðtÞθ ̂−QðtÞ

8<
: ð36:12Þ

where ℓ>0 is a designed parameter,θ ̂ is the estimated parameter.
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As shown in [8], we know QðtÞ=PðtÞθ, and thus derive from (36.11) and (36.12)
that

WðtÞ=PðtÞθ ̂−QðtÞ=PðtÞθ ̂−PðtÞθ= −PðtÞθ ̃ ð36:13Þ

where θ ̃= θ− θ ̂ is the parameter estimation error.
Then we can design an adaptive control for system (36.1) as

τ=ΦRðq, q ̇Þθ ̂+KS ð36:14Þ

where K > 0 is a constant feedback gain matrix.
The adaptive law to update the parameter estimation θ ̂ is provided by

θ ̂̇=Γ ΦT
Rðq, q ̇ÞS− κW

� � ð36:15Þ

where Γ>0 and κ>0 are the adaptive learning gains.
Substituting (36.14) into (36.6), we obtain the closed-loop error dynamics as

MðqÞS ̇+Cðq, q ̇ÞS+KS=ΦRðq, q ̇Þθ ̃ ð36:16Þ

Remark 1 The term W in (36.15) is a new leakage term used to achieve parameter
estimation convergence. This is clearly different to classical e-modification and σ-
modification [2]. Moreover, by introducing filter operation (36.9), system (36.8) is
reformulated as (36.11), so that the joint acceleration q

..
is avoided in both of the

adaptive control (36.14) and the adaptive law (36.15).

Lemma 1 If the vector Φf in (36.8) is persistently excited (PE), then the matrix P
in (36.12) is positive definite, i.e., λminðPÞ> σ >0 for a positive constant σ. On the
other hand, the positive definiteness of P also implies that Φf is PE.

Remark 2 In our previous work [6–8, 13], we have proved that the standard PE
condition is sufficient to guarantee the positive definiteness of matrix P(t), i.e., the
PE condition of Φf implies λminðPÞ> σ >0. In this paper, the inverse of this claim
(i.e., λminðPÞ> σ >0 implies the PE of Φf ) can also be claimed. Thus Lemma 1 is a
more complete result paving a way for online verifying the PE condition, i.e.,
calculating the minimum eigenvalue of P and testing for λminðPÞ> σ >0. The proof
of this claim is omitted here due to the limited space.

Theorem 1 For robotic system (36.1) with adaptive control (36.14) and adaptive
law (36.15), if the regressor matrix Φf in (36.8) is PE, then the parameter error θ ̃
and the tracking error S converge to zero exponentially.

Proof We define Lyapunov candidate function as
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V =
1
2
STMS+

1
2
θ
T̃
Γ − 1θ ̃ ð36:17Þ

Then the derivative V ̇ with respect to time t can be obtained along (36.15) and
(36.16) as

V ̇= ST −Cðq, q ̇ÞS−KS+ΦRθ ̃
� �

+
1
2
STṀðqÞS+ θ

T̃
Γ − 1θ ̃̇= − STKS− κθ

T̃
Pθ ̃≤ − μV

ð36:18Þ

where μ=min 2λminðKÞ λ̸maxðMÞ, 2κσ λ̸maxðΓ − 1Þ� 	
is a positive constant. Then we

conclude that S and θ ̃ converge to zero exponentially with the rate μ.

Remark 3 As shown in Theorem 1, by introducing the leakage term κW con-
taining the parameter estimation error PðtÞθ ̃ in the adaptive law (36.15), a quadratic

term κθ
T̃
Pθ ̃ appears in the Lyapunov analysis (36.3), which can guarantee the

exponential convergence of θ ̃ and S to zero simultaneously.

36.4 Robustness Analysis and Comparisons

To study the robustness of the proposed control and adaptive law, we introduce a
bounded disturbance ξ∈ℝn in the robotic system (36.1) such that

MðqÞ q.. +Cðq, q ̇Þq ̇+GðqÞ= τ+ ξ ð36:19Þ

where ξk k≤ εξ, εξ >0. Then similar to Sect. 36.3, system (36.4) can be rewritten as

Φf ðq, q ̇Þθ= τf + ξf ð36:20Þ

where ξf is the filtered version of ξ in terms by kξ ̇f + ξf = ξ, ξf ð0Þ=0.
Consequently, by defining the control error as (36.4) and using the same control

(36.14), we can obtain the closed-loop error for (36.4) as

MðqÞS ̇+Cðq, q ̇ÞS+KS=ΦRðq, q ̇Þθ ̃+ ξ ð36:21Þ

In this case, the auxiliary variable W defined in (36.12) can be represented as

W =Pθ ̂−Q= −Pθ ̃+ψ ð36:22Þ

where ψ = −
R t
0 e

−ℓðt− rÞΦT
f ðrÞξf ðrÞdr is bounded by ψk k≤ εψ for some εψ >0.
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Corollary 1 Consider system (36.4) with control (36.14) and adaptive law (36.15),
if the regressor matrix Φf in (36.8) is PE, then the closed-loop system is stable, and
the estimation error θ ̃ and the tracking error S converge to a small set around zero.

Proof Consider the Lyapunov function V2 =V as (36.2), then V ̇2 is calculated as

V 2̇ = − STKS+ STξ− κθ
T̃
Pθ ̃+ κθ

T̃
ψ

= − λminðKÞ− 1
2η


 �
Sk k2 − ðκσ − 1

2η
Þ θ ̃
�� ��2 + ηε2ξ

2
+

ηε2ψ
2

≤ − μ2V2 + γ2

ð36:23Þ

where μ2 =min 2ðλminðKÞ− 1 2̸ηÞ λ̸maxðMÞ, 2ðκσ − 1 2̸ηÞ λ̸maxðΓ− 1Þ� 	
and γ2 =

ηε2ξ 2̸ + ηε2ψ 2̸ are all positive constants for large η>0. Thus we know that all

signals in the closed-loop system are bounded, and the errors θ ̃ and S converges to a
small residual set around zero.

Finally, we compare the proposed novel adaptive law (36.15) with the widely
used gradient method and σ-modification.

(1) Gradient method [1]: The adaptive law for parameter estimation is solely
driven by the tracking error S, i.e., κ=0 in (36.15). Then the estimation error is

θ ̃̇= −ΓΦT
Rðq, q ̇ÞS ð36:24Þ

A critical problem of the gradient adaptation is the potential bursting phe-
nomenon of the estimation error θ ̃, i.e., the convergence of θ ̃ to zero cannot be
claimed even the tracking error S converges to zero.

(2) σ-modification [2]: A modification term κθ ̂ is used to replace the term κW in
(36.15) to give the σ-modification method

θ ̂̇=Γ ΦT
Rðq, q ̇ÞS− κθ ̂

� � ð36:25Þ

Then the estimation error can be obtained as

θ ̃̇= −ΓΦT
Rðq, q ̇ÞS+Γκθ ̂= −Γκθ ̃−ΓΦT

Rðq, q ̇ÞS+Γκθ ð36:26Þ

The error Eq. (36.11) contains a damping term Γκθ ̃, thus the error dynamics in
(36.11) are bounded-input-bounded-output (BIBO). However, this term makes
the estimated parameter θ ̂ stay in the neighborhood of the pre-selected value
only. In fact, when the tracking error S = 0, the transfer function of (36.11) is
θ ̃= Γκθ

p+Γκ (p is the Laplace operation). Consequently, θ ̃ cannot be null.
(3) Proposed method: A new term κW is used in (36.15) leading to estimation

error:
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θ ̃̇= −ΓκPθ ̃−ΓΦT
Rðq, q ̇ÞS ð36:27Þ

The error Eq. (36.12) introduces a forgetting factor ΓκPθ ̃ as σ-modification
(36.11). Thus, the error θ ̃ in (36.12) is also BIBO stable. Consequently, the
robustness of the proposed adaptive law is compatible to σ-modification (36.11).
Moreover, the leakage term κW can update θ ̂ towards its true value θ. In fact, the

error Eq. (36.12) is represented as θ ̃= ΓΦT
RS

p+ΓPκ, so that θ ̃→ 0 holds for S→ 0. Thus,
the adaptive law (36.15) can obtain better convergence than (36.11).

36.5 Simulation

In this paper, we use a 6-DOF Robot Arm purchased from Reinovo Ltd for sim-
ulation. In order to simply the control design, only two joints of this robot arm are
modeled in this paper. According to [14], we obtain the kinetic energy K and the
potential energy P as

K=
1
2
mv2 +

1
2
Iω2 =

1
2
m1l21q ̇

2
1 +

1
2
m2l22q ̇

2
1 +

1
2
m2l22q ̇

2
2 +m2l22q1̇q2̇

P =mgh=m1gðl1 sin q1 + 320Þ+m2g½l2 sinðq1 + q2Þ+ l1 sinðq1Þ+320�
ð36:28Þ

where v and ω are the velocity and angular velocity respectively. I is the moment of
inertia and h is the height. The Lagrange’s equation of a robotic system is given as
d
dt
∂L
∂Θ

−
∂L
∂Θ

= τ, where L=K−P is the Lagrangian.

Then the dynamics of the robotic arm is molded as

M11ðqÞ M12ðqÞ
M21ðqÞ M22ðqÞ

� �
q1̈
q2̈

� �
+

C11ðq, q ̇Þ C12ðq, q ̇Þ
C21ðq, q ̇Þ C22ðq, q ̇Þ

� �
q1̇
q2̇

� �
+

G1ðqÞ
G2ðqÞ

� �
= τ

ð36:29Þ

with

M11ðqÞ=m2l22 + ðm1 +m2Þl21 + 2m2l1l2 cosðq2Þ,M12ðqÞ=M21ðqÞ=m2l22 +m2l1l2 cosðq2Þ
M22ðqÞ=m2l22,C11ðq, q ̇Þ= − 2m2l1l2q̇2 sinðq2Þ,C12ðq, q̇Þ= −m2l1l2q̇2 sinðq2Þ

C21ðq, q̇Þ=m2l1l2q1̇ sinðq2Þ,C22ðq, q ̇Þ=0,G1ðqÞ=m2gl2 cosðq1 + q2Þ+ ðm1 +m2Þgl1 cosðq1Þ
G2ðqÞ=m2gl2 cosðq1 + q2Þ

where m1, m2 are the mass of robot arm, l1, l2 are the length of each link, g = 9.18 is
the gravity constant. In this study, the unknown parameters in system (36.14) is
θ= ½m1,m2�T = ½10, 5�T , so that Fðq, q ̇Þ,Hðq, q ̇Þ,Rðq, q ̇Þ can be derived as
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Fig. 36.1 Adaptive control and parameter estimation performance. a Tracking control perfor-
mance. b Tracking errors. c Parameter estimation performance. d Tracking and estimation errors
under disturbances
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Fig. 36.1 (continued)
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" #
+

C11ðq, q̇ÞS1
C21ðq, q̇ÞS1

� �

=
0 0

0 l1l2S1ðq ̇1 + q ̇2Þ sinðq2Þ

� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

ϕHðq, q ̇Þ

m1

m2

� � ð36:32Þ

where S= S1, S2½ �T is the control error with the parameter as λ= diag 5, 5½ �ð Þ.
To guarantee the required excitation, we choose reference as qd =20 sinð0.3tÞ,

and set the control feedback gain as K = diagð½10, 10�Þ. Other parameters are
ℓ=1, k=0.001, κ=50 and Γ=20I. Comparative simulation results are shown in
Fig. 36.1, where the adaptive control (36.14) and the proposed adaptive law (36.15)
and the gradient method (36.9) and σ-modification (36.10) are all simulated with
the same conditions and parameters. The tracking profiles and the tracking error
with (36.14) and (36.15) are shown in Fig. 36.1a, b. The evolutions of the estimated
parameters with different adaptive laws are all depicted in Fig. 36.1c. It is shown
that the estimated parameters with new adaptive law (36.15) converge to their true
values very fast. However, the transient performance for the gradient scheme is
sluggish. Nevertheless, the steady-state error for σ-modification (36.10) cannot
converge to zero, which has been pointed out in Sect. 36.4. Finally, an external
disturbance ξ=0.2 sinðtÞ is used to verify the robustness. As shown in Fig. 36.1d,
the parameter and tracking errors of new methods converge to a very small set.
However, the gradient method provides sluggish control and estimation perfor-
mance though it performs slightly better than σ-modification method. All of sim-
ulation results show that the newly introduced leakage term in the adaptive law can
improve the parameter estimation and thus the overall control performance.

36.6 Conclusion

This paper presents an alternative adaptive control method for robotic systems,
which incorporates a new leakage term into the adaptive law. By introducing
appropriate filter operations, the robotic acceleration measurements are avoided.
Exponential convergence of the control error and parameter estimation error to zero
can be achieved simultaneously. In particular, we prove that the required excitation
condition is equivalent to the standard PE condition, and thus provide a numerically
feasible and intuitive method to online verify the PE condition. The robustness and
comparisons to other adaptive schemes are also provided and validated in terms of
simulations based on a realistic robotic arm model.
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Chapter 37
Cross-Media Big Data Tourism Perception
Research Based on Multi-Agent

Dong Guan and Junping Du

Abstract In this paper, we introduced the design and implementation in detail the
cross-media big tourist perception system based on agent. We used the technology
based on agent to implement the parallel in the process of data collection. This
system mainly consists of a set of cooperation agent, including the data collection
agent; the URL Agent; the data update agent and the management agent. Compared
with the ordinary distributed information collection system, we designed and
implemented the URL agent and data update agent, we used the algorithm to
analyze the page based on agent, and then improves the efficiency of the
cross-media big tourist perception.

Keywords Cross-media ⋅ Big data sensing ⋅ Multi-agent ⋅ Distributed data
collection

37.1 Introduction

With the development of the Internet, the mobile communication and the Internet of
things, the experience of the travel will be more deeply. The change of the data
collection is from centralization to distribution [1]. The emergence of the agent
provides a new method for the distributed system, which is a major breakthrough in
the software development. At present in the information management [2], intelli-
gent database, data mining [3], network management and e-commerce, the agent
technology has been widely used [4]. In the aspect of the big data collection,
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although there are a lot of data collection systems and application models based on
the agent [6], there is no prototype system or application system for the cross-media
tourism big data collection. So in this paper, we study the cross media tourism
perception, through the distributed data collection system based on Agent, to
complete the data collection for cross-media tourism, and then to provide the data
basis for further research.

37.2 Related Technologies

37.2.1 Nutch Technology

The Nutch system is made up of Nutch tool and a series of tools used to establish
and maintain the data structure [8]. The principle and steps of the cross-media
tourism big data perception system based on Nutch is shown in Fig. 37.1.

The process of distributed information collection system based on Nutch as
follows:

(1) It generates an empty CrawlDB, and then adds the initial URL lists to the
CrawlDB.

(2) According to certain rules, it takes out URLs from CrawlDB, and then creates
a new segment to generate FetchList.

(3) According to the FetchList, it downloads web pages from the Internet.
(4) It parses the collected content into the text and data.
(5) It extracts the new web page link URL into the CrawlDB.
(6) It repeats steps 2–5 until reaching the designated depth or the fetchlist is

empty.

Initial URL Craw1Db Fetchlist Internet

Index

library
Parse data Parser

Capture

content

Fig. 37.1 Principle of the distributed data collection system based on Nutch
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37.3 Cross-Media Tourism Big Data Perception System
Based on Agent

37.3.1 Function Diagram of the Cross-Media Tourism Big
Data System Based on Agent

In this paper, we used the Nutch tool to encapsulate the relatively independent
modules of cross-media tourism big data perception function as agent. It is made up
of data collection Agent, URL Agent, and data update agent. On the basis of it, we
established a management Agent, which is responsible for the coordination and
control of other three agents and sets different parameters and tasks for different
Agent. The functional diagram of cross-media tourism big data perception system
based on agent is shown in Fig. 37.2.

Tourism

big data

Management

agent

Data

collection
agent

URL agent
Data update

agent

Text
collection

Image
collection

Set URL

Remove
URL

Data query

Data
update

Fig. 37.2 Functional diagram of cross-media tourism big data perception system
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37.3.2 Cross-Media Tourism Big Data Perception Agent
Function Implementation

(1) The function of the management agent

The main function of the management agent is the organizer and leader for data
collection. It is responsible for the management of the URL queue and assigns URL
to the data collection agent, then products and recycles data collection agent
according to the usage of server resources. The management agent regularly col-
lects and backup to the server according to the system time.

(2) Function of the data collection agent

The main function of the data collection agent is to find web pages related to
tourism and parses into URL format. It also collects and saves web pages related to
tourism. When the data collection agent is generated by the management agent,
firstly it will load the collection strategy and related parameters. Then data col-
lection agent will adopt the way of Nutch combined with multi-thread to parallel
collect data. In this way, it can fully use the system resources and shorten the time
of data collection.

(3) Function of the URL agent

The main function of the URL agent is to maintain a URLlist which will access
the URL of the information, and then the URL address will be passed to the data
collection agent. The process of the URL agent as follows: At the beginning, it
establishes an initial list of URL which includes at least an URL address. It retrieves
a new URL from the URL list, then connects to the URL, obtains web document,
parses the document, extracts the new URL. Next it will compare the new URL to
the URL list, if different, take the new URL into the URL list. Finally it continues to
select next URL until the URL list is empty. We used the URL uniform hash
function and the optimization of active hash algorithm to filter the collection of web
page in the URL Agent. In this paper, we used the strategy based on the URL
importance priority, directly to collect data based on the URL which has a high
score without complex analysis on the webpage.

(4) Function of the data update agent

The function of data update agent is mainly according to the characteristics of
different web pages to choose a different algorithm to predict the site update time,
change of the recorded history of nearly several web pages, according to the web
site a recent predictor of state and historical information to select the above a certain
prediction algorithm to update time prediction. In this paper, we use the dynamic
web site update strategy, the process of the work as follows:

As to the new web page, the system gives an initial value of the next visit
according to the type of the web page, and then it uses the adjacent method to
predict, sets the state predictor to state one. When the visit the web page, the page is
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constantly changing, but the page don’t change or visit the web page before, web
page does not change, the web page changes, then sets the state predictor to
state two.

As the state predictor in state two, it used the geometric interval method to
predict. By using the method of average, it can get the change of web pages.
According to the geometric interval method, we used it to access the web page until
the page changed serial times, and then take the change of average.

As the state predictor in state two or three, the algorithm set the state predictor in
state one according to the history of the change.

When predicting the effect on the change of web pages, we adopt three test
items: the accuracy of the prediction, the time migration rate of the prediction, the
efficiency of the prediction.

37.4 Results and Analysis of the Experiment

37.4.1 Experimental Result of the Collection Strategy
Algorithm

In the URL agent, we used the main page coverage to judge the validity of the
evaluation mechanism and the extended OPIC algorithm. Accordingly we selected
16 initial travel portals as the object of collection. First of all, we collected about
100,000 pages related to the tourism, then artificially selects 2000 pages, to the
main page and then respectively by random sampling strategy and based on priority
of URL rating value acquisition strategy for acquisition of the saved 100,000 page
again to verify the important degree of priority to the URL sampling strategy is
preferred to a more important pages. The experimental result is shown in Figs. 37.3
and 37.4.
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In Figs. 37.3 and 37.4, it is concluded that using random sampling strategy,
sampling 8 times the cumulative only about 75 % of important web pages and cost
more time, As using the URL priority algorithm to collect, collecting seven
important web pages can be about 80 % of the total collection and cost less time,
when collected 10 times, basically completed the collection of all the important web
page. Thus it can be seen that give priority to your URL importance sampling
strategy is able to complete the priority of the data collection.

37.4.2 Experimental Results of the Predict Updating
Algorithm

Firstly we selected the home page of sixteen sites related to tourism, according to
the breadth-first traversal scope of the web page, getting the collection of the start
pages and inserting the web link into the CrawlDB. Then we randomly selected
500,000 pages in the web pages as the experimental sample. Finally we repeated to
collect the above experiment samples every day. If founding the web pages has
disappeared, we will mark the pages failed. If the web page success, but the web did
not change, the number of visits the page, modify access time recently. Acquisition
success, and the page has changed, then update the web fingerprints, web access
number plus 1, modify the web access time and the last update time recently. The
new web pages update to the CrawlDB new link relations.

With the above three parameters, we compared the difference of three algorithms
in the sample set. We take the first five times average change of the web page. The
result is shown in Table 37.1:

We can see from the experiment, using the dynamic selection method is superior
to the individual choice of an algorithm. The main reason is that we selected in this
experiment of travel website updates faster website (such as some portal travel
website) and some updates slower website (such as some tourist attractions
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introduction website), and adjacent method and interval method are respectively
applied to different frequency of site update, so choosing the dynamic selection
method for the web update forecast result is better.

37.5 Conclusions

In this paper, we mainly studied the problem of the cross-media tourism big data
perception under the Internet. Due to the need for the cross-media tourism big data
collection, we choosed the Nutch distributed acquisition system to meet the per-
ception of the big data. Considering the intelligent at the same time, we designed
and implemented the distributed data acquisition system based on agent. In the
system, we designed the data collection agent; URL agent; data update agent and
management agent, and also adopted the URL importance priority data collection
algorithm in the URL agent to avoid the blindness of data collection. We also used
the dynamic selection algorithm in the URL agent to forecast the change of web
pages, which can effectively improve the accuracy of the forecast of web pages.
Through the experiment of the two algorithms in the paper, the result shows that the
system can improve the efficiency of cross-media tourism big data collection.
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Chapter 38
Location and Navigation Study of Laser
Base Station

Peng Wang, Weicun Zhang and Yuzhen Zhang

Abstract Underground navigation is one of critical underground intelligent mining
technologies. On account of underground specialty and working conditions, this
article presents a research on location mode based on laser ranging and laser-based
active navigation mode. First, the hardware design of base station control system
used in laser location navigation is introduced. Second, the design of base station
motion controller and communication module are described. Third, based on the
motion controller, a moving target acquisition algorithm, laser location tracking
algorithm, and laser-based active navigation algorithm are presented. Finally, some
experimental results conducted in base station are illustrated.

Keywords Motion control ⋅ Laser location ⋅ Active navigation ⋅ Target
acquisition ⋅ Tracking

38.1 Introduction

At present, the automation and intelligent technology of underground metal mining
in our country is far behind of the developed countries [1], which is a serious
constraint to the efficient and the production security of underground metal mining
and cannot meet the demand of the rapid mining development. Therefore, we need
carry out a research on the intelligent mining technology and underground metal
mining equipment with the goal of equipment intelligent operation and process
intelligent monitor, to break the back of the key technology of underground metal
mining and to enhance the market competitiveness of mining enterprises and
equipment manufacturing in our country [2].

P. Wang (✉) ⋅ W. Zhang ⋅ Y. Zhang
School of Automation and Electrical Engineering,
University of Science and Technology Beijing, Beijing 100083, China
e-mail: wpby@vip.qq.com

© Springer-Verlag Berlin Heidelberg 2016
Y. Jia et al. (eds.), Proceedings of the 2015 Chinese Intelligent
Systems Conference, Lecture Notes in Electrical Engineering 359,
DOI 10.1007/978-3-662-48386-2_38

361



The location method of related research abroad primarily focuses on RFID, radio
frequency electromagnetic and wireless communication. Navigation means include
absolute and relative navigation and SLAM technology with combination of them.
And the relative navigation technology has been enough mature and been applied
to some products. The mining industry in developed countries has been in the
information age successively since 1990s. They have continuously improved the
mining automation technology, for example, the technologies of remote control and
shovel loading, unmanned equipment and automatic navigation are gradually or
have been brought into operation phase [3]. The research of underground location
technology and the system development started at the beginning of this century and
mainly concentrated on the field of underground personnel location [4]. The
development of underground location technology can be divided into three stages
[5]. First, the underground location products were imported from abroad entirely.
Second, our country researched and developed the underground personnel system
independently [6]. Third, our country constantly perfected the active underground
personnel location system of China’s own research and development [7].

This article is mainly about the design of laser base station used in underground
equipment location and navigation.

38.2 System Construction

To locate the moving target and actively correct the moving target position, as well
as to acquire the feedback signal of action error, this article divides the base station
system into four modules to design and implement: distance inspection module,
motion control module, motion execution module and communication module. The
entire system function block diagram shows in Fig. 38.1.

(1) Motion control module: It adopts the DSP 28335 of Texas Instruments
Company as the processing core. This module is a core component of the
whole base station.

Fig. 38.1 Base station system function block diagram
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(2) Distance inspection module: It adopts the FTM-50 laser displacement sensor
of Feituoxinda Company.

(3) Motion execution module: It adopts the precise alternating current servo
system by Nikki Direct-drive Servo Motor Company.

(4) Communication module: It adopts the ARM kernel MCU stm32 of ST
Microelectronics as the processor.

Figure 38.2 shows the system diagram in vertical direction. In this control
module, Y(s) is the actual elevation (measured value), and interference effect of
ground flatness is indicated as D(s). The object of the system design is to optimize
the controller parameters and the selection of servo system. So it can make the
response indicators of input angle meet the demand, and to make the errors caused
by interference do not interrupt the normal working state of system.

38.3 The Selection and Design of System Hardware

This chapter introduces the hardware design of the motion controller and com-
munication module.

38.3.1 The Circuit Design of Motion Controller

Motion control module is the core component in the system. The motion controller
should complete the following three functions: (1) The output of the differential
pulse signal; (2) The input of the quadrature encoder pulse signal; (3) The com-
municating function of CAN bus.

Based on the above demands, the design of this article applies the 28335 DSP
chip by TI Company as the main control chip.

Motion control board is in charge of the comprehensive analysis of the target
information and controlling the motion execution module according the processing
results. Motion controller system diagram is showed in Fig. 38.3.

Fig. 38.2 Block diagram of base station following motion system

38 Location and Navigation Study of Laser Base Station 363



(1) The operating voltage of the peripheral interface chip on main controller
power module is 5 V, and to the DSP and ARM processor, the operating
voltage is 3.3 V.

(2) The design of motor drive circuit. The Nikki direct-drive servo motor used in
this system is controlled by the means of pulse sequence inputted by 5 V
differential signal.

(3) The design of encoder pulse feedback. The encoder feedback pulse also
applies the differential signal to output position information, so as to improve
the system stability and anti-interference.

(4) Level switching circuit. Since the input port on 28335 chip only supports 3.3 V
signal, before the 5 V TTL signal reaches into the DSP processor, the design
should add a switching circuit that can convert 5 to 3.3 V, otherwise the 5 V
signal will damage the pin circuit on main control chip [8].

38.3.2 Hardware Circuit Design of Communication Module

Since the system adopts multiple communication channels and communication pro-
tocols, such asCAN,RS232, wireless Ethernet communication, and in order to reduce
the communication load of motion controller, a communication transmission module
is designed that dedicated to information processing and transmission. This module
uses the STM32F107VCT6, an interconnected embedded microprocessor, produced
by ST Company. The STM32F107VCT6 has 100 pins with two communication
modules of CAN bus. There are one Ethernet port and several serial communication
ports that can configure as RS232 or 485 communication port within the selected type.
The selection results meet the demand of communication module design.

Communication pin-board is mainly composed of minimum system, RS232
transceiver, CAN bus transceiver and RS485 bus transceiver. System function
block diagram of communication module shows in Fig. 38.4.

(1) STM 32 micro processor needs 3.3 V power supply, and selects AS1117
steady voltage chip as the power.

(2) CAN bus is the key communication way between the base station and chips
within base station. CAN (short for Controller Area Network) is one of the

Fig. 38.3 Motion controller system function block diagram
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most wildly used field buses around the world [9]. CAN communication
transceiver is the PCA82C251CAN from Philips Company. Figure 38.5 shows
the CAN module circuit schematic diagram.

(3) Ethernet module is used for the communication between the base station with
server, and the server with intelligent devices. Although the STM32F107 chip
has the Ethernet MAC controller, it does not provide the physical interface.
So DP83848 is selected as the Ethernet interface chip. The circuit is connected
according to the handbook as shown in Fig. 38.6.

Fig. 38.4 System function block diagram of communication module

Fig. 38.5 CAN module
circuit schematic diagram

Fig. 38.6 Ethernet module circuit schematic diagram
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38.4 System Function Design

This system mainly completes three functions: the moving target capture, laser
location tracking and laser active navigation.

38.4.1 The Technology of Moving Target Capture

Base station’s first capture to the intelligent equipment is that: the base station
begins laser scanning within the given angle after initialization. When the laser
scans through the receiving screen, the machine vision module informs the
on-board computer of the information, and then the robot equipment sends the
captured signal to base station through the wireless channel. After the base station
receives the signal, it uses the laser displacement sensor to locate and sends the
location information to robot equipment at the same time.

38.4.2 Laser-Based Location Tracking Technology

The base station conducts a real-time location by the spherical coordinate tracking
measurement. During the location process, base station range finder and the servo
system form a spherical coordinate. During the process of location measurement,
the motion controller combines the laser displacement sensor measurement result
with the heading angle and the elevation, and then calculates the target position in
the local coordinate system. Combing the world coordinate of the base station, the
system can calculate the intelligent mining equipment coordination in the world
system through the transformation of coordinates.

Since the surface ground of the tunnel is uneven, the base station should control
the upper and lower deviation of the laser on the screen. As it shown in Fig. 38.7a,
if the laser spot was located on the upper half part of the screen, the machine vision
module will inform the base station to reduce the pitch angle to keep the laser spot
locate in a proper position on the central screen. On the contrary, machine vision
module should increase the base station pitch angle, see Fig. 38.7c.

38.4.3 Laser-Based Active Navigation Technology

In this article, target pointer lets the laser to irradiate the controlled object directly,
and the object is intelligent mining receiving screen. The control command is from
the deviation scope between the laser beam and receiving screen center. The
controlled object always tries to eliminate the geometry error by changing the
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equipment splice angle to let the equipment move in the planned orbit. As it shown
in Fig. 38.8b, when the laser spot is located on the screen center, the equipment
moves within the planned orbit and it does not adjust the moving direction. In the
Fig. 38.8a, when the laser spot is on the left of screen, the equipment will think that
the moving direction is on the right of planned orbit, then it turns left and eliminates
deviation between the laser and screen center to set the direction right. On the
contrary, as it shown in Fig. 38.8c, Make the opposite adjustment to Fig. 38.8a.

The mathematical model of laser active navigation aims to definite the rela-
tionship between the equipment and moving target, then to obtain the next attitude
according to the current attitude, and designs the moving position process by using
interpolation algorithm. The specific working principle of linear interpolation
algorithm shows in Fig. 38.9.

Bi(B-1, B0, B, B1, …) in the diagram is the predetermined point in the planned
trajectory sequence, and the planned moving direction is from small to large.
Point A is the equipment position, and point B is the planned target position that

Fig. 38.7 Possible situation may occur on the laser receiving screen (pitching direction)

Fig. 38.8 Possible situation may occur on the laser receiving screen (vertical direction)
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will reach, and the point C is the base station position. The diagram can be
explained that: the moving target is not on the planned trajectory because of
the execution error or other reasons. At this time, base station have completed the
capture and it is leading the target to point B (planned trajectory point).

Linear interpolation algorithm can be divided into following 5 procedures:

(1) Acquire the next guidance target coordinate B.
(2) Known three coordinates A, B and C, calculate the vector AB, AC direction as

the target moving direction.
(3) According the information of the ABC point position, equipment’s speed and

the previous position of equipment, put them into the equipment kinetic model
and get the horizontal swing motor deflection angle ∠ACA1.

(4) According to the result in (3), drive the horizontal swing motor to revolve
specified angle.

(5) Finishing rotation, update the coordinate of point A, and return to procedure
(1).

38.4.4 The Entire System Working Process

(1) Electrifying the base station, if the target can not be captured, the base station
begins to apply scanning within the range of angles to explore the target.

(2) When the vision equipment detects the spot, the system reports the informa-
tion back to base station, and the station finishes the capture of the under-
ground equipment.

(3) Base station combines the location results of laser displacement sensor with
the motor rotation angle information to calculate the moving target position in
world system, and then completes the target location.

(4) Base station begins to guide the target on vertical direction by the equipment
position and planned trajectory, at the same time, it keeps the spot not eva-
nescent on vertical direction to maintain the target navigation.

Fig. 38.9 Interpolation
algorithm principle schematic
diagram
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(5) Any unforeseen circumstances will cause the spot leave equipment screen, and
the target informs the base station by wireless channel. Then the base station
begins to recapture target according to memory location and direction, and
step backs to (1).

Processes above can simplify a flow diagram, as shown in Fig. 38.10.

Fig. 38.10 System entire working process diagram
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38.5 Experimental Results

The experimenters choose interior corridor to simulate underground tunnel to
conduct a experiment of single base station location precision and single base
station navigation, and the place is a interior corridor with 30 m long, 3 m wide.
The base station is put at the end of corridor, and equipment is placed 20 m from it.
The intelligent equipment is a self-developed simulant experimental platform of
electric driving mining equipment, as shown in Fig. 38.11.

The platform equips with a laser receiving screen to receive the laser signal that
is sent by range sensor as a motion reference. The digital video camera transfers the
light signal into digital signal and then sends it to DSP signal processor. Then the
processor extracts the spot position information and sends it back to server and base
station by the radio frequency module.

38.5.1 Static Location Precision Experiment of Base Station

In the experiment, the equipment is placed at specified position and the course angle
is measured artificially. On the basis, the laser sensor is open, and reads the data
when the target is captured, then compares the data with accurate measurement of
total station. Part of the precision experiments is shown in Fig. 38.12.

Analyzing the static location data in above table, it can be inferred that the
maximum static location error value is 97, and the minimum value is 1 mm, and the
average location error value is 18.25 mm.

Fig. 38.11 Analogous experimental platform of electric driving mining equipment with laser
receiving screen
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38.5.2 Dynamic Guidance Experiment of the Base Station

The planed path in the dynamic guidance experiment of the base station is straight
line path, and a part of the experiment process is shown in Fig. 38.13. During the
test process, base station transfers the current position to upper computer, and the
upper computer displays and stores the position information. The finally result is
shown in Fig. 38.14.

This article selects the distance from the actual moving tracking point Pðxp, ypÞ
to the line path Ax+By+C=0, to evaluate navigation precision.

Fig. 38.12 Partial data of indoor base station static position precision experiment

Fig. 38.13 Base station dynamic guidance
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The maximum deviation value between actual moving tracking point and
planned tracking is less than ±9.75 mm, and the average deviation value is
6.11 mm.

38.6 Conclusion

This article designs a control system that is used to conduct laser location and active
navigation to underground mining equipment, then a systematical study is per-
formed on the crucial techniques of the design through using the system, such as,
the moving target capture technology, laser location and laser-based active navi-
gation and so on. Based on the above technologies, the article also verified the
feasibility and practicability of the subject “The laser location navigation base
station can assist the intelligent mining equipment and acquire location results with
high precision under the mining tunnel that can’t or is not suitable to use the
traditional location technologies (GPS, Wifi, RFID and so on)”.
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Chapter 39
Sentiment Analysis Based on Evaluation
of Tourist Attractions

Zhicheng Ma, Junping Du and Yipeng Zhou

Abstract Tourists satisfaction has become more and more an indicator of tourism
development. Sentiment analysis on data of comments and hot discussion on travel
site and Weibo can help judge real-time satisfaction trend of tourists with scenic
spots according to the intensity of sentimental tendency. Considering the defi-
ciencies in current sentiment analysis, in this paper, firstly the polarity value and
strength value are used to calculate the sentimental intensity of the sentimental
words. HIT-CIR Tongyici Cilin (extended) is used to expand the synonyms of the
sentimental words in order to reduce the impact of words not in HowNet and some
sentimental words with low frequency in the corpus. Then we improved the tra-
ditional semantic similarity method based on HowNet according to the character-
istics of sentiment analysis, combining it with the method based on Point Mutual
Information (PMI) and syntactic dependency relations. High accuracy is shown by
the experimental results.

Keywords Sentiment analysis ⋅ HowNet ⋅ PMI ⋅ Syntactic dependency

39.1 Introduction

The rapid development of technology and application of the Internet has had a
profound effect on consumer behavior patterns. Most tourists in front of the travel
plan will refer to other travelers’ review information and then choose the right
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spots. Therefore, comment information on Weibo and travel sites affects the rec-
ommendation of tourism destinations, or the possibility of visiting again.

Travel notes and comment of attractions on tourism community or BBS are
provided by the tourists themselves, which have certain truth and are generally
preferred by the masses of tourists. Tourists satisfaction becomes more and more an
indicator of tourism development. Sentiment analysis of Weibo and other tourist
commentary not only can provide help for tourist destination choice, but also can
timely understand the evaluation of tourist destination. Tourism enterprises can
adopt corresponding measures to improve the products and services, and promote
the long-term development of the tourism destination.

Firstly, the paper uses the polarity value and strength value to calculate the
sentimental intensity of the sentimental words and HIT-CIR Tongyici Cilin
(extended) to expand the synonyms of the sentimental words, then fuses point
semantic analysis method (S0-PMI) [1] and improved semantic calculation method
based on HowNet [2] to determine the words’ sentimental polarity. Then uses
syntactic dependency relation [3] to extract the sentimental dependency phrases and
judges the sentimental tendencies and intensity of sentence.

39.2 Sentiment Analysis Technology

Chinese text sentiment analysis is generally divided into word, phrase, sentence and
discourse level. The way of word level sentimental analysis is divided into method
based on dictionary and corpus.

The method based on dictionary digs sentimental words by using correlation
between words in dictionary. HowNet is commonly used in Chinese. It is a com-
mon sense knowledge base, which uses concept represented by Chinese and
English words to describe object. The traditional calculation method of semantic
similarity based on HowNet is proposed by Qun Liu, Su-jian Li [4]. The method
based on corpus is mainly to collect enough corpus, using statistical characteristics
to calculate words polarity. S0-PMI is commonly used. Its basic idea is that the
statistical probability of two words appearing at the same time in the corpus, if the
probability is larger, the relevance is closer and the similarity is higher.

The syntax rules of syntax analysis can be used to extract the combination
evaluation units and can provide basis for the phrase level sentimental polarity
analysis. Generally the shape of the structure and dynamic structure, verb-object
combination, subject-predicate relation and “of” word structure include affective
words which can be extracted to analyze the phrase sentimental polarity. If there is
negative words or degree adverbs adv, the polarity of sentimental words can be
opposite, enhanced or reduced through the Strength (adv) set in the dictionary.

According to the associated words, sentences relationship can be divided into
three kinds: juxtaposition, progressive and adversative. Sentence sentimental
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polarity values of juxtaposition, progressive and adversative relationship can be
computed respectively by addition, setting weight (sentence in the after has larger
weight) and subtraction.

39.3 Sentiment Analysis Based on Sentimental Dictionary

39.3.1 Custom Sentimental Dictionary

At first, this paper builds a sentimental dictionary containing more than 35,000
words, whose strength is divided into 10 kinds (±1, ±3, ±5, ±7, ±9) with the
negative words (3326), sentimental words (1330), positive evaluation words (3939)
and sentimental words (890) in HowNet, HIT-CIR Tongyici Cilin (Extended)
(7850), and Dalian university of technology sentimental vocabulary ontology
library (27467). According to 219 degree adverbs in HowNet, the paper builds an
adverb table and set strength for each degree adverbs. According to emoticons, this
paper constructs the symbol table based on Weibo expression [5], at the same time
sets sentimental polarity and the weights according to Chinese semantic expression.

39.3.2 Improvement of Word Semantic Similarity Method
Based on HowNet

Semantic similarity method based on HowNet judges the similarity of words mainly
by calculating sememe similarity. The semantital polarity of word is mainly related
to the positive and negative property of words defined in HowNet. This property
belongs to the other sememe. Therefore, this paper improves the other sememe
similarity calculation method that Liu and Li proposed: if the other sememe of word
contains positive and negative property, then we set the similarity of positive and
negative property as the similarity of the other sememe, meanwhile raise the other
sememe’s weight.

39.3.3 Words Polarity Calculation Based on the Combining
Method

While Judgment accuracy of low similarity words based on HowNet is low, it is
effective to improve accuracy with method based on PMI to judge words polarity of
low similarity by setting the similarity threshold proposed in reference [6]. How-
ever, in reference [6] certain words with similarity higher than the threshold with
both positive and negative benchmark, are unable to judge correctly. So in this
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paper, the following improvements are made. For words whose similarity are higher
than the threshold in both benchmarks, we can further determine the polarity
through the difference of similarity between its synonym set and the two bench-
marks. Meanwhile in order to gain better fusion with HowNet, for method based on
PMI, we regard product of maximum probability of co-occurrence with polarity of
benchmark words as polarity of words under test.

For word w1, firstly we expand the synonyms of the w1 to synonym set is
{w1, w2, …, wn}, w1 and its synonyms set has closer contact with positive (neg-
ative) seeds, the more the positive (negative) tendency of the word. Words simi-
larity computation formula based on HowNet is as follows:

SO−Hownet(w1Þ=
1
N

∑
N

j= 1
∑
k

i=1
Simðpi,wjÞ− ∑

k

i=1
Simðni,wjÞ

� �
ð39:1Þ

N is the number of synonyms expanded set. wj is element of set. pi, ni are
respectively positive and negative benchmark word.

The paper uses Baidu as corpus, regarding number of hits that search engine
returns as frequency of words, then the word similarity computation formula based
on So-PMI is as follows.
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N is the number of synonyms expanded set. wj is element of set. pi, ni are
respectively positive and negative benchmark word. Adding 1 is to smooth (39.2) in
case that the denominator is zero. The algorithm process is as follows:

(1) For word w1, firstly we expand the synonyms of the w1 with HIT-CIR Ton-
gyici Cilin (Extended) to synonym set {w1, …, wn}.

(2) Calculating similarity of synonym set with all of the benchmarks words Sim
(wi, benchmark word j). Max is the highest value of similarity, θsim is prede-
fined, If Max < θsim, go to 3). If Max > θsim, similar degree between w1 (or its
synonyms) and the benchmark words is high, calculating SO-Hownet(w1)
through formula (39.1), θHownet is predefined (in paper, θHownet = 0), If the
benchmark words are positive reference words, SO-Hownet (w1) > θHownet or
benchmark words are negative reference words, SO-Hownet (w1) < θHownet,
the sentimental tendency of w1 and the benchmark words is tend to be the same:
SO(w1) = Sim(wi, benchmark word j)*SO(benchmark word j), or go to 3).

(3) Calculating SO-PMI(w1) through formula (39.2), a threshold θPMI is prede-
fined, if SO-PMI(w1) > θPMI, w1 is judged to be positive, Pmax, the maximum
of co-occurrence probability of w1 and all its synonyms wirh benchmark
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words is to be calculated; If SO-PMI (w1) < −θPMI, w1 is judged to be
negative, then calculating the maximum probability of co-occurrence.
Pmax = MAX (hits (wi & benchmark word j)/hits (benchmark word j).
Sentimental tendency of w1: SO(w1) = Pmax * SO (benchmark word).
Otherwise, w1 is judged to be neutral (Fig. 39.1).

39.3.4 Polarity Calculation of Sentimental Phrase
and Sentence Based on Syntactic Dependency
Relation

In this paper, the language of the Harbin industrial university technology platform
LTP [7] is used to extract affective phrase in the scenic spot comments sentence.
We analyze comments a total of more than 50,000 and Spot dynamic a total of more
than one hundred thousand from Weibo about Beijing attractions with syntactic
dependency relation. We select the syntactic dependency relations of large pro-
portion containing sentimental words, which are ADV, SBV, ATT, CMP

Fig. 39.1 Sentimental
tendency calculation of words
based on HowNet and PMI
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dependency relations. In order to reduce the influence of syntactic parser error, we
set the window length to 6. If the distance between the two words is more than 6,
dependency relations are considered ineffective. We extract candidate sentimental
phrases from ADV, SBV, ATT, CMP structure. For simple sentences, we sum those
phrases sentimental value as its sentimental value.

For complex sentences, according to the category of the correlatives, we
establish linear regression model for sentimental value of simple sentences.

(1) juxtaposition relation: SO(sentence1) + SO(sentence2)
(2) progressive relation: SO(sentence1) + 2 * SO(sentence2)
(3) adversative relation: SO(sentence1) − SO(sentence2)

39.4 Experiment and Results Analysis

39.4.1 Threshold Selection of θsim, θPMI

This paper uses ICTCLAS2014 to segment the sentences and sort verbs and
adjectives by statistical frequency. 80 of words with strong praise or blame se-
manteme in the sentimental and HowNet dictionary which rank top are selected as
benchmark words. In the paper, we select 500 positive and 500 negative senti-
mental words from the comments and sentimental words issued by HowNet as the
test data and observes influence of θsim, θPMI on accuracy respectively with the
accuracy as the test indicators. The experimental results are shown in Figs. 39.2 and
39.3.

We set β1 = 0.5, β2 = 0.28, β3 = 0.13, β4 = 0.09. After many experiments, we
select the threshold values: θsim = 0.82, θPMI = 0.2.

Fig. 39.2 Recognition
accuracy of sentimental words
varying with θsim
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39.4.2 Experimental Contrast of Three Kinds of Sentiment
Analysis Method

This paper selects 9000 online comments and spot dynamic about Beijing attrac-
tions from the public comments and Sina, Weibo, in which 3000 are positive, 3000
are negative, 3000 are neutral. We made experiment with improved text sentimental
polarity calculation method based on HowNet, method based on PMI and combi-
nation of these two methods proposed in this paper respectively, with accuracy P,
recall rate R and F1 as the evaluation indicators. Experimental results of three
methods are shown in Table 39.1.

From Table 39.1, we can see that the fusion method this paper proposed has
raised accuracy and recall rate largely. The positive and negative emotion recog-
nition accuracy has reached 80 %. Compared with the former two methods, the
method proposed in this paper reduces the impact of words that are not in HowNet
or have low frequency in corpus effectively. Meanwhile it solves the problem of
wrong judgement of low or high similarity degree in positive and negative tendency
in HowNet effectively. Accuracy of neutral emotion recognition is lower compared
with the previous two. Firstly HowNet do not perform well in recognizing senti-
mental words which do not contain positive or negative attributes; Secondly as
Chinese expressions are flexible and emotion of some words tend to be different in

Fig. 39.3 Recognition
accuracy of sentimental words
varying with θPMI

Table 39.1 Experimental
results

Method Positive Negative Neutral

HowNet P 0.754 0.736 0.705
R 0.739 0.743 0.712
F1 0.746 0.739 0.708

PMI P 0.738 0.724 0.716
R 0.727 0.750 0.701
F1 0.732 0.737 0.708

Fusion P 0.809 0.784 0.739
R 0.782 0.795 0.753
F1 0.795 0.789 0.746
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different context, it will be identified as sentimental tendency when these words
appear in objective statements expressing, which are neutral. That leads to low
accuracy.

39.5 Conclusions

Satisfaction analysis of the spots based on the sentiment analysis of the real-time
discussion information on Weibo and comments on travel sites can not only pro-
vides support for tourist to choose the scenic spots but also promotes the long-term
development of tourist destination. This paper brings polarity value and strength
value to calculate the sentimental intensity of the sentimental words, HIT-CIR
Tongyici Cilin (extended) to expand the synonyms of the sentimental words in
order to reduce the impact of words that are not in HowNet or have low frequency
in corpus. Then we fused S0-PMI and improved semantic calculation method based
on HowNet, meanwhile combined them with syntactic dependency relation to judge
the sentimental tendencies and intensity of sentence, good results have been
achieved so far.

Acknowledgement This work was supported by the National Basic Research Program of China
(973 Program) 2012CB821200 (2012CB821206), the National Natural Science Foundation of
China (No. 61320106006), Beijing Excellent Talent Founding Project (2013D005003000009).

References

1. wen-ying Z (2010) Sentiment analysis of travel destination reviews in Chinese. Harbin
industrial University

2. Dong Z, Dong Q (2015) HowNet. http://www.keenage.com. Accessed 15 March 2015
3. Weiping W, Cuicui M (2011) Evaluation object extraction based on the analysis of the syntax

and interdependence. Comput Appl Syst 20(8):52–57
4. Liu Q, Li S (2002) Lexical semantic similarity computation based on HowNet. Taipei
5. Li Y. Microblog Emotional Dictionary Built and Application on Sentiment Analysis of

Microblog. Zhengzhou University, 2014
6. Wang ZY, Wu Z, Hu F (2012) Sementital polarity calculation of words based on HowNet and

PMI. Comput Eng 38(15):187–189, 193
7. Che W, Li Z, Liu T (2010) LTP: a Chinese language technology platform. In: Proceedings of

the 23rd international conference on computational linguistics: demonstraions. ACM, New
York, pp 13–16

382 Z. Ma et al.

http://www.keenage.com


Chapter 40
Target Localization and Tracking
of Unmanned Mining Equipment
Based on Multi-sensor Information
Fusion Technology

Xuan Li, Jiannan Chi and Weicun Zhang

Abstract The accurate localization is very important for mobile devices to make
right decisions about autonomous path planning, avoiding obstacles and finishing
other complex tasks. This paper presents a research on the localization and tracking
technology of autonomous underground mining equipment. Two types of Kalman
filters are considered as information fusion method: multi-sensor multi-model
adaptive Kalman filtering and weighted adaptive multiple model Kalman filtering.

Keywords Multiple model adaptive kalman filtering ⋅ Weighted multiple model
adaptive control ⋅ Information fusion

40.1 Introduction

The method of target tracking uses detectors, such as radar, sonar, infrared, to
measure the moving objects and locate the targets’ moving state. Filtering and
prediction are two basic elements of the tracking system, at the same time are very
important for estimate of object moving state parameters, such as position, velocity
and acceleration [1], present or at future moment.

In the 60s of last century, Kalman filtering algorithm [2] (KF) was put forward
for the first time, which not only got extensive application with deeper theoretic and
practice research, but also established the foundation of modern filtering theory.
Kalman filter is a software filtering method [3]. Its basic idea is to minimize the
minimum-mean square error as the best estimation criterion, based on the state
space model of signal and noise and utilization of previous estimation and current
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measure value to update the estimation of state variables and to determine the
current estimation.

Data fusion is a collaborative multilevel automatic message processing proce-
dure that acquires the goal’s state and feature estimation as well as the situation and
threat assessment using the detection, correlation, estimation and synthesis of
multi-classes, multi-aspects, multi-information. It uses different sources, mode,
time, location and forms’ information to conduct fusion, finally gets accurate
description of the perceived objects [4]. Basically, data fusion comes from the
redundancy of information. Based on the separate sensors’ measure information to
get more effective information, its ultimate aim is taking advantage of multiple
sensors to enhance the effectiveness of the whole system.

40.2 Positioning Methods Description

Because of the complexity of underground mining environment, we can’t use usual
position ways such as GPS, in this paper, the main location methods are laser
ranging cooperative with visual capture and UWB wireless positioning.

40.2.1 Laser Ranging Cooperative with Visual Capture
Devices

Laser positioning base is a two-dimensional turntable fixed in the mine, and installs
with laser transmitter. Using laser positioning information and 2D turntable’s
turning angle to calculate laser point’s specific coordinate that irradiated on the
screen. Using the Ethernet communication function to send the message to the
computer of the articulated vehicle.

The vision receiving device is installed in the articulated vehicle, a device for
recognizing laser ranging points, is mainly composed of a piece of screen, a camera
and an image processing board. The camera will capture the image of light
receiving screen and perform image processing. When the laser point hits the
screen, the vision receiving device will identify the laser point’s vertical and hor-
izontal offset value relatively to the screen center, and send those value to the
computer on the articulated vehicle by CAN bus, and the on-board computer will
transfer it to laser positioning base by Ethernet.

When the laser base obtains the offset value, it will adjust 2D turntable to ensure
that the laser point will always shine on the screen, thus realizes the tracking of laser
point to the vehicle. As shown in Fig. 40.1.
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When the on-board computer gets the laser point’s coordinates and the offset
value, it can calculate the vehicle’s front axle center or hinge center coordinates
information, thus realizes the position of articulated vehicle coordinates.

40.2.2 UWB Location Method

UWB wireless position module is a method using UWB (Ultra Wideband) tech-
nique, which is a high speed, low expense and low-power dissipation technology. It
is a non carrier technology, using nanosecond pulse communication, carrying a
high speed data transmission technique. Because the UWB system pulse duration is
very short, and has strong time and space resolution, it can effectively combat
multi-path fading caused by multi-path effect, which has a unique advantage in the
field of wireless location. Related UWB products can achieve very high precision
ranging and positioning.

Generally, underground vehicle precious position system of wireless method
consists of two parts, one is fixed anchor nodes installed on the wall, this kind of
nodes will be arranged with accurate coordinates in advance to conduct position
calculation; the other is mobile nodes of system installed on the moving device to

Fig. 40.1 The working
process of laser base
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determine the dynamic node information through a variety of means of commu-
nication. The most common technique used in UWB are: Angle of Arrival (AOA),
Time of Arrival (TOA), Time Difference of Arrival (TDOA) [5].

40.3 Design of Information Fusion Algorithm

40.3.1 Weighted Adaptive Multiple Model Control
Kalman Filter

The most important feature of weighted adaptive multiple model WMMAC is that
instead of the link of parameter estimation, it conducts the calculation of weight. If
we consider the traditional adaptive control parameter estimation as “infinite model
identification”, then this kind of weight calculation can be considered as “finite
model identification”, that is, realizing the identification of finite local model
through the finite control device’s weight that is calculated off-line. When one
model is mostly near to the true system and the weight is 1. While the other weights
are 0, then the process of identification is successful [6].

40.3.2 Interacting Multiple Model-Probabilistic Data
Association Filter

IMM-PDAF is the key point of data fusion and object tracking, combing with the
research founding of Bar-Shalom and Houles [7], we study the feasibility of it
through simulation experiment.

The contrast of the two information fusion theory (WMMAC and IMM-PDAF)
showed in Figs. 40.2 and 40.3.

Fig. 40.2 The process of
WMMAC
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40.4 Matlab Simulation

Assuming there are a laser base and UWB system to observe a target, the object is
doing uniform velocity linear movement along side the y axis at t = 0–10 s, velocity
is −1.5 m/s, the coordinate of start point is (10, 20 m); the object is tuning a 90°
corner towards x axis, the acceleration speed is ux = uy = 0.15 m/s2, when the
turning is finished, the acceleration speed come down to 0. The laser measure error
and UWB system measure 0.15 and 0.20 m through the experiment site gauge.

In Fig. 40.4, it shows the object’s actual movement, laser and UWB observation
trajectory, filtering estimation trajectory by the method of WMMAC. In Fig. 40.5, it
shows the weight value of laser and UWB.

Under the same situation, the results from IMM-PDAF is shown in Fig. 40.6.
The error between filtering estimation and true value shown in Fig. 40.7.

When the measure error is bigger, assuming the measurement noise standard
deviation are 1 and 1.2 m for laser and UWB. In Fig. 40.8, it shows the object’s
actual trajectory, laser and UWB observation trajectory, filtering estimation tra-
jectory using WMMAC. In Fig. 40.9, it shows the weight value of the two posi-
tioning strategies.

Under the same situation, the results from IMM-PDAF is shown in Fig. 40.10.
The error between filtering estimation and true value shown in Fig. 40.11.

According to the simulation results, we can obtain the following conclusions:

Fig. 40.3 The process of IMM-PDAF
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Fig. 40.4 Object’s actual
trajectory, laser and UWB
observation trajectory and
estimation trajectory

Fig. 40.5 The weight value
of laser and UWB

Fig. 40.6 Object’s actual
trajectory, laser and UWB
observation trajectory and
estimation trajectory
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Fig. 40.7 The error between
filtering estimation and true
value
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Fig. 40.8 Object’s actual
trajectory, laser and UWB
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Fig. 40.9 The weight value
of laser and UWB
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Kalman filter can eliminate the random interference based on the objection’s
measurement value, and give more precise state estimation;

Due to the interference of the complexity of target motion model and the
environment, one single fixed state model is very tough to make good tracing of
maneuvering target. While the interacting multiple model algorithm has better
tracking effect on the mobile device.

40.5 Analysis of Experimental Results

In this chapter, through the study of weighted adaptive Kalman filtering algorithm
and interacting multiple model adaptive Kalman filtering algorithm, analysis and
the results of simulation show that, for the unmanned mining equipment, using
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Fig. 40.10 Object’s actual
trajectory, laser and UWB
observation trajectory and
estimation trajectory
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Fig. 40.11 The error between
filtering estimation and true
value
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IMM-PDAF fusion algorithm of laser and UWB can get the optimal estimation,
improve the accuracy of positioning.
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Chapter 41
Improved Robust Multiple Model
Adaptive Control of the Two-Cart
Mass-Spring-Damper System
with Uncertainties

Ya Wang, Baoyong Zhao and Weicun Zhang

Abstract A new weighting algorithm called Posterior Possibility Generator (PPG)

is proposed to replace PPE algorithm in robust multiple model adaptive control (RM-

MAC) architecture, resulting in the improved robust multiple model adaptive control

(IRMMAC) architecture, and a two-cart mass-spring-damper system with uncertain-

ties is used to illustrate the advantages of PPG against PPE.

Keywords RMMAC ⋅ IRMMAC ⋅ PPE ⋅ Kalman filter ⋅ PPG

41.1 Introduction

In recent years, Sajjad Fekri, Michael Athans and Antonio Pascoal put forward a new

kind of weighted multiple model adaptive control (WMMAC), which is robust multi-

ple adaptive control (RMMAC) [1, 2]. The architecture of so-called RMMAC blends

the regular multiple model adaptive evaluation (MMAE) system and a bank of con-

trollers designed by mixed 𝜇-synthesis [8–10]. The details of the RMMAC system

are in the references [5–7]. Because of the added controllers, the RMMAC architec-

ture improves its robust stability and robust performance [11] compared with non-

adaptive system [1]. From the original MMAE system to RMMAC system, posterior

possibility evaluator (PPE) [3, 4] algorithm has been playing the key role among

them.

The convergence properties of PPE algorithm highly depend on design of Kalman

filters (KF) [1, 5–7] , which may lead to inaccurate identification if the design of

KF doesn’t satisfy the theoretical assumptions [16]. Unfortunately, there is a lack of

studies in the KF design in the presence of unmodelled dynamics.

For the above reasons, a new type of weighting algorithm called posterior possi-

bility generator (PPG) is proposed to replace PPE algorithm, bringing in the so-called
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improved robust multiple model adaptive control (IRMMAC) architecture in this pa-

per. PPG algorithm not only relaxes its convergence conditions, but also improves

the convergence rate.

41.2 Improved Robust Multiple Model Adaptive
Control Architecture

The IRMMAC architecture is shown in the Fig. 41.1, in which there are three sub-

systems. The first refers to the bank of KFs, based on the model set. The second

subsystem is the calculation of posterior possibility using PPG algorithm, which is

in charge of identification with KFs. The last subsystem consists of a bank of con-

trollers designed by the mixed 𝜇-synthesis.

With help of KFs, the requirements of robust stability and robust performance can

be guaranteed at the start. However, unlike the RMMAC, where KF residuals, rk(t),
k = 1, 2,… ,N, produced on-line, and residual covariance matrices, Sk, computed

off-line, are both needed by the weighting algorithm to generate the posterior prob-

ability values Pk(t), k = 1, 2,… ,N, the IRMMAC only needs rk(t), k = 1, 2,… ,N,

to generate the posterior probability values Pk(t).
The mixed 𝜇-synthesis and Matlab Synthesis Toolbox determine the optimal

compensator that guarantees the robust stability and robust performance of the sys-

tem. 𝜇 is a mathematical object and very useful in analyzing the effect of parameter

uncertainty and unmodeled dynamics on the robust stability and robust performance

of the system. If the following sufficient condition is satisfied,

𝜇ub(𝜔) ≤ 1 ∀𝜔 (41.1)

then the robust stability and robust performance can be thought as guaranteed.

Fig. 41.1 The IRMMAC

architecture
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Each controller Kj(s) generates a control signal uj (t) by itself. Then the ultimate

control signal u(t) is the sum of the each controller signal, uj (t) , j = 1, 2,… ,N,

multiplied by the posterior probability, Pj(t), j = 1, 2,… ,N

u(t) =
N∑

j=1
Pj(t)uj (t) (41.2)

The calculation of Pj(t), j = 1, 2,… ,N, is introduced in Sect. 41.3 in detail.

41.3 Description of Posterior Possibility Generator

For each model Mk, k = 1, 2,… ,N, the discrete-time state-space is

x(t + 1) = Akx(t) + Bku(t) + Lk𝜀(t)
y(t + 1) = Ckx(t + 1) + 𝜃(t + 1); t = 0, 1, 2… (41.3)

where 𝜀(t) and 𝜃(t + 1) are both zero-mean white-noise sequence with constant in-

tensity but independent to each other. Next, the bank of N steady-state KFs are asso-

ciated with the set of models. For each model Mk, k = 1, 2,… ,N, its output is given

by discrete-time steady-state Kalman Filter

Predict-cycle:
⌢xk(t + 1 |t ) = Ak

⌢xk(t) + Bku(t)
⌢yk(t + 1 |t ) = Ck

⌢xk(t + 1 |t )
(41.4)

Updated-cycle:

⌢xk(t + 1 |t + 1) = ⌢xk(t + 1 |t ) + Hkrk(t + 1) (41.5)

where the Hk is the constant steady-state KF gain-matrix. For details of designing

Kalman filter, the reader is referred to [1, 5–7].

The residual rk(t) is defined below:

rk(t + 1) = y(t + 1) − ⌢yk(t + 1 |t ) (41.6)

In Fig. 41.1, each controller produces uk(t), the ultimate u(t) is obtained by

u(t) =
N∑

k=1
Pk(t)uk(t) (41.7)

first

lk(0) =
1
N

Pk(0) = lk(0) (41.8)
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lk′(t) = 𝛼 + 1
t

t∑

i=1
r2k (i) (41.9)

l′min(t) = min
k
{lk′(t)} (41.10)

Vk(t) =
l′min(t)
lk′(t)

(41.11)

lk(t) =

{
lk(t − 1) if Vk(t) = 1
lk(t − 1)[Vk(t)]

ceil( 1
1−Vk (t)

) if Vk(t) < 1
(41.12)

Pk(t) =
lk(t)
N∑

k=1
lk(t)

(41.13)

where t = 1, 2, 3… and 𝛼 > 0 is a small constant to avoid lk′(t) = 0
Withe the amount of measurements increasing, as t → ∞, the PPG algorithm can

make one of the possibilities converge to the nearest probabilistic neighbor, that is if

kth model from the model set is mostly closet to the true model, that will cause

Pk(t) → 1 a.s. as t → ∞ (41.14)

The performance comparisons of PPG against PPE will be exhibited in numerical

simulations in Sect. 41.4.

41.4 IRMMAC Simulations

41.4.1 Modeling of the Two-Cart Mass-spring-damper (MSD)
System

A two-cart mass-spring-damper system is shown in Fig. 41.2. The mass m1 is con-

nected to the mass m2 by the spring k1 but the stiffness constant k1 is uncertain. One

end of the spring k2 is tied to the wall and the other is connected to the mass m2.

b1 and b2 are the damping parameters of the spring k1 and the spring k2. x1(t) and

x2(t) are the displacement of the mass m1 and the mass m2 from equilibrium. And

the mass m2 should be in an initial equilibrium state. The u(t) is the control force,

with a time delay, which is applied on the mass m1 to minimize the displacement of

the mass m2. d(t) is a disturbance force acting on the mass m2, with continuous-time

white noise 𝜉(t), with zero mean and unit intensity, as follows:
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Fig. 41.2 The two-cart

mass-spring-damper system

m1 m2
1k

2k

1b
2b

( )u t

1( )x t 2( ) ( )y t x t=

se τ−

( )d  t

d(s) = 𝛼

s + 𝛼

𝜉(s) (41.15)

The overall state-space representation is:

ẋ(t) = Ax(t) + Bu(t) + L𝜉(t)
y(t) = Cx(t) + 𝜃(t) (41.16)

The state vector is

xT (t) =
[
x1(t) x2(t) ẋ1(t) ẋ2(t) d(t)

]
(41.17)

Then

A =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

0 0 1 0 1
0 0 0 1 0

− k1
m1

k1
m1

− b1
m1

b1
m1

0
k1
m2

− (k1+k2)
m2

b1
m2

− (b1+b2)
m2

1
m2

0 0 0 0 −𝛼

⎤
⎥
⎥
⎥
⎥
⎥
⎦

(41.18)

BT = [0 0 1
m1

0 0 ], C = [0 1 0 0 0 ], LT = [0 0 0 0 𝛼 ] (41.19)

m1 = m2 = 1, k2 = 0.15, b1 = b2 = 0, 𝛼 = 0.1 (41.20)

The range of the uncertain spring constant, k1 is:

Ω = {k1 ∶ 0.25 ≤ k1 ≤ 1.45} (41.21)

An unmodeled dynamic time-delay 𝜏 is assumed below

𝜏 ≤ 0.05s (41.22)

The replacement of the mass m2 is the output of the system,

y(t) = x2(t) (41.23)
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Following the subdivision of the large parameter uncertainty in RMMAC, three

models below are used to construct the IRMMAC

M#1∶ 0.25 ≤ k1 ≤ 0.35 ⇒ k1 = 0.3(1 + 0.05𝛿k1 );
|
|
|
𝛿k1

|
|
|
≤ 1

M#2∶ 0.35 ≤ k1 ≤ 0.65 ⇒ k1 = 0.5(1 + 0.15𝛿k1 );
|
|
|
𝛿k1

|
|
|
≤ 1

M#3∶ 0.65 ≤ k1 ≤ 1.45 ⇒ k1 = 1.05(1 + 0.4𝛿k1 );
|
|
|
𝛿k1

|
|
|
≤ 1

(41.24)

41.4.2 Performance Evaluation

In this paper, we suppose that the model set of the two-cart MSD system includes

three models and the uncertainty of the two-cart MSD system comes from k1. In the

model set, k1 of the first model is 0.3, of the second model 0.5, and of the third model

1.05. Each model is complemented with a Kalman filter and a controller by mixed

𝜇-synthesis. In order to compare the performance among the IRMMAC, RMMAC,

non-adaptive control, we consider five cases in simulations (Fig. 41.3).

Case 1

If k1 of the true model is set as 1.45, the output y(t) of IRMMAC, RMMAC and Non-

adaptive control is shown in Fig. 41.4 and the three weighting signals of RMMAC

and IRMMAC in Fig. 41.5

Case 2

If k1 of the true model is set as 0.6, the simulation results are shown in Figs. 41.6 and

41.7.

Case 3

If k1 of the true model is set as 0.8, the simulation results are shown in Figs. 10 and

11.

In case 1, the true model is mostly close to the third model and both IRMMAC

and RMMAC have good disturbance rejection performance. In case 2, the true model

is obviously closest to the model 2 and both IRMMAC an RMMAC also have good

disturbance rejection performance, although they both have bigger fluctuation at the

Fig. 41.3 Output performance when k1 = 1.45
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Fig. 41.4 Posterior probabilities when k1 = 1.45. a Weighting signals of IRMMAC. b Weighting

signals of RMMAC

Fig. 41.5 Output performance when k1 = 0.6
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Fig. 41.6 Posterior probabilities when k1 = 0.6. a Weighting signals of IRMMAC. b Weighting

signals of RMMAC

Fig. 41.7 Output performance when k1 = 0.8
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Fig. 41.8 Posterior probabilities when k1 = 0.8. a Weighting signals of IRMMAC. b Weighting

signals of RMMAC

start compared with the case 1, and converge to the proper model quickly. But as we

adjust the value of k1 between the model 1 and the model 2, IRMMAC can pick up

the right model for it, but RMMAC chooses the model indecisively from the model

set, so the output fluctuates more violently. After that, the true model’s the value of

k1 is set between the model 2 and model 3, the output of the RMMAC worsens and

can’t converge to the proper model within the certain time; the IRMMAC’s result

deteriorates at the beginning but improves quickly (Fig. 41.8).

41.5 Conclusions

This paper is devoted to comparing the PPG algorithm with PPE algorithm in three

aspects, with implementation of RMMAC and IRMMAC into the two-cart mass-

spring-damper system. The first aspect is the ease of calculation. Obviously, the cal-
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culation of PPG is less difficult than that of PPE, which not only needs the KF resid-

ual, but also the constant covariance matrix. In the second aspect, the focus is put

on the converging rate to unit. From the simulations, it is clear that convergence rate

of PPG is faster than that of PPE. Finally, by comparing the output performance of

RMMAC and IRMMAC, PPG has better effect on system than the PPE.
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Chapter 42
An Improved Laplacian Eigenmaps
Algorithm for Nonlinear Dimensionality
Reduction

Wei Jiang, Nan Li, Hongpeng Yin and Yi Chai

Abstract Manifold learning is a popular recent approach to nonlinear dimensionality
reduction. While conventional manifold learning methods are based on the
assumption that the data distribution is uniform. They are hard to recover themanifold
structure of data in low-dimension space when the data is distributed non-uniformly.
This paper presents an improved Laplacian Eigenmaps algorithm, which improved
the classical Laplacian Eigenmaps (LE) algorithm by introduce a novel neighbors
selection method based on local density. This method can optimize the process
of intrinsic structure discovery, and thus reducing the impact of data distribution
variation. Several compared experiments between conventional manifold learning
methods and improved LE are conducted on synthetic and real-world datasets. The
experimental results demonstrate the effectiveness and robustness of our algorithm.

Keywords Dimensionality reduction ⋅ Manifold learning ⋅ Laplacian
eigenmaps ⋅ Non-uniform distribution

42.1 Introduction

In many research fields, such as data mining, artificial intelligence and computer
vision, people always need to deal with high-dimensional data. The high dimen-
sionality causes a lot of difficulties in data analysis and classification, it also can
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slow the computational speed [1]. In order to handle these data effectively, their
dimensionality need to be reduced. In essence, the goal of dimensionality reduction
is to map the high-dimensional dataset into a low-dimensional space with discov-
ering the meaningful information hidden in the data. Classical dimensionality
reduction methods include Principal Component Analysis (PCA), Multidimensional
Scaling (MDS), Linear Discriminant Analysis (LDA), etc. These methods usually
work well when the data lie in a linear or almost linear space. Nevertheless,
real-world data is generally highly nonlinear and contains much redundant infor-
mation. In this situation, traditional linear dimensionality reduction methods are
hard to discover nonlinear structures embedded in the set of data [2].

Recently, some new nonlinear dimensionality reduction techniques based on
manifold learning have been proposed. They are based on the assumption that there
exist a low-dimensional manifold embedded in the high-dimension space. In con-
trast to traditional linear methods, manifold learning methods can deal with com-
plex nonlinear data and uncover the manifold structure in the data. These algorithms
are generally divided into two categories: global methods and local methods.
Global methods aim to preserve global properties of the original data in the
low-dimensional representation. They include Isometric Mapping (ISOMAP) [3],
Maximum Variance Unfolding (MVU) [4], Diffusion Maps [5], etc. Local methods
attempt to preserve the local geometry of the original data in the low-dimensional
representation. They include Locally Linear Embedding (LLE) [6], Hessian-based
Locally Linear Embedding (HLLE) [7], Laplacian Eigenmaps (LE) [8], etc.

Although manifold learning methods are good at nonlinear dimensionality
reduction, most of them don’t take into account the variation of data distribution. As
a result, a lot of conventional manifold learning algorithms fail to nicely deal with
most real problems that are non-uniformly distributed. For this reason, Zhang [9]
proposed an adaptive manifold learning based on LTSA, which dealt with
non-uniformly distributed data by using an adaptive neighbors selection strategy.
Wen [10] proposed adaptable neighborhood method to improve LLE algorithm.
This approach is to divide the non-uniformly distributed manifold into some evenly
distributed sub-manifolds, then chose different neighborhood size for each
sub-manifold. In [11], authors modified locally linear embedding algorithm by
using cam weighted distance, and obtained better performance on non-uniformly
distributed data.

As to Laplacian Eigenmaps, it is a kind of manifold learning algorithm based on
spectral graph theory. The goal of this algorithm is to construct a representation for
data lying on a low-dimensional manifold embedded in a high dimensional space.
The nearby data points in the high-dimensional space will still be neighborhoods in
low-dimensional space after dimension reduction. However, LE algorithm is like
other conventional manifold learning methods, which assumes the whole data
manifold is uniformly distributed [8]. The non-uniform data distribution always
leads to the performance of algorithm decline.
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In this paper, we present an improved Laplacian Eigenmaps algorithm which
aims at improving the performance of LE especially for the non-uniformly dis-
tributed dataset. It introduces a novel neighbors selection method based on local
density. Moreover, it also makes LE algorithm more robust to the variation
of neighborhood size. The remainder of this paper is organized as follows.
Section 42.2 describes traditional Laplacian Eigenmaps algorithm. Section 42.3
describes how to improve LE. Section 42.4 shows the experiments on artificial
datasets and real-world datasets, and then the experimental results are analyzed.
Conclusion is drawn in Sect. 42.5.

42.2 Laplacian Eigenmaps Algorithm

Laplacian Eigenmaps, a popular manifold learning method, was presented by Belkin
and Niyoki in 2001. It based on spectral graph theory. The goal of this algorithm
is to find a set of points y1, y2,…, yn in ℝd to represents the set x1, x2,…, xn in
ℝD (d ≪ D). During the procedure of dimensionality reduction, the local properties
of the manifold are preserved. The algorithm procedure is formally stated below.

(1) Constructing the Adjacency Graph G
Nodes i and j are connected by an edge if j is among k nearest neighbors of
i. The distance between two points is measured by the Euclidean distance
between them.

(2) Defining the weights
If point i and j are connected by a edge, we define the weight of the edge

Wij = e−
xi − xjk k2

t ð42:1Þ

otherwise put Wij = 0.
In that way, we can get a matrix W = (Wij)n × n,

(3) Eigenmaps
In order to get the low-dimensional representation Y = {y1, y2,…, yn ϵ ℝd}
with preserving the proximity relationship in low dimensional space and, we
need to minimized the cost function

φ Yð Þ= ∑i, j yi − yj
�� ��2Wij ð42:2Þ

The input of LE algorithm are x1, x2,…, xn ϵ ℝD, d, k, t, where d is the
dimensionality, k is the neighborhood size parameter, t is the parameter of heat
kernel. The output are y1,y2,…, yn ϵ ℝd.

42 An Improved Laplacian Eigenmaps Algorithm … 405



42.3 Improved LE Algorithm

In traditional LE algorithm, each data point is regarded as the center of a probability
distribution and its nearest neighbors are determined by Euclidean distance between
them. It works well when whole data points are uniformly distributed. Nevertheless,
real-world data distribution isn’t always uniform due to different sample rate or
other reasons. Neglecting the variation of data distribution and still only using
Euclidean distance to describe the local structure is inappropriate. As a result, it will
lead to the performance of algorithm decline.

As illustrated in Fig. 42.1, the data isn’t uniformly distributed. If we select the
neighbors by k-neighborhoods algorithm based on Euclidean distance, only the
information on left side can be preserved. Meanwhile, no information in other
directions are preserved. That means some local properties or intrinsic structure
information will be lost after dimension reduction. What’s more, the neighbor size
for all data points are identical. So an appropriately chosen neighborhood size is the
key to the success of LE algorithm. On the one hand, choosing a small neigh-
borhood size in dense areas can avoid the appearance of “short circuit”. On the
other hand, choosing a large neighborhood size in sparse areas can avoid manifold
be fragmented into disconnect regions. It is hard to select a neighborhood size
parameter k suitable for different areas of data. If data distribution variation can be
taken into account during the process of choosing neighbors, the algorithm will be
more robust to distribution variation and parameter changes.

Based on this idea, in step (1) we introduce a novel neighbors selection method
based on local density, the distance of point i and j is described as fellow:

Dij =
Xi −Xj

�� ��ffiffiffiffiffiffiffiffiffiffiffi
MiMj

p ð42:3Þ

Fig. 42.1 Select nearest neighbors using k-neighborhoods algorithm by Euclidean distance (solid
line) and measurement based on local density (dash line)
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Here Mi is the mean Euclidean distance between point i and its k nearest neighbors.

Mi =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑k

n=1 Xi −Xnk k2
q

k
ð42:4Þ

where Mi represents the local density of point i. We search the k nearest neighbors
by this new ways for every sample.

Accordingly in step (2), if point i and j are neighbors the weight of the edge is
defined as fellow:

Wij = e−
D2
ij
t ð42:5Þ

otherwise put Wij = 0.
The step (3) is same to traditional Laplacian Eigenmaps.
Through these new neighbors selection method, distribution variation will be

taken into account in choosing the nearest neighbors. As a result the distance
between two points in dense area will be shortened, and it in sparse area will be
enlarged. It allows the intrinsic structure discovery more adaptable to the data
characteristics, and make the distance measure more reasonable for representing the
local distribution.

42.4 Experimental Evaluation

In order to show the limitation of traditional manifold learning algorithm and
demonstrate the effectiveness of our algorithm, three datasets are chosen for
experiments. One is synthetic dataset, the other two are real-world datasets.

42.4.1 Helix Dataset

The Helix dataset concludes 800 points, and the sampling rate can be changed. We
chose five popular manifold learning methods to map the 3D dataset onto a 2D
plane, so as to visualize the results. Then the sampling rate is changed to test if
these manifold learning methods can handle non-uniform distribution too. Here a
proper neighborhood size parameter has been chosen for each algorithm.

We can see from Fig. 42.2, ISOMAP, HLLE, LE and improved LE can unravel
the dataset into a circle. But LLE cannot unfold the curved structure, a large number
of data points are overlapping after been mapped onto 2D plane.

As shown in Fig. 42.3, when the data is distributed non-uniformly some man-
ifold methods fail to keep good performance. That is because there exist much
short-circuit edges in process of selecting neighbors. However the LE and its
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improved algorithm still can unfold the 3D helix dataset. That means they are more
robust to the variation of dataset distribution than other algorithms.

In general, most conventional manifold learning methods are sensitive to the
choice of neighborhood size parameter k. To test whether LE algorithm still can

Fig. 42.2 Comparison results of uniform Helix dataset. a Helix dataset. b Result of ISOMAP.
c Result of LLE. d Result of HLLE. e Result of LE. f Result of improved LE

Fig. 42.3 Comparison results of non-uniform Helix dataset. a Non-uniform Helix dataset.
b Result of ISOMAP. c Result of LLE. d Result of HLLE. e Result of LE. f Result of improved LE
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keep a good performance when the value of k varies, some further experiments are
conducted. In these experiments, several different values of k are selected to explore
how it influences the performance of dimensionality reduction.

When k = 4, as is shown in Fig. 42.4b, the result of LE is bad. Some nearby
points are disconnected after their dimensionality are reduced to 2D. While
Improved LE algorithm still can recover the structure of manifold, preserve the
neighborhood relationships among these data points (Fig. 42.5).

When k = 5, which is proper for LE and improved LE, the result of them are
both good.

When k = 7, as shown in Fig. 42.6b, some points mapped by LE are overlapped.
While the result of improved LE still keep good.

We can learn from these figures above when the parameter k is too large or too
small, traditional LE algorithm can’t recover the manifold structure of dataset in
low-dimensional space. However, improved LE still can unfold the toroidal helix
curve with preserving the local neighborhood relationship. In fact, if the dataset is
distributed uniformly, LE algorithm works well when the parameter k varies in a
wide range from 3 to 20. But when the data distribution is non-uniform, it can get a

Fig. 42.4 k = 4, dimensionality reduction of non-uniform Helix dataset by LE and improved LE.
a Non-uniform Helix dataset. b Result of LE. c Result of improved LE

Fig. 42.5 k = 5, dimensionality reduction of non-uniform Helix dataset by LE and improved LE.
a Non-uniform Helix dataset. b Result of LE. c Result of improved LE
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relatively good result only when the value of k is set in a narrow range (only 5, 6 in
this experiment). To sum up, the improved LE is more robust to the variation of
sample distribution. In addition, its alternative value range of neighborhood size
parameter k is broader (from 4 to 13 in this experiment) than traditional LE.

42.4.2 MNIST Dataset

In this experiment, a real-world dataset is chosen for experiments to show the
performance of our algorithm in classification. MNIST dataset consists of 0–9
handwritten digit, where each digit is a 28 × 28 gray image. All of the raw images
are transformed to a 784-dimension vector directly without any preprocessing.
Some comparisons are conducted between our algorithm and LE. In order to
demonstrate the improved LE, we make two experiments in different size of dataset.

In the first experiment, we randomly select 1000 samples as the train set and 200
as the test set, and choose SVM as classifier. The neighborhood size k of each
algorithm is set to 10, which is proper for each algorithm. Some compared
experiment are conducted between two algorithms with the dimensionality range
from 3 to 40.

As is shown in Fig. 42.7, with the increase of dimensionality the accuracy of
each algorithm trend to be stable between 83 and 91 %. What is more, the accuracy
of improved LE is always higher than LE. The highest accuracy of LE is 88.5 %.
The highest of improved LE is 90.5 %.

In the second experiment, we randomly select 2000 points as train set and 200
points as test set. The value of neighborhood size parameter k is set to 10, too.

As illustrated in Fig. 42.8, the accuracy of each method are both higher
than them in last experiment. The performance of improved LE is better than LE.
The highest accuracy of LE is 94 %. The highest accuracy of improved LE
is 97.5 %.

Fig. 42.6 k = 7, dimensionality reduction of non-uniform Helix dataset by LE and improved LE.
a Non-uniform Helix dataset b Result of LE. c Result of improved LE
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Fig. 42.7 Recognition accuracy for different dimensionality

Fig. 42.8 Recognition accuracy for different dimensionality
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From these two experiments, some conclusions can be drawn: (42.1) a larger
train set can bring about a better recognition accuracy; (42.2) at the same condition
(dimensionality, neighborhood size), improved LE always can get higher accuracy
than LE.

42.4.3 USPS Dataset

USPS dataset consists of 10 different handwritten digits from 0 to 9, each digit is a
16 × 16 grayscale image. 1200 raw images are randomly selected from the dataset.
The train set has 1000 samples, and the test set has 200 samples.

To verify the superiority of improved LE, we make several further experiments.
In each experimental group, a comparison between LE and improved LE is con-
ducted at the same condition (neighborhood size parameter k). In each experimental
group, we only record the best recognition accuracy of each algorithm within the
dimensionality ranges from 4 to 20. We will get the best recognition accuracy at
each value of neighbor size parameter k eventually.

As demonstrated in Fig. 42.9, improved LE algorithm can get a better effect at
the same value of neighborhood size parameter. With the increase of the value of k,
the best accuracy start to decline. While the accuracy of improved LE descend
slower than LE’s. That is to say, the variation of value of k make less influence to
improved LE algorithm. By contrast, LE algorithm is more sensitive to the
parameter changes.

Fig. 42.9 The best recognition accuracy at different value of neighborhood size parameter
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42.5 Conclusion

This paper presents a novel manifold learning methods for nonlinear dimensionality
reduction. The proposed algorithm is based on improving LE by introducing a new
neighbors selection method. Some compared experiments between our method
and several popular manifold learning methods are conducted on synthetic and
real-world datasets. The experimental results demonstrate the effectiveness and
robustness of our algorithm. The proposed algorithm can deal with non-uniformly
distributed data, and has robustness to the changes of neighborhood size parameter.
One limitation of our algorithm, which exists in most popular manifold learning
methods as well, is that it cannot embed new added high-dimensional samples into
an existing low-dimensional manifold. Our future work will focus on resolving this
problem by combining our algorithm with incremental learning.
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Chapter 43
A Distributed Charging and Discharging
Coordination for Large-Population Plug-In
Electric Vehicles

Huiling Li and Zhongjing Ma

Abstract Motivated by the economic and environmental benefits of plug-in electric

vehicles (PEVs), the PEVs have been regarded as adjustable bilateral auxiliaries for

the power grid. They can not only charge from the grid but also discharge back to the

grid. This work studies the problems of PEV coordinations, considering the battery

degradation cost. We analyze the characteristics of distributed strategy curve and

propose an updated algorithm to implement the optimal distributed coordination in

the case of the infeasibility of fully centralized formulation. As key contribution of

this paper, we show that under certain mild conditions, the system converges to an

optimal charging and discharging strategy. Simulation examples illustrate the results

developed in the paper.

Keywords Plug-in electric vehicles ⋅ Charge and discharge ⋅ Distributed control ⋅
Dynamic algorithm ⋅ Peak-shift and valley-fill ⋅ Convergency

43.1 Introduction

Nowadays, PEVs have achieved attractive developments since PEVs can promisingly

reduce the reliance on the exhaustible non-renewable energy sources. However, un-

coordinated charging and discharging behaviors of PEVs may have negative impacts

on the power grid [1, 2].

Recently lots of research has been dedicated to studying how to coordinate

the PEVs’ charging behaviors to mitigate the involved negative impacts properly.

Clement-Nyns et al. [3] develops a dynamic programming method to optimize the

PEVs’ charging strategy and evaluates the impacts it has on the system. Sundstrom

and Binding [4] formulates the charging coordinations as optimization problems

with distribution and transmission capacity constraints, and uses linear program-

ming methods to solve the problem. Galus and Andersson [5] introduces an optimal
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model, which would benefit PEV users under the current relationship between the

power plants and the PEVs.

Nevertheless, all these algorithms are centralized coordination methods which

may be impractical to implement because of the autonomy of individual PEVs and

the computational complexity of large-population PEVs. A novel distributed charg-

ing control strategy for the large-population PEVs problem is developed in [6] and

the solution achieves a Nash Equilibrium. Under this strategy, the optimal solution

for each PEVs is respect to the aggregated charging strategy of all the PEVs. Ref-

erence [7] presentes a decentralized water-filling-based algorithm to flatten the load

curve of low-voltage transformers, which also achieved optimal charging timing. In

paper [8], charging control of the PEVs in power grid is formulated as a class of

Stackelberg Games which is normally that users set their strategy according to the

electric price which is determined by the power plants.

However, all the research mentioned above only consider the process of charging,

while PEVs on the other hand can operate as energy storage device [9], which means

they can discharge and release power back to the grid. In [10] a real-time model of

plug-in vehicles performing vehicles-to-grid (V2G) power transaction is presented.

Under this method, power levels and charge or discharge times are scheduled smartly

in order to maximize profits based on one-day ahead electricity price.

In this paper we further design an updated mechanism. Comparing with previous

designs, we propose a decentralized coordination algorithm concerning both charg-

ing and discharging. The coexistence of charging and discharging may bring issues

of the constraint on battery’s State Of Charge(SOC). It is difficult to analyze the

problem directly, therefor, we first introduce the best response of PEVs without con-

straints on SOC. Furthermore, we analyze the characteristics of the optimal strategy,

and show that by adapting the proposed distributed algorithm, the system converges

to an optimal result-a mutually beneficial solution under certain mild conditions.

The paper is organized as follows: in Sect. 43.2, we formulate a class of multi-

objective coordination control issues concerning the tradeoff between battery degra-

dation cost and charging cost. In Sect. 43.3, we design a distributed charging and

discharging coordination for PEVs and analyse the characters of this trajectory. Then

we formulate an distributed update algorithm to realize this trajectory. In Sect. 43.4,

we prove the convergence of the distributed algorithm. Numerical examples are pre-

sented in Sect. 43.5. In Sect. 43.6, we draw conclusions of the paper.

43.2 Formulation of PEV Coordination Problems

We consider a PEV population with the size of N, with each PEV transmitting be-

tween charging and discharging. Let  ≜ {0, 1,… ,T} denote the time interval. The

state of charge of PEV n at time t, denoted by SOCnt, is specified below:

SOCmin ≤ SOCnt ≤ SOCmax, (43.1)
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where SOCmin, SOCmax represent the minimum and maximum of SOC for PEVs. For

each PEV, we call un ≡ (unt; t ∈  ) an admissible charging and discharging control

of PEV n, if

unt ∈ [−𝛼n, 𝛽n], and

∑

t∈
unt = 𝛤n, (43.2)

where 𝛼n and 𝛽n represent a uniform maximum discharge rate and maximum charge

rate at any instant; and 𝛤n represents the total fixed charging energy of individual

PEV n. The set of admissible control for PEV n is denoted by n.

Subject to a collection of admissible charging and discharging control u =
(un; n ∈  ), the system cost, denoted by J, composed of battery degradation cost

and charging cost (and discharging benefit), is specified below:

J(u) ≜
∑

t∈

{ ∑

n∈
fn(unt) + pt(dt +

∑

n∈
unt)

}
, (43.3)

where pt denotes the electricity price at instant t, dt represents the aggregated inelas-

tic based demand at t, and fn(unt), represents the battery degradation cost of PEV n
subject to unt.

In the rest of the paper we consider the following assumption:

∙ (A1) fn ∈ 1
, for all n ∈  , is increasing and strictly convex on charge and

discharge rate.

Concerning the electricity price, in this paper, we focus on methods that utilize

real-time marginal electricity price information. Real time price models have been

widely adapted for demand response management [6, 11, 12].

More specifically, the electricity price at an instant t, pt, is determined by the total

demand at that instant, i.e.

pt = p(DN
t (ut)),D

N
t (ut) ≜ (dt + zt)∕N, with zt =

∑

n∈N
unt. (43.4)

We assume that PEVs are plugged in the power grid at 20:00 PM and unplugged

at 8:00 AM the next day. This is motivated by PEVs’ behavior that they come back

home at night and leave in the morning.

Comparing with the socially optimal strategy, peak-shift and valley-fill(PSVF)

strategy only consider one objective: to fill the load valley and shift the load peak.

Figure 43.1 illustrates a specific numerical example of socially optimal and PSVF

strategies based on the given inelastic basic demand curve which demonstrates the

electric energy demand in the service area of Southern California Edison from 20:00

on December 29, 2014 to 8:00 on December 30, 2014.

Centralized charging and discharging coordination for large-population PEVs

usually requires significant communication networking and centralized computing
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Fig. 43.1 Socially optimal

and PSVF strategies for

charging and discharging

coordination with battery

size of PEVs is 15 and an

identical degradation cost for

each PEV fn = 0.007 ∗ u2nt
and electricity price of

p = 0.012 ∗ D0.8

20:00 22:00 00:00 02:00 04:00 06:00 08:00
5

6

7

8

9

10

11

12
x 10

4

Operation Intervals

C
ha

rg
in

g 
E

ne
rg

y(
K

W
)

PSVF strategy
socially optimal strategy
basic demand

resources, and may have difficulty in gaining public acceptance due to their auton-

omy property. Therefore, we will design an alternative distributed charging and dis-

charging coordination method in the following section.

43.3 Distributed Coordination of PEVs

Suppose that the best behavior of each PEV deals with the tradeoff between the

charging cost and the battery degradation cost, that is to say the best response of

individual PEVn is to minimize the cost function, denoted by Jn, such that

Jn(u) ≜
∑

t∈

{
fn(unt) + p(ut)unt

}
, (43.5)

where p(ut) denotes the electricity price at instant t with respect to charging and

discharging behavior ut at that instant.

We coordinate PEVs’ charging and discharging timing such that the PEVs release

power to the grid when the basic load is at its peak, and charge when the basic demand

is in the valley. Take a look back at Fig. 43.1, since it is often the case that peak

load occurs before the valley load, we give a rule about the optimal charging and

discharging control u∗nt, such that

u∗nt

{
≤ 0, in case t ∈ [0, t1]
≥ 0, in case t ∈ [t1 + 1,T]

. (43.6)
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43.3.1 Coordination of PEVs Without Constraint on SOC

We specify a charging and discharging coordination curve u†n(z) of individual PEVs

with respect to average curve z when we release the constraint of SOC in

Lemma 43.3.1 below. There is no guarantee that u†n(z) is an admissible charging

and discharging strategy because it may cause over-charge and over-discharge.

Lemma 43.3.1 Under Assumption (A1), if there is no constrain on SOCs, the
following holds:

(i) best strategy with respect to a fixed curve z is specified as u†n(z,A), such that

u†nt(z,A) = [f ′n]
−1(A† − p(zt)), (43.7)

where [f ′n]
−1 represents the inverse operator of the derivative of the function fn.

(ii) n ∈ ̃n and Jn(u†n) < Jn(u∗n), with the set of u†nt is denoted by ̃n.

It is straightforward to verify (i) by following the same technique applied in the
proof of Lemma 43.3.2 in [12]. Withn ∈ ̃n, and Jn(u†n) and Jn(u

∗
n) share the same

function, we can verify (ii).
The analysis of coordination without constraint of SOC is the foundation of the

following analysis.

43.3.2 Best Response of PEVs with Respect to z

Lemma 43.3.2 demonstrates the optimal coordination of PEVs with respect to

curve z. We can obtain the characters of optimal coordinate curve of PEVs by this

lemma.

Lemma 43.3.2 The charging and discharging strategy that minimizes the local cost
function (43.5) with respect to a fixed z can be derived as:

u∗nt(z,A(t)) =

{
min{0, [f ′n]

−1(A1 − p(zt))}, t ∈ [0, t1]
max{0, [f ′n]

−1(A2 − p(zt))}, t ∈ [t1 + 1,T]
, (43.8)

and we have A1 ≥ A†, A2 ≤ A†, and |u∗nt| ≤ |u†nt|.

Proof We know that u∗nt ≤ 0, in case t ∈ [0, t1] from (43.6), following the same

technique applied in the proof of Lemma 43.3.1 in [12], u∗nt can be denoted by:

u∗nt(z,A) = min{0, [f ′n]
−1(A1 − p(zt))}, and when t ∈ [t1 + 1, t], u∗nt can be denoted

by: u∗nt(z,A) = max{0, [f ′n]
−1(A2 − p(zt))}.

Suppose there exist one time instant t, such that |u∗nt| > |u†nt|. We assume that

t ∈ [0, t1], then we have u∗nt < 0, u∗nt < u†nt and u∗nt = [f ′n]
−1(A1 − p(zt)).
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Now we know that u∗nt = [f ′n]
−1(A1 − p(zt)), u

†
nt = [f ′n]

−1(A† − p(zt)), u∗nt < u†nt.
Because [f ′n]

−1(x) is increasing on x, so A1 < A†
, and

∑t1
t=0 u

∗
nt <

∑t1
t=0 u

†
nt.

That means u† discharge less than u∗ during [0, t1], and of course charge less

during [t1+1,T]. That means if u∗ satisfy constraint (43.1), u† must be an admissible

charging and discharging curve, which is better than u∗ since we know that Jn(u†) <
Jn(u∗). Then there must exit u∗ = u†, which is contradict with the hypothesis that

|u∗nt| > |u†nt|. Such that|u∗nt| ≤ |u†nt|.
So |u∗nt| ≤ |u†nt|, and A1 ≥ A†

,A2 ≤ A†
.

□

43.3.3 Distributed Charging and Discharging Strategy
Algorithm

We specify a distributed iterative update procedure to implement the optimal strategy

in Algorithm 1 below.

Algorithm 1 (Implementation of distributed coordination strategy)

∙ Provide an initial aggregated charging and discharging strategy z(0), such that z(0)t =
∑

n∈ u∗,(0)nt , for all t ∈  , where u∗,(0)n = (u∗,(0)n ; n ∈  ) is a collection of initial

charging and discharging strategies;

∙ Set k = 1 and 𝜖 = 𝜖0 for some 𝜖0 > 0;

∙ While 𝜖 > 0. Obtain individual best response u∗,(k)n w.r.z. z(k−1), for all n, such that

u∗,(k)n = argminun∈n

∑
t∈

{
fn(unt) + p(DN

t )unt
}
,where DN

t = (dNt + zk−1t )∕N;
Set zt(k) =

∑
n∈ u∗,knt , for all t ∈  ;

Update 𝜖 =∥ zk − zk−1 ∥1;

Update k = k + 1;

We will focus on identifying condition that guarantees the convergence of the

distributed algorithm in the next section.

43.4 Convergence of Algorithm

We additionally define the charging and discharging strategy that minimizes the lo-

cal cost function (43.5) with respect to a fixed curve z, such that u∗n(z) ≜ argminun∈n
Jn(un; z).We define another local control strategy vn(z, ẑ) such that vnt(z, ẑ) = unt(ẑ,A∗(z)), t ∈
 . There is no guarantee that vn(z, ẑ) is an admissible charging and discharging strat-

egy or
∑
(vn(z, ẑ)) = 𝛤n.
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Lemma 43.4.1 Coordination strategy u∗n(z) and u∗n(ẑ) satisfy the following
inequality:

||u∗n(z) − u∗n(ẑ)||1 ≤ 4
T∑

t=0
|[f ′n]

−1(A∗(z) − p(zt)) − [f ′n]
−1(A∗(z) − p(ẑt))|. (43.9)

Proof There are the following three cases to consider. We set A∗ = A∗(z) and Â∗ =
Â∗(z).

(I) With two fixed curves z and ẑ, SOCnt1 > SOCmin and SOCnt̂1 > SOCmin.

Following the same technique applied in the proof of Lemma 43.3.2 in [12],

we get: ||u∗n(z)−u∗n(ẑ)||1 ≤ 2
∑T

t=0 |[f
′

n]
−1(A∗(z)−p(zt))− [f ′n]

−1(A∗(z)−p(ẑt))|.
(II) With two fixed curves z and ẑ, SOCnt1 > SOCmin, SOCnt̂′ = SOCmin.

u∗nt(z,A
∗) = [f ′n]

−1(A∗ − p(zt));

û∗nt(ẑ, Â∗) =

{
min{0, [f ′n]

−1(Â∗
1 − p(ẑt))}, in case t ∈ [0, t̂1]

max{0, [f ′n]
−1(Â∗

2 − p(ẑt))}, in case t ∈ [t̂1,T]
. (43.10)

Since ||u∗n(z)− vn(z, ẑ)||1 =
∑T

t=0 |[f
′

n]
−1(A∗(z)− p(zt))− [f ′n]

−1(A∗(z)− p(ẑt))|, we

need to prove:

||u∗n(z) − u∗n(ẑ)||1 ≤ 4||u∗n(z) − vn(z, ẑ)||1. (43.11)

We know that Â∗
1 ≥ Â∗

2 from Lemma 43.3.2.

(a) In case A∗ ≥ Â∗
1. By (43.10), and that [f ′n]

−1(x) is increasing on x, we havevnt
(z, ẑ) = unt(ẑ,A∗) ≥ û∗nt(ẑ). Then we have,

||vn(z, ẑ) − u∗n(ẑ)||1 =|
∑

vnt(z, ẑ) −
∑

u∗nt(ẑ)|

=|
∑

vnt(z, ẑ) −
∑

u∗nt(z)| ≤ ||vn(z, ẑ) − u∗n(ẑ)||1. (43.12)

(b) In case A∗ ≥ Â∗
2. Similar to (a), we can derive,

||vn(z, ẑ) − u∗n(ẑ)||1 ≤ ||vn(z, ẑ) − u∗n(ẑ)||1. (43.13)

(c) In case Â∗
2 < A∗

< Â∗
1. We can derive,

vnt(z, ẑ) = unt(ẑ,A∗)

{
≤ u∗nt(ẑ), t ∈ [0, t̂1]
≥ u∗nt(ẑ), t ∈ [t̂1 + 1,T]

. (43.14)

That means vn(z, ẑ) discharge more energy than u∗n(ẑ) in the discharging process

and charge more energy in the charging process. Then,|vnt(z, ẑ)| ≥ |u∗nt(ẑ)|.
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Now we have,

||vn(z, ẑ) − u∗n(ẑ)||1 =
∑

|vnt(z, ẑ)| −
∑

|u∗nt(ẑ)|

≤

∑
|vnt(z, ẑ)| −

∑
|u∗nt(z)| ≤ ||vn(z, ẑ) − u∗n(ẑ)||1,

(43.15)

By (43.12) (43.13) (43.15), we have: ||vn(z, ẑ) − u∗n(ẑ)||1 ≤ ||vn(z, ẑ) − u∗n(ẑ)||1.
Then ||u∗n(z)−u∗n(ẑ)||1 ≤ ||vn(z, ẑ)−u∗n(ẑ)||1+||vn(z, ẑ)−u∗n(z)||1 ≤ 2||vn(z, ẑ)−
u∗n(ẑ)||1 ≤ 4||vn(z, ẑ) − u∗n(ẑ)||1.

(III) With two fixed curves z and ẑ, SOCnt1 = SOCmin, SOCnt̂′ = SOCmin.

In this case, u∗n(z) and u∗n(ẑ) share the same discharging and charging energy

because they have the same SOCn0. Following the same technique applied in

the proof of Lemma 43.3.2 in [12], we can verify the following results: ||u∗n(z)−
u∗n(ẑ)||1 ≤ 2

∑max{t1,t̂1}
t=0 |[f ′n]

−1(A − p(zt)) − [f ′n]
−1(A − p(ẑt))|

+2
∑T

min{t1,t̂1}
|[f ′n]

−1(A − p(zt)) − [f ′n]
−1(A − p(ẑt))|

≤ 4
∑T

t=0 |[f
′

n]
−1(A − p(zt)) − [f ′n]

−1(A − p(ẑt))|.
In conclusion, (43.9) can be obtained following (I), (II) and (III).

□

Theorem 43.4.1 (Convergence of Algorithm)

Based on the statement in Lemma 43.4.1, we can give the convergence property.
Under Assumption (A1), suppose p is increasing, and

|f ′n(x1) − f ′n(x2)| ≥ a|x1 − x2|, |p(y1) − p(y2)| ≤ b|y1 − y2|,with a > 4b > 0;
(43.16)

then the system converges to a unique collection of charging and discharging
strategy.

With |f ′n(x) − f ′n(y)| ≥ a|x − y|, we have: |[f ′n]
−1(𝜂1) − [f ′n]

−1| ≤
1
a
. Then we can

obtain that:

|[f ′n]
−1(A∗(z) − p(zt)) − [f ′n]

−1(A∗(z) − p(ẑt))|

≤
1
a
|(A∗(z) − p(zt)) − (A∗(z) − p(ẑt))| =

1
a
|p(zt) − p(ẑt)|

≤
b
a
|zt − ẑt| <

1
4
|zt − ẑt|, with |p(y1) − p(y2)| ≤ b|y1 − y2|

for all t, where the last inequality holds by a > 4b > 0.
By (43.16), together with (43.9), we have: ||u∗n(z)−u

∗
n(ẑ)||1 < ||z−ẑ||1.Henceforth

by implementing the distributed algorithm, the system converges to a strategy by
applying the contraction mapping theorem.
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43.5 Numerical Examples

We specify several numerical examples over a time interval T = 12h and the time

interval 𝛥T = 1h with the basic demand trajectory illustrated in Fig. 43.1. The elec-

tricity price, pt, by (43.4) and the increasing property of pt, is specified as pt =
0.012DN

t
0.8

, and satisfies: |p(y1)− p(y2)| = 0.012|y0.81 − y0.82 | ≤ 0.012p′

max|y1 − y2| =
0.0067|y1 − y2|.

We suppose that there are 10,000 PEVs and all of the PEVs share identical battery

size, maximum SOC value, minimum SOC value and initial SOC value as 15 KWh,

90, 10 and 30 % respectively.

When the PEVs have an identical degradation cost function fn = 0.0135u2nt, and

|f ′n(x1) − f ′n(x2)| = 0.027|x1 − x2|. It is direct to verify the sufficient condition of

(43.16) for the convergence of algorithm. If we decrease the coefficient of PEV

degradation cost and condition (43.16) is not satisfied, such that fn = 0.004u2nt, the

system does not converge to any equilibrium under Algorithm 1. We display the up-

dates of the PEV decentralized strategies in Fig. 43.2.

The total costs of the three charging strategies are shown in Table 43.1, by which

we know that the decentralized control strategy by applying Algorithm 1 is near the

socially optimal one and is better than the PSVF strategy.
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Fig. 43.2 Update procedure of PEVs’ coordination strategy with: a fn = 0.0135u2nt , b fn = 0.004u2nt

Table 43.1 The total cost of the three charging and discharging strategies

Strategy Total system cost

Socially optimal strategy 7.10 × 104

PSVF strategy 7.25 × 104

Distributed strategy 7.11 × 104
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43.6 Conclusions and Future Research

In this paper we formulate a class of coordination issues for PEVs to shift peak load

and fill valley load. We develop a distributed coordination algorithm to solve this

problem based on that PEVs can charge and discharge. By applying this algorithm,

the system can converge to an optimal strategy under certain mild conditions.

As ongoing research works, we are interested in: (i) extending the proof of con-

vergency in the paper to an flexible load curve which covers 24 hours or even longer;

(ii) further designing a novel distributed algorithm under which PEVs can join and

leave from time to time.
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Chapter 44
3D Model Classification Based
on Transductive Support Vector Machines

Qiang Cai, Zhongping Si and Haisheng Li

Abstract With the development of graphical modeling methods and acquirement
technology of 3D models, the numbers of 3D models increased exponentially. 3D
model classification is crucial to effective management and precise retrieval. Due to
the shortage of annotations, we adopted semi-supervised learning methods to solve
this problem. This paper introduces Transductive Support Vector Machines
(TSVMs) for 3D model classification. Our proposed method is verified efficient.

Keywords 3Dmodel ⋅ Classification ⋅ Semi-supervised learning ⋅ Transductive
support vector machines

44.1 Introduction

3D models have been widely applied in industrial design, virtual reality, television
animation, molecular biology and other fields. 3D model retrieval has received
extensive attention and development as an important part in the field of multimedia
information retrieval. In the aspect of semantics, abundant existing 3D models have
no semantic information, so they can’t be managed and retrieved efficiently.
Semantic learning mechanism combines computer vision and statistical learning
theory to solve the problem of gap between underlying vision and high-level
semantic information. Previous researches employed manual work, but it is
time-consuming and inefficient. Therefore, for the purpose of better organization
and retrieval, how to classify 3D models automatically has become an important
research topic.
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In order to realize automatic classification of 3D models, different annotation
situations need to use different classification algorithms. When there is no labeled
sample, unsupervised methods are applicable. These methods classify sample
without any prior knowledge and cluster sample with features of sample. When
there is large number of high quality annotations, first define semantic classification
dictionary, then the models can be attributed to different semantic categories
according to existing labels and supervised learning theory. There are some cases,
in which only a small part of sample have category labels. How to make the
remaining sample get category labels is the problem that the paper dealt.

In the statistics, induction inference firstly gets the rules from training sample
and then utilizes the rules to determine test sample. Obviously, only using a small
number of training sample leads to weak generalization ability of learning systems.
Transductive inference is a kind of method that predicts test sample by observing
specific training sample. Transductive inference utilizes information of unlabeled
sample to find clusters and then to classify sample. Some scholars call these
transductive inference methods as semi-supervised methods. The classic
semi-supervised algorithms include Transductive Support Vector Machines algo-
rithm, co-training algorithm and so on.

The structure of the paper is as follows, Sect. 44.2 provides a brief review of
related works; Sect. 44.3 introduces Transductive Support Vector Machines and our
experimental procedure; Sect. 44.4 shows our experiment results; Sect. 44.5
introduces conclusions and our future work; and in the next section, a review of the
references is given.

44.2 Related Works

At present in the field of 3D model semantic analysis, many institutions at home
and abroad are devoting themselves to the study of 3D model semantic annotation.
Foreign institutions mainly include Princeton Shape Retrieval, Shape Retrieval
Group, Columbia Robotics Lab and so on. Existing researches focus on automatic
classification, relevant feedback and object ontology. Classification is the first step
for 3D model retrieval. In addition to organize database, category information can
help precise search in a class, which greatly narrows the search scope. We can use
text to retrieve models if there is no appropriate 3D model as an input model.

Relative early researches on 3D model automatic classification employed sup-
port vector machines (SVMs), Bayes classification and K-neighbor methods, etc. In
the recent literature, many new methods were proposed. For example, Gao et al.
proposed a method based on Gaussian processes to improve the performance of 3D
model retrieval systems. A new type of feature combined AC2 and D2 was pro-
posed [1]. Gao et al. proposed another new type of feature based on 2D views
(called ZA) in the next year [2]. Tian et al. proposed a graph-based semi-supervised
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learning algorithm. Each sample is a node, and the distance between two nodes
determines the weight of an edge. Semantic labels spread and unlabeled sample
acquire labels [3]. Li et al. realized 3D model classification based on nonparametric
discriminant analysis with kernels [4]. Guo et al. developed a novel method of 3D
object classification based on a two-dimensional hidden Markov model (2D HMM).
Each object is decomposed by a spiderweb model and a shape function D2 is
computed for each bin [5].

The setting of transductive inference was introduced by Vapnik [6]. And
TSVMs was originally used by Joachims for text classification [7]. Joachims proved
that TSVMs substantially improve the already excellent performance of SVMs for
text classification.

44.3 The Application of Transductive Support Vector
Machines in 3D Model Classification

44.3.1 Transductive Support Vector Machines

The dashed line is the solution of SVMs and the solid line is the solution of
TSVMs. The examples surrounded by the red boxes need to exchange their labels.
Figure 44.1 indicates that SVMs make the interval between positive sample and
negative sample maximum. While TSVMs make the separating hyper plane gets
through the low density area of all sample.

The principles of TSVMs are defined as follows: give a set of labeled sample
Strain of n training examples:

ðx1⃗, y1Þ, ðx2⃗, y2Þ, . . . , ðxn⃗, ynÞ, xi ∈Rm, yi ∈ − 1, + 1f g ð44:1Þ

Fig. 44.1 The graphical
representation of TSVMs
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Each x ⃗i ∈X represents a feature vector, and yi is the label of xi⃗. In addition, give
another set of unlabeled sample Stest of k testing examples from the same distri-
bution with Strain:

x ⃗*1, x ⃗
*
2, . . . , x ⃗

*
k ð44:2Þ

Different from SVMs, TSVMs add constraints to unlabeled sample. Under the
linearly separable condition, the training problem can be described as an optimi-
zation problem like Formula (44.3):

Minimize over ðy*1, . . . , y*k , w⃗, bÞ:

1
2
jjw⃗jj2

Subject to:

∀ni=1: yi½w⃗ ⋅ xi⃗ + b�≥ 1

∀kj=1: y
*
j ½w⃗ ⋅ x ⃗*j + b�≥ 1

ð44:3Þ

To be able to deal with non-separable data, slack variables ξi and ξ*j are introduced.
And the training problem can be described as an optimization problem like Formula
(44.4):

Minimize over ðy*1, . . . , y*k , w⃗, b, ξ1, . . . , ξn, ξ*1, . . . , ξ*kÞ:

1
2
jjw⃗jj2 +C ∑

n

i=0
ξi +C* ∑

k

j=0
ξ*j

Subject to:

∀ni=1: yi½w⃗ ⋅ xi⃗ + b�≥ 1− ξi
∀kj=1: y

*
j ½w⃗ ⋅ x ⃗*j + b�≥ 1− ξ*j

∀ni=1: ξi >0
∀kj=1: ξ

*
j >0

ð44:4Þ

Parameters C > 0 and C* > 0 are set by the user. Parameter C is the penalty
parameter of labeled sample and C* is the penalty parameter of unlabeled sample.

44.3.2 3D Model Classification Using TSVMs

The framework diagram of 3D model classification using semi-supervised algo-
rithms is as follows: (Fig. 44.2).
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The implementing procedure of algorithms using TSVMs for 3D model clas-
sification is as follows:

(1) Sort data set and define semantic classification dictionary.
(2) 3D model preprocessing (translation, rotation and scaling transformation) and

feature extraction.
(3) Assign values of C and C*, and use SVM to train an initial classifier.

According to the condition of our test sample, we used the ratio of positive and
negative examples in the testing sample to calculate num+.

(4) Classify the test examples using < w⃗, b> . The num+ test examples with the
highest value of w⃗ ⋅ x ⃗*j + b are assigned to the class +; the remaining test
examples are assigned to class—Assign a temp Ctemp

* .
(5) Retrain all the examples. Exchange a pair of examples which satisfy certain

rules that y*m*y
*
l <0, ξ*m >0, ξ*l >0 and ξ*m + ξ*l >2. Objective function value

in optimization problems (4) decreases farthest. Repeat this step until there are
no examples that satisfy the exchange conditions.

(6) Increase the value of Ctemp
* evenly and return to step (5). Algorithm terminates

and we can get results when Ctemp
* ≥ C*.

(7) Realize multiple classification by “one versus rest” classification strategy.
Classify each unlabeled example to the class with the maximum value of
function.

Labeled
sample

Unlabeled
sample

Semi-supervised
training

Results

Proprocessing
(shape normalization)

Feature extraction

Classification
dictionary

Data process

Traing and output

Fig. 44.2 Framework diagram of 3D model classification using semi-supervised algorithms
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44.4 Experiments

44.4.1 Feature

Content-based retrieval is the foundation of semantic-based retrieval. We utilized
Ankerst’s shape histogram [8] as sample feature. Shape histogram is a kind of
feature based on statistics, which is easy to understand and calculate. And it has a
good performance for rough classification. We chose the spiderweb model, spe-
cifically, which is consisted of 20 shells and 6 sectors. There are totally 120
combined bins, so each feature is a 120 dimensional vector. Each feature value
indicates the number of 3D model surface points located in each bin (Fig. 44.3).

44.4.2 Data Set

Data set is Princeton Shape Benchmark (PSB) [9]. Classification information in
PSB is in different levels. Due to the scarceness of 3D models in some categories,
we select five classes contained 528 models from base, course1 and course2.
Number of 3D models in each category is as follows: (Table 44.1).

44.4.3 Results

Our experiment tools are matlab, visual studio 2010 and SVMlight [10]. The mul-
tiple classification strategy is “one versus rest”. The values of parameter p that
represent fraction of unlabeled sample to be classified into the positive class are set
to the ratio of positive and all test examples in the testing data. Other parameters are
set to the default values of SVMlight.

Fig. 44.3 Spiderweb model
of shape histogram
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There are 100 examples (20 examples in each category) are labeled. In order to
avoid accident results, we experimented for two times with different sample. We
calculated the average values of two experiments. The results of our experiments
are as follows: (Table 44.2).

From the experiment results, SVMs classified most examples into certain clas-
ses, which caused that recall values of most classes were extremely low. But
TSVMs didn’t lead to this situation because of the participation of unlabeled sample
in training process.

Experiment results are showed in the form of histogram. From the Fig. 44.4, the
values of average precision, recall and overall accuracy using TSVM are higher
than SVM.

44.4.4 Annotation

According to our experiment results, each 3D model acquired a label. We realized
3D model annotation by mapping classification dictionary (Table 44.3).

44.5 Conclusions and Future Work

The paper proposed a semi-supervised algorithm to solve 3D model classification
problem. TSVMs add unlabeled sample to training process and increase influence
of test sample gradually. After limited times of iteration, optimal results are output.

Table 44.1 Number of 3D models in each category in PSB

Number Plant Car Fighter_jet airplane Building Seat Total

Total 138 113 100 100 77 528

Table 44.2 Precision and
recall values

SVM TSVM

Plant Prec 42.64 56.75

Rec 78.39 46.62
Car Prec 44.96 66.29

Rec 79.57 59.14
Fighter_jet airplane Prec 29.47 30.01

Rec 3.75 36.25
Building Prec 33.57 29.31

Rec 10.63 29.38
Seat Prec 48.34 35.15

Rec 7.89 44.74
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TSVMs especially perform well compared with SVMs in dealing with small part of
labeled sample and large part of unlabeled sample.

But TSVMs perform local combinatorial search with many iterations. In our
experiment, running time using SVMs is about 0.04 s, while using TSVMs is about
68.38 s. So we next mainly concentrate on the optimization of TSVMs in the
application of 3D model retrieval. We will try to decrease the complexity of
TSVMs and improve the training ability of TSVMs. We will also study how to
determine the fraction of unlabeled sample to be classified into the positive class.

39.794

36.027

41.59
43.5 43.224

44.85

precision(avg) recall(avg) accuracy(overall)

SVM TSVM

Fig. 44.4 Average precision, recall and overall accuracy using SVM and TSVM

Table 44.3 Annotation of 3D models

3D models

Results 1 3.164673 −22.1314 −3.09462 −60.4279 −4.90657
2 −24.4746 14.20995 −8.37084 87.35443 −3.53622
3 −0.99976 −4.13294 −1.66798 −96.6018 −1.00012
4 −16.3999 −28.4187 −6.96757 166.436 1.159751
5 −77.7952 3.049675 −25.861 −723.95 3.140866

Annotation plant car fighter_jet airplane building seat
Classification dictionary
1-plant, 2-car, 3-fighter_jet airplane, 4-building, 5-seat
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Chapter 45
Robot Localization Based on Optical-Flow
Sensor Array

Shaoxian Wang, Mingxiao He, Guoli Wang and Xuemei Guo

Abstract Recently, Optical-flow sensors commonly used as a PC input device
have been explored in robot localization. One common difficulty is that ground-
height variations in mobile robot moving can inevitably deteriorate the sensing
performance of optical-flow sensors when used in a trivial fashion. In this paper, a
novel deployment configuration is presented to build an optical-flow sensor array
for robot localization, which is advantageous in the robustness to ground-height
variation. In addition, the imaging capability of optical mouse sensors is exploited
in developing a beacon based calibration approach for eliminating accumulative
errors. The experimental results are reported to validate the proposed method.

Keywords Optical-flow mouse sensors ⋅ Mobile robot localization ⋅
Accumulative-error calibration

45.1 Introduction

Encoder, ultrasonic and GPS are commonly used on robotic positioning. An
encoder is usually installed on a motor or a wheel to measure the rotation rate,
which is converted into drift [1]. Once slip occurs, an encoder can no longer be used
for localization. Ultrasonic positioning using beacons to response the ultrasonic
signal and send ultrasonic signal back to the robot. Using the speed of sound and
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the duration of transmission, the distance between robot and the beacon is easy to
calculate [2]. Due to the low speed of sound, which means long delay, and the
energy decay, ultrasonic cannot be used in large-space situation. And there is
interference between robots using ultrasonic sensors. GPS is commonly used on car
navigation. Launching satellites and construction projects are too expensive. And
the error of GPS is larger than a few meters, which means GPS is not suitable for
accurate localization.

The optical-flow sensor is widely used in the PC mouse. Via calculating the
shifting of an image by comparing between two frames, the optical flow sensor is
able to measure the displacement. That’s why the researchers attempt to use it on
robotic positioning and other fields. In [3] it uses optical-flow sensors in a catheter
operating system to measure how deep the catheter has been inserted. In [4] it
measures the rotation of a ball using optical-flow sensors. And [5] it uses optical-
flow sensors to analyze the surface shape. The optical-flow sensors are forced to
cling onto the floor by springs, which are used for the positioning of indoor robots
[6]. In [7] Optical-flow sensor is modified by lens in order to increase the working
height of the sensor. The experiment result of [8] shows that accuracy of optical-
flow sensor array differs in different ways of arrangement. In [9, 10] the mathe-
matical derivation shows that we can have the optimal accuracy when the center of
optical-flow sensor array and the center of robot overlap.

In this paper, a design of sensor array is proposed, which is able to adjust to the
variation of the working height. And to calibrate the accumulative error, a method
of image beacons and the algorithm for recognizing the image of the beacon is
proposed in this paper as well.

The content of this paper is arranged as follows. Section 45.2 introduces the
design and arrangement of the sensor array. Section 45.3 introduces a beacon based
calibration approach for eliminating accumulative errors. The experiment results are
showed in sect. 45.4. And the last section summarizes this paper.

45.2 Arrangement of Sensor Array

Optical-flow sensors provide x and y displacement output but no rotation infor-
mation. It is necessary to design a sensor array in order to get the rotation θ. And the
velocity estimation algorithm will be proposed here as well.

45.2.1 Design of Sensor Array

Since the optical-flow is designed for PC mouse, it works only when it is clung to
the working surface. Using fixed focus lens can increase its working height.
However, the accuracy declines when the height changes. That why we use camera
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lens instead, which ensures the image will not become fuzzy when the height
changes in a large range (Fig. 45.1).

Two sensors work as a pair. The heights of installation of two sensors are
different from each other. One sensor is installed higher than the other (see
Fig. 45.2). By this way, the heights from the working surface to the sensors can be
figured out. The derivation is as follows.

As showed in Fig. 45.3, when CD is the working surface, and the robot’s
displacement is x0. The outputs of two sensors are the same, marked as c0.

x0 = c0 ⋅ s0 ð45:1Þ

s0 is the scale factor when the working surface is CD.
When GI is the working surface, and the robot’s displacement is Δx. The output

of sensor A is c1 and the scale factor is s1, while the output of B is c2 and the scale
factor is s2.

Δx= c1 ⋅ s1 ð45:2Þ

Δx= c2 ⋅ s2 ð45:3Þ

Fig. 45.1 The modified optical-flow sensor

Fig. 45.2 The installation height of a pair of optical-flow sensors
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If we mark the scale factor as s0 when the working surface is CD, we get

x1 = c1 ⋅ s0 ð45:4Þ

x2 = c2 ⋅ s0 ð45:5Þ

where x1 is the length of CL and x2 is the length of KM. According to the property
of similar triangles,

Δx
x1

=
h1
h3

ð45:6Þ

Δx
x2

=
h2
h4

ð45:7Þ

Δx=
x1h1
h3

ð45:8Þ

x1
x2

=
h2h3
h1h4

=
H+h4ð Þh3
H+ h3ð Þh4 ð45:9Þ

x1
x2

=
c1s0
c2s0

=
c1
c2

ð45:10Þ

So, we can easily get Δx and H,

H=
h3h4ðc1 − c2Þ
c2h3 − c1h4

ð45:11Þ

Δx= c1s1 =
x1h1
h3

=
c1s0 h3 +Hð Þ

h3
= c1s0 1+

H
h3

� �
ð45:12Þ

Fig. 45.3 Visual field of two
sensor
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The factor h3, h4 and s0 can be measured by experiment, hence we are able to
calculate the height of H and Δx according to the output of two sensors, even
though the H changes. That’s the reason why a pair of optical-flow sensors can
adjust to the variation of height.

The sensor array consist of two pairs of sensors, in other word, there are four
sensors installed on the robot. Assume that A and B, C and D are two pairs of
sensors installed on the robot (Fig. 45.4). And their positions are marked as (xi, yi),
i = 1, 2, 3, 4. And the center of rotation is marked as C. O is the center of the robot,
and r is the length of CO. The arcs AA′, BB′, CC′, DD′ are marked as si, i = 1, 2, 3,
4. And their corresponding radii are Ri, i = 1, 2, 3, 4.

si = θRi = θ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r + xið Þ2 + y2i

q
ð45:13Þ

The distances that each pair of sensors traveled when the robot made a turn have
to be the same, which is the precondition of the height adjustable algorithm we
proposed before.

s1 − s2 = θR1 − θR2 = θ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r + x1ð Þ2 + y21

q
−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r + x2ð Þ2 + y22

q� �
=0 ð45:14Þ

r2 + 2x1r + x21 + y21 = r2 + 2x2r + x22 + y22 ð45:15Þ

x1 = x2
y1 =±y2

�
ð45:16Þ

Similarly,

x3 = x4
y3 =±y4

�
ð45:17Þ

It means that sensor A and B, C and D have to be symmetrical on the x axis. That
why the sensors are arranged as Fig. 45.4a.

45.2.2 Velocity Estimation Algorithm

If the movement of the robot only consists of translation, the displacement is simply
the average of the outputs of four sensors. When the robot rotates, we assume that
the initial position of four sensors are (xpi, ypi), i = 1, 2, 3, 4 (Fig. 45.5).
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We can get αi (i = 1, 2, 3, 4) from the x and y output of the optical-flow sensor.

αi =
tan− 1ðyi

xi
Þ− sgn xið Þ− 1

2 ⋅ π, xi ≠ 0
sgn yið Þ ⋅ π

2 , xi = 0

�
ð45:18Þ

Fig. 45.4 The arrangement of sensor array. a Sensor array installed on robot b The changes of
sensors’ position

Fig. 45.5 Rotation of the
robot
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And the ∠AEB, marked as γ, is

γ= α1 − α2 ð45:19Þ

Li =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2i + y2i

q
ð45:20Þ

ri =
Li

Δθj j ð45:21Þ

where Li is the length of arcs AA′, BB′, CC′, DD′, and the corresponding radii are
ri, i = 1, 2, 3, 4. Thus, we have

Δθ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2
1 +L2

2 − 2L1L2 cos γ
q

d
⋅ sgnðy2 − y1Þ ð45:22Þ

x=

x1
x2
x3
x4

2
64

3
75=

wx1

wx2
0

0
wx3

wx4

2
64

3
75

r1
r2
r3
r4

2
64

3
75+

xp1
xp2
xp3
xp4

2
664

3
775 ð45:23Þ

y=

y1
y2
y3
y4

2
64

3
75=

wy1

wy2
0

0
wy3

wy4

2
664

3
775

r1
r2
r3
r4

2
64

3
75+

yp1
yp2
yp3
yp4

2
664

3
775 ð45:24Þ

where

wxi = sinðαi +ΔθÞ− sin αi½ � ⋅ sgn Δθð Þ, i = 1, 2, 3, 4 ð45:25Þ

wyi = cos αi − cos αi +Δθð Þ½ � ⋅ sgn Δθð Þ, i = 1, 2, 3, 4 ð45:26Þ

Then, the displacement of the center of the robot is (Δx, Δy)

Δx=
1
4
∑
4

i = 1
xi ð45:27Þ

Δy=
1
4
∑
4

i = 1
yi ð45:28Þ

We are able to get the position at t + 1 according to the position at t.

xt + 1 = xt +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðΔxÞ2 + ðΔyÞ2

q
⋅ cosðθt + βt + !Þ ð45:29Þ
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yt+1 = yt +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðΔxÞ2 + ðΔyÞ2

q
⋅ sinðθt + βt + !Þ ð45:30Þ

θt + 1 = θt +Δθ ð45:31Þ

where

βt + ! =
tan− 1ðΔyΔxÞ− sgn Δxð Þ− 1

2 ⋅ π, Δx≠ 0
sgn Δyð Þ ⋅ π

2 , Δx= 0

�
ð45:32Þ

In this way, the global position of the robot can be calculated using the x and y
output of four optical-flow sensors.

45.3 Accumulative Error Calibration

Optical-flow sensor can not only output the displacement, but also the image it
shoots. Although the image is of low resolution, 18 × 18 in the sensor ADNS-2610
we used here, it’s enough to provide the information of the working surface.

Fig. 45.6 Beacons on the floor

Fig. 45.7 The images of the beacons
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We designed specific images as beacons, and pasted them on the floor (Fig. 45.6).
Every time the sensors encounter the beacons, the global positions of the beacons
are used to calibrate the accumulative error.

The beacons are showed in Fig. 45.7. It consists of four vertical lines and several
short horizontal lines between every two vertical lines. The number of horizontal
lines and their locations of one beacon are different from other beacons. That means

Fig. 45.8 a The original image. b The hough transform of the original image. c The rotated
image. d The edges detection of the rotated image. e The hough transform of the rotated image, the
positions of the vertical lines are obvious in the hough transform. f The rotated angle is Δθ = 89°
and the center between two vertical lines are chosen. g The gradient of the image shows that there
are 4 lines on x = 39. h The gradient of the image shows that there are 3 lines on x = 88. i The
gradient of the image shows that there are 5 lines on x = 138
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every image is distinct. The number of short horizontal lines between two vertical
lines can be up to 9. The total number of beacons can be up to 93 = 729. It is
enough to cover a field as large as 729 m2.

The recognition algorithm we proposed is called CHG (Canny-Hough-Gradient)
Algorithm. The hough transform of the beacon image contain the message of the
distribution of lines. CHG algorithm rotates the beacon image according to its
hough transform, and calculates the number of the horizontal lines using the gra-
dient of the image. The CHG algorithm is as follows:

1. Detect the edges of the beacon image using canny algorithm.
2. Rotate the image to the proper direction according to its hough transform.
3. Calculate the position of the vertical lines according to its hough transform.
4. Calculate the number of the horizontal lines using the gradient of the image.

The detailed process of the CHG algorithm is showed in Fig. 45.8. In Fig. 45.8e,
the white squares are the extreme points in the hough transform matrix, which
indicate the lines in the beacon image. The positions of the vertical lines are
obvious in the hough transform matrix, which locate at θ = 0° in the hough
transform. It is easy to find the center between two vertical lines. According to the
gradient of the image, the number of the horizontal lines can be calculated. The
Accuracy of the algorithm is showed in Table 45.1.

45.4 Experiment Results

A robot has been installed the optical-flow sensor array and performed the exper-
iment of moving in a straight line and moving in a circle, as showed in Fig. 45.9.
The trajectories of the robot are measured by the optical-flow sensor array and
showed as Fig. 45.10. And Table 45.2 is the experiment result.

According to Table 45.2 we know that the error range of the optical-flow
positioning system is within ±3 cm, which is more accurate than GPS and ultra-
sonic positioning. The accuracy of optical-flow sensor array means it is able to
serve the robot for indoor and outdoor localization.

Table 45.1 The accuracy of the CHG algorithm

Angle −180° −90° −45° 0° 90° Accuracy (%)

The 143rd beacon Correct Correct Correct Correct Correct 100
The 236th beacon Correct Correct Incorrect Correct Correct 80
The 322nd beacon Correct Correct Correct Correct Correct 100
The 435th beacon Correct Correct Correct Correct Correct 100
The 531st beacon Correct Correct Correct Correct Correct 100
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45.5 Conclusion

In this chapter, we modified the optical-flow sensor using camera lens and designed
a special arrangement of the sensor array, in which every two optical-flow sensors
worked as a pair. The imaging capability of optical mouse sensors is exploited and

Fig. 45.9 Motion experiment of robot with optical-flow sensor array

Fig. 45.10 The measured trajectory

Table 45.2 Experiment results

Number 1 2 3 4 5

X error range (m) ±0.0183 ±0.0178 ±0.0245 ±0.0232 ±0.0239
Y error range (m) ±0.0264 ±0.0272 ±0.0101 ±0.0214 ±0.0297
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we proposed a beacon based calibration approach for eliminating accumulative
errors. The beacons carry the message of their global position, which is used to
calibrate the errors of the optical-flow positioning. And the CHG algorithm is
proposed to identify the beacon image. Both the results of the experiment of the
CHG algorithm and the positioning of the robot using optical-flow system are
showed in this paper as well. Both of the CHG algorithm and the positioning
system are reliable according to the experiment results.
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Chapter 46
Composite Continuous Anti-disturbance
Autopilot Design for Missile System
with Mismatched Disturbances

Xinge Liu, Haibin Sun and Jiayuan Shan

Abstract In this paper, the problem of autopilot design for missile system with

mismatched disturbances is considered via a sliding mode control method and fi-

nite time disturbance observer. Firstly, a finite time disturbance observer is designed

to estimate the mismatched disturbances. Secondly, based on disturbance estimation

values and traditional sliding mode surface, a novel sliding mode surface is con-

structed. Thirdly, a composite continuous anti-disturbance autopilot is developed,

which can guarantee system output converge to reference signal. Finally, a simula-

tion result is presented to demonstrate the effectiveness of the proposed scheme.

Keywords Missile system ⋅ Anti-disturbance autopilot ⋅ Mismatched

disturbances ⋅ Sliding mode control ⋅ Finite time disturbance observer

46.1 Introduction

In the past decades, the autopilot design problem for missile system has been attract-

ing more and more attention [1]. Because of existing many kinds of disturbances in

missile system, it needs to improve the anti-disturbance performance of autopilot.

Disturbance observer based control method is a feasible way to improve the anti-

disturbance performance of the missile system. Disturbance observer is presented
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in 1980s, and it has been used to many kinds of fields, for example robotic sys-

tems [2], hard disk drive systems [3–5], grinding systems [6, 7], hypersonic vehicles

[8, 9], spacecraft systems [10, 11], and the references therein. Based on nonlinear

disturbance observer technique and nonlinear dynamic inversion method, a com-

posite anti-disturbance autopilot scheme is proposed in [12]. In [13], a composite

hierarchical anti-disturbance autopilot design scheme is proposed for missile sys-

tem with multiple disturbances, where the feedback control law is designed based

on nonlinear dynamic inversion.

In the above literature, matched disturbances are only considered for missile

systems. In [14], a composite anti-disturbance autopilot design is investigated for

missile system with mismatched disturbances, in which an appropriate disturbance

compensation gain is designed to remove the influence of mismatched disturbances

for missile system from system output channels. And the composite controller only

guarantees the closed-loop system input-to-state stability.

In this paper, a novel composite continuous anti-disturbance autopilot is devel-

oped for missile system with mismatched disturbances. The composite continuous

anti-disturbance autopilot is proposed via sliding mode control method and finite

time disturbance observer, which can guarantee system output converge to zero in

the presence of mismatched disturbances. By designing a novel sliding mode surface

based on disturbance estimation values, the composite anti-disturbance autopilot is

obtained. Using the Lyapunov function theory, the stability analysis of the closed-

loop system is established. Finally, a simulation result is presented to demonstrate

the effectiveness of the proposed scheme.

46.2 Model and Problem Formulation

According to [14], the longitudinal model of missile system with mismatched dis-

turbances can be presented as

�̇� = f1(𝛼) + b1(𝛼)𝛿 + q + d1,
q̇ = f2(𝛼) + b2𝛿 + d2, (46.1)

where 𝛼, 𝛿, q denote attack angle, tail angle, and pitch rate. Nonlinear functions f1(𝛼),
f2(𝛼), b1(𝛼) and b2 are determined by aerodynamic parameter. d1 and d2 are the

lumped disturbances, including unmodelled dynamics, external disturbances, and

aerodynamic parameter uncertainties. For instance, when the velocity and the alti-

tude of missile are 3 Mach and 6095m (20,000 ft), respectively, and attack angle

satisfies |𝛼| ≤ 20deg, then f1(𝛼), f2(𝛼), b1(𝛼) and b2 are given as follows
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f1(𝛼) =
180QS
𝜋WV

cos( 𝜋𝛼
180

)(1.03 × 10−4𝛼3 − 9.45 × 10−3𝛼|𝛼| − 1.7 × 10−1𝛼),

f2(𝛼) =
180QSd
𝜋Iyy

(2.15 × 10−4𝛼3 − 1.95 × 10−2𝛼|𝛼| + 5.1 × 10−2𝛼),

b1(𝛼) = −3.4 × 10−2
180gQS
𝜋WV

cos( 𝜋𝛼
180

), b2 = −0.206180QSd
𝜋Iyy

,

where W, Iyy,V , S,Q, d, g mean weight, pitch moment of inertia, velocity, reference

area, reference diameter, dynamic pressure, and gravitational acceleration, respec-

tively. The tail fin actuator dynamics are modelled by a first-order lag

�̇� = 1
t1
(−𝛿 + 𝜈) + d3, (46.2)

where 𝜈, t1 imply the commanded fin defection and time constant, respectively. d3 is

an external disturbance of system caused by the vibration of the airstream.

Assumption 1 ([17, 18]) The lumped disturbances satisfy the following condition

|d̈i| ≤ Li, where Li are known constants, i = 1, 2, 3.

By [12], the system output is defined as

y = 𝛼 + kqq, (46.3)

where kq is a constant. Based on system equation and system output, the dynamic

equation of system output can be presented as

ẏ = y1 + d1 + kqd2,

ẏ1 = m + (b1(𝛼) + kqb2)(
1
t1
(−𝛿 + 𝜈)) + (b1(𝛼) + kqb2)d3 + m1d1 + d2, (46.4)

where

y1 = f1(𝛼) + q + b1(𝛼)𝛿 + kq(f2 + b2𝛿),

m = m1(f1(𝛼) + q + b1(𝛼)𝛿) + f2(𝛼) + b2𝛿, m1 = (
𝜕f1
𝜕𝛼

+ kq
𝜕f2
𝜕𝛼

+
𝜕b1
𝜕𝛼

𝛿).

Choose the tracking trajectory of system output as yr(t), and define the tracking

error as

e1 = y − yr, e2 = y1 − ẏr. (46.5)
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The error system can be developed as

ė1 = e2 + d1 + kqd2, (46.6)

ė2 = m − ÿr + (b1(𝛼) + kqb2)(
1
t1
(−𝛿 + 𝜈)) + (b1(𝛼) + kqb2)d3 + m1d1 + d2.

46.3 Composite Anti-disturbance Autopilot Design

46.3.1 Finite Time Disturbance Observer Design

Borrowed from [17, 18], a finite time disturbance observer is designed as

ż0j = 𝜈0j + x̄j, ż1j = 𝜈1j, ⋯ , ż2j = −𝜆2Ljsign(z2j − 𝜈1j),

𝜈0j = −𝜆0L
1
3
j |z0j − xj|

2
3 sign(z0j − xj) + z1j,

𝜈1j = −𝜆1L
1∕2
j |zij − 𝜈0j|

1
2 sign(zij − 𝜈0j) + z2j, (46.7)

where j = 1, 2, 3, x̄1 = f1(𝛼) + b1(𝛼)𝛿 + q, x̄2 = f2(𝛼) + b2𝛿, x̄3 = 1
t1
(−𝛿 + 𝜈),

x1 = 𝛼, x2 = q, x3 = 𝛿, 𝜆0, 𝜆1, 𝜆2 are the observer coefficients to be designed,

z01, z02, z03, z1j, z2j are the estimates of 𝛼, q, 𝛿, dj, ḋj, respectively.

The observer error dynamics are obtained

ė0j = −𝜆0L
1
3
j |e0j|

2
3 sign(e0j) + e1j,

ė1j = −𝜆1L
1
2
j |eij − ė(0j|

1
2 sign(eij − ė(i−1)j) + e(i+1)j,

ė2j = −𝜆2Ljsign(e2j − ė1j) − d̈j, (46.8)

where the observer errors are defined as e01 = z01 − 𝛼, e02 = z02 − q, e03 = z03 − 𝛿,

e1j = z1j − dj, and e2j = z2j − ḋj. According to [17, 18] and Assumption 1, the

observer error system is finite time stable, i.e., there exists a finite time instant t1
such that e1j ≡ 0, e2j ≡ 0,⋯ , e3j ≡ 0, e0j ≡ 0 for t > t1.

When t > t1, the system (46.7) is changed to

ż0j = z1j + x̄j, ż1j = z2j. (46.9)
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46.3.2 Composite Continuous Anti-disturbance
Autopilot Design

Introducing the estimation values of disturbances into system (46.6), yields

ė1 = e2 + z11 + kqz12 − e11 − kqe12,

ė2 = m − ÿr + (b1(𝛼) + kqb2)(
1
t1
(−𝛿 + 𝜈)) + (b1(𝛼) + kqb2)z13 + m1z11 + z12

−(b1(𝛼) + kqb2)e13 − m1e11 − e12. (46.10)

When t > t1, e11 = e12 = e13 = 0, the system (46.10) reduces to

ė1 = e2 + z11 + kqz12, (46.11)

ė2 = m − ÿr + (b1(𝛼) + kqb2)(
1
t1
(−𝛿 + 𝜈)) + (b1(𝛼) + kqb2)z13 + m1z11 + z12.

In the next, the composite continuous anti-disturbance autopilot is designed based

on system (46.11).

Inspired by [15], a sliding mode surface with disturbance estimation value is

designed as

s = c1e1 + e2 + z11 + kqz12. (46.12)

where c1 > 0.

The proposed composite continuous anti-disturbance autopilot is developed as

𝜈 = 𝛿 −
t1

b1(𝛼) + kqb2
(c1e2 + m − ÿr + z21 + kqz22 + z12

+(b1(𝛼) + kqb2)z13 + m1z11 + k1s + k2|s|𝜃sign(s)), (46.13)

where k1 > 0, k2 > 0, 0 < 𝜃 < 1.

Theorem 1 Consider the error system (46.6) with mismatched disturbances. If as-
sumption 1 holds and a composite continuous anti-disturbance autopilot is designed
as (46.13), then the system output asymptotically converges to zero.

Proof First, we proof the system output can converge to zero when t > t1. Choose

the Lyapunov function as

Vs =
1
2
s2. (46.14)
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Computing the first derivative of (46.14) along system trajectory (46.11), yields

V̇s = s(c1e2 + m − ÿr + (b1(𝛼) + kqb2)(
1
t1
(−𝛿 + 𝜈))

+(b1(𝛼) + kqb2)z13 + m1z11 + z12 + z21 + kqz22). (46.15)

Substituting (46.13) into (46.15), we have

V̇s = s(−k1s − k2|s|𝜃sign(s)) = −k1s2 − k2|s|𝜃+1

= −2k1Vs − 2
𝜃+1
2 k2V

𝜃+1
2

s . (46.16)

According to [19], system trajectory can reach sliding mode surface in finite time.

When s = 0, we obtain

ė1 = −c1e1, (46.17)

which implies e1 can converge to zero when t > t1.

Secondly, we present the system trajectories (46.6) and (46.13) will not escape

to the infinity in any time interval [0, t1]. Define a finite time bounded function

B(e1, ẽ2, s) =
1
2
(e21 + ẽ22 + s2), where ẽ2 = e2 + z11 + kqz12. Note that |s|𝜃 ≤ 1 + |s|.

Taking the derivative of B(e1, ẽ2, s) along system trajectory and after some simple

calculation, we obtain

Ḃ(e1, ẽ2, s) ≤ Kv1B(e1, ẽ2, s) + Lv1, (46.18)

where Kv1 = max{1+ kq
2
,
k1
2
+2+ b̄

2
+ |m|1

2
, 1+k1 +

3k2
2
+ b̄

2
+ |m1|

2
}, Lv1 = max{1

2
e211 +

kq
2
e212 +

1
2
+ b̄e13

2
+ |m|1

2
e211 +

e212
2
+ b̄

2
e213 +

|m1|

2
e211 +

1
2
e212}, b̄ = 3.4 × 10−2 180gQS

𝜋WV
+

0.206180QSd
𝜋Iyy

. Kv1 and Lv1 are bounded constants due to the boundness of e11, e12, e13,
and angle 𝛼. It can be concluded from (46.18) that B(e1, ẽ2), s and so e1, ẽ2, s will

not escape in finite time [20]. From the above analysis, we obtain system output y
can track the reference signal yr.

46.4 Simulation

In this section, the simulation result is presented to illustrate the effectiveness of the

proposed method.

The parameters of missile system is listed in Table 46.1.

The initial state of missile system is chosen as [𝛼, q, 𝛿] = [0, 0, 0]deg. Select the

reference output as yr
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Table 46.1 The physical meaning and values of missile system

Physical meaning Symbol Values

Mass W 4,410 kg

Velocity V 947.6 m/s

Moment of inertia Iyy 247.44 kg ⋅m
2

Dynamic pressure Q 293,638 N/m
2

Reference area S 0.04087 m
2

Reference diameter d 0.229 m

Gravitational constant g 9.8 m/s
2

Time constant t1 0.1 s

yr =
{

10 deg, 0 ≤ t < 4;
0, else t.

The controller parameters are listed as follows.

k1 = 10, k2 = 20, c = 6, L1 = L2 = L3 = 200, 𝜆0 = 2, 𝜆1 = 1.5, 𝜆2 = 1.1.

Case I: External disturbance rejection ability

In this subsection, the tracking performance of missile system under external dis-

turbances is tested. The external disturbances are taken as d1(t) = 0.2, d2(t) = 0.3,
d3(t) = 0.2 at 10 < t ≤ 15s, d1(t) = 0.1 + 0.2 cos(t), d2(t) = 0.15 + 0.1 sin(t),
d3(t) = 0.2 + 0.1 cos(t) at 15 < t ≤ 25s. Curves of both the output and input under

control method are given in Figs. 46.1 and 46.2.

It can be observed from Fig. 46.1 that the proposed method can guarantee system

output track the reference signal and has a good anti-disturbance performance.

Case II: Robustness against model uncertainties

The robustness against model uncertainties of the proposed method is demon-

strated in this part. To investigate the performance of robustness, we choose the

model uncertainties as follows. Both f1(𝛼) and f2(𝛼) have variations of +20%.

Fig. 46.1 Curves of system

output y and reference

output yr under external

disturbances
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Fig. 46.2 Curves of control

input 𝜈 under external

disturbances
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Fig. 46.3 Curves of system

output y and reference

output yr under model

uncertainties
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Fig. 46.4 Curves of control

input 𝜈 under model

uncertainties
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Curve of system output under the proposed control method is given in Fig. 46.3.

It can be seen that the closed-loop system has a good robustness performance and

the output can track the reference signal. The control input is presented in Fig. 46.4.

46.5 Conclusions

The composite continuous anti-disturbance autopilot design has been investigated for

missile system with mismatched disturbances via sliding mode control method and

finite time disturbance observer technique in this paper. Using the Lyapunov function
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theory, the stability of the closed-loop system has been analyzed. And the obtained

autopilot can guarantee system output converge to zero. Finally, the simulation result

has been given to demonstrate the effectiveness of the proposed method.
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Chapter 47
On Three-Player Potential Games

Xinyun Liu and Jiandong Zhu

Abstract In this paper, some new criteria for detecting whether a 3-player game

is potential are proposed by solving potential equations. When a 3-player game is

potential, the potential function is constructively expressed.

Keywords Three-player game ⋅ Potential game ⋅ Potential equation ⋅ Semi-tensor

product

47.1 Introduction

Rosenthal first proposed the concept of potential game [1]. A game is said to be

potential if it admits a potential function. For a potential game, the Nash equilibrium

problem can be transformed into the maximum problem of the potential function. An

natural problem is how to check whether a game is potential. Monderer and Shap-

ley proposed necessary and sufficient conditions for potential games [2]. But it is

required to verify all the simple closed paths with length 4 for any pair of players.

Hino gave an improved condition for detecting potential games [3], which has a lower

complexity than that of [2] due to that only the adjacent pairs of strategies of two

players need to check. Game decomposition is also an important method for poten-

tial games [4, 5] and some new necessary and sufficient conditions are obtained for

detecting whether a finite game is potential. In [6], some testing equations are pro-

posed to verify potential games, but the number of the obtained verification equations

is not the minimum.

Recently, Cheng developed a semi-tensor product method to deal with games

including potential games, networked games and evolutionary games [7–10]. In [7],

a linear system, called potential equation, is proposed, and then it is proved that the

game is potential if and only if the potential equation is solvable. With a solution of

the potential equation, the potential function can be directly calculated.
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A natural question is how to establish the connection between the potential equa-

tion proposed by Cheng and the other criteria of potential games. Moreover, an inter-

esting problem is how to get the verification equations with the minimum number.

In this paper, we investigate the solvability of the potential equation for three-player

games. An equivalence transformation is constructed to convert the augmented

matrix of the potential equation into a row echelon form. Based on this technique,

some new necessary and sufficient conditions for potential games are obtained. For

potential games, a new formula to calculate potential functions is proposed. Based

on the obtained results, it is revealed the connection between the potential equation

and the other results on potential games.

Throughout the paper, denote the k × k identity matrix by Ik, the ith column of

Ik by 𝛿
i
k, the n-dimensional column vector whose entries are all equal to 1 by 𝟏k,

Kronecker product by ⊗ and the real number field by ℝ.

47.2 Preliminaries

Definition 1 (see [2]) A 3-payer finite game is a triple  = ( ,  , ), where

(i)  = {1, 2, 3} is the set of 3 players;

(ii)  = 1 × 2 × 3 is the strategy set, where 1 = {s11, s
1
2,… , s1k1}, 2 =

{s21, s
2
2,… , s2k2} and 3 = {s31, s

3
2,… , s3k3} are the strategy sets of players 1, 2

and 3 respectively;

(iii)  = {c1, c2, c3} is the set of payoff functions, where every ci ∶  → ℝ is the

payoff function of players 1, 2 and 3 respectively.

Definition 2 (see [2]) A 3- player finite game  = ( ,  , ) is said to be potential

if there exists a function p ∶  → ℝ, called the potential function, such that

c1(x1, s2, s3) − c1(y1, s2, s3) = p(x1, s2, s3) − p(y1, s2, s3) (47.1)

c2(s1, x2, s3) − c2(s1, y2, s3) = p(s1, x2, s3) − p(s1, y2, s3) (47.2)

c3(s1, s2, x3) − c3(s1, s2, y3) = p(s1, s2, x3) − p(s1, s2, y3) (47.3)

hold for all x1, y1, s1 ∈ S1, x2, y2, s2 ∈ S2 and x3, y3, s3 ∈ S3.

Lemma 1 A 3-player finite game  = ( ,  , ) is potential if and only if there
exist functions d1 ∶ S2 × S3 → ℝ, d2 ∶ S1 × S3 → ℝ, d3 ∶ S2 × S3 → ℝ, and
p ∶  → ℝ such that

c1(x1, x2, x3) = p(x1, x2, x3) + d1(x2, x3), (47.4)

c2(x1, x2, x3) = p(x1, x2, x3) + d2(x1, x3), (47.5)

c3(x1, x2, x3) = p(x1, x2, x3) + d3(x1, x2) (47.6)
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hold for all x1 ∈ S1, x2 ∈ S2, and x3 ∈ S3, where p(x1, x2, x3) is the potential
function.

Definition 3 (see [7]) Assume A ∈ ℝm×n
, B ∈ ℝp×q

. Let 𝛼 = lcm(n, p) be the least

common multiple of n and p. The left semi-tensor product of A and B is defined as

A ⋉ B = (A ⊗ I 𝛼

n
)(B ⊗ I 𝛼

p
).

Since the left semi-tensor product is a generalization of the traditional matrix prod-

uct, the left semi-tensor product A⋉B can be directly written as AB. Identifying each

strategy si
j with the logical vector 𝛿

j
ki

for i = 1, 2,… , n and j = 1, 2,… , ki, Cheng

gave a new expression of the payoff functions shown in the following lemma using

the left semi-tensor product [8].

Lemma 2 (see [8]) Let xi ∈ i be any strategy expressed in the form of logical
vectors. Then, for any payoff function ci of a finite game  shown in Definition 1,
there exists a unique row vector Vc

i ∈ ℝk1k2k3 such that

ci(x1, x2, x3) = Vc
i x1x2x3, (47.7)

where Vc
i is called the structure vector of ci and i = 1, 2,… , n.

In [8], the potential equation is proposed as follows:

[
−𝛹1 𝛹2 0
−𝛹1 0 𝛹3

] ⎡
⎢
⎢
⎣

𝜉1
𝜉2
𝜉3

⎤
⎥
⎥
⎦

=
[
(Vc

2 − Vc
1)

T

(Vc
3 − Vc

1)
T

]

(47.8)

where 𝛹1 = 𝟏k1 ⊗ Ik2k3 , 𝛹2 = Ik1 ⊗ 𝟏k2 ⊗ Ik3 , 𝛹3 = Ik1k2 ⊗ 𝟏k3

Theorem 1 (see [10]) A finite game  shown in Definition 1 is a potential game if
and only if the potential Eq. (47.6) has a solution 𝜉. Moreover, as (47.6) holds, the
potential function p can be calculated by

(Vp)T = (Vc
1)

T − (𝟏k1 ⊗ Ik2k3 )𝜉1, (47.9)

where Vp is the structure vector of p.

47.3 Main Results

Our main method is transforming the potential equation into a row echelon form. For

constructing the transformation matrix, we first give a useful lemma as follows:

Lemma 3 Let Bk = [Ik−1 − 𝟏k−1] ∈ ℝ(k−1)×k and Dk = [Ik−1 0] ∈ ℝ(k−1)×k
. Then

Bk𝟏k = Dk𝛿
k
k = 0, BkDT

k = DkDT
k = Ik−1, Ik = DT

k Bk + 𝟏k(𝛿k
k )

T and
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DT
k1

Bk1 ⊗ 𝟏k2 (𝛿
k2
k2
)T + Ik1 ⊗ DT

k2
Bk2 = DT

k1k2
Bk1k2 . (47.10)

Proof The equalities expect (47.10) are obvious. Moreover,

DT
k1

Bk1 ⊗ 𝟏k2 (𝛿
k2
k2
)T + Ik1 ⊗ DT

k2
Bk2

= (Ik1 − 𝟏k1 (𝛿
k1
k1
)T)⊗ 𝟏k2 (𝛿

k2
k2
)T + Ik1 ⊗ DT

k2
Bk2

= Ik1 ⊗ 𝟏k2 (𝛿
k2
k2
)T − 𝟏k1k2 (𝛿

k1k2
k1k2

)T + Ik1 ⊗ DT
k2

Bk2

= Ik1k2 − 𝟏k1k2 (𝛿
k1k2
k1k2

)T

= DT
k1k2

Bk1k2 . (47.11)

Theorem 2 Consider the 3-player finite game  = ( ,  , ) described in Defi-
nition 1. Let Bk = [Ik−1 𝟏k−1]. Then  is a potential game if and only if one of the
following statements holds:
(i)

⎡
⎢
⎢
⎢
⎣

Bk1 ⊗ Bk2 ⊗ (𝛿k3
k3
)T − Bk1 ⊗ Bk2 ⊗ (𝛿k3

k3
)T

Bk1 ⊗ Ik2 ⊗ Bk3 0
0 Ik1 ⊗ Bk2 ⊗ Bk3

⎤
⎥
⎥
⎥
⎦

[
(Vc

3 − Vc
1)

T

(Vc
3 − Vc

2)
T

]

= 0; (47.12)

(ii)

⎧
⎪
⎨
⎪
⎩

(Bk1 ⊗ Bk2 ⊗ (𝛿k3
k3
)T)(Vc

2 − Vc
1)

T = 0,
(Ik1 ⊗ Bk2 ⊗ Bk3 )(V

c
3 − Vc

2)
T = 0,

(Bk1 ⊗ Ik2 ⊗ Bk3 )(V
c
3 − Vc

1)
T = 0;

(47.13)

(iii)

⎧
⎪
⎨
⎪
⎩

(Bk1 ⊗ Bk2 ⊗ Ik3 )(V
c
2 − Vc

1)
T = 0,

(Ik1 ⊗ Bk2 ⊗ Bk3 )(V
c
3 − Vc

2)
T = 0,

(Bk1 ⊗ Ik2 ⊗ Bk3 )(V
c
3 − Vc

1)
T = 0.

(47.14)

Proof Multiplying (47.8) on the left by

[
0 1
−1 1

]

⊗Ik1k2k3 , we equivalently transform

the potential Eq. (47.8) into

[
−𝛹1 0 𝛹3
0 −𝛹2 𝛹3

] ⎡
⎢
⎢
⎣

𝜉1
𝜉2
𝜉3

⎤
⎥
⎥
⎦

=
[
(Vc

3 − Vc
1)

T

(Vc
3 − Vc

2)
T

]

. (47.15)
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By Theorem 1, we only need to consider the solvability of (47.15). Construct a

transformation matrix as follows

T =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−(𝛿k1
k1
)T ⊗ Ik2k3 0

0 −Ik1 ⊗ (𝛿k2
k2
)T ⊗ Ik3

Dk1k2(D
T
k1

Bk1⊗𝟏k2 (𝛿
k2
k2
)T⊗(𝛿k3

k3
)T) Dk1k2 (Ik1⊗DT

k1
Bk1⊗(𝛿k3

k3
)T)

Bk1 ⊗ Bk2 ⊗ (𝛿k3
k3
)T − Bk1 ⊗ Bk2 ⊗ (𝛿k3

k3
)T

Bk1 ⊗ Ik2 ⊗ Bk3 0

0 Ik1 ⊗ Bk2 ⊗ Bk3

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, (47.16)

where Bk and Dk are defined in Lemma 3. It is easy to check that T is a 2k1k2k3-

dimensional square matrix. We first prove that T is nonsingular. Let

ST =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−𝟏Tk1 ⊗ Ik2k3 0

0 −Ik1 ⊗ 𝟏Tk2 ⊗ Ik3

Dk1k2(B
T
k1

Dk1⊗Ik2 ⊗ 𝟏Tk3 ) Dk1k2(Ik1 ⊗ BT
k2

Dk2⊗𝟏Tk3 )

Dk1⊗Dk2 ⊗ 𝟏Tk3 0

Dk1⊗ Ik2 ⊗Dk3 0

0 Ik1⊗ Dk2 ⊗Dk3

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (47.17)

By Lemma 3, it is easy to check that TS = I2k1k2k3 , which implies that T is nonsingular.

Multiplying (47.15) on the left by T , we get the equivalent equation of (47.15) as

follows:

⎡
⎢
⎢
⎢
⎢
⎣

Ik2k3 0 −(𝛿k1
k1
)T⊗Ik2⊗𝟏k3

0 Ik1k3 −Ik1⊗(𝛿k2
k2
)T⊗𝟏k3

0 0 Bk1k2
0 0 0

⎤
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎣

𝜉1
𝜉2
𝜉3

⎤
⎥
⎥
⎦

= T
[
(Vc

3 − Vc
1)

T

(Vc
3 − Vc

2)
T

]

. (47.18)

Considering the coefficient matrix of (47.18) is in a row echelon form, we know

that (47.18) is solvable with respect to 𝜉 if and only if (47.12) holds. Moreover, the
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equivalence of (47.12) and (47.13) is evident. To show the equivalence of (47.13)

and (47.14), we only need to prove the first equation of (47.14) by virtue of (47.13).

Assume that the equations in (47.13) hold. Then

(Bk1 ⊗ Bk2 ⊗ Ik3 )(V
c
2 − Vc

1)
T

= (Bk1 ⊗ Bk2 ⊗ (DT

k3
Bk3 + 𝟏k3 (𝛿

k3
k3
)T))(Vc

2 − Vc
1)

T

= (Bk1 ⊗ Bk2 ⊗ DT

k3
Bk3 )(V

c
3 − Vc

1)
T

− (Bk1 ⊗ Bk2 ⊗ DT

k3
Bk3 )(V

c
3 − Vc

2)
T

+ (Bk1 ⊗ Bk2 ⊗ 𝟏k3 (𝛿
k3
k3
)T))(Vc

2 − Vc
1)

T

= (Ik1 ⊗ Bk2 ⊗ DT

k3
)(Bk1 ⊗ Ik2 ⊗ Bk3 )(V

c
3 − Vc

1)
T

− (Bk1 ⊗ Ik2 ⊗ DT

k3
)(Ik1 ⊗ Bk2 ⊗ Bk3 )(V

c
3 − Vc

2)
T

+ (Ik1k2 ⊗ 𝟏k3 )(Bk1 ⊗ Bk2 ⊗ (𝛿k3
k3
)T)(Vc

2 − Vc
1)

T

= 0. (47.19)

So the proof is completed.

Theorem 3 If the 3-player finite game  = ( ,  , ) described in Definition 1 is
potential, then the potential function is given by

p(x1, x2, x3) = Vpx1x2x3, (47.20)

where

(Vp)T = (Vc
1)

T + (𝟏k1 (𝛿
k1
k1
)T ⊗ Ik2k3 )(V

c
3 − Vc

1)
T

− (𝟏k1 (𝛿
k1
k1
)T⊗DT

k2
Bk2⊗𝟏k3(𝛿

k3
k3
)T)(Vc

3 − Vc
2)

T

+ c𝟏k1k2k3 . (47.21)

Proof The third equation of (47.18) is just

[Ik1k2−1 −𝟏k1k2−1]𝜉3 = Dk1k2(D
T
k1

Bk1⊗𝟏k2 (𝛿
k2
k2
)T⊗(𝛿k3

k3
)T)(Vc

3 − Vc
1)

T

+Dk1k2 (Ik1⊗DT
k1

Bk1⊗(𝛿k3
k3
)T)(Vc

3 − Vc
2)

T
. (47.22)

Solving the above equation, we have

𝜉3 = (DT
k1

Bk1⊗𝟏k2 (𝛿
k2
k2
)T⊗(𝛿k3

k3
)T)(Vc

3 − Vc
1)

T

+ (Ik1⊗DT
k1

Bk1⊗(𝛿k3
k3
)T)(Vc

3 − Vc
2)

T − c𝟏k1k2 , (47.23)
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where c is an arbitrary constant. Then, from the first equation of (47.18), it follows

that

𝜉1 = −((𝛿k1
k1
)T ⊗ Ik2k3 )(V

c
3 − Vc

1)
T + ((𝛿k1

k1
)T ⊗ Ik2 ⊗ 𝟏k3 )𝜉3

= ((𝛿k1
k1
)T ⊗ Ik2k3 )(V

c
3 − Vc

1)
T

+ ((𝛿k1
k1
)T ⊗ DT

k1
Bk1 ⊗ 𝟏k3 (𝛿

k3
k3
)T)(Vc

3Vc
2)

T − c𝟏k2k3 . (47.24)

Substituting 𝜉1 into (47.9) yields (47.21).

Remark 1 Theorem 2 gives new necessary and sufficient conditions for finite poten-

tial games. The number of the equations in (47.12) is minimal. The equations in

(47.14) establish the connection between the potential equation and the four-cycle

conditions proposed in [2] and [6].

47.4 An Example

Consider a three-player finite game  with k1 = k3 = 2, k2 = 3 and payoff matrix

C = (c𝜇i1i2i3
). Let the relative payoff matrix be

R =

[
r1111 r1112 r1121 r1122 r1131 r1132 r1211 r1212 r1221 r1222 r1231 r1232
r2111 r2112 r2121 r2122 r2131 r2132 r2211 r2212 r2221 r2222 r2231 r2232

]

,

where each r𝜇i1i2i3
= c3i1i2i3

− c𝜇i1i2i3
for 𝜇 = 1, 2. A computation shows that the

coefficient matrix of (47.12) is

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 1 0 0 0 −1 0 −1 0 0 0 1 0 −1 0 0 0 1 0 1 0 0 0 −1
0 0 0 1 0 −1 0 0 0 −1 0 1 0 0 0 −1 0 1 0 0 0 1 0 −1
1 −1 0 0 0 0 −1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 −1 0 0 0 0 −1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 −1 0 0 0 0 −1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 −1 0 0 −1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 −1 −1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 −1 0 0 −1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 −1 −1 1

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.
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Thus, by Theorem 2, the game is a potential game if and only if

⎧
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎩

r1112−r1132−r1212+r1232−r2112+r2132+r2212−r2232 =0,
r1122−r1132−r1222+r1232−r2122+r2132+r2222−r2232 =0,
r1111 − r1112 − r1211 + r1212 = 0,
r1121 − r1122 − r1221 + r1222 = 0,
r1131 − r1132 − r1231 + r1232 = 0,
r2111 − r2112 − r2131 + r2132 = 0,
r2121 − r2122 − r2131 + r2132 = 0,
r2211 − r2212 − r2231 + r2232 = 0,
r2221 − r2222 − r2231 + r2232 = 0.

The minimal number of equations for detecting whether  is potential is 9.

47.5 Conclusions

For detecting whether a three-player game is potential, new necessary and sufficient

conditions have been obtained by investigating the potential equations. The num-

ber of the obtained verification equalities is minimal. The connections between the

potential equations and the existing results on potential games have been revealed.
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Chapter 48
Flocking of Multi-Agent Systems
with Multiple Virtual Leaders Based
on Connectivity Preservation Approach

Zonggang Li, Chen Na and Guangming Xie

Abstract In this paper, we investigate the problem of flocking with multiple virtual

leader based on connectivity preserving. The basic idea is stated as follows: accord-

ing to design stable control law with a navigation feedback term the follow agents

equipped with virtual leaders. The velocity of the center of the mass of agents will

exponentially converge to weighted average velocity of the virtual leaders by the

information navigation of virtual leaders, finally approach to the same. The certain

distance between every agent is kept and eventually form flocking due to the intro-

duction of the artificial potential function. And on this basis we assume that the

initial network is connected and the control law make the network of the multi-agent

system preserving connectivity.

Keywords Multi-agent ⋅ Flocking ⋅Multiple virtual leaders ⋅ Connectivity preser-

vation approach

48.1 Introduction

Flocking widely exists in nature. Biologists pay attention to the coordination mech-

anism between individuals in the group of Flocking [1, 2]. At the same time, the

flocking of multi-agent system is also important in engineering field. Such as appli-

cation of sense networks, robot team control and Unmanned Air Vehicles [3], all of

this reflect the important projects application value of flocking. The classical flock-

ing model was proposed from the act of bird flight in 1987s by Reynolds [1] form

of three rules: (1) Separation: avoid collision with nearby agents; (2) Alignment:
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attempt to match velocity with nearby agents; (3) Cohesion: attempt stay close to

nearby agents. Gazi and Passion [4] proposed a kind of cluster model by using the

method of artificial potential function and studied stability. In 2006, Olfati Saber

[5] design a decentralized control strategy with three rules of Reynolds to make the

agent group of agents flock and avoid collision with obstacles. At the same time a

flocking algorithm with a single virtual leader was put forward. Su [6, 8] proposed

flocking with multiple virtual leaders based on connectivity preserving.

In this paper, we are interesting in the problem of flocking system with multi-

ple virtual leaders based on the topological graph whose connectivity is preserved.

Assume that the initial network topology of flocking system is connected and fol-

lowers movement under the leading of their respective corresponding virtual lead-

ers. Control law of agents is modeled by artificial potential function. The algorithm

proposed in this paper is illustrated by the theoretical tools and matrix analysis the-

ory. Group of agents leaded by their corresponding leader agents moving in the same

speed under the connected initial network.

The content of this paper is organized as follows. In Sect. 48.2, preliminaries

knowledge are introduced. Section 48.3 describes the dynamics modeling and prob-

lem statement of flocking system. Main results is given in Sect. 48.4. Section 48.5 is

conclusion.

48.2 Graph Theory

Consider a system which contains N individuals of multi-agents. The relationship

between every agent is descripted by information exchange topology, marked as G =
(V ,E,A), which consisting of a set of vertices V = {v1, v2,… , vN}, whose elements

represent agents in the group, and a set of edges E =
{
(vi, vj)| i, j = 1,… ,N

}

means that there is an edge which began with vi ended in vj. We define adjacent

matric A = [aij], if aij > 0, then (vi, vj) ∈ E, otherwise aij = 0. The neighboring set

of agent vi is denoted as Ni = {vj|(vj, vi) ∈ E, j = 1,… ,N}. Define di =
∑N

j=1 aij
is out-degree of the vertices vi, and D = diag{d1,… , dN} is out-degree matrix of

graph G, Laplacian matrix L = D − A. The path in G is a series of end to end

edge such as (vi, vj), (vj, vl),… , (vm, vn). Graph contains a spanning tree if there is

at least one vertex which has at least one path between other vertexes, and called

vertex is node. If this entire vertexes are nodes, denote G is strongly connected. G
is undirected if without spanning tree. If there is a path between vertexes vi to vj in

graphG(V ,E), called vj is reachable from vi, otherwise unreachable. Assume xi ∈ Rn

is state variable and yi ∈ Rm
is output variable. When t → ∞, if xi → xj, then called

the system is solvable state consensus problem; if yi → yj, then called the system is

solvable output consensus problem. Give a fixed point y0; when t → ∞, if yi → y0,

then called the system is solvable output tracking problem and definition of state

tracking is similar, i, j = 1, 2,… ,N.
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48.3 Dynamics Model and Problem Statement
of Flocking System

48.3.1 Dynamics Model of Flocking System

In this paper, N follow agents and M virtual leader agents are considered which

moving in an n-dimensional Euclidean space. The dynamic function of follow agents

vi is described by a double integrator of the form

q̇i = pi
ṗi = ui

, i = 1,… ,N (48.1)

where qi ∈ Rn
is the position vector of agent vi, Pi ∈ Rn

is its velocity vector and

ui ∈ Rn
is control input. The dynamic function of virtual leaders 𝛾i is described by

a double integrator of the form

q̇
𝛾i
= p

𝛾i
ṗ
𝛾i
= f

𝛾i
(q

𝛾i
,P

𝛾i
) , 𝛾j = 1,… ,M (48.2)

where q
𝛾j
, p

𝛾j
, f
𝛾j
(q

𝛾j
,P

𝛾j
) ∈ Rn

is the position vector, velocity vector and accelerate

vector of the virtual leader which is tracked by agent vi.
In this paper, the problem of control input is considered which make the velocity

of every agent reach to the velocity of tracked leader. Every agent can only detect the

velocity of virtual leader which is tracked by agent vi, and the neighborhood region

for agent vi is defined as:

Ni(t) = {j|𝜎(i, j)[t] = 1, j ≠ i, j = 1,… ,N}

Suppose that all agents own the same sensing radius r and the network which

combined with node and edge E can be described by an undirected graph G(t). The

communication topological edge between the agent vi according to the following

rules [7, 8]:

(i). The initial links are generated by

E(0) =
{
(vi, vj)| ∥ qi(0) − qj(0) ∥< r, i, j = 1,… ,N.

}
;

(ii). If (vi, vj) ∉ E at t−, but (vi, vj) ∈ E at t, then exist information interaction

between agent vi and vj at time t;
(iii). If ∥ qi(t) − qj(t) ∥≥ r at time t, then (vi, vj) ∉ E.
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Define a symmetric function 𝜎(i, j) to describe exist or without a link between

agent vi and vj at time t; which is denoted as

𝜎(i, j)[t] =
⎧
⎪
⎨
⎪
⎩

0, if 𝜎(i, j)[t−] = 0
⋂

r − 𝜖 ≤∥ qi(t)
−qj(t) ∥< r

⋃
∥ qi(t) − qj(t) ∥≥ r

1, if 𝜎(i, j)[t−] = 1
⋂

r − 𝜖 ≤∥ qi(t)
−qj(t) ∥< r

⋃
∥ qi(t) − qj(t) ∥< r − 𝜖

(48.3)

We can see that there is hysteresis in the process of adding new links when the

distant between two agents less than field radius.

In this paper, the purpose of control law that we proposed is to make the velocity of

all agents to gradually converge to the velocity of their corresponding virtual leaders,

and maintain an anticipant formation and a connected network by the guidance of

the virtual leaders.

48.3.2 Problem Statement

We define the controller of following agents as:

ui = 𝛼i + 𝛽i + 𝛾i (48.4)

where 𝛼i is the potential gradient and the function of it is to make all agent reach

expected formation and to preserve connected network; the second component 𝛽i is

velocity consensus term, which drives agents to reach the same velocity with their

corresponding virtual leaders; the last component 𝛾i is navigational feedback term,

which make agent vi to track their corresponding virtual leaders. Then the following

terms hold:

𝛼i = −
N∑

j∈Ni(t)
∇qi

𝛹 (‖‖
‖
qij − q

𝛾ij
‖
‖
‖
)

𝛽i = −
∑

j∈Ni(t)
wij(pij−p𝛾ij )

𝛾i = −c1(pi − p
𝛾i
) + f

𝛾i
(q

𝛾i
, p

𝛾i
)

(48.5)

where qij = qi − qj, q𝛾ij = q
𝛾i
− q

𝛾j
, denote c1 > 0 is weights of the navigational

feedback, weight wij = wji > 0, and p
𝛾

is the velocity of virtual leader. We define

the total energy is consist of the sum of the total relative artificial potential energy

between every follow agent and the total relative kinetic energy between all following

agents and their corresponding virtual leaders as following:

Q(q, p) = 1
2

N∑

i=1

(
∑

j∈Ni)
𝛹 (‖‖

‖
qij − q

𝛾ij
‖
‖
‖
) + (pi − p

𝛾i
)T (pi − p

𝛾i
)

)

(48.6)



48 Flocking of Multi-Agent Systems with Multiple Virtual Leaders . . . 469

where q = [qT1 ,… , qTn ]
T ∈ RnN

, p = [pT1 ,… , pTn ]
T ∈ RnN

, Q = Q(q, p, q
𝛾
, p

𝛾
).

Obviously,Q is a positive semi-definite function. When
‖
‖
‖
qij − q

𝛾ij
‖
‖
‖
∈ [0, r], artificial

potential function 𝛹 (‖‖
‖
qij − q

𝛾ij
‖
‖
‖
) is derivative, and the definition follow as:

(i) If
‖
‖
‖
qij − q

𝛾ij
‖
‖
‖
→ r, then the artificial potential function

𝜕𝛹 (‖‖
‖
qij−q𝛾ij

‖
‖
‖
)

𝜕
‖
‖
‖
qij−q𝛾ij

‖
‖
‖

> 0;

(ii) lim
‖
‖
‖
qij−q𝛾ij

‖
‖
‖
→0

[
𝜕𝛹 (‖‖

‖
qij−q𝛾ij

‖
‖
‖
)

𝜕
‖
‖
‖
qij−q𝛾ij

‖
‖
‖

⋅ 1
‖
‖
‖
qij−q𝛾ij

‖
‖
‖

]

is a nonnegative finite value;

(iii) 𝛹 (r) = Q̇ ∈ [Qmax,+∞), and Qmax = Q0 +M𝛹 (‖r − 𝜀‖),M = (N−2)(N−1)
2 .

The condition (i) indicates that the potential function is increased and it can drives

agent vi produce attraction between corresponding virtual leaders 𝛾i.
The condition (ii) indicates that the distance between agent vi and its correspond-

ing virtual leader 𝛾i approximate to zero, the gradient of potential function is equiv-

alent order or higher order infinitesimal. This property describes that there is a same

position between agent vi and virtual leader 𝛾i.
The condition (iii) indicates that the potential function is sufficiently large if the

distance between agent vi and its corresponding virtual leader 𝛾i trend to neighbour-

hood radius r. It can guarantee the links in the network connectivity preserving. The

potential function which satisfies these conditions is given by

𝛹 (‖‖
‖
qij − q

𝛾ij
‖
‖
‖
) =

‖
‖
‖
qij − q

𝛾ij
‖
‖
‖

2

r − ‖
‖
‖
qij − q

𝛾ij
‖
‖
‖
+ r2

Q′

(48.7)

48.4 Main Results and Theoretical Analysis

48.4.1 Main Results

The position and velocity of the center of mass (COM) of all agents in the group are

denoted as

q̄ =

N∑

i=1
qi

N
, p̄ =

N∑

i=1
pi

N
(48.8)

and the weighted average position and velocity of virtual leaders as
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q̄
𝛾
=

N∑

i=1
q
𝛾i

N
, p̄

𝛾
=

N∑

i=1
p
𝛾i

N
, 𝛾i ∈ {1, 2,… ,M} (48.9)

Theorem 1 Consider a system with N agents and which described by a dynamics
function (1), and the control input of each agent is (4). Suppose that the initial net-
work is connected and the initial energy Q0 = Q(q(0), p(0), q

𝛾
(0), p

𝛾
(0)) is a finite.

Then we can conclude the following statement:

(i) For anytime t, the network topology graphs G(t) preserve connectivity from
beginning to end;

(ii) The velocity of each agent approaches the desired velocity p
𝛾
asymptotically.

(iii) If the velocity of the center of mass of all agents is equal to the weighted aver-
age velocity of virtual leaders, then the velocity of the center of mass of all
agents will equal to the velocity of virtual leader all the way. If the velocities of
them are not equality, then the velocity of the center of mass of all agents will
convergence to the weighted average velocity of virtual leaders by exponent c1.

48.4.2 Theoretical Analysis

Firstly prove part (1) of Theorem 1. The position difference vector and the veloc-

ity difference vector between agent vi and their virtual leaders are respectively

labeled as: {
q̃i = qi − q

𝛾i
p̃i = pi − p

𝛾i

, i = 1,… ,N; (48.10)

Then {
̇̃qi = p̃i

̇̃p = ui − f
𝛾i
(q

𝛾i
, p

𝛾i
) , i = 1,… ,N. (48.11)

Function (48.11) can be inferred from (48.1) and (48.2). Thus the control input (48.4)

can be rewritten as

ui = −
∑

j∈Ni(t)
∇q̃i

𝛹 (‖‖
‖
q̃ij
‖
‖
‖
) −

∑

j∈Ni(t)
wij(p̃ij)

−c1(pi − p
𝛾i
) + f

𝛾i
(q

𝛾i
, p

𝛾i
)

(48.12)

and the energy function (48.6) can be rewritten as

Q(q̃, p̃) = 1
2

N∑

i=1

(
∑

j∈Ni(t)
𝛹 (‖‖

‖
q̃ij
‖
‖
‖
)

)

+
N∑

i=1
p̃Ti p̃i (48.13)
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where q̃ = col(q̃1,… , q̃N), p̃ = col(p̃1,… , p̃N), the derivative of energy function in

[tk+1, tk) is

Q̇(q̃, p̃) = 1
2

N∑

i=1

∑

j∈Ni(t)
�̇� (‖‖

‖
q̃ij
‖
‖
‖
) +

N∑

i=1
p̃Ti ̇̃pi

= −p̃T [L(t) + c1IN)⊗ In]p̃
(48.14)

Since L(t) is the Laplacian of the graph which is positive semi-definite [9], we have

Q̇(t) ≤ 0 in [t0, t1). So in [t0, t1) we can get

Q(t) ≤ Q0 ≤ Qmax. (48.15)

From the definition of artificial potential function, we have 𝛹 (r) ≤ Q0 ≤ Qmax.

So the distance of all links is not greater than r in [t0, t1). It indicate that all links

are not increasing at time t1. The hysteresis effect makes the potential energy which

produced by adding new edge is finite. Furthermore, we assume that there are m1
edges linked into the network, then

Q(t1) = Q0 + m1𝛹 (‖r − 𝜀‖) ≤ Qmax (48.16)

On the basis of the same method we can conclude that the derivative of energy Q (t)
as follows.

Q̇(t) = −pT [L(t) + c1IN)⊗ In]p ≤ 0, t ∈
[
tk−1, tk

)
, k = 1, 2,… (48.17)

Furthermore, we have

Q(t) ≤ Q
(
tk−1

)
≤ Qmax, t ∈

[
tk−1, tk

)
, k = 1, 2,… (48.18)

Hence the distance of all links is not trend to r when t ∈
[
tk−1, tk

)
(k = 1, 2,…). It

means that all links are not interrupt at tk. So exist add edge delay effect and Q
(
tk
)
≤

Qmax at tk.G(0) is connected and all initial linksE(0) are not interrupt, so the network

of system is connected for anytime t ≥ 0.

Secondly prove part (2) of Theorem 1. We can gain from Eq. (48.12) that p̃T p̃ ≤

2Q0 for any arbitrarily agent vi. So the velocity difference between agent vi and its

corresponding virtual leader 𝛾i is not greater than

√
2Q0. Then, the set

Ω =
{
[q̃T , p̃T ]T ∈ R2nN|Q ≤ Qmax

}
(48.19)

is invariant. According to LaSalle invariance principle [10], every solution which

date from inner of Ω can be verged to maximum invariant set

S =
{
[q̃T , p̃T ]T ∈ R2nN|Q̇ = 0

}
. (48.20)
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From the function (48.13), it is clear that

Q̇ = 1
2

N∑

i=1

∑

j∈Ni(t)
�̇� (‖‖

‖
q̃ij
‖
‖
‖
) +

N∑

i=1
p̃Ti ̇̃pi

= −p̃T [L(t) + c1IN)⊗ In]p̃
= −p̃T [L(t)⊗ In]p̃ − c1p̃T p̃
= 0

(48.21)

and then p̃1 = ⋯ = p̃N = 0, furthermore, pi = p
𝛾i
, i = 1,… ,N.

Lastly prove part (3) of Theorem 1. It is a constringent conclusion about the

velocity of the center of mass in the group. According to the control protocol (48.4),

function (48.8) and (48.11), we can obtain that

̇̄p̃ =
∑N

i=1(ui−f𝛾i
(
q
𝛾i ,p𝛾i

)
)

N

= − 1
N

N∑

i=1

(
N∑

i=1
∇q̃i (q̃ij) +

∑

j∈Ni(t)
wij(p̃ij) + c1p̃i

)

= 0

(48.22)

So,

̇̄p̃ = −c1 ̄̃p (48.23)

The solution of (48.23) can be obtained in this

̄̃p = ̄̃p (0) ⋅ e−c1t (48.24)

From (48.24), it is clear that if the initial velocity of the center of mass of all agents

is equal to the weighted average initial velocity of virtual leaders, then the velocity

of the center of mass of all agents will equal to the velocity of virtual leader all the

way. If the velocities of them are not equal, then the velocity of the center of mass

of all agents will convergence to the weighted average velocity of virtual leaders by

exponent c1.

48.5 Conclusions

In this paper, a decentralized control strategy of flocking with multiple virtual leader

based on connectivity preserving was proposed. This stable control strategy drives

the velocity of the center of the mass of follow agents to exponentially converges to

weighted average velocity of the virtual leader by the navigation of virtual leader,

finally approach to the same. The certain distance between every agent is kept and

eventually form flocking due to the introduction of the artificial potential function.
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It was show that the system network can be preserve connected and the velocity of

the center of the mass of all agents will exponentially converge to weighed average

velocity of the virtual leaders.
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Chapter 49
An Adaptive Weighted One-Class SVM
for Robust Outlier Detection

Jinhong Yang, Tingquan Deng and Ran Sui

Abstract This paper focuses on outlier detection from the perspective of classi-
fication. One-class support vector machine (OCSVM) is a widely applied and
effective method of outlier detection. Unfortunately experiments show that the
standard one-class SVM is easy to be influenced by the outliers contained in the
training dataset. To cope with this problem, a robust OCSVM is presented in the
paper. In consideration that the contribution yielded by the outlying instances and
the normal data is different, a robust one-class SVM which assigns an adapting
weight for every object in the training dataset was proposed in this paper. Exper-
imental analysis shows the better performances of the proposed weighted method
compared to the conventional one-class SVM on robustness.

Keywords One-class support vector machine ⋅ Outlier detection ⋅ Robustness ⋅
Adaptive weighting

49.1 Introduction

Outliers are instances in a dataset, which deviate greatly from the majority of the
data [1]. Outlier detection is an important problem in community of data mining
and artificial intelligence. It is successfully applied in fields including fraud
detection [2], intrusion detection [3], medical diagnosis [4], faulty detection [5].

There are a lot of prevailing works on outlier detection which focus on describing
the intrinsic characteristics of outliers, such as statistical methods [6], distance-based
methods [7], clustering-based methods [8], density-based methods [9], depth-based
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methods [10], rough set based methods [11]. They are successfully unsupervised
approaches though they suffer from various weaknesses. Here, a different perspec-
tive called one-class classification learning was investigated in outlier detection.
Inspired by the unusual definition about outlier: “An outlier is an observation that
lies outside the overall pattern of distribution”, we can use one-class SVM(OCSVM)
to achieve outlier detection [12]. In one-class classification, usually only one target
class of data is available, and others are too difficult to characterize or expensive to
acquire. One-class SVM learns an optimal decision boundary enclosing the normal
instances, and the rest data outside the boundary are naturally identified as outliers.
This idea makes OCSVM suitable for outlier detection. Moreover, one-class SVM
theory is heavily investigated and it comes with a convex optimization objective
ensuring that the global optimum will be reached. Finally, some kernels even allow
OCSVM to be considered as a dimensionality reduction technique [5]. Thus it is
argued that it can be used to overcome the curse of dimensionality, which makes
OCSVM theoretically very attractive for the outlier detection problem.

Many experimental results show that the decision of the traditional OCSVM is
sensitive to the outliers lying in the training dataset [5]. In order to weaken the effect
of outliers on the model performance and get a better classification performance, the
term of slack variable ξi is weighted. The proposed method thinks that different data
points have different degrees of influence on the decision boundary. So a weight is
assigned to every instance in the training dataset to measure the contribution of
various points in decision formation. Especially, the outlying samples should
contribute less to the decision compared to the normal points. The weights of all
samples are adaptively computed according to the distance to the center.

49.2 One-Class SVM Model

Different from the traditional SVMs, one-class SVM proposed by Schölkopf
attempts to learn a decision boundary (a hyperplane) that achieves the maximum
margin between the points and the origin in the high dimensional feature space [12].
Considering a dataset X = ½x1, x2, . . . , xN �T ∈ℜN ×M , in order to obtain the decision
boundary of the target class, the following optimization problem is formulated:

min
W ∈ℑ, ξ∈ℜN , ρ∈ℜ

1
2 Wk k2 + 1

Nν ∑
N

i=1
ξi − ρ

Subject to W ⋅ΦðxiÞ≥ ρ− ξi, ξi ≥ 0, i=1, 2, . . . ,N
ð49:1Þ

where Φ:ℜ→ℑ is a mapping which projects the primary data sets to a high
dimensional feature space, transforming the non-linear separable data into linear
separable data. xi is the slack variable for point xi that allows it to lie outside of the
decision boundary and ξ= ξ1, ξ2, . . . , ξNf g. Moreover, N is the number of data
points and ν∈ ð0, 1� is the regularization parameter that represents an upper bound
on the fraction of outlying points and a lower bound on the number of support

476 J. Yang et al.



vectors.W and ρ are the parameters which decision boundary and they are the target
variable of the optimization problem.

To avoid the direct computation of the nonlinear mapping Φ, kernel functions
are introduced to map the data samples to a high dimensional feature space in
support vector machine. The element of the kernel function is expressed as:

kðxi, xjÞ=ΦðxiÞ ⋅ΦðxjÞ ð49:2Þ

In practice, by introducing Lagrange multiplier αi, the quadratic program is
solved via its dual:

min
α

1
2 ∑

N

i=1
∑
N

j=1
αiαjkðxi, xjÞ

Subject to 0≤ αi ≤ 1 N̸ν, ∑
N

i=1
αi =1

Z ð49:3Þ

The data points are classified into three kinds: (49.1) the points with αi =0 locate
within the boundary; (49.2) the points with 0 < αi <1 N̸ν are one the boundary;
(49.3) the points which satisfy αi =1 N̸ν are outside of the boundary. The points
with non-zero αi are called support vectors. Through solving the optimization
problem in (49.4), α = [α1, . . . , αN]T can be obtained.

The optimal decision boundary is finally determined by the support vector
expansion:

f ðxÞ= sgnð∑
N

i=1
αikðxi, xÞ− ρÞ ð49:4Þ

Figure 49.1 illustrates the classification results of a 2D training dataset by the
one-class SVM respectively in the original space (the left) and in the kernel feature

.

support vectors

outliers

origin

outlier

support vector

decision boundary

Kernel transform

Transformed feature spaceOriginal space

Fig. 49.1 One-class SVM classification to a 2D training dataset
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space (the right). The OC-SVM classifier learns a boundary that encloses the blue
normal data class. The black points lying outside the boundary are considered as
outliers. The blue points with black edges are support vectors which fall on the
boundary.

49.3 Influences of Outliers

As the aforementioned, non-zero slack variables ξi make it possible for outlying
points to fall outside of the decision boundary. The penalty factor 1 N̸ν in opti-
mization model (49.1) represents the degree of the trade-off between maximum
margin and minimum classification error. Unfortunately the normal data and the
outlying data share the same penalty factor in general one-class SVM. It is obvi-
ously that the number of outliers is far less than that of normal points in practical
datasets. Thus, the total error generated by the normal data is far greater than that
yielded by the outliers. That means a larger error penalty is imposed to the normal
data points, making the decision boundary shift to the outliers. The diagram of the
influences of outliers on one-class SVM is illustrated in Fig. 49.2. Two outlying
points are added onto the same training dataset in Fig. 49.1. The decision boundary
shifts towards the outliers and the primary outliers become the support vectors. The
outliers make a large contribution to the location of the decision boundary and the
classification accuracy. In other words, the traditional OC-SVM is not robust to the
outliers contained in the training dataset. To overcome this problem, a robust one
class SVM which takes more adaptive information into account will be discussed in
this paper.

support vectors

origin

Fig. 49.2 Influences of
outliers to the decision
boundary
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49.4 Robust One-Class SVM

In this section we consider a robust one-class SVM that is suitable to outlier
detection. The basic idea of the robust one-class SVM is that the outlying data should
contribute less to the decision boundary. Actually different points present various
degrees of significance to the classification decision. This paper adaptively assigns a
weight for the N training samples in consideration that bigger weights are to points
close to the center. Then robustness can be achieved with properly chosen weights.

By assigning a weight ωi to the error term of each input data, the robust
one-class SVM model is formulated as:

min
W ∈ℑ, ξ∈ℜN , ρ∈ℜ

1
2 Wk k2 + 1

Nν ∑
N

i=1
ωiξi − ρ

Subject to W ⋅ΦðxiÞ≥ ρ− ξi, ξi ≥ 0, i=1, 2, . . . ,N

ð49:5Þ

The adaptive weights can measure the importance of each data sample to the
optimization problem. This provides a more flexible scheme compared to the tra-
ditional OCSVM where the overall penalization for all samples is only a constant.
For a data sample, the larger the distance to the center is, the more possible is an
outlier. Here, an outlier should have smaller influence to the decision than a normal
point. By this virtue, the weight ωi for object xi is data-dependent and it is adap-
tively determined by

ωi = e−
d
2̂ðxi ,CÞ

2 ð49:6Þ

in which d
∧ ðxi,CÞ is the normalized distance between xi and the center C of the

dataset which is defined as

d
∧
=

d
dmax

ð49:7Þ

And the distance from xi to the center C is

dðxi,CÞ= ΦðxiÞ− 1 ̸− 0ptN ∑
N

i=1
ΦðxiÞ

����
����
2

=ΦðxiÞ ⋅ΦðxiÞ− 2 ̸− 0ptN ∑
N

j=1
ΦðxiÞ ⋅ΦðxjÞ+1 ̸− 0ptN ∑

N

j=1
ΦðxjÞ ⋅ 1 ̸− 0ptN ∑

N

j=1
ΦðxjÞ

≈kðxi, xiÞ− 2 ̸− 0ptN ∑
N

j=1
kðxi, xjÞ ð49:8Þ
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where the term 1 ̸− 0ptN ∑
N

j=1
ΦðxjÞ ⋅ 1 ̸− 0ptN ∑

N

j=1
ΦðxjÞ is a constant and an

approximation form that was introduced by [13] is computed in stead of the actual
distance. It is easy to see that outlying instances are far away from the center in
Fig. 49.3a. According to Fig. 49.3b, for any data xi, we have 0≤ωi ≤ 1, and the
weight is monotonically decreasing with the distance. So it is reasonable that the
instances far from the center receive smaller weights.

To solve the dual problem of the quadratic programming in (49.5), a Lagrange
function is constructed as follows:

LðW , ρ, s, α, βÞ= 1
2

Wk k2 + 1
Nν

∑
N

i=1
ωiξi − ρ− ∑

N

i=1
αiðW ⋅ΦðxiÞ− ρ+ ξiÞ− ∑

N

i=1
βiξi

ð49:9Þ

Based on the Karush–Khun–Tucker (KKT) conditions, the dual form of the
Lagrangian is written as follows:

min
α

1
2 ∑

N

i=1
∑
N

j=1
αiαjkðxi, xjÞ

Subject to 0< αi < 1
Nν ⋅ωi, ∑

N

i=1
αi =1, i=1, 2, . . . ,N

ð49:10Þ

After getting the optimal solution α* = [α*
1
, α*

2
, . . . , α*

N
�T and ρ* in quadratic

programming (49.10), the corresponding decision function for a certain input data
x is

.
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Fig. 49.3 The schematic of weighted one-class SVM. a The distances to the center. b The
relationship between weight and distance
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f ðxÞ= sgnð∑
N

i=1
α*

i
kðxi, xÞ− ρ*Þ ð49:11Þ

The criterion of outlier identification is:
if f ðxÞ=1, x is a normal point;
if f ðxÞ= − 1, x is an outlier.
With this weighted method which makes a difference of the normal and the

outlying samples, we can reduce the effect of the outliers on the construction of the
decision function to get a robust solution.

49.5 Experiments

In the experiment, several publicly available datasets from UCI machine learning
repository are used to evaluate the robustness of the weighted outlier detection
method proposed in this paper, and then the performance of the robust one-class
SVM with the standard one-class SVM [12] was compared.

As known, most of the datasets of UCI repository are traditionally dedicated for
classification tasks. Hence they have to be pre-processed in order to serve for the
evaluation of unsupervised outlier detection algorithms. This is typically performed
by picking a meaningful outlying class and randomly sampling the outliers to a small
fraction. The preprocessing selects particular classes as outliers and samples it down
to a small fraction in order to meet the requirements for unsupervised anomaly
detection. And the preprocessing details to each dataset are presented in Table 49.1.

The experiment is executed on platform of Matlab 2014b. Guassian kernel
function is utilized in this experiment. And the comparison experiment is respec-
tively executed on Iris, Ionosphere, Shuttle and Breast cancer wisconsin datasets
under different parameters. Three indexes of false positive rate (FPR) and true
positive rate (TPR) as well as mean average precision (MAP) are utilized to
evaluate the performance of outlier detection algorithms.

The comparison experiment is conducted under various parameter ν and the
results are given in Table 49.2. The experimental value of ν is respectively set to
0.01, 0.015, 0.02, 0.025, 0.03, 0.035, 0.04, 0.045, 0.05, 0.055, 0.06, 0.065, 0.07 and
the width σ2 = 0.8995. The indexes in Table 49.2 is an average statistical results

Table 49.1 Description of datasets

Dataset Original
size

Attributes Outlier
class(es)

Resulting
dataset size

Sampled outliers
percentage (%)

Iris 150 4 Virginica 105 4.8
Ionosphere 351 34 b 233 3.4
Shuttle 58000 9 2, 4, 5 46987 2.3
Breast cancer
wisconsin

569 32 M 299 1.8
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on different parameter settings. It is clear that the mean average precisions (MAPs)
of weighted one-class SVM on four datasets are universally larger than those of
traditional OCSVM. The true positive rate (TPR) of weighted OCSVM even
reaches up to 100 % on Ionosphere dataset which guarantees all actual outliers are
detected. Otherwise, the FPR of the proposed algorithm is significantly smaller than
that of the traditional OCSVM.

The ROC curves of weighted OCSVM and the traditional OCSVM on four
datasets are respectively shown in Fig. 49.4. The area below the ROC curves means

Table 49.2 Comparisons of Experimental results between weighted OCSVM and traditional
OCSVM

Dataset Weighted OCSVM Traditional OCSVM
MAP
(%)

TPR
(%)

FPR
(%)

MAP
(%)

TPR
(%)

FPR
(%)

Iris 91 93.1 5 86.4 89.5 10.2
Ionosphere 98.7 100 2 90.4 92 6
Shuttle 89.3 92.9 7.3 88.1 90.4 12
Breast cancer wisconsin 86.2 87.65 4.3 80.88 81.2 9
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Fig. 49.4 The ROC curve comparisons of the robust OCSVM and the traditional OCSVM on four
datasets. a Iris. b Ionosphere. c Shuttle. d Breast cancer wisconsin
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the performance of algorithms. The larger the area is, the better the algorithm is. In
general, the ROC area of the proposed weighted OCSVM is bigger than that of the
traditional OCSVM. Especially for Ionosphere dataset, the ROC value of weighted
one-class SVM reaches 0.9895, which is significantly larger than that of OCSVM.
Thus, it is evident that the proposed method performs better than the traditional
one-class SVM on classification accuracy and robustness.

49.6 Conclusions

A weighted robust one-class SVM is presented in this paper. The proposed OCSVM
assigns a weight to each sample in the training dataset. Thus, different instances have
various contributions to the decision. Outlying objects are generally far away from
the center. The weights given in this paper is proved to be monotonically decreasing
with the distance to the center. Comparison experiments show that weighted OC-
SVM has a better performance than the traditional OCSVM on classification flex-
ibility as well as robustness.
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Chapter 50
An Improved Kalman Filter for Fractional
Order System with Measurement Lévy noise

Yi Wang, Yonghui Sun, Zhenyang Gao, Xiaopeng Wu and Chao Yuan

Abstract In this paper, taking the measurement noise as the non-Gaussian Lévy

noise, an improved Kalman filter for discrete linear stochastic fractional order sys-

tem is proposed. By eliminating the maximum of the noise, the Lévy noise can be

approximated by a series of Gaussian white noises. Then, based on the principle

of least square, an improved Kalman filter is developed for discrete linear stochastic

fractional order system with measurement Lévy noise. Finally, simulation results are

provided to illustrate the effectiveness and usefulness of the proposed filter designing

algorithm, where a better filtering performance could be found.

Keywords Fractional order system ⋅Kalman filter ⋅ Lévy noises ⋅ State estimation

50.1 Introduction

The history of fractional order calculus can date back to eighteenth century, when

two mathematicians, Euler and Lagrange developed the concept of fractional calcu-

lus. Then, in the nineteenth century, Liouville, Riemann and Holmgren established

the theory of fractional order system [1].

In recent decades, the fractional order system has attracted an increasing atten-

tion [2], a large number of results about the stability and control of fractional order

system have been developed. In [3], the stability of fractional order system with time

delay and the designing of the fractional order PID controller were discussed. The

authors in [4] discussed the problem of robust stability and stabilization problems of

fractional order chaotic system. In [5], the authors investigated the robust stability

of fractional order system with parameter uncertainties.

On the other hand, the study on state estimation and parameter identification of

fractional order system also has gained some special interest. In [6], the authors

mainly discussed parameter identification of the continuous fractional system with
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time delay. In [7], the authors considered the problem of parameter identification

using adjustable fractional order differentiator in fractional order system. In [8], a

Kalman filtering algorithm was proposed for the fractional order singular system. In

[9], the state estimation for the noisy chaotic secure system was realized based on the

extended fractional Kalman algorithm. Compared with integer-order Kalman filters

[10, 11], the fractional ones show better performances to satisfy the requirements of

the designers, a detailed introduction was provided in [12]. In [13], the authors pro-

posed the fractional order Kalman filter (FKF) for linear fractional order system, then

the fractional order Kalman filter was used in singular systems [8]. Furthermore, the

extended fractional order Kalman filter (EFKF) and the unscented fractional order

Kalman filter (UFKF) were proposed for nonlinear fractional order systems [14],

then the EFKF was used to chaotic cryptography in noisy environment [15].

It needs to be pointed out that most of the existing results mainly assumed that the

stochastic fractional order system perturbed by Gaussian white noise. However, in

most cases, non-Gaussian noises are widely existing in some practical systems, espe-

cially non-Gaussian Lévy noises. The statistical properties of non-Gaussian Lévy

noises will greatly influence the performance of fractional order Kalman filter. The-

oretically, Lévy noises can be approximated by the increments of the corresponding

Lévy process per time step [16], however, due to the infinite variance, it is difficult to

estimate the states by using the traditional algorithms when considering Lévy noises.

In [17], the authors considered the optimal filtering problem with Lévy noise in the

Gaussian signal. The authors in [18] discussed the approximating method for small

jump process in Lévy sequences. In [19], the authors investigated the KF algorithm

with Lévy noises instead of Gaussian white noises. Generally, for a practical system,

the system state is difficult to measure in practice with Gaussian noises, although a

state observer could be designed, not to mention the non-Gaussian Lévy noises in

the measuring process. However, to the best of the authors’ knowledge, there are few

results considering filter designing for fractional order systems with Lévy noises.

Based on the above discussions, in this paper, taking the measurement noise as the

Lévy noise, for discrete linear fractional order system, an improved fractional order

Kalman filter algorithm is proposed. Simulation results are provided to demonstrate

the usefulness and effectiveness of proposed filter designing strategy.

50.2 Fractional Order System and Kalman Filter

In this section, the conventional fractional order Kalman filter algorithm will be

reviewed, and the related definitions and Lemmas will be introduced.

Definition 1 ([2]) The fractional order Grünwald-Letnikov difference is given by

the following equation

𝛥
𝛼xk =

1
h𝛼

k∑

j=0
(−1)j

(
𝛼

j

)

xk−j, (50.1)
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where 𝛼 is the fractional order, h is the sampling time, and k is the number of samples.

The factor
(
𝛼

j

)
represents

(
𝛼

j

)

=

{
1, if j = 0,
𝛼(𝛼−1)⋯(𝛼−j+1)

j! , if j > 0.

Based on Definition 1, it’s possible to obtain the discrete equivalent of derivative

(when 𝛼 is positive), the discrete equivalent of integration (when 𝛼 is negative) or

the original function (when 𝛼 equals to 0).

Definition 2 ([12]) The discrete linear stochastic fractional order system can be for-

mulated as:

𝛥
𝛼xk+1 = Axk + Buk + wk, (50.2)

xk+1 = 𝛥
𝛼xk+1 −

k+1∑

j=1
(−1)j𝛾jxk+1−j, (50.3)

yk = Cxk + vk, (50.4)

where xk is the state vector, uk is the system input, yk is the measurement output, A, B
and C are the known constant matrices with appropriate dimensions, wk and vk rep-

resent system noise and measurement noise at the time instant k, respectively, which

are always assumed to be the Gaussian white noises with zero means characterized

by the following covariance matrices

E[wiwT
j ] =

{
Qi, if i = j,
0, if i ≠ j,

E[vivTj ] =

{
Ri, if i = j,
0, if i ≠ j,

and

𝛾j = diag
(
[
(
𝛼1
j

)(
𝛼2
j

)
…

(
𝛼N
j

)
]
)
,

where Qi is the system noise covariance matrix at time instant i, Ri is the measure-

ment noise covariance matrix at time instant i, 𝛼1, 𝛼2,… , 𝛼N are the orders of the

fractional order system, j = 1, 2,… , k + 1.
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Lemma 1 ([20]) If A, C, BCD are nonsingular square matrix (the inverse exists),
then

(A + BCD)−1 = A−1 − A−1B(C−1 + DA−1B)−1DA−1
.

Theorem 1 ([12]) For discrete linear stochastic fractional order systems (50.2)–
(50.4), the following fractional order Kalman filter is given by the following sets of
formulas:

𝛥
𝛼 x̃k+1 = Ax̂k + Buk, (50.5)

x̃k+1 = 𝛥
𝛼 x̃k+1 −

k+1∑

j=1
(−1)j𝛾jx̂k+1−j, (50.6)

p̃k+1 = Ap̂kAT + Qk +
k+1∑

j=1
𝛾jp̂k+1−j𝛾Tj , (50.7)

x̂k = x̃k + Kk(yk − Cx̃k), (50.8)

p̂k = (I − KkC)p̃k, (50.9)

where

Kk = p̃kCT (Cp̃kCT + Rk)−1, (50.10)

with initial conditions x̃0 and p̃0, vk and wk are assumed to be independent and with
zero expected value.

Remark 1 Based on the conventional KF for fractional order system, the system state

could be estimated under Gaussian white noises. However, in most of the actual sys-

tems, the non-Gaussian noises cannot be ignored, the infinite variance of the non-

Gaussian noises will greatly affect the accuracy of fractional order Kalman filter.

Thus it is necessary to develop an improved fractional order Kalman filter with mea-

surement Lévy noises.

50.3 An Improved Fractional Kalman Filter

In this section, an improved fractional Kalman filter algorithm is proposed. As we

know, the non-Gaussian Lévy noise is generally existing in actual systems, which

has infinite variance, so it is necessary to develop fractional order Kalman filter

algorithm with measurement Lévy noises. By the Lévy-Ito theorem [17], a Lévy

process consists of the sum of a Brownian motion process and a pure jump process.

It is known that the Gaussian process can be approximated by the increments of

Brownian motion per time step. Therefore, in this paper, a Gaussian process and a

jump process are employed to approximate a Lévy process, which also enables us
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to decompose a Lévy noise into a Gaussian white noise with some extremely large

values.

Let system noise wk be Gaussian white noise and measurement noise v̄k be Lévy

noise. The fractional order system obtained can be rewritten by

𝛥
𝛼xk+1 = Axk + Buk + wk, (50.11)

xk+1 = 𝛥
𝛼xk+1 −

k+1∑

j=1
(−1)j𝛾jxk+1−j, (50.12)

ȳk = Cxk + v̄k. (50.13)

Due to the noises v̄k is Lévy noise that is unknown, it is difficult to obtain

ȳk directly. As discussed before, the Lévy noise can be decomposed into a series

of Gaussian white noise with some extremely large values, similarly, ȳk could be

approximated by the following equations

ȳk =
{

Cx̃k + 𝛿 ⋅ sign(yk − Cx̃k), if |(yk − Cx̃k)| ≥ 𝛿,

yk, if |(yk − Cx̃k)| < 𝛿,
(50.14)

𝛿 are positive threshold values.

It is worth pointing out that piecewise equation of ȳk in equations (50.14) enables

us to obtain the corresponding value based on previous predicted value, which helps

us to deduce the following modified fractional order Kalman filter algorithm.

Theorem 2 For the discrete linear fractional order system with measurement Lévy
noise (50.11)–(50.13), the improved fractional order Kalman filter is given by

𝛥
𝛼 x̃k+1 = Ax̂k + Buk, (50.15)

x̃k+1 = 𝛥
𝛼 x̃k+1 −

k+1∑

j=1
(−1)j𝛾jx̂k+1−j, (50.16)

p̃k+1 = Ap̂kAT + Qk +
k+1∑

j=1
𝛾jp̂k+1−j𝛾Tj , (50.17)

x̂k = x̃k + Kk(ȳk − Cx̃k), (50.18)

p̂k = (I − KkC)p̃k, (50.19)

where

Kk = p̃kCT (Cp̃kCT + R̄k)−1,
R̄k = (ȳk − Cx̃k)(ȳk − Cx̃k)T + Cp̃kCT

.
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Remark 2 In [19], the authors developed the Kalman filter for discrete linear system

under Lévy noises, where the Lévy noises were considered. However, the developed

results did not consider the fractional order system with Lévy noises.

50.4 Illustrative Examples

In this section, a numerical example is provided to illustrate the usefulness and effec-

tiveness of the developed results.

Example 1 Consider the following discrete fractional order system with system

Gaussian white noise and measurement Lévy noise

𝛥
𝛼xk+1 =

[
0 1

−0.1 −0.2

]

xk +
[
0
1

]

uk + wk,

xk+1 =𝛥𝛼xk+1 −
k+1∑

j=1
(−1)j𝛾jxk+1−j,

ȳk =
[
0.1 0.3
1 0

]

xk +
[
v̄1k
v̄2k

]

,

where the fractional order and the threshold value are given by

𝛼 =
[
0.7
1.2

]

, 𝛿 = 20.

In this example, without loss of generality, v̄1k is symmetric 𝛼-stable Lévy noise with

the index of stability 𝜇=1.5 and the scale parameter 𝜎 = 5, v̄2k is a symmetric 𝛼-stable

Lévy noise with the index of stability 𝜇 = 1.3 and the scale parameter 𝜎=5. Since the

measurement noise has infinite variances, the conventional fractional order Kalman

filter algorithm proposed in [12] failed to estimate the system states. By using the

improved FKF developed in this paper, the states of the fractional order system under

Lévy noises can be estimated with a high accuracy. In the improved fractional order

Kalman filter algorithm, the real value and the estimated value of the system are

shown in Figs. 50.1 and 50.2.
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Fig. 50.1 Real value and

estimated value of

x1(𝜇 = 1.5, 𝜎 = 5)
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Fig. 50.2 Real value and

estimated value of

x2(𝜇 = 1.3, 𝜎 = 5)

0 20 40 60 80 100
−80

−60

−40

−20

0

20

40

L

r 
O

R
 e

real value
estimated value

50.5 Conclusions

In this paper, taking the measurement noise as the non-Gaussian Lévy noise in the

discrete linear stochastic fractional order system, the Kalman filter designing prob-

lem with measurement Lévy noise has been discussed. By eliminating maximum

value of the Lévy noise, based on the least square principle, an improved fractional

Kalman filter algorithm with non-Gaussian Lévy noise was developed. Finally, a

numerical example was provided to show the effectiveness of the proposed filter

designing strategy under non-Gaussian measurement Lévy noises.
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Chapter 51
Nonlinear Control of Inertial Wheel
Pendulum and Its Implementation
Based on STM32

Yan Lixia and Ma Baoli

Abstract The swing-up and balance control problems of inertial wheel pendulum

are investigated in this work. We firstly introduce the dynamic model of inertial

wheel pendulum and then propose a swing-up control law by using an energy func-

tion. Theoretical analysis shows that the system gradually moves into an invariant set

during swing-up process. Later, we propose the balance control law with approxi-

mate linearization and introduce a self-built experimental platform based on STM32

microprocessor. The final combination of swing-up control law and balance control

law leads to a hybrid control law. We verify the efficiency of the proposed control

law on the apparatus.

Keywords Inertial wheel pendulum ⋅ Nonlinear control ⋅ STM32

51.1 Introduction

The inertial wheel pendulum (IWP) is a type of pendulum with a stable pivot and a

rotary wheel mounted on the end, as shown in Fig. 51.1. Swinging the rod up from

bottom and balancing it at the upright vertical position are the main problems re-

searched on IWP.

The model of IWP is initially proposed in [1]. In [2], a collocated state trans-

formation and a strict feedback form are introduced, which make the IWP be glob-

ally stabilized with aggressive control input. However, the limited torque of motor

means that the IWP can not swing up in a single swing and whether the global sta-

bilized control law works is uncertain. Passivity-based swing-up control laws and

switching schemes are introduced in [3] and [4], both of which launch experiments
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on well-calibrated platforms. Under the assumption that the rod’s angle is the only

measurable state, a sliding-mode swing-up control law is proposed in [5], because

the wheel’s angular speed is absent, such controller often leads to a rotating wheel in

steady state. In [6], a generalized PI control law is proposed to design a swing-up ref-

erence trajectory for IWP and turns the swing-up process into the trajectory tracking

control. A two relay controller and a oscillating reference trajectory are introduced

in [7]. May the trajectory tracking of swing-up be a good way, but the reference

trajectory design usually costs many efforts. Some classical swing-up strategies of

IWP can be seen in [8]. Furthermore, applications of IWP are also researched, such

as a IWP mounted on a movable LEGO cart proposed in [9], a 3D Cubli introduced

in [10].

Considering more about the reality, we design a hybrid control scheme for IWP.

We propose a swing-up control law that makes the rod run a homoclinic orbit with

the angular speed of wheel descending, which implies that the IWP enters into an

invariant set asymptotically. Then, we linearize the IWP at the upright vertical posi-

tion and show that a PD-like state feedback control law can be taken to balance the

rod. The self-built experimental platform based on a cheap STM32 processor and its

technical details are also presented. Through combination of the swing-up and the

balance control law, we conduct the experiment with this hybrid control law on our

apparatus.

The rest of the paper is organized as follow. In Sect. 51.2, problem formation is

given. The swing-up control and balance control are described in Sect. 51.3. The

self-built experimental platform is introduced in Sect. 51.4 along with experimental

results. Conclusion and future work are presented in Sect. 51.5.

51.2 Problem Formation

The simplified model of inertial wheel pendulum is shown in Fig. 51.1, where

m1 − the total mass of rod and motor
l1 − the length between pivot and the mass center of m1
I1 − the rotational inertia of m1
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Fig. 51.1 Model of inertial wheel pendulum

m2 − the mass of the wheel
l2 − the length of the rod
I2 − the rotational inertia of the wheel
𝜃1 − the angle of the rod
𝜃2 − the angle of the wheel

Based on Lagrange method, the dynamics model of IWP can be given as [1]

{
d11�̈�1 + d12�̈�2 − m̄g sin 𝜃1 = 0

d21�̈�1 + d22�̈�2 = 𝜏

(51.1)

where control input 𝜏 is the motor torque and

⎧
⎪
⎨
⎪
⎩

d11 = m1l21 + m2l22 + I1 + I2
d12 = d21 = d22 = I2
m̄ =

(
m1l1 + m2l2

) (51.2)

Leave out the angle of the wheel because of its symmetry and define

x = [x1, x2, x3]T = [𝜃1, �̇�1, �̇�2]T . Derive from the linear equation set (51.1), we get

the reduced order model
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⎧
⎪
⎪
⎨
⎪
⎪
⎩

ẋ1 = x2
ẋ2 =

d22
D

m̄g sin x1 −
d12
D

𝜏

ẋ3 = −
d12
D

m̄g sin x1 +
d11
D

𝜏

(51.3)

where D = d11d22 − d12d21 > 0.

Limit the rotating angle range of the rod in [0, 2𝜋) in clockwise direction. With

considering the limited torque of the motor and the initial condition x = [𝜋, 0, 0]T ,

the basic task in this paper is to design a hybrid control law

𝜏 =
{

f1(x1, x2, x3), 𝜖 < x1 < 2𝜋 − 𝜖

f2(x1, x2, x3), 2𝜋 − 𝜖 ≤ x1 or x1 ≤ 𝜖
(51.4)

such that

lim
t→∞

x1 = 0, lim
t→∞

x2 = 0, lim
t→∞

x3 = 0 (51.5)

where f1 is the smooth swing-up control law, f2 is the smooth balance control law,

and 𝜖 is a small positive constant designed for switching.

51.3 Control of Swing-Up and Balance

We investigate the swing-up and balance control of the IWP in this section. To con-

struct a hybrid control law, we decide to design the swing-up and balance control law

separately. The swing-up control law will be switched to balance control law once

the IWP enters a certain vicinity of the upright vertical position.

51.3.1 Swing-Up Control

Inspired by the energy control strategy of swinging up a linear inverted pendulum

proposed in [11], we consider the energy function

E = 1
2
d11x22 + m̄g

(
cos x1 − 1

)
(51.6)

Unlike the positive definite function in passivity-based control of IWP, (51.6) stays

negative before its actual energy reaches 2m̄g. Moreover, on the manifold E = 0, we

obtain
1
2
d11x22 = m̄g

(
1 − cos x1

)
(51.7)
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which shows that the kinetics energy of IWP equals the energy needed to swing to

the upright position from its present position. Concerning the angular speed of the

wheel, we choose a positive definite function

V = 1
2
kE2 + 1

2
kvx23 (51.8)

where 0 < kv <
2km̄gd212

d11
. Then we compute the derivative of V as

V̇ = −(d12kEx2 − kvx3)ẋ3 (51.9)

Choose a control input

𝜏=
(
(
d12kEx2 − kvx3

)
+

d12
D

m̄g sin 𝜃1
)

D
d11

(51.10)

we transform (51.9) into

V̇ = −(d12kEx2 − kvx3)2 ≤ 0 (51.11)

Generally, a negative semi-definite V̇ hints us to consider the LaSalle invariant prin-

ciple to show that E → 0 and x3 → 0, but it is unfortunate that the IWP will never

start to swing once initialized right at x = [𝜋, 0, 0]T , since x2 = 0 causes ẋ3 = 0
and results with x3 ≡ 0. The gravity, whose tangential component remains zero due

to x1 = 𝜋, can not help either. Therefore, we need to dig out more properties of the

closed-loop system. Take (51.10) into (51.3), we get

⎧
⎪
⎨
⎪
⎩

ẋ1 = x2
ẋ2 =

1
d11

m̄g sin x1 −
d12
d11

ẋ3 = d12kEx2 − kvx3

(
d12kEx2 − kvx3

)
(51.12)

Lemma 1 Under the control law (51.10), (x1, x2, x3) = (𝜋, 0, 0) is an unstable equi-
librium point for the closed-loop system (51.12).

Proof To linearize (51.3) near (x1, x2, x3) = (𝜋, 0, 0), we firstly take zero-shifting

state z = [z1, z2, z3]T = [x1 − 𝜋, x2, x3]T . Linearize z at origin as

⎡
⎢
⎢
⎣

ż1
ż2
ż3

⎤
⎥
⎥
⎦

=

⎡
⎢
⎢
⎢
⎢
⎣

0 1 0

−
m̄g
d11

2m̄gkd212
d11

d12kv
d11

0 −2d12km̄g −kv

⎤
⎥
⎥
⎥
⎥
⎦

zT = AzT (51.13)

Compute the characteristic polynomial of A as
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|sI − A| = s3 +

(

kv −
2km̄gd212

d11

)

s2 +
m̄g
d11

s +
m̄gkv
d11

(51.14)

and we get

|
|
|
|
|
|
|
|
|

1
m̄g
d11

kv −
2km̄gd212

d11

m̄gkv
d11

|
|
|
|
|
|
|
|
|

1

kv −
2km̄gd212

d11

< 0 (51.15)

By using Routh Criteria, we know that A is not Hurwitz and verify z = 0 an unstable

point for system (51.13). □

To utilize the instability of the IWP at z = 0, enlightened by Lemma 1, we

initialize a minor motor torque for some time and then apply the real swing-up control

law (51.10), within that the IWP is forced to depart from z = 0 and start to swing.

Assume that the IWP is successfully triggered to swing from the bottom, consider

the set

S = {x ∣ V̇ = 0} (51.16)

we obtain {
ẋ3 = 0, Ė = 0
d12Ex2 − kvx3 = 0 (51.17)

and (E, x3) ≡ (Ec, x3c) in the set S. There are four cases left to be discussed:

(1) Ec ≠ 0 and x3c ≠ 0, we get none-zero constant x2 ≡
kvx3c
d12Ec

and a changing E,

which contradicts E ≡ Ec.
(2) Ec ≠ 0 and x3c = 0, we get x2 = 0, which only happens before triggering the

swing-up process.

(3) Ec = 0 and x3c ≠ 0, which contradict (51.17) clearly.

(4) Ec = 0 and x3c = 0, which establishes from every aspect.

Thus S = {x ∣ E = 0 and x3 = 0} for a triggered IWP. With LaSalle invariant

principle [12], we know that x would asymptotically move into the set S and

lim
t→∞

E = 0, lim
t→∞

x3 = 0 (51.18)

51.3.2 Balance Control

Linearize the system (51.3) at x = [0, 0, 0]T and get
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ẋ =

⎡
⎢
⎢
⎢
⎢
⎣

0 1 0
m̄gd22
D

0 0
−m̄gd21

D
0 0

⎤
⎥
⎥
⎥
⎥
⎦

x +

⎡
⎢
⎢
⎢
⎢
⎣

0
−d12
D
d11
D

⎤
⎥
⎥
⎥
⎥
⎦

𝜏 = A0x + B0𝜏 (51.19)

Through simple computation, we obtain rank[B0,A0B0,A2
0B0] = 3, which verifies

that the linearized system (51.19) is controllable. Thus we choose the state feedback

control law below to balance the rod.

𝜏 = k1x1 + k2x2 + k3x3 (51.20)

where k1, k2, k3 are constant gains and K = [k1, k2, k3], which should be chosen such

that A0 + B0K is hurwitz.

Furthermore, as x gets closer to the set S during swing-up process, the maximum

height of the swinging rod would approach top position while the rotating speed

of the wheel descending to zero. Thus, adopting a crude switch from the swing-up

control law to the balance control law near the upright vertical position is acceptable.

51.4 Experiment

In this section, we introduce the experiment based on a self-built hardware platform

in the dorm room of the author. The parameters used in the experiment are shown in

Table 51.1.

A popular STM32F407 microprocessor, a 90-watt DC motor and an amplifier

with current-loop driven mode are adopted in our scheme. The angle of the rod is

measured by a 1000-resolution absolute encoder, while a 512-resolution increasing

quadrature encoder is applied to get the angle of motor. The signal of absolute en-

coder is detected by 10 parallel general IO pins of microprocessor. The increasing

encoder sends out A/B quadrature pulses that automatically counted by the 16-bit

counter of microprocessor with a overflow handle algorithm. In every 20-ms control

interval, we sample the angle of the wheel 4 times while twice for the rod, and up-

Table 51.1 Parameters of the inertial wheel pendulum platform

Parameter Value Units Parameter Value Units

l1 0.137 m I2 0.00153 kg × m2

l2 0.145 m d11 0.0155 kg × m2

m1 0.383 kg d12 0.00153 kg × m2

m2 0.308 kg d21 0.00153 kg × m2

I1 0.000276 kg × m2 d22 0.00153 kg × m2
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date control input once. Both angular speed of the rod and the wheel are computed by

difference within their sample interval. The arithmetic control input is computed out

in the microprocessor and then transformed into two-way differential analog voltage

signals to drive the amplifier and motor connected with it. To depict the dynamic

process of IWP, the author use the serial port of microprocessor to send back the

state information to his computer. Let single arrows represent the flow direction of

energy or signal, the hardware structure is shown in Fig. 51.2.

The author implemented the control algorithm by using C-language, with Keil-

𝜇vision, and then download it into the microprocessor with a ST-Link debugger. For

the step of adjusting the control parameters, we firstly trigger the swing-up process

by applying a small torque within 0.1 s and then switch to the swing-up algorithm.

Once the IWP enters the region of ±10◦ (𝜖 = 0.17) relative to upright vertical

position, we crudely switch from the swing-up control law to the balance control

law. Through a short-time trial and error, we get the gain constants as

{
k = 273.8, kv = 0.062
k1 = 8, k2 = 0.08, k3 = 50 (51.21)

which successfully swing up the rod and balance it at the upright vertical position.

The experimental results are shown in Fig. 51.3, the snapshots of experimental video

are shown in Fig. 51.4.

The experimental results show that the rod swings up to the upright region in

only four swings, the position and speed of rod approach zero asymptotically after

switching to the balance control law, while the wheel results with a none-zero rotat-

ing speed due to the unbalance offset of amplifier, friction of pivot and the affect of

connected wires.

51.5 Conclusion

The control of inertial wheel pendulum is investigated in this work. Under the pro-

posed swing-up control law, the IWP will run into a homoclinic orbit with a de-

Fig. 51.2 Hardware structure of self-built IWP platform
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Fig. 51.3 Experimental results of inertial wheel pendulum

Fig. 51.4 Snapshots of experimental video

celerating wheel. The balance control law is quite similar with PD control which is

popular among engineers. With a crude switching scheme, the validity of the pro-

posed hybrid control law is verified by our apparatus. Moreover, the STM32-based

hardware scheme shows a new implementation of IWP and a cost-saving way for

DIY fans. To move on, the author would like to consider the inertial wheel pendu-

lum with a movable pivot and update the apparatus in future work.
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Chapter 52
Intermittent Synchronization of Cascaded
Boolean Networks with Time Delays

Zhengdong Yang and Tianguang Chu

Abstract In this paper, we considered the intermittent synchronization of cascaded

Boolean networks (CBNs) with time delays and get its criteria based on the results of

synchronization of delay-free CBNs. We further discuss complete synchronization

of CBNs with time delays from intermittent synchronization.

Keywords Cascade Boolean networks ⋅ Cyclic pattern ⋅ Time delay ⋅ General

synchronization ⋅ Semi-tensor product

52.1 Introduction

Boolean networks (BNs) is an important model to describe the operation of gene

regulatory networks [1]. A BN consists of a directed graph with nodes that represent

genes or other elements. Each node assumes only two states: “on” or “off”, referring

occurrence of a gene transcription or not. In a BN, every node gets input from its

neighbouring nodes and updates its state simultaneously according to their interac-

tions described by Boolean functions.

An interesting issue in study of BNs addresses the synchronization of coupled

BNs due to its potential applications [2, 3]. Recently, some analytical results for

synchronization of deterministic BNs connected in “drive-response” configuration

have been obtained, [4–6], by using the theory of semi-tensor product (STP) of matri-

ces [7, 8]. These results mainly focus on the delay-free case. It is well known that

the information flow in complex systems is not instantaneous in general but often

involves time delays. This has raised increasing interest in the study of issues con-

cerning synchronization of delayed BNs [9, 10].
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In this paper, we extend the study of general synchronization of CBNs with

respect to (w.r.t.) the domain of attractions (DAs) presented in [11] to delayed CBNs.

Particularly, we will reveal intermittent synchronization occurring in CBNs with

finite delays and discuss its relation with complete synchronization.

52.2 Problem Statement

Our study is based on the algebraic form of BNs in terms of STP theory. We first

recall some preliminaries of STP [7, 8].

Definition 1 Let A an n×m matrix and B a p× q matrix, the semi-product of A and

B is defined as

A⋉ B = (A⊗ Il∕m)(B⊗ Il∕p),

where ⊗ is the Kronecker product and l = lcm(m, p) is the least common multiple

of m and p.

Clearly, STP reduces to the conventional matrix product when m = p. We can

have a vector expression for a logic variable by using STP technique. To see this,

we assign logical value with vectors by letting T = 1 ∼ 𝛿
1
2 and F = 0 ∼ 𝛿

2
2 , where

𝛿
1
2 = [1 0]T and 𝛿

2
2 = [0 1]T . Then a logical variable X(t) can assume vector values

as below:

X(t) ∈ D ∶= 𝛥2 = {𝛿12 , 𝛿
2
2}.

Any logical function L(X1,… ,Xn) with logical arguments X1,… ,Xn can be

expressed in a multi-linear form as

L(X1,… ,Xn) = MLX1⋯Xn,

where ML ∈ L2×2n is uniquely determined by L(X1,… ,Xn) and referred to as the

structure matrix of L, see [8].

In this manner, a cascaded system of two CBNs with time delays can be expressed

as following,

ui(t + 1) = gi(u1(t − 𝜏),… , un(t − 𝜏)), (52.1)

xj(t + 1) = fj(u1(t − 𝜏),… , un(t − 𝜏), x1(t − 𝜏
′),… , xn(t − 𝜏

′)), (52.2)

where ui ∈ D, i = 1, 2,… ,m and xj ∈ D, j = 1, 2,… , n represent node state vari-

ables of the drive BNs (52.1) and the response BNs (52.2), respectively; gi, fj are

Boolean functions, gi ∶ Dm ⟶ D, i = 1, 2,… ,m; fj ∶ Dn+m ⟶ D, j = 1, 2,… , n;

and 𝜏 and 𝜏
′

are nonnegative integers signifying time delays; t ∈ N = {1, 2,…}.

By invoking the STP technique, we can convert CBNs (52.1) and (52.2) into the

following algebraic form
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{
u(t + 1) = Gu(t − 𝜏), u ∈ Dm

x(t + 1) = Lu(t − 𝜏)x(t − 𝜏
′), x ∈ Dn (52.3)

where, u(t) = u1(t)⋯ um(t) ∈ 𝛥2m , x(t) = x1(t)⋯ xn(t) ∈ 𝛥2n . G ∈ 2m×2m ,

L ∈ 2m×2n+m . Lu(t−𝜏) is the input-determined transition matrix [7]. For simplicity,

we assume that the BN (52.1) has the same number of nodes as BN (52.2) does,

i.e., m = n. We will show that the initial value sequence{u(0)}
𝜏
= {u(−𝜏), u(1 −

𝜏),… , u(0)}, {x(0)}
𝜏′ = {x(−𝜏′), x(1 − 𝜏

′),… , x(0)} and the relationship between

𝜏 and 𝜏
′

will influence the patterns of synchronization phenomenon of CBNs with

delays. The primary objective of this paper is to give the criteria of intermittent syn-

chronization of the coupled systems.

To give the precise definition of intermittent sychronization, let us follow [11],

assuming that for the delay-free case; i.e., 𝜏 = 𝜏
′ = 0, BN (52.1) has p distinct DAs,

S1,… , Sp. We set the coupled system without delays, y(t) = u(t)⋉ x(t), as BN (3’).

For each DA, Si, 1 ≤ i ≤ p, BN (3’) has qi corresponding input-determined DAs,

Si1,… , Siqi .

Definition 2 We call the intermittent synchronisation of CBNs (52.1) and (52.2)

occurs w.r.t. the given DAs, Si and Sij, if there exist subsets {u(m−𝜏), 0 ≤ m ≤ 𝜏} ⊂

{u(0)}
𝜏
, {x(n − 𝜏

′), 0 ≤ n ≤ 𝜏
′} ⊂ {x(0)}

𝜏′ , and a k ∈ N, such that

x(Tin; x(−𝜏′), x(1 − 𝜏
′),… , x(0); u(−𝜏), u(1 − 𝜏),… , u(0))

= u(Tin; u(−𝜏), u(1 − 𝜏),… , u(0)), t ≥ k,

whenever {u(m− 𝜏)} ∈ Si and {x(n− 𝜏
′)} ∈ {D}Sij , where {D}Sij is an initial value

set specified by Sij, Tin = T1 + aTa, and T1,Ta ∈ N, a = 1, 2,⋯.

In Definition 2, T1 is the transition time of the coupled system entering intermit-

tent synchronisation, Ta is the fixed time interval for the occurrence of intermittent

synchronisation.

For complete synchronisation of CBNs (52.1) and (52.2) w.r.t. given DAs, we

have following definition.

Definition 3 We call the complete synchronisation of CBNs (52.1) and (52.2) w.r.t.

the given DAs, Si and Sij, occurs, if there exists a k ∈ N, such that

x(t; x(−𝜏′), x(1 − 𝜏
′),… , x(0); u(−𝜏), u(1 − 𝜏),… , u(0))

= u(t; u(−𝜏), u(1 − 𝜏),… , u(0)), t ≥ k,

for any {u(0)}
𝜏
∈ Si and any {x(0)}

𝜏′ ∈ {D}Sij .
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52.3 Main Results

52.3.1 Delay-Free Formulation of Drive BN

Consider the delay-free case of drive BN (52.1
′
)

u(t + 1) = Gu(t), u ∈ Dn
(52.1

′
)

From [8], we know that BN (52.1
′
) has distinct DAs and each DA has only a cycle

or a fixed point in it. The state of BN (52.1
′
) depends on the initial state u(0). We

divide BN (52.1) to 𝜏 + 1 systems Um(t′m) in time sequence.

Um(t′m + 1) = GUm(t′m), m = 1, 2,… , 𝜏 + 1 (52.4)

where Um(t′m) = u1(t′m) ⋉ ⋯ ⋉ um(t′m) ∈ Dm
. Therefore, u(t) can be expressed as

repeat of system sequence Um(t′m). The step time t′m of the mth system, Um(t′m), is

t = t′m(0) + (𝜏 + 1)t′m, where the t′m(0) is the starting time the system Um(t′m) begins,

t′m(0) = −𝜏 − 1 + m. The initial value of each Um(t′m) is Um(0) = u(−𝜏 − 1 + m).
Obviously, each Um(t′m) in (52.4) is delay-free as BN (52.1

′
). We can get the solu-

tion of Um(t′m) by solving BN (52.1
′
) [8]. Then, we get the solution of delayed BN

(52.1) by putting Um(t′m) together repeating in time sequence.

52.3.2 Intermittent Synchronization

We have following results of intermittent synchronization for CBNs (52.1) and

(52.2).

I. Case 𝜏 = 𝜏
′

Consider the delay-free case of the BN (52.2)

x(t + 1) = Lu(t)x(t), x ∈ Dn
. (52.2

′
)

We firstly divide CBNs (52.1) and (52.2) to systemsUm(t′m), Xn(t′′n ),m = 1,… , 𝜏+1;

n = 1,… , 𝜏
′ + 1, in time sequence, and get

{
Um(t′m + 1) = GUm(t′m), Um ∈ Dn

Xn(t′′n + 1) = LUm(t′m)Xi(t′′n ), Xn ∈ Dn (52.5)

where Um = u1(t′m)⋉⋯⋉ un(t′m), Xn = x1(t′′n )⋉⋯⋉ xn(t′′n ). We denote t′m, t′′n as

step time for each Um(t′m) and Xn(t′′n ), we have

t = t′m(0) + (𝜏′ + 1)t′m, t = t′′n (0) + (𝜏 + 1)t′′n , (52.6)
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where t′m(0) and t′′n (0) means the starting time of Um(t′m) and Xn(t′′n ), respectively.

Because 𝜏 = 𝜏
′
, Um(t′m) and Xn(t′′n ) have one-to-one correspondence, we get t′m = t′′n ,

if m = n. By merging subscript m and n as m,

{
Um(t′m + 1) = GUm(t′m)
Xm(t′m + 1) = LUm(t′m)Xm(t′m),

(52.7)

with the initial value Um(0) = u((m−1)−𝜏) and Xm(0) = x((m−1)−𝜏) we get a new

coupled system without delays, with t′m = (t − tm(0)′)∕(𝜏 + 1), where t′m(0) = −𝜏 −
1 +m. Obviously, (52.7) is identical to delay-free system CBNs (52.1

′
) and (52.2

′
).

From [11], if complete synchronization in (52.7) occurs within specified DAs, Si and

Sij, then CBNs (52.1) and (52.2) will achieve intermittent synchronization, the fixed

time interval is 𝜏 + 1.

Theorem 1 Let 𝜏 = 𝜏
′. Assume that complete synchronisation of CBNs (52.1′) and

(52.2′) occurs w.r.t. Si and Sij. If the initial values of u(−(𝜏+1)+m) and x(−(𝜏+1)+n)
satisfy

a. m = n,
b. u(−(𝜏 + 1) + m) ∈ Si,
c. u(−(𝜏 + 1) + m)⋉ x(−(𝜏 + 1) + n)) ∈ Sij, 1 ≤ m, n ≤ 𝜏 + 1

Then intermittent synchronization between CBNs (52.1) and (52.2) occurs w.r.t. Si
and Sij, and the fixed time interval is (𝜏 + 1).

The proof can be yield from the observation that {D}Sij = {
⋃

u∈Si
{xu ∶ u ⋉ x ∈

Sij}}, xu means each x chosen must subject to u at each time. We have complete

synchronisation if Theorem 1 holds for all m = 1, 2,… , 𝜏 + 1.

II. Case 𝜏 < 𝜏
′

& 𝜏 = 𝜏
′mod(𝜏 + 1)

Similarly, we divide BN (52.1) and (52.2) into systems, Um(t′m) and Xn(t′′n ), in time

sequence respectively as (52.5). We assume 𝜏
′ = akui(𝜏 + 1) + 𝜏, a ∈ Z+

0 , kui is

the cycle length of BN (52.1
′
) with specific DA, Si. Considering the correspondence

betweenUm(t′m) andXn(t′′n ), we knows that a subsystemUm will drive akui+1 systems

Xn in the dynamical process. We denote the systems Xn driven by Um as a group,

Um(t′m) → {Xn(t′′n ) ∶ n = m, (𝜏 + 1) + m, 2(𝜏 + 1) + m,… , akui(𝜏 + 1) + m}Um
.

and we get n = a0kcui𝜏 + m, a0 ∈ Z+
0 , a0 ≤ a. For each Um(0), Xn(0), we have

Um(0) = u(−𝜏 + (m− 1)),Xn(0) = x(−𝜏′ + (n− 1)), with their starting time t′m(0) =
−𝜏 + (m− 1), t′′n (0) = −𝜏′ + (n− 1). Then we show the system (52.5) in this case is

equivalent to delay-free BN (3’) under following condition.

Assume Um(0) is the point on its cycle Cui = {ui1, ui2,… , uikui}, where kui is the

cycle length. The initial state of Um(0) which drives Xn(0) is
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Um(0) = GUm(a0) = Ga0Um(0).

From (52.6), we have t = a0𝜏 + m, t′m(0) = a0, t′′n (0) = 0. Then we obtain t =
a0𝜏 +m+(𝜏′ + 1) = a0𝜏 +m+(aki0(𝜏 +1)+ 𝜏 +1), t′m = a0 + (akui+1). For Um(0)
is on the cycle of Cui, we get

Um(t′′ + 1) = Um(t′ + 1).

Simultaneously, we get Um(t′′ + 1) = GUm(t′′) = Um(t′ + 1) = GUm(t′). Therefore,

(52.5) can be rewritten as following

{
Um(t′′ + 1) = GUm(t′′)
Xm(t′′ + 1) = LUm(t′′)Xm(t′′).

(52.8)

It is just as delay-free coupled system BN (52.1
′
) and (52.2

′
) and complete synchro-

nization within specified DAs occurs, if Um(0) = u((−𝜏 + 1) + m) ∈ Si,Xn(0) =
x((−𝜏 + 1) + n) ∈ Sij [11]. Therefore, the intermittent synchronization of CBNs

(52.1) and (52.2) occurs and the fixed time interval is (𝜏′ + 1).
When Um(0) is not on the cycle, there must exist a transition time Tp, Um(Tp) just

enters its cycle. If Um(Tp)⋉ Xn(Tp) ∈ Sij, (52.5) can also be written as (52.8).

Theorem 2 Let 𝜏 < 𝜏
′ and 𝜏 = 𝜏

′mod(𝜏+1). Assume that complete synchronisation
of CBNs (52.1′) and (52.2′) occurs w.r.t. Si and Sij, and there is a transition time Tp,
Um(Tp) is on its cycle. If the initial values of u(−(𝜏 + 1) + m) and x(−(𝜏 + 1) + n)
satisfy

a. n = n0, (𝜏 + 1) + n0,… , akui(𝜏 + 1) + n0, 1 ≤ n0 < 𝜏
′ + 1

b. Um(Tp) ∈ Si, 1 ≤ m ≤ 𝜏 + 1
c. Um(Tp)⋉ Xn(Tp) ∈ Sij, 1 ≤ n ≤ 𝜏

′ + 1
d. 𝜏

′ = akui(𝜏 + 1) + 𝜏, a ∈ Z+
0

e. n = a0kui𝜏 + m, a0 ∈ Z+
0 , a0 ≤ a

Then intermittent synchronization between CBNs (52.1) and (52.2) occurs w.r.t. Si
and Sij,

The proof can be yield from the observation that {D}Sij = {
⋃

u∈Si
{xu ∶ um(Tp) ⋉

xn(Tp) ∈ Sij}}, where the initial value of um(Tp), xn(Tp) are u(−𝜏 +m + 1), x(−𝜏′ +
n + 1), respectively. We have complete synchronisation if Theorem 2 holds for all

m = 1, 2,… , 𝜏 + 1.

III. Case 𝜏 > 𝜏
′

& 𝜏 = 𝜏
′mod(𝜏′ + 1)

Similarly, we divide BN (52.1), (52.2) into systems, Um(t′m) and Xn(t′′n ), in time

sequence respectively as (52.5). We set 𝜏 = akui(𝜏′ + 1) + 𝜏, a ∈ Z+
0 , kui is the

cycle length of BN (52.1
′
) with specific DA, Si. Considering the correspondence
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between Um(t′m) and Xn(t′′n ), we knows that akui +1 systems Um will drive a systems

Xn in the dynamical process. We denote the systems Um driving Xn as a group,

{Um(t′m) ∶ m, (𝜏′ + 1) + m, 2(𝜏′ + 1) + m,… , akui(𝜏′ + 1) + m}Xn → Xn(t′′n ),

we get m = a0kcui𝜏 + n, a0 ∈ Z+
0 , a0 ≤ a. Then we present analysis that the system

(52.5) is equivalent to delay-free coupling BN (3’) with complete synchronization

within specific DAs under following condition.

Assume there exists finite initial state subsequence{Um(0),m = m0,m0 + (𝜏′ +
1),… ,m0 + (kui + 1)(𝜏′ + 1)} ∈ {u(0)}

𝜏
are all on cycle Cui ∶ {ui1, ui2,… , uikui},

kui is the cycle length, and they are arranged in cyclic succession. We easily have,

m0 = a0𝜏′ + n, a0 ∈ Z+
0 , a0 ≤ a. We get t = a0𝜏 + m, t′m = a0, t′′n = 0, and

t = a0𝜏 + m + (𝜏′ + 1) = a0𝜏 + m + (aki0(𝜏 + 1) + 𝜏 + 1), t′m = a0 + (akui + 1).
From above, we have Um(t′ + 1) = Um(t′′ + 1) and we get

Um(t′′ + 1) = GUm(t′′) = Um(t′ + 1) = GUm(t′).

System (52.5) is equivalent to (52.8).

If {Um(0)} ∈ Si and Um(0) ⋉ Xn(0) ∈ Sij, the complete synchronization occurs

within specified DAs in system (52.5). Therefore, the intermittent synchronization

of CBNs (52.1) and (52.2) occurs and the fixed time interval is (𝜏′ + 1).
When Um(0), m = m0, m0 + (𝜏′ + 1), m0 + 2(𝜏′ + 1),… , m0 + (kui + 1)(𝜏′ + 1)

is not or not all on the cycle, there must exists a transition time Tp, all Um(Tp) just

enters their cycles and if their states are arranged in cyclic succession, (52.5) can

also be written as (52.8).

Theorem 3 Let 𝜏 > 𝜏
′ and 𝜏 = 𝜏

′mod(𝜏′ + 1). Assume that complete synchronisa-
tion of CBNs (52.1′) and (52.2′) occurs w.r.t. Si and Sij, and there is a transition time
Tp, all Um(Tp)s are on their cycles and arranged in cyclic succession. If the initial
values of u(−(𝜏 + 1) + m) and x(−(𝜏 + 1) + n) satisfy

a. m = m0,m0 + (𝜏′ + 1),… ,m0 + (kui + 1)(𝜏′ + 1), 1 ≤ m0 < 𝜏 + 1
b. Um(Tp) ∈ Si, 1 ≤ m ≤ 𝜏 + 1
c. Um(Tp)⋉ Xn(Tp) ∈ Sij, 1 ≤ n ≤ 𝜏

′ + 1
d. 𝜏 = akui(𝜏′ + 1) + 𝜏

′
, a ∈ Z+

0
e. m0 = a0𝜏′ + n, a0 ∈ Z+

0 , a0 ≤ a

Then intermittent synchronization between CBNs (52.1) and (52.2) occurs w.r.t. Si
and Sij, and the fixed time interval is (𝜏′ + 1).

The proof can be yield from the observation that {D}Sij = {
⋃

u∈Si
{xu ∶ um(Tp) ⋉

xn(Tp) ∈ Sij}}, where the initial value ofUm(Tp),Xn(Tp) are u(−𝜏+m+1), x(−𝜏′+1+
n) respectively. Furthermore, u(−𝜏+1+m) chosen must be made to satisfy Um(Tp)s
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arranged in cyclic succession. We have complete synchronisation if Theorem 3 holds

for all n = 1, 2,… , 𝜏
′ + 1.

IV. Case 𝜏 ≠ 𝜏
′ mod(𝜏′ + 1)

Under this circumstance, CBNs are hard to achieve intermittent or complete synchro-

nization unless the corresponding CBNs without delays have some special dynamical

property, we have the following theorem and its proof is obvious.

Theorem 4 Let 𝜏 ≠ 𝜏
′ mod(𝜏′ + 1). Assume that BN (52.1′) has a fixed point Cup

as global attractor, and BN (52.2′) has a global input-determined a fixed point Cxp.
If Cup = Cxp, the delayed systems, CBNs (52.1) and (52.2), will achieve complete
synchronisation.
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Chapter 53
Overhead Transmission Line Condition
Evaluation Based on Improved Scatter
Degree Method

Guoqiang Sun, Chao Zhu, Ming Ni and Zhinong Wei

Abstract As an important part of the transmission network, the running state of
overhead transmission line will directly affect the reliability of the whole power
system. With a single element reliability model, it is hard to exactly reflect the true
condition of the complicated system with multi hierarchies and multi indicators,
which means it is difficult to conduct an accurate comprehensive evaluation on
overhead transmission line. This paper proposes an overhead transmission line
evaluation model based on improved scatter degree method. The proposed model
combines the subjective and objective combination weighting method, which can
not only calculate the line units, but also evaluate the running state of the whole
overhead transmission line. Finally, this model is used to assess overhead trans-
mission lines in a certain area and results show that the proposed method is effective
and feasible.

Keywords Improved scatter degree method ⋅ Condition evaluation ⋅ The
subjective weight ⋅ The objective weight

53.1 Introduction

Overhead transmission line is an important part of the power system. The running
state will directly affect the reliability of the operation of the whole power system.
At present, many scholars have studied the condition assessment of overhead
transmission line. A method based on circuit element reliability model was pro-
posed to study the overhead transmission line [1–3], and the analysis process of the
method includes state selection, state estimation and indicator calculation.
Compared with the circuit element reliability model, the transmission line risk
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assessment model is a short time evaluation model [4–7], and the line risk
assessment indicators are obtained by putting the time-varying circuit element
failure rate model into the line risk assessment model. However, the reliability
model and the risk assessment model both use a single circuit element model to
replace the whole evaluation system, which is hard to exactly reflect the true state of
the complicated system with multi hierarchies and multi indicators. As a result, the
evaluation results of these methods have some limitations.

This paper proposes an overhead transmission line condition assessment model
based on improved scatter degree method. First, the order relation method is used to
calculate the subjective weights of each evaluation indicator and line unit. Second,
the scatter degree method is adopted to calculate the objective weights. At last, the
function value is calculated according to the linear evaluation function and the line
running state is evaluated based on the comprehensive evaluation function value.

53.2 The Establishment of the Evaluation Indicator
System of Overhead Transmission Line

53.2.1 The Establishment of the Line Evaluation Indicator
System

The establishment of the condition evaluation indicator system is the premise and
foundation of comprehensive evaluation. At present, the main monitoring items of
online monitoring system are conductor sag, conductor temperature, insulators for
wind, micro meteorological and so on. According to “Guide for Condition Eval-
uation of Overhead Transmission Line” and “Patrol system for overhead lines”,
which are promulgated in 2007, this paper brings the foundation, tower, conductor,
insulator, ancillary facilities of the five main line units into the overhead trans-
mission line condition evaluation index system. The indicator system is shown in
Table 53.1.

53.2.2 Data Preprocessing

The condition evaluation indicator system of overhead transmission line is complex
and the monitoring of the indicators mainly relies on line inspection. The collected
data from online monitoring system is quantitative data, such as the temperature of
conductor and the insulator wind angle. While the line inspection data is qualita-
tively used to describe some mechanical components, such as the tower corrosion.
In order to make the integration of inspection data and online monitoring data, the
qualitative data needs to be quantified.
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According to “Guide for Condition Evaluation of Overhead Transmission Line”,
the line state deterioration degree is divided between 0–10 points. The more points,
the more serious the state deterioration degree will be, and the indicator state will be
worse. Then, the collected inspection data is compared with the evaluation criterion,
and quantitated into 4 sections: 0–2 shows that the state is normal, 2–4 shows that
the state needs attention, 4–8 shows that the state is abnormal, and 8–10 shows that
the state is critical.

Most of the indicators are very-small indicators, which means that the smaller
the index is, the better the line state will be. In order to make the calculation and
analysis easy, this paper unifies all indicators to very-small index. For a spot of
very-large and intermediate indicators, the following formulas are presented to
unify them.

For very-large index:

x0 =M − x ð53:1Þ

where M is the allowable upper bound of indicator x. For convenience, the x′ is
usually transformed to x.

Table 53.1 Condition evaluation index system of overhead transmission line

Line unit Line unit index

Foundation s1
(1) The surface damage of tower foundation x1

The damage of foundation slope and flood control facilities x2
The basic situation of metal corrosion x3
Anti-collision facilities x4

Tower s2
(1) The inclined situation of tower x5

The construction deletion of tower and steel tube tower x6
The corrosion situation of tower and steel bar x7
The damage of cable corrosion x8
Concrete crack x9

Conductor s3
(1) Corrosion, broken and flashover x10

Foreign bodies in suspension x11
Abnormal vibration, galloping and icing x12
Conductor sag x13

Insulator s4
(1) Insulator pollution situation x14

Inclination of the insulator string x15
Porcelain insulator glaze broken situation x16

Ancillary Facilities s5
(1) The defect of tower marking x17

The damage of lightning protection facilities x18
The damage of anti-bird facilities x19
The defect of guardrail and ladder stand x20
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For intermediate index:

y* =
2½y−m�
M −m ðm≤ y≤ M +m

2 Þ
2½M − y�
M −m ðM +m

2 ≤ y≤MÞ

8<
: ð53:2Þ

where M is the allowable upper bound of indicator y, m is the allowable lower
bound of indicator y. For convenience, the y* is usually transformed to y.

At last, to dimensionless all indicators, the linear scaling method is adopted as
follows:

x* =
x
xs

ð53:3Þ

where, xs can be the minimum, maximum or average value. In this paper, for the
very-small and transformed very-large index, xs is 10. For intermediate index,
considering only the conductor sag is belonged to the middle type indicator, xs can
be taken as the designed sag of conductor.

53.3 Determine the Weights of Evaluation Indicators

Determining the weight coefficients is the core problem in comprehensive evalu-
ation. In general, there are three methods to determine weight coefficients. The first
is subjective weighting method based on the principle of “function driven”, such as
analytic hierarchy process, the least square method, and order relation method.
Although the method directly reflects the evaluator’s subjective judgment and
intuition, it may have certain subjectivity in comprehensive evaluation results or
sorting. The second is the objective weighting method based on the principle of
“difference driven”, such as the variation coefficient method, entropy method, and
the scatter degree method. Although it usually uses the complete mathematical
theory and method, it ignores the subjective information of decision makers. The
third is the integrated weighting method which can combine the objective and
subjective weighting methods from logic. The method can reflect the principle of
“function driven” and “difference driven”, and display the subjective preferences of
decision makers based on data mining.

Three commonly used integrated weighting methods are presented as follows:
“addition” integrated method, “multiplication” integrated method, and improved
scatter degree method. The first two methods are both based on Lagrange extreme
value theory to weight the subjective and objective weights. Compared to the first
two methods, the improved scatter degree method is a kind of dynamic weighting
method. The observed data are weighted twice: the first weighting is based on the
important degree of every evaluation indicators relative to the evaluation target, and
the second weighting is to reflect the difference between each evaluation objects

514 G. Sun et al.



from the whole, which makes a certain distinction between objects. As a result, this
paper uses the improved scatter degree method.

53.3.1 Determine the Subjective Weights by Order Relation
Method

Order relation method is a new method that does not need consistency check. It is a
subjective weighting method which first sorts the evaluation index qualitatively,
then judges the importance of adjacent indicator, and finally calculates the indicator
quantitatively [8].

The method has the advantages of no need of judgment matrix or consistency
checking. Compared with the judgment matrix structured by analytic hierarchy
process (AHP), the computation reduced rapidly. The calculation process is
described as follows:

1. Determine the order relation. Through the analysis of the order relation and the
adjustment of the position number, the order relation of the indicators can be
determined as x1≻x2≻⋯xm, where m is the number of indicators.

2. Determine the relative importance between adjacent indicator. The importance
ratio of xj-1 and xj is judged by experts as follows:

wj− 1 w̸j = rj, j=m,m− 1, . . . , 2 ð53:4Þ

The assignment of rj can refer to Table 53.2.
3. Calculate the weight coefficient wj. If the experts have given the assignment of rj

after rational judgment

wj = ð1+ ∑
m

j=2
∏
m

k= j
riÞ− 1 ð53:5Þ

Then the other subjective weights can be calculated by wj

wj− 1 = rjwj ð53:6Þ

Table 53.2 Assignment
reference table of rj [9]

Rj Illustration

1.0 Index xj-1 and index xj has the same importance
1.2 Index xj-1 is a little more important than index xj
1.4 Index xj-1 is obviously important than index xj
1.6 Index xj-1 is strong important than index xj
1.8 Index xj-1 is extreme important than index xj
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53.3.2 Determine the Objective Weights by Scatter Degree
Method

The line evaluation indicator system shown in Table 53.1 indicates that each
overhead transmission line can be regarded as a large system. The system is
composed of five subsystems, and each subsystem corresponds to different amounts
of state index.

1. For large systems: S1, S2, …, Sn, each system includes foundation, tower,
conductor, insulator and ancillary facilities.

2. The observation data of these n systems: {xij
(1,t)} is the observation value of

indicator j from subsystem t of the first level in system i. These observations are
assumed to be standard observation value which has been minimized and
dimensionless.

Regard the linear weighted function which consists of the indicator observation
value xi1

(1,t), xi2
(1,t), …, ximt

(1,t) from subsystem t in system i as the comprehensive
evaluation function:

yð1, tÞi =w1x
ð1, tÞ
i1 +⋯+wmtx

ð1, tÞ
imt =wT

mtx
ð1, tÞ
i ð53:7Þ

where mt means the indicator number of subsystem t, wmt = (w1, w2, …, wmt)
T is the

subjective weights calculated by the order relation method.
Assuming

Y ð1, tÞ = ðyð1, tÞ1 , yð1, tÞ2 , . . . yð1, tÞn ÞT ð53:8Þ

Xð1, tÞ = ðxð1, tÞ1 , xð1, tÞ2 , . . . xð1, tÞn ÞT ð53:9Þ

Then

Y 1, tð Þ =wT
mtX

1, tð Þ ð53:10Þ

The difference from x1
(1,t), x2

(1,t), …, xn
(1,t) to x(1,t) can be expressed by total

deviation sum of squares:

maxσ2 =
1
n
∑
n

i=1
ðy 1, tð Þ

i − yð1, tÞÞ2 ð53:11Þ

Due to the original data has been standardized, the value of y 1, tð Þ is zero.
Then

max σ2 =
1
n
∑
n

i=1
ðy 1, tð Þ

i Þ2 =wT
mtH

1, tð Þwmt ð53:12Þ
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where H(1,t) = X(1,t)(X(1,t))T is real symmetric matrix. If X(1,t)(X(1,t))T = 1, then the
maximum value of (53.12) can be calculated by choosing wmt to match the formula:

max wT
mtH

1, tð Þwmt

s.t.wT
mtwmt =1

wmt >0

ð53:13Þ

When wmt is the standard feature vector of the largest eigenvalue of H(1,t),
formula (53.13) will get the maximum value. And the new weight wmt′ is the
objective weight of subsystem t got by the scatter degree method.

Note that the objective weight wmt′ does not has the “inheritance”, and it will
change when indicator value X(1,t) changes.

53.4 Condition Assessment of Overhead Transmission
Line

According to Table 53.1, take a certain area of n overhead transmission lines as the
objects of assessment and record them as S1, S2, . . . , Sn. Evaluate these n overhead
transmission lines and their subsystems.

53.4.1 Comprehensive Evaluation Function of the First
Level Subsystem

Before establishing the comprehensive evaluation function, the indicators need to
be weighted:

x*ð1, tÞij =wð1, tÞ
j xð1, tÞij ð53:14Þ

where wj
(1,t) is the subjective weight calculated by formula (53.5).

Regard the linear weighted function which consists of x*ð1, tÞi1 , x*ð1, tÞi2 , . . . , x*ð1, tÞimt as
the comprehensive evaluation function:

yð1, tÞi = ∑
mt

j=1
bð1, tÞj x*ð1, tÞij ð53:15Þ

where bj
(1,t) is the constant and used as the objective weight calculated by scatter

degree method.

53 Overhead Transmission Line Condition Evaluation Based … 517



Assuming

bð1, tÞ = ðbð1, tÞ1 , . . . , bð1, tÞmt ÞT ð53:16Þ

yð1, tÞ = ðyð1, tÞ1 , . . . , yð1, tÞn ÞT ð53:17Þ

Að1, tÞ =
xð1, tÞ11 ⋯ xð1, tÞ1mt
⋯ ⋯ ⋯
xð1, tÞn ⋯ xð1, tÞnmt

2
4

3
5 ð53:18Þ

Then formula (53.15) will be abbreviated as

yð1, tÞ =Að1, tÞbð1, tÞ ð53:19Þ

According to scatter degree method, b(1,t)(b(1,t) can be obtained as the standard
feature vector of the largest eigenvalue of H(1,t) = (A(1,t))TA(1,t)). Put b(1,t) into
formula (53.15), then the comprehensive evaluation function of subsystem st

(1) will
be obtained.

53.4.2 Comprehensive Evaluation Function of the Large
System Si

Before establishing the comprehensive evaluation function of the large system
through functions of the subsystems, the functions of subsystems need to be
weighted:

y*ð1, tÞi =wð1, tÞyð1, tÞi ð53:20Þ

where w(1,t) is the weight corresponding yi
(1,t).

Assuming

Yi = ∑
5

t=1
bty

*ð1, tÞ
i ð53:21Þ

where Yi is the comprehensive evaluation function of the large system Si, and bt is
the constant.
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53.4.3 Line Condition Assessment Based on Comprehensive
Evaluation Function Value

Due to each indicator of overhead transmission lines is dimensionless value, and the
weight of each indicator is the standard weight (sum of the indicator weights is 1),
the comprehensive evaluation function value should be a number between 0 and 1.
The indicators are very-small index, which means that the smaller the indicator is,
the better the line state will be.

According to “Guide for Condition Evaluation of Overhead Transmission Line”,
the running state of the line is divided into four states: normal, attention, abnormal
and serious. This paper attempts to link comprehensive evaluation function value
and these four states. According to the method proposed in Sect. 1.2, the com-
prehensive evaluation function value may be divided into four parts: 0–0.2, 0.2–0.4,
0.4–0.8, 0.8–1.0, which respectively corresponds to the normal, attention, abnormal
and serious state. A real example is presented to demonstrate the reasonability of
the proposed method.

53.5 The Example Analysis

The improved scatter degree method is used to evaluate 3 overhead transmission
lines of 110 kV in Jiangsu province. Each line consists of 5 subsystems: foundation,
tower, conductor, insulator, and ancillary facilities. The large system totally has
20 evaluation indicators and the indicator system is shown in Table 53.1. The data
is collected and pretreated according to Sect. 1.2. Type (53.5) and (53.6) are applied
to establish the line evaluation indicator subjective weights based on the order
relation method. The result is shown in Table 53.3.

The comprehensive evaluation value of the first level subsystems is calculated
according to Sect. 1.3, as shown in Table 53.4.

Type (53.5) and (53.6) are applied again to establish the subsystem subjective
weights: 0.1882, 0.2258, 0.2258, 0.2258 and 0.1344. At last, the comprehensive
evaluation value of the whole system is calculated according to Sect. 53.2, as shown
in Figs. 53.1 and 53.2.

It can be seen from Table 53.4 and Fig. 53.1, the comprehensive evaluation
value of subsystems of line 2 is bigger than that of the other two lines, and the final

Table 53.3 Evaluation index
of subjective weights based
on the order relation method

The first subsystem Weights

Foundation S1
(1) 0.2609 0.2609 0.26029 0.2173

Tower S2
(1) 0.2 0.2 0.2 0.2 0.2

Conductor S3
(1) 0.25 0.25 0.25 0.25

Insulator S4
(1) 0.4118 0.2941 0.2941

Ancillary facilities S5
(1) 0.2728 0.2728 0.2272 0.2272
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system function value of line 2 is the biggest too. Considering the comprehensive
evaluation function value is a very-small number, the state of line 3 is best due to its
smallest function value while the state of line 2 is the worst.

As shown in Fig. 53.2, the condition evaluation result based on AHP is the same
as the method proposed in this paper, which can both conclude that the state of line
3 is the best and the line 2 is the worst. However, the comprehensive evaluation
value obtained by those two methods is different. Although AHP is a kind of
comprehensive evaluation method which can analyze the multi-level and multi
index system, it only weights the indicators once and can’t make a difference in the
evaluation objects, and its assessment result is too conservative. On the contrary,
the improved scatter degree method can not only weight the indicators according to
the importance of the indicators, and avoid the influence of some unimportant index
on the evaluation result, but also make a difference in the evaluation objects and
make them easy to compare.

Table 53.4 The
comprehensive evaluation
value of the sub system

Subsystem Line 1 Line 2 Line 3

Foundation 0.09 0.11 0.06
Tower 0.08 0.12 0.05
Conductor 0.11 0.17 0.09
Insulator 0.08 0.13 0.06
Ancillary facilities 0.06 0.11 0.05

Fig. 53.1 The evaluation
result based on this method

0.06

0.07

0.055

Fig. 53.2 The evaluation
result based on AHP
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53.6 Conclusion

This paper proposes an overhead transmission line condition assessment model
based on an improved scatter degree method. First, the order relation method is
used to calculate the subjective weights of each evaluation indicator and line unit.
Secondly, the scatter degree method is used to calculate the objective weights. At
last, the function value is calculated according to the linear evaluation function, and
the line running state is evaluated based on the comprehensive evaluation function
value. Through case analysis, results show that this method can synthesize the
indicators effectively. The proposed method can not only evaluate each unit of the
overhead transmission line, but also evaluate the whole line comprehensively.
Besides, it is sensitive to the data.
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Chapter 54
A Novel Driving Method for Switching
Control Pulse Signal

Jin-Yan Zheng, Yu Fang, Pan Xu and Qi-Qi Zhao

Abstract A novel driving method implemented with high frequency
electromagnetic isolation is proposed in this paper. And the hardware designing
schematic diagram and the software configuration method are presented. Then the
corresponding operating principle is analyzed in detail based on digital control chip
and analog circuits. The proposed driving method can be applied to real-time
varying pulse width of the control signal and the duty-cycle ratio of this control
pulse can be regulated in the range of 0–100 %. This novel driving method can
achieve not only the advantages of high insulation and high common-mode sup-
pression, but also the merits of low cost and fast dynamic response speed, and it is
suitable for the isolation and amplification of high frequency switching control
pulse signal. Finally, the experimental results show that the proposed driving
method in this paper is effective.
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54.1 Introduction

In recent years, the power electronic technology has developed rapidly in the areas
of new energy power generation and the electric vehicles charger, thus increasing
the use of power electronic devices. Higher requirements of the high power density,
high reliability and high cost performance of the power electronic devices have
been put forward, and the power is developing towards the direction of high fre-
quency. The function of the digital control chip with high speed is becoming more
and more powerful, and the digitalization of power supply has become the trend of
development. Digital control has brought new research ideas for the design of
power electronic equipment [1, 2].

In the technology of power conversion in power electronics, the research on the
driving circuit, which functioned as a connecting hub of the power circuit and
control circuit, has a great significance. In a converter, according to the circuit
topology, the driving mode of the power switch device has two kinds of method
including direct driving and isolated driving. In many applications, especially in the
high power converter, we generally have to realize the electrical isolation between
the power circuit and control circuit, so isolated driving is often needed [3, 4].

Isolated driven is also divided into two ways of electromagnetic isolation and
photoelectric isolation. Among them, photoelectric isolation, because of its
advantages of small volume, simple structure and so on, has been widely used.
However, it also has shortcomings of poor common-mode rejection ability, slow
transmission speed and high cost, which is not conducive to the high power density
and high performance of the converter. Electromagnetic isolation driving, with
pulse transformer as its isolation element, has fast response speed, high dielectric
strength between primary and secondary windings, high common-mode suppres-
sion and low cost and is usually used in switching power supply with high power
density. However, due to the magnetic saturation characteristics of pulse trans-
former, on the occasion when the duty ratio is less than 50 %, the traditional
electromagnetic isolation driving mode is usually limited in application, while for
the inverter and the rectifier, pulse control signal generated by controller continu-
ously changes in a low frequency period, which will lead to the saturation of the
pulse transformer easily [5, 6]. In order to solve this problem, we usually add a high
frequency modulation circuit to the electromagnetic isolation driving circuit, but
this will introduce high-frequency noise, increase the cost of hardware and make the
driving circuit complicated [7].

Aiming at this situation, combined with digital control technology, a novel
electromagnetic isolation driving method is proposed in this paper, which can
realize the adjustment of duty cycle ratio in the range of 0–100 %, and can be
continuously changed in a low frequency period.
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54.2 The Principle of the Novel Electromagnetic Isolation
Driving Circuit

54.2.1 Hardware Configuration of the Driving Circuit

As shown in Fig. 54.1, PWM1A and PWM2A are pulse signals from the digital
control chip; Q1A and Q2A are P-channel MOS transistors, Q1B and Q2B are
N-channel MOS transistors. P-channel MOS transistor and N-channel MOS tube,
two as a group, are combined into a totem pole to achieve the enhanced input signal.
Therefore, when the P-channel MOS transistor is turned on, the amplitude of the
pulse signal sent to the transformer will not be reduced a lot. C1 is the driving
capacitor, R3 is the discharge resistor of C1; T1 is pulse isolation transformer; U1 is
an OR logic gate; U2 is a driving chip; V3 is a regulator whose voltage value is 2.7 V.

54.2.2 The Working Principle of Driving Circuit

Target pulse control signal is divided into two equal-width pulse control signal
PWM1A and PWM2A in the digital control chip, as shown in Fig. 54.2. Supposing
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the duty cycle ratio of the target pulse control signal, which is generated by digital
control algorithm in the chip is D and the switching period is Ts, the time zones of
the PWM1A and PWM2A in each switching cycle are 0 ∼ D · Ts/2 and
D · Ts/2 ∼ D · Ts; After PWM1A and PWM2A having been inverted and enhanced
the current driving capability by totem pole shown in Fig. 54.1, PWM1 and PWM2
are formed. Then PWM1 and PWM2 separately act on the two inputs in the primary
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side of the pulse transformer. As we can see from Fig. 54.1, for the primary side of
the pulse transformer, PWM1 and PWM2 are common-mode inputs, so only those
parts whose levels are different in PWM1 and PWM2 signals in Fig. 54.2 excite the
primary winding T1_1 of the transformer. It is easy to know that the direction of
excitation current alternately turns positive and negative, and the positive and
negative excitation time is the same with the time of pulse width of PWM1A and
PWM2A. Therefore, the width of the pulse signals PWM1S and PWM2S generated
by secondary windings is the same with the corresponding PWM2A and PWM1A,
as shown in Fig. 54.2. Obviously, voltages of PWM1 and PWM2 are equal in
magnitude and pulse width, so primary side of the pulse transformer can achieve a
volt-second balance and the pulse transformer is not saturated.

According to the analysis above, PWM1A and PWM2A are got when target
pulse control signal in a switching period is divided into two parts. So, even if the
width of the pulse control signal changes continuously, driven by the method of
Fig. 54.1 can also ensure that the pulse transformer is not saturated. Therefore, the
circuit in Fig. 54.1 can be used as the driving circuit of the pulse control signal
generated by SPWM modulation or SVPWM modulation and achieve the duty ratio
of 0 to 100 %. That is to say, the duty ratio is not limited by the traditional
electromagnetic isolation driving to a maximum of 50 % or by the changes in a
large and continuous range.

Between the isolation transformer T1 and OR logic gate U1, R5, D1, R8 and
secondary windings T1_2 constitutes the signal channel when the input signal of OR
gate ORIN1 is at a high level; while R6, D3, R9 and secondary windings T1_3

constitutes the signal channel when the input signal of OR gate ORIN2 is at a high
level. When the input signal of the OR gate is high, R5 and R6 respectively limit the
current for diode D1 and D3. In Fig. 54.1, D2, R4 and secondary windings T1_2

constitutes the signal channel when the input signal of OR gate ORIN1 is at a low
level; while D4, R7 and secondary windings T1_3 constitutes the signal channel
when the input signal of OR gate ORIN2 is at a low level. It can be seen from
Fig. 54.1 that diodes D1 and D3 can prevent the intrusion of large current when the
corresponding input signal of OR gate is at a low level; The conduction of D2 and
D4 respectively play the role of bypass for resistance R8 and R9, which can ensure
that the corresponding low level is sent to the OR gate in the subsequent stage in a
stable and reliable way. As we can see, D2 and D4 also play the role of clamping for
low level, preventing the input of the OR logic gate appear high negative pressure
and be damaged. C2 and C3 are used as filter capacitors; resistors R8 and R9 are
used for absorbing the charge on capacitors C2 and C3; resistors R4 and R7

respectively limit the current for diode D2 and D4.
As shown in Fig. 54.2, the ORIN1 and ORIN2 signals will go through OR logic

gate U1, thus the signal U2OUT can be obtained by adding the equally divided
pulse control signals. The pulse width of the signal U2OUT is equal to that of the
target pulse control signal PWMD in a digital control chip. U2OUT generates a
driving signal vdr of the switch tube through driving chip U2. V3 in Fig. 54.1 is the
regulator. As the capacitor C7 will be charged and then be clamped in the regulation
value of V3 when signal U2OUT is high, the regulation value of V3 will provide
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switch with negative voltage when signal U2OUT is low, which is helpful to the
reliable and fast turn-off of the switching tube.

In Fig. 54.2, PWMD is the target pulse control signal, EPWM1 and EPWM2 are
the EPWM modules of digital control chip, PWM1A and PWM2A are digital
output signals of digital control chip, PWM1 and PWM2 are input signals in the
primary side of the pulse transformer, PWM1S and PWM2S are output signals in
the secondary side of the pulse transformer, ORIN1 and ORIN2 are input signals of
OR logic gate, U2OUT is output signal of OR logic gate, vdr is a driving signal
which is sent to the switch, PWM_PRD is the counting peak of period register in
EPWM module and D is duty cycle ratio of the target pulse control signal.

54.2.3 The Design of the Pulse Transformer

In this paper, the pulse transformer in the driving circuit has two outputs, and they
are connected with the OR logic gate, thus achieving the sum of the two output
signals. The total output power of pulse transformer PTO is 2 W. We select MnZn
power ferrite of Dongci, which is made in DMR40 and whose saturation power
density is 0.051 T and model is EP7DMR40, as the pulse transformer in this paper.
In order to reduce the loss of driving that excessive magnetic swing will bring, the
maximum working magnetic induction Bm is selected as 0.075 T. According to the
working characteristics of the pulse transformer in this paper, magnetic amplitude
of the pulse transformer ΔB = 2B m = 0.15 T [8, 9].

Determine the core size, as represented by the Eq. (54.1):

AP=AeAw =
2PTo

KΔBfT

� �4 3̸

ð54:1Þ

where PTO is output power; ΔB is magnetic swing; K is 0.017;
Supposing the switching frequency is 45 kHz.
Then: AP = 0.452 × 10−10 m4, the cross-sectional area of window is

1.098 × 10−6 m4 after calculating according to the core of the selected dongci EP7.
Therefore, it has a large margin.

Turns of the primary side is calculated as shown in the Eq. (54.2):

N1 =
UiTon
ΔBS

ð54:2Þ

where, duty cycle ratio of the pulse is 0.5; the switching frequency is 45 kHz,
namely Ton = 0.5/(45 × 103); Ui is the input voltage of the primary side and it is
3.3 V in this paper; core cross-sectional area S of EP7DMR40 is 10.7 × 10−6 m2;

Turns of the primary side N1 is 24 through calculation. As the turns ratio of pulse
transformer is 1:1:1, turns of the two secondary windings is also 24.
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Wire diameter is calculated as shown in the Eq. (54.3):

Sline =
1
4
πd2 =

ITRMS

j
ð54:3Þ

Therefore, the wire diameter of primary and secondary side can be selected as
0.2 mm.

Verifying the window utilization factor:

Ku =
∑ Sline ×N

Q
=0.21< 0.3 ð54:4Þ

All these can illustrate that the design of pulse transformer is reasonable.

54.3 Digital Configuration of Pulse Control Signal

In order to obtain PWM1A and PWM2A in Fig. 54.1, we need to configure the
PWM module in the digital control chip. In this paper, TI company’s DSP chip
TMS320F28035 is used to realize the control.

PWM1A and PWM2A are generated by two modules of EPWM1 and EPWM2 in
TMS320F28035. With the same time base, carrier mode of the two EPWMmodules
is configured with counting mode, so counting peak of period register in these two
EPWM modules is equal to the value of switching cycle PWM_PRD. PWM1A is
obtained by the comparison between the value of counter in EPWM1 and com-
parison register A in this module. The counter in EPWM2 is compared respectively
with comparison register A and comparison register B to get the corresponding up
and down edge of the PWM2A. Comparison register A in EPWM1 module is
assigned to (D/2) · PWM_PRD, comparison register A in EPWM2 module is
assigned to (D/2) · PWM_PRD and comparison register B is assigned to
D · PWM_PRD. As shown in Fig. 54.2, when the value of counter in EPWM1
module is smaller than the value in comparison register A, the output of EPWM1
module is at a high level, or PWM1A is high. And when the value of counter in
EPWM1 module is larger than the value in comparison register A, the output of
EPWM1 module is at a low level, or PWM1A is low. In Fig. 54.2, when the value of
counter in EPWM2 module is larger than the value in comparison register A and is
smaller than the value in comparison register B, the output of EPWM2 module is at a
high level, or PWM2A is high. When the value of counter in EPWM2 module is
smaller than the value in comparison register A or is greater than the value in
comparison register B, the output of EPWM2 module is at a low level, or PWM2A is
low. From the above configuration, we can devide target pulse control signal PWMD
equally and get the corresponding PWM1A and PWM2A [10].
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54.4 The Experimental Results

The driving circuit is used in pre-VIENNA rectifier of the electric vehicle charger
and the circuit is shown in Fig. 54.3. Prototype parameters: L1 = L2 = L3 = 0.8 mH,
C1 = C2 = 1080 uF. The effective value of phase voltage in input grid is 220 V.
The DC output voltage Udc is 800 V. The output power is 5 kW, the switching
frequency fs is 45 kHz. According to the driving requirements of switch in
VIENNA rectifier, two switches in bi-directional switch use the same driving signal
to achieve control, so the circuit shown in Fig. 54.3 requires the use of three groups
of the driving circuit shown in Fig. 54.1.

The OR gate in Fig. 54.1 uses NXP company’s chip 74HC1G32; the driving
chip uses MIC- ROCHIP company’s chip TC4424A; resistances R1 = R2 = 2 KΩ,
R3 = 51 Ω, R5 = R6 = 10 Ω, R4 = R7 = R8 = R9 = 1 KΩ, R10 = 200 Ω,
R11 = R13 = 5.1 KΩ, R12 = 5 Ω; capacitors C1 = 1 uF, C2 = C3 = 100 pF; we adopt
dual closed-loop control and SPWM modulation in digital controller and get the
corresponding experimental results as follows.

Figure 54.4 gives respectively the waveforms of the pulse control signals
PWM1A and PWM2A, which are outputs of DSP, and driving signal vdrA on the
switch of phase A. Figure 54.5 shows the waveforms of the pulse control signals
PWM1A and PWM2A, and the input signals ORIN1 and ORIN2 of OR gate.

N

L1

L2

L3

ua

ub

uc

C1

O

C2

RL
S2S1

S3 S4

S5 S6
D2

D1 D3

D4

D5

D6

ia

ib

ic

Udc

+

-

Fig. 54.3 The main circuit of
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Figure 54.6 gives waveforms of the output signal U2OUT of the OR gate and
driving signal vdrA of the switch. Figure 54.7 shows the steady-state waveforms of
the main power when power output is 5 kW, respectively are the input voltage
waveform of B phase, the input current waveform of B phase, the input voltage
waveform of C phase, the input current waveform of C phase. It can be seen from
the waveforms that VIENNA converter can realize the sinusoidal current and unity
power factor in the grid side. The experiments above illustrate that the proposed
driving method in this paper can achieve high-frequency isolation driving, and
provide reliable and efficient driving for the converter whose pulse control signals
continuously vary.

Fig. 54.5 The waveforms of
switching control pulse
signals and the input signals
of OR-gate

Fig. 54.6 The output
waveform of OR gate and the
driving waveform
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54.5 Conclusion

A novel high frequency electromagnetic isolation driving method is presented in
this paper. And the driving circuit of hardware and digital configuration methods of
pulse control signal are given. Moreover, the high-frequency electro-magnetic
isolation driving circuit studied in this paper is applied in the three-phase three-level
Vienna rectifier, thus realizing the high power factor correction. It is obvious that
the driving method studied in this paper, which has the characteristics of fast
performance and low cost, can regulate the duty cycle ratio in the range from 0 to
100 % and can be used as driving circuit for the width-varying pulse control signal.
The proposed driving circuit and method in this paper can be extended to
high-frequency converters to achieve high power density and high cost
performance.
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Chapter 55
Study of Transformer Fault Diagnosis
Based on DGA and Coupled HMM

Hao Guo, Zhinong Wei, Ming Ni, Guoqiang Sun and Yonghui Sun

Abstract In this paper, a coupled hidden Markov model (CHMM) based on
dissolved gas analysis (DGA) is proposed for transformer fault diagnosis in power
systems. By using the theory of scalar quantization, the collected date of dissolved
gas is preprocessed and put into two observation channels in the coupled two-chain
hidden Markov model (HMM) with the form of gas content and ratio. Transformed
to the form of HMM equivalently, CHMM can be easily trained and work as the
condition classifier for power transformer. Finally, it follows from the experimental
results and comparison with HMMs that the proposed model is successful and
effective.

Keywords Power transformer ⋅ Fault diagnosis ⋅ HMM ⋅ Coupled HMM ⋅
DGA

55.1 Introduction

Power transformer is one of the most critical equipment in power system. It is also
the important insurance for the safe, economic, reliable operation and high quality
of the power system. Therefore, preventing and reducing the incidence of accidents
is of importance [1]. Power transformer has always been the popular subject of
electrical equipment in the field of condition monitoring and fault diagnosis.
Accurate diagnosis of the internal latent faults is significant for improving the level
of stable operation of power system [2].
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Owing to the influence of electricity or heat, transformer insulating oil will
cleave and produce gas, thus technology of dissolved gas analysis (DGA) has
become an effective method to detect latent fault. Traditional diagnostic methods
based on DGA can be divided into three categories, including the warning value,
the ratio method and the graphical methods [3]. Artificial intelligent methods and
statistical learning methods have achieved satisfactory results in the fault diagnosis
of transformers for the past few years. Although artificial neural network has a great
learning ability, the question of excessive fitting is still existing [4]. Faced with the
dramatic increasing date, the effect of support vector machine will be cut down [5].
Expert system can conduct a comprehensive analysis of large amounts of data,
while the reasoning contains some uncertainties [6]. Transformer fault diagnosis
based on hidden Markov model (HMM) is presented, which has been proved that it
does well in fault classification [7]. In the field of rolling element bearing, coupled
hidden Markov model (CHMM) is used to assess the condition and performs better
than HMM [8].

In this paper, a transformer fault diagnosis model based on DGA and CHMM is
proposed. To prove the better feasibility and effectiveness, it is compared with
traditional HMM in the case study.

55.2 Preliminaries

CHMM is a probabilistic model to describe the statistical properties of two or more
interrelated stochastic processes [9]. It can be seen as a multi-chain HMM which
can introduce the conditional probabilities into state sequences of HMM.

The HMM can perform as a probabilistic finite state system where the actual
states are not observable directly. They can only be estimated by using observables
associated with the hidden states. An HMM is characterized as follows [10]:

(1) N, the number of hidden states in the model. S= S1, S2, . . . SNf g is a set
of N possible states, and the state at time t is qt.

(2) M, the number of distinct observation symbols. V = V1,V2, . . . ,VMf g is
a set of M possible observation symbols, and the observation symbol at
time t is ot.

(3) The initial state distribution π = {πi}, where
πi =Pðq1 = SiÞ, 1≤ i≤N ð55:1Þ

(4) The state transition probability distribution A= ai, j
� �

, where
ai, j =Pðqt+1 = Sj qt = Sij Þ, 1≤ i, j≤N ð55:2Þ

(5) The observation symbol probability distribution in state j, B= bjðkÞ
� �

,
where

bjðkÞ=Pðot = vk qt = Sj
�� Þ, 1≤ j≤N, 1≤ k≤M ð55:3Þ
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The HMM implementation usually involves the following three fundamental
problems [10]:

(1) Evaluation Problem: Given an HMM and a sequence of observations,
what is the probability that the observed sequence was generated by the
model? The Forward-Backward Algorithm can solve this problem.

(2) Decoding Problem: Given an HMM and a sequence of observations,
what is the most likely hidden state sequence that could produce the
observations? It is usually implemented using the Viterbi Algorithm.

(3) Learning Problem: Given a set of observation sequences, find the HMM
that best explains the observation sequences. It is usually solved by
using the Baum-Welch Algorithm.

Here a coupled two-chain HMM is taken for example to expound the model.
Each HMM has a sequence of hidden states and a sequence of observation symbols.
The number of hidden states in each HMM may be the same or different, it all
depends on the actual demand. The observation symbol at time t in each HMM is
associated with the state at time t, however, symbol at t (t > 1) not only depends on
the state of the HMM at time t − 1,but also depends on the state of the other HMM.
Like the HMM, CHMM can be characterized with the notation.

Each HMM has a sequence of hidden states and a sequence of observation
symbols. The number of hidden states in each HMM may be the same or different,
it all depends on the actual demand. The observation symbol at time t in each HMM
is associated with the state at time t, however, symbol at t(t > 1) not only depends
on the state of the HMM at time t − 1, but also depends on the state of the other
HMM. Like the HMM, CHMM can be characterized with the notation

λCHMM = ðπ, A, BÞ ð55:4Þ

55.3 Solution Strategy

55.3.1 Diagnosis Model

IEC Standard 599 divides the running condition of transformer into five categories.
They are the condition of “Normal”, “Low Overheating”(LO), “High Overheat-
ing”(HO), “Low Energy Discharge”(LED) and “High Energy Discharge or Arcing”
(HEDA).

The method of transformer fault diagnosis based on CHMM deals with pattern
classification of different fault types. Figure 55.1 shows the diagnosis model. The
method involves the part of model training and the part of model testing. During the
section of training, date which is known for the transformer’s condition is used to
train CHMM. Different kinds of date gets its parameters for one of CHMMs, λi,
where λi, i∈ Normel, OH, HO, LED, HEDAf gf g. As soon as the training is
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finished, data for test can be entered into the model. Each CHMM on behalf of
different condition then outputs the likelihood probability. The maximum one of the
likelihood probability reveals the most probable state of the transformer.

55.3.2 Date Pregrocessing

Commonly used gases include hydrogen (H2), methane (CH4), acetylene (C2H2),
ethylene (C2H4), ethane (C2H6) in DGA. For the CHMM with two chains, the value
of gas content is inputted into channel 1. The observation symbol vector is noted as
X1 = H2,CH4,C2H6,C2H4,C2H2½ �. In reference to Doernenberg Ratio Method,
ratio of gases is inputted into channel 2. The observation symbol vector is noted as
X2 CH4 H̸2,C2H2 C̸2H4,C2H2 C̸H4,C2H6 C̸2H2,C2H6 C̸2H4½ �.

The number of observation symbol in discrete HMM needs to be finite. As the
value of gas content is generally not uniform, it is essential to preprocess the date.
The first step is normalization. There are five figures of gases in a observation
symbol vector. The normalization is a calculation of each value of the five by their
sum. Channel 1 and Channel 2 do the same work. As a result, the observation
symbols of the two channels are limited from 0 to 1. In the second step, scalar
quantization is adopted with Lloyds Algorithm in order to code the observation
symbol after normalization [11]. The amplitude of observation symbol is divided
into M parts on average, where M matches the number of distinct observation
symbols per. Then the value gets its code from 1 to M.

Fig. 55.1 Diagnosis Model with CHMM
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55.3.3 CHMM Implement

The hidden states are converted to composite states. Conversion process is shown in
Fig. 55.2. Figure 55.2a is the CHMM structure adopted in this paper. Figure 55.2b
is the equivalent HMM. Composite state A3, B1f g in Fig. 55.2b is removed arti-
ficially to simplify the structure. It conforms to the related literature [12].

Observation symbols are also converted to composite ones. Scalar quantization
is carried out to observation symbols of each channel individually. Then the code of
each channel is combined according to the composite code table in Fig. 55.3. The
accuracy of scalar quantization will cut down if the code number, M is selected
unreasonably. In this paper, number of observation symbols in channel 1 is set as 5.
It’s the same to channel 2. Finally, the number of observation symbols for CHMM
is 25.

The new HMM can be trained by the Baum-Welch Algorithm. At the first stage
of CHMM’s training, the initial state distribution, π and state transition probability
distribution, A can be chosen randomly or evenly. In this paper, A can be set from
the model in Fig. 55.2b. The observation symbol probability distribution, B has
great impact on the effect of training. Figure 55.4 shows the improved method of
choosing B. During the period of testing, the model will output likelihood proba-
bility using Forward-Backward Algorithm like HMM.

(a)

(b)

Fig. 55.2 Conversion Process of hidden states. a CHMM in this paper. b Equivalent HMM
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55.4 Simulation Results

In this paper, a large number of transformer oil chromatographic detection
recording is collected, and corresponding running condition is also determined.
300 groups of representative samples are chosen for the diagnosis model training
and testing. Specifically, for each type of transformer condition 50 groups of cor-
responding date are used for training, and 10 groups of corresponding date are
selected for testing. Output of diagnosis model is given in Table 55.1. Results of
model testing are shown in Table 55.2.

As shown in Table 55.1, one can judge the condition of a transformer by
comparing the output value in the form of probability. Table 55.2 reveals that most
condition of transformer can be classified correctly, apart from a few ones. Espe-
cially, recognition rate of condition on “Normal” and “High Energy Discharge or
Arcing” can reach up to 100 %, and the lowest recognition rate stays at 80 %. The
average recognition rate accounts for 92 %. It follows from these results that fault
diagnosis based on HMM is effective.

To further verify the feasibility and effectiveness of the proposed method, more
tests are carried out. We compare the recognition rate of CHMM with the traditional
HMM. Relevant literature indicates that the recognition rate is insensitive to the
number of hidden states [10]. Considering the kind of gases used in this paper is 5
and the number of observation symbols is 25, the number of hidden states for HMM
is defined as 4. The number of observation symbols is the same with CHMM. The
structure of HMM is the left-right model. HMM-1 takes the value of gas content as

Table 55.1 Output of diagnosis model

Number Normal LO HO LED HEDA Recognition
result

Actual
result

1 −8.48 −16.14 −16.92 −Inf −18.61 Normal Normal
2 −12.37 −11.76 −13.25 −15.11 −12.17 LO LO
3 −Inf −12.73 −10.17 −13.44 −14.36 HO HO
4 −13.41 −15.46 −10.45 −6.43 −8.46 LED LED
5 −14.35 −15.32 −15.66 −18.54 −11.39 HEDA HEDA

Table 55.2 Results of model testing

Status Number of samples Recognition result Recognition rate (%)
Training Testing Correct Wrong

Normal 50 10 10 0 100
LO 50 10 8 2 80
HO 50 10 9 1 90
LED 50 10 9 1 90
HEDA 50 10 10 0 100
Total 250 50 46 4 92
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observation symbols, while HMM-2’s is composite observation symbols used in
CHMM. Trained and tested by the same date samples, different models make great
difference, which can be seen in Table 55.3 and Fig. 55.5.

All the three models have the acceptable effect in the recognition rate. The
average recognition rate of HMM-1 is 80 %, while is 84 and 92 % in HMM-2 and
CHMM, respectively. Experiments verify the feasibility and effectiveness of HMM
and CHMM in the field of transformer fault diagnosis.

Recognition rate of HMM-2 is 4 % higher than the one of HMM-1, though the
gap is small. The reason is that HMM-1 only uses the observation symbols from
single channel, while the composite symbols used in HMM-2 contain more feature
and information. In other words, diagnosis model performs better using date from
multi-channel.

As the effect of diagnosis is concerned, CHMM is significantly higher than the
others. CHMM not only makes better use of the two-channel date, but also uses the
structure of two HMMs, so more detailed characteristics of dissolved gas is
reflected.

55.5 Conclusions

Power transformer is the critical equipment in power systems, which needs
real-time and accurate diagnosis when fault occurs. In this paper, a coupled hidden
Markov model based on DGA has been proposed for transformer fault diagnosis.
The model can be divided into three parts, which are data preprocessing, model
training and model testing. In the part of data preprocessing, date about dissolved
gas is converted to the form of gas content and ratio after normalization and scalar
quantization. During the period of model training, CHMM is transformed to the
form of HMM equivalently and trained with the algorithm of HMM. In simulation
results, transformer fault can be determined by comparing the likelihood probability
of the model. Experiment results and comparison with HMMs proves that the
proposed model is reliable and effective.

Table 55.3 Results Comparison

Status Number Recognition rate
Training
samples

Testing
samples

HMM-1
(%)

HMM-2
(%)

CHMM
(%)

Normal 50 10 90 90 100
LO 50 10 70 80 80
HO 50 10 80 80 90
LED 50 10 80 80 90
HEDA 50 10 80 90 100
Total 250 50 80 84 92
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Chapter 56
On Regular Subspaces of Boolean
Control Networks

Jiandong Zhu and Pengjing Jü

Abstract This paper investigates some fundamental problems on regular subspaces

of Boolean control networks (BCNs). A new necessary and sufficient condition for

regular subspaces is obtained. A new method to compute complementary subspaces

is proposed. An example is given to illustrate the obtained theoretical results.

Keywords Boolean control network ⋅ Semi-tensor product ⋅ Regular subspace

56.1 Introduction

Boolean networks (BNs) are composed of a group of dynamical equations described

by logical functions, which are first proposed by Kauffman to model cell regulation

networks [1–3]. BNs with inputs and outputs are called Boolean control networks

(BCNs), and they have attracted much attention from researchers in the files of bi-

ology, physics and control theory [4–7]. In recent years, Cheng and his colleagues

developed a general theoretic framework for BNs and BCNs using the semi-tensor

product of matrices [7–14]. With the linear algebraic expressions of BCNs, many

classical control problems have be generalized to BCNs e.g. controllability [7], [15],

observability [7, 16], observers [17], stabilization [12, 18], disturbance decoupling

[13], optimal control [19, 20], system decomposition [21, 22] and so on.

In the traditional control theory, coordinate transformation is an important tool

for system analysis and control design. For example, the pole assignment problem

can be solved under some canonical forms obtained by coordinate transformations.

Similarly, the concept of logical coordinate transformation is proposed for BCNs

[10]. Two interesting problems are whether one can construct a logical coordinate

transformation from some given logical functions and how to construct it. This is just
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the motivation of introducing the concept of regular subspace [10, 11], which is very

useful to topology structure analysis [9], system decomposition [10] and disturbance

decoupling problem [13]. So it is meaningful to investigate some new properties of

regular subspaces.

In [10], a necessary and sufficient condition of regular subspaces has been ob-

tained and a procedure to compute complementary subspaces is given. In this paper,

we obtain a new necessary and sufficient condition and subsequently give a simple

and straightforward method to construct a complementary subspace.

Notations: Denote the real number field by ℝ and the set of all the m × n real

matrices by ℝm× n. Let Col(A) be the set of all the columns of matrix A and denote

the ith column of A by Coli(A). Set 𝛥k = {𝛿ik|i = 1, 2,… , k}, where 𝛿
i
k = Coli(Ik)

with Ik the k × k identity matrix. For simplicity, we denote 𝛥 ∶= 𝛥2 = {𝛿12 , 𝛿
2
2}. A

matrix L ∈ ℝm× n is called a logical matrix if Col(L) ⊂ △m. Obviously, the logical

matrix L satisfies 𝟏TmL = 𝟏Tn , where 𝟏n denote the n−dimensional column vector of

ones. The set of all the m × r logical matrices is denoted by m× r. For simplicity,

we denote the logical matrix L = [𝛿i1m 𝛿
i2
m … 𝛿

ir
m] by 𝛿m[i1 i2 … ir].

56.2 Preliminaries

A BCN is described by a group of dynamical logical equations with inputs and out-

puts formulated as follows:

{
X(t + 1) = f (X(t),U(t)),
Y(t) = h(X(t)), (56.1)

where X = [x1, x2,… , xn]T is the logical state vector, U(t) = [u1, u2,… , up]T the

logical control vector, Y(t) = [y1, y2,… , yq]T the logical output vector, xi, uj, yk
∈ D = {True, False}. In (56.1), f ∶ Dn × Dp → Dn

and h ∶ Dn → Dq
are

logical mappings.

Semi-tensor product of matrices is an important tool to investigate BCNs. In [7],

the semi-tensor product of matrices A ∈ ℝm× n
and B ∈ ℝp× q

is defined by

A⋉ B = (A⊗ I
𝛼∕n)(B⊗ I

𝛼∕p), (56.2)

where 𝛼 is the least common multiple of n and p. Since the semi-tensor product is

a generalization of the conventional matrix product, we can directly write A ⋉ B
as AB. The semi-tensor product satisfies distributive law and associative law as the

conventional matrix product. Moreover, if z ∈ ℝt
is a column vector, the following

pseudo-commutative property (Proposition 2.18 of [11]) holds:

zA = (It ⊗ A)z. (56.3)
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If z ∈ 𝛥k, then

z2 = 𝛷kz, (56.4)

where 𝛷k = block-diag{𝛿1k , 𝛿
2
k ,… , 𝛿

k
k} is called the power-reducing matrix

(Proposition 3.2 of [11]).

Representing the logical values True and False by 𝛿
1
2 and 𝛿

2
2 respectively, Cheng

and Qi [8] obtained an algebraic form of the BCN (56.1) as follows:

{
x(t + 1) = Fu(t)x(t),
y(t) = Hx(t), (56.5)

where x = ⋉n
i=1xi, u = ⋉p

j=1uj, y = ⋉q
k=1yk, xi, uj, yk ∈ 𝛥, F ∈ 2n ×2n+p and

H ∈ 2q ×2n .

A transformation Z = g(X) is called a logical coordinate transformation if

g ∶ n → n
is a bijection [10]. Let z = Gx be the algebraic form of the logi-

cal coordinate transformation Z = g(X), where G is a permutation matrix (invertible

logical matrix). Then BCN (56.5) becomes

{
z(t + 1) = GF(Ip ⊗ GT)u(t)z(t),
y(t) = HGTz(t). (56.6)

Lemma 1 Let R be a n × n logical matrix. Then R is a permutation matrix if and
only if R𝟏n = 𝟏n.

Lemma 2 (Theorem 2 of Sect. 2 in [23]) Let A, B and C be matrices with appropri-
ate sizes. Then Vc(ABC) = (CT

⊗A)Vc(B), where Vc is the column-stacking operator.

Lemma 3 Let S be a m × n matrix with non-negative integral entries. Then S is a
logical matrix if and only if 𝟏TmS = 𝟏n.

Lemma 4 [23] Set A, B, C, D have proper dimensions, then

AC⊗ BD = (A⊗ B)(C⊗ D).

Set X ∈ △m,Y ∈ △n. Then 𝟏TmX = 1 and 𝟏TnY = 1. So we can easily get the results

as follows:

Lemma 5 If X ∈ △m,Y ∈ △n, then

X = (ImX)⊗ (𝟏TnY) = (Im ⊗ 𝟏Tn )(XY), (56.7)

Y = (𝟏TmX)⊗ (InY) = (𝟏Tm ⊗ In)(XY). (56.8)
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Lemma 6 [21] Assume that M1,M2,… ,Ml ∈ Mm× n are non-negative
matrices. If

𝟏TmMk = 𝟏Tn , ∀ k = 1, 2,… , l (56.9)

and there exists a logical matrix G ∈ Lm× n satisfying

M1 +M2 + · · · +Ml = lG,

Then
M1 = M2 = · · · = Ml = G.

56.3 Regular Subspaces

Before the main result of this section, we first give some basic concepts of state space

of BCNs.

Definition 1 ([10]) Consider BCN (56.1). The state space  is defined as the

set of all logical functions of {x1, x2,… , xn} denoted by l{x1, x2,… , xn}. Let

z1, z2,… , zk ∈  . The subspace generated by {z1, z2,… , zk} is defined as the set

of logical functions of {z1, z2,… , zk}, denoted by  = l{z1, z2,… , zk}.

Definition 2 ([10]) A subspace  = l{z1, z2,… , zk} is called a regular subspace
of dimension k if there are zk+1, zk+2,… , zn ∈  such that Z = (z1, z2,… , zn)T
is a logical coordinate transformation. {z1, z2,… , zk} is called a sub-basis of .

l{zk+1, zk+2,… , zn} is called the complementary space of .

Theorem 1 Let X = Fl(x1, x2,… , xn) be the state space of the BCN (56.1). Con-
sider a subspace Z = Fl(z1, z2,… , zs) ⊂ X . Let

x = x1x2 … xn, z̄ = z1z2 … zs = Mx,

whereM is a logical matrix. ThenZ is a regular subspacewith sub-basis z1, z2,… , zs
if and only if there exists a logical matrix N such that

MNT = J2s, 2n−s , (56.10)

where J2s, 2n−s denotes the 2s × 2n−s matrix of ones.

Proof Let zs+1, zs+2, … , zn ∈ X be n− s logical functions with the algebraic form

z̃ = zs+1zs+2… zn = Nx. Then Z is a regular subspace with sub-basis z1, z2,… , zs if



56 On Regular Subspaces of Boolean Control Networks 549

and only if there exists a logical matrixN such that the transformation z = z̄z̃ = MxNx
is a logical coordinate transformation. By (56.2)–(56.4), we get

MxNx = M(In ⊗ N)𝛷2nx
= (M ⊗ I2n−s )(In ⊗ N)𝛷2nx
= (M ⊗ N)𝛷2nx. (56.11)

Thus, z = MxNx is a logical coordinate transformation if and only if the transforma-

tion matrix (M ⊗ N)𝛷2n is a permutation matrix, that is,

(M ⊗ N)𝛷2n𝟏2n = 𝟏2n , (56.12)

which is due to Lemma 1. A straightforward computation shows that

𝛷2n 𝟏2n =
⎡
⎢
⎢
⎢
⎣

𝛿
1
2n

𝛿
2
2n

⋱
𝛿
2n
2n

⎤
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎣

1
1
⋮
1

⎤
⎥
⎥
⎥
⎦

=
⎡
⎢
⎢
⎢
⎣

𝛿
1
2n
𝛿
2
2n
⋮
𝛿
2n
2n

⎤
⎥
⎥
⎥
⎦

= Vc(I2n). (56.13)

Substituting (56.13) into (56.12) yields

(M ⊗ N)Vc(I2n) = 𝟏2n . (56.14)

By Lemma 2, (56.14) can be rewritten as NMT = J2n−s,2s , which is just (56.10). Thus

Theorem 1 is proved.

Theorem 2 With the conditions and notions of Theorem 1,Z is a regular subspace
with sub-basis z1, z2,… , zs if and only if

M𝟏2n = 2n−s𝟏2s (56.15)

or equivalently
MMT = 2n−sI2s (56.16)

Proof Since M is a logical matrix, it is easy to check that (56.15) is equivalent to

(56.16).

(Necessity) Multiplying (56.10) on the right by 𝟏2n−s yields

MNT𝟏2n−s = 2n−s𝟏2s . (56.17)

Considering N is a logical matrix, by Lemma 3, we have that NT𝟏2n−s = 𝟏2n . Thus

(56.15) follows from (56.17).
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(Sufficiency) Since (56.15) holds, each row of M has exact 2n−s nonzero elements

equal to 1. Thus there exists a permutation matrix T such that

MT = 𝟏T2n−s ⊗ I2s . (56.18)

Choose

N = (I2n−s ⊗ 𝟏T2s )T
T
. (56.19)

A straightforward computation shows that N is a logical matrix and

MNT = (𝟏T2n−s ⊗ I2s )(I2n−s ⊗ 𝟏2s ) = 𝟏T2n−s ⊗ 𝟏2s = J2s, 2n−s . (56.20)

Thus, by Theorem 1, Z is a regular subspace with sub-basis z1, z2,… , zs.

Remark 1 In this section, Theorem 1 is a new result on regular subspaces, which

exactly reveals the relationship between a regular subspace and its complementary

subspace. But Theorem 2 is not new, which is essentially Theorem 11 of [10]. Ac-

tually, here we get a new proof and a new method to compute the complementary

subspace of a regular subspace.

56.4 An Example

Consider the third-order BCN

⎧
⎪
⎨
⎪
⎩

x1(t + 1) = ¬(x1(t) ↔ x2(t)),
x2(t + 1) = ¬(x2(t) ↔ x3(t)),
x3(t + 1) = x1(t) ∧ u(t),
y(t) = x1(t) ↔ x2(t),

where x1, x2 and x3 are the states, u the control and y the output. Consider the sub-

space Z = Fl(z1, z2) of the state space X = Fl(x1, x2, x3), where

{
z1(t) = x1(t) ↔ x2(t),
z2(t) = x2(t)∨̄x3(t)),

or the algebraic form z̄(t) = z1(t)z2(t) = Mx, with M = 𝛿4[2 1 3 4 4 3 1 2]. It is easy

to check that M𝟏8 = 2𝟏4. Thus Z is a regular subspace. By (56.18), we have

MT = 𝛿4[1 2 3 4 1 2 3 4]. (56.21)

Thus a permutation matrix T is solved from (56.21) as T = 𝛿8[2 1 3 4 7 8 6 5].
By (56.19), we get N = (I2 ⊗ 𝟏T4 )T

T = 𝛿2[1 1 1 1 2 2 2 2], which implies that

z3 = Nx = x1. Thus a logical coordinate transformation is obtained as
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z1(t) = x1(t) ↔ x2(t),
z2(t) = x2(t)∨̄x3(t),
z3(t) = x1(t).

It should be noted that the complementary subspace of Z is not unique. From

(56.21), we can get another permutation matrix solution T = 𝛿8[7 1 6 4 2 8 3 5].
Then N = (I2 ⊗ 𝟏T4 )T

T = 𝛿2[1 2 2 1 2 1 1 2], which yields z3 = (x1 ∧ (x2 ↔
x3)) ∨ (¬x1 ∧ (x2∨̄x3)).

56.5 Conclusions

This paper has investigated regular subspaces for Boolean control networks. It has

been exactly revealed the relationship between a regular subspace and its comple-

mentary subspaces. A new computation method to get complementary subspaces

has been obtained. Our future work will focus on the applications of the obtained

theoretical results to some models of genetic regulation networks.
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Chapter 57
Research on Evolution and Simulation
of Transaction Process in Cloud
Manufacturing

Chun Zhao, Lin Zhang, Bowen Li, Jin Cui, Lei Ren and Fei Tao

Abstract Cloud manufacturing is a new service-oriented networked manufacturing

mode. The participants of cloud manufacturing platform conduct transactions in

an open environment. This paper focuses on the cooperation of supply-sides and

demand-sides in cloud manufacturing platform from the perspective of evolutionary

simulation. By combining the agents and evolutionary simulation, we design and

implement cloud manufacturing platform simulation model based on service agents.

Meanwhile, transactions and resource utilization based on cloud manufacturing and

traditional manufacturing modes have been compared through evolutionary simu-

lation. The experimental results demonstrate that cloud manufacturing simulation

platform based on service agents could represent the main characteristics of cloud

manufacturing transactions. And in this way, the advantages of cloud manufacturing

cloud also be illustrated.

Keywords Cloud manufacturing ⋅ Simulation ⋅ Agent, Multi-thread

57.1 Introduction

Compared with the traditional manufacturing modes, cloud manufacturing platform

provides a new mode which is dynamic, intelligent, distributed and applies net-

worked manufacturing [1–3]. In cloud manufacturing platform, resources are shared

and provided to the platform users as services. Moreover, requirement publish-

ing is also available in this platform. The demand-side could release requirements

without constraints and supply-side all over the world could get the information of

these requirements. Consequently, a convenient trading environment is built in this

platform.
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Within this platform, cooperation and evolution among enterprise users is a sig-

nificant research point. The enterprise users in cloud manufacturing are autonomous

and dynamic, and rules are required for trading establishment.

There exist some research results in the corresponding field. A new idea about

enterprise modeling and evolution in cloud manufacturing has been presented [14].

Some factors have also been studied which could affect the adoption of cloud com-

puting by enterprises, such as the relative advantage, complexity, compatibility,

upper manager support, enterprise scale, technology readiness, competition of the

trading partners [12]. The decision model of entering or exiting the collaborative

network has also been studied [11]. Cloud services trading in manufacturing process

has also been analyzed [7, 13].

However, the evolution of the service agent simulation is a complicated system

engineering. To conduct this simulation process, we need to employ a lot of com-

puter techniques, such as multi-thread, database, distribution, etc. The usage of agent

based on multi-thread could reach a better performance to stimulate the collabora-

tive process. The employment of database could achieve complex data structures and

help to describe the complicated relationship among services, enterprises, require-

ments and transactions. Additionally, statistics and search could also be implemented

quickly. The simulation platform based on agents is able to simulate the parallel

events and better performance could be attained by adjusting the parameters of ran-

dom factors.

In this paper we introduce a kind of simulation platform based on agents. In this

platform, we first propose a method to evaluate the provider, and then compare the

results corresponding to several evolution rules. By analyzing the results, some dom-

inant factors have been discovered.

57.2 Simulation Method

Simulation platform established base on the structure of Cloud Manufacturing

System. Each user abstracted into an independent agent, in order to realize of ser-

vice publish, provider selection, self-trading etc. Each agent worked as a thread in

the simulation platform, independently implement the function of communication

and collaboration each other. And through the different rule to form individual char-

acteristics among the agents, different characteristics of agent in the provider selec-

tion will get different results. In addition, simulation platform inner join of real-time

sampler, the real-time status of different time t can be collected.

57.2.1 Simulation Platform Model

Simulation platform is composed of platform manager and agent network, agent will

send the message to platform manager, such as demand information and searching
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Fig. 57.1 Control allocation strategy

information. According to the information it will communicate with other agents, to

bidding, selection and transaction, as shown in Fig. 57.1.

Cloud manufacturing platform to achieve the management of enterprises, trans-

actions and services, where users can trade freely. Simulation platform based on

Cloud manufacturing structure simulates the transactions of enterprise through the

multi-agent system. As shown in Fig. 57.1, the simulation platform is built in a sim-

ulation environment above the cloud manufacturing platform. In cloud manufactur-

ing platform to build enterprise relationship network as the foundation, formed an

independent agent each enterprise within the network. Service agents communicate

with cloud manufacturing platform independently, to realize demand release, ser-

vice search. And according to the platform’s information feedback get association

information of enterprise, the realization of independent communication between

enterprises.

57.2.2 Agent Package

Service agent as a enterprise users in cloud manufacturing environment, is the key

part of the simulation platform. Trading agent realized by thread in computer system,

can create a maximum of two thousand threads in a process.
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Fig. 57.2 Package of service agent

Service agent exchanges data between the simulation platform and cloud

manufacturing platform, to achieve release, searching, registration and other func-

tions. In addition, it need to communicate with other agents, to achieve transaction,

query and other functions. Figure 57.2 shows, the Service agent has three basic func-

tions: requirement release, transaction generation and transaction processing.

Requirement generator is the function of service agents release the demand, when

a service agent is in idle state of demand, requirement generator will generate a

random demand. Bulletin will record the basic information of demand and demander.

Transaction generator is function that service agents generate the transaction,

when a service agent is in idle state of transaction, the transaction generator will

randomly generates a transaction event.

Transaction processing module is the function that service agent carry out a

transaction, the module supports the message transmit and the process driving in

the trading. Demander and provider follow their own process respectively. In the

implementation of system, Transaction process module take a corresponding mark

for each agent, so as to guide the next step of work, but does not provide decision

and tactics.

Agent includes a database, to record the basic information, rule, and state informa-

tion. The basic information is the associated information of the enterprise, including

the variation of service fee, variation of service time, variation of QoS and position.

The rule records the weights of above four parameters. State information records the

three class state: requirement status, working status, activation status.

In addition, The agents use the message to communication each other. Any request

or reply will be achieved by message.
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57.3 Simulation Models

In this simulation platform, we introduce two models support platform: agent trans-

action flow and provider selection model. Agent transaction flow is the flow that both

sides in the transaction process transactions. And the provider selection model is the

rule how to select the service provider from demand requesters.

57.3.1 Flow of Transaction

Flow of transaction is divided into two parts as shown in Fig. 57.3. The first part, the

service agent as a service demander, in a wait state, receives the transaction request,

and records the service agent, until the deadline of requirement. When the dead-

line of requirement is reached, transaction processing module will aggregate all of

the transaction request agent, sort the list of agent according to the rule of provider

Fig. 57.3 Agent transaction flow
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selection, and send message to the best agent, at the same time, turning the current

demand on bulletin into transaction status. The second part, the service agent as a

service provider, in a transaction wait state. When it received a transaction respond,

the success of the transaction. The transaction processing module will turn the state

into busy state, and begin to transaction count, until the end of the transaction.

57.3.2 Provider Selection Model

The provider selection model is the comprehensive utility demander assessment

provider. While the time of requirement from the demander to limit, demander

will evaluate each bid provider. The comprehensive utility evaluation model are as

follows:

U(i,j) = (1 − Feei)𝜔feej + (1 −
Timei
N

)𝜔timej+ (57.1)

QOSi𝜔qosj + (1 −
Dist(i,j)

N
)𝜔distj

where 𝜔feej , 𝜔timej , 𝜔qosj , 𝜔distj are defines during initialization of simulation and

𝜔feej +𝜔timej +𝜔qosj +𝜔distj = 1.0. And demander will find max(Uk
(i,j)), and pick up

the most appropriate provider.

57.4 Analysis of Simulation Result

57.4.1 Before the Experiment

Compared with the traditional manufacturing, network manufacturing can provide

more information. The demanders can publish their requirement through the net-

work, providers can find the requirement all over the world through the network.

Therefore, In the first experiment we use the network manufacturing model to sim-

ulate process of transaction.

Before simulation, We need to observe the influence of the four weights in the

simulation. In this experiment, we select [0.4, 0.3, 0.2, 0.1] as weights, corresponding

𝜔feej , 𝜔timej , 𝜔qosj , 𝜔distj . The count of agents participate in the simulation is 1000, the

evolution process of collecting 200 point in time.

As shown in Fig. 57.4a, X axis is sampling point in time, Y axis is trading vol-

umes in the current time. According to figure, after the first rise, trading volume

is stable between 20 to 50. Then, we simulated 24 types of combination, include

[0.4, 0.3, 0.2, 0.1], [0.4, 0.2, 0.3, 0.1] , . . . , [0.1, 0.2, 0.3, 0.4] etc.
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Fig. 57.4 aReal-time transaction volume statistics under a type of weights; bReal-time transaction

volume statistics under 24 types of weights

As shown in Fig. 57.4b, we can gain a conclusion that the weights of selection

model is not effect the simulation result. Therefore, the following experiment will

simulate in mix with 24 types weight.

57.4.2 Analysis of the Bidding Mode

According to the conclusion above, we will simulation in mix with 24 types

weight. There are 1000 agents, 50 types service, 20 types interface in this experi-

ment. And service is single interface. We sampled 400 time points to get the result

like Fig. 57.5. There are two lines in the figure. The starts refers to the number of

real-time release requirements of demanders. The diamonds refers to the number

Fig. 57.5 Real-time

transaction volume and

release volume in the first

experiment
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of real-time transaction. Seen from the figure, a lot of requirements not be traded.

According to statistics, there are 6 % of demanders to participate in the transaction

and 19.9 % of providers to participate in the transaction. Seen from the data, a large

number of agents not involved in the transaction. A large number of requirements

are not find the suitable service provider. This is because in this model, It takes the

provider a lot of time to wait for the demander choices, thus missed the other require-

ments. In network manufacturing mode, although providers can get a lot of require-

ment information, but the provider does not track each requirement of the bidding

process. The experiment proves that the lack of network manufacturing, though it is

superior to the traditional manufacturing.

57.4.3 Analysis of the Extended Bidding Mode

The second experiment changed some strategy base on the first one. In the first exper-

iment, provider sends the application after he found the first appropriate requirement,

then waits for demander response, and did not do other operations during this period.

In the second experiment, provider constant search for new requirement and apply

during he waiting for demander response, he will begin trading at once until receiv-

ing the response. So, the transaction process is dominated by the demander becomes

the mutual choice of both parties.

In this experiment we will simulation in mix with 24 types weight. There are

1000 agents, 50 types service, 20 types interface in this experiment. And service is

single interface. As shown in Fig. 57.6, There are two lines in the figure. The starts

refers to the number of real-time release requirements of demanders. The diamonds

refers to the number of real-time transaction. Seen from the figure, The number of

deals increased immediately after beginning a period of time, and kept stable. The

Fig. 57.6 Real-time

transaction volume and

release volume in the second

experiment
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number of requirement drops rapidly and kept lower than the number of deals. This

shows that most of the requirement are successful trading, And the bargain rate was

increased.According to statistics, there are 80.8 % of demanders to participate in

the transaction and 92.3 % of providers to participate in the transaction. Seen from

the figure, a large number of agents involved in the transaction. The participation

rate of agent greatly improved than the first experiment. In cloud manufacturing

mode, most of the requirement can be successfully traded, makes up the deficiency in

the network manufacturing. Cloud manufacturing platform not only helps demander

release requirement information, can also helps the provider to quickly connect with

demander.

57.5 Conclusions

This paper concentrates on the cooperation and transaction of both supply-sides and

demand-sides in cloud manufacturing platform through evolutionary simulation. We

have designed an evolutionary simulation platform of cloud manufacturing transac-

tion based on service agents and propose a new method to package service agents.

The evolving process of enterprise transaction on the basis of demand-oriented trad-

ing mode has been researched. In addition, the effects on the enterprise cooperation

of typical networked manufacturing modes and cloud manufacturing mode have been

compared.

The evolutionary simulation platform of cloud manufacturing transaction based

on service agents proposed in this paper embodies the typical features of cloud man-

ufacturing such as intelligent and efficient. The experimental results demonstrate

that cloud manufacturing mode could promote the transaction between supply-sides

and demand-sides more effectively than typical traditional networked manufacturing

modes.

Although some important mechanisms identified by this paper could be quite

necessary to make the cloud manufacturing platform more efficient, further work

still remains to be done. In terms of service agent interface, multi-input and multi-

output will be taken into consideration. And the number of service agents in the

simulation platform would be expanded. Moreover, more transaction modes would

be analyzed to research the corresponding evolution process.
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Chapter 58
Robust Output Feedback Control of Civil
Aircrafts with Unknown Disturbance

Mengjie Wei, Mou Chen and Qingxian Wu

Abstract In this paper, the disturbance attenuation problem is investigated for the
flight control system of civil aircrafts. The unknown disturbance is generated by a
linear exogenous system, and the civil aircraft dynamic model with unknown
disturbance is established. The disturbance is augmented to the state vector and an
augmented state observer is designed for estimating the unmeasured augment state
vectors. Based on the designed augment state observer, the robust output feedback
control scheme is developed for the civil aircrafts with unknown disturbance.
Focusing on the B747-100/200, simulation results show that the developed con-
troller could attenuate disturbance effectively.

Keywords Civil aircrafts ⋅ Augmented state observer ⋅ Unknown distur-
bance ⋅ Disturbance attenuation ⋅ Robust control

58.1 Introduction

Flight safety is an important issue in aviation industry which receives many
attentions of scholars. Unknown disturbance commonly encountered in actual
flight, and it produces a negative impact on structural strength, flight quality and
flight path tracking of aircraft. In the process of flying, unknown disturbance often
leads civil aircrafts to deviate from the scheduled path. It may also affect the normal
operation of the civil aircrafts, and even endanger the flight safety. Hence, the
unknown disturbance not only reduces the comfort of the passengers, but also
threats the aircraft safety. Therefore, the research on unknown disturbance of civil
aircrafts is significant for the reliable flight control system. Until now, some efforts
have been devoted to solving the disturbance attenuation problem, such as the
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optimal control-based designs [1], sliding mode control-based designs [2] and
adaptive-based designs [3]. In [4], a disturbance-observer-based (DOB) adaptive
sliding mode controller is proposed for a class of uncertain nonlinear system. The
robust bounded flight control scheme is developed for the uncertain longitudinal
flight dynamics to estimate the compounded disturbance including the unknown
external disturbance and the effect of the control input saturation in [5]. It is of
highly significance to develop an effective disturbance attenuation scheme to
suppress the unknown disturbance of civil aircrafts.

With the development of disturbance attenuation technologies, the disturbance
attenuation problem of civil aircrafts has been studied, and many relevant
achievements have been obtained since the 1970s [6]. In the early 1970s, the
open-loop control method is designed in Boeing-52 in the United States, sup-
pressing the flutter caused by the unknown disturbance effectively. In the 1980s, the
German Aerospace Research Institute designed the LARS (Load Alleviation and
Ride Stabilization), which contains an open-loop system and a closed-loop system,
improving the comfort of the passengers greatly. Since the 1990s, engineers in
United States developed the gust load alleviation systems for Boeing-787 with the
usage of laser radar. The systems combined with aileron, spoiler and elevons are
adopted to offset the disturbance. Although a lot of achievements have been applied
in the design of flight control system, open problems still exist, especially for the
model uncertainties or unmeasured system states.

This paper focuses on the design of flight control system of civil aircrafts con-
sidering uncertainties and unknown disturbance. A robust control method based on
augmented state observer is proposed. The unknown disturbance can be augmented
to the state vector, and the disturbance value can be estimated through state
observer. The controller is obtained by solving the linear matrix inequality (LMI).
The robust control method based on augmented state observer could attenuate the
unknown disturbance effectively.

58.2 Problem Descriptions

The body axis system is widely used in analyzing the external disturbance of civil
aircrafts. When the civil aircraft is affected by the unknown disturbance, the
external disturbance should be considered in the aircraft model. In this paper, the
short periodic motion mode of civil aircrafts with unknown disturbance is analyzed.
The equation for short periodic motion mode [7] can be written as

x ̇ðtÞ=AxðtÞ+BuðtÞ+ d ð58:1Þ

where x= q α½ �T is the state vector, q is the pitching angle rate, α is the angle of
attack. u = δe is the control input vector which is produced by the rudder.

d= ½d1 d2�T is the unknown disturbance vector. A=
Mq Mα

1 Zα

� �
, B=

Mδe

Zδe

� �
, Mq,
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Mα, Mδe are the pitching-moment coefficient caused by pitching angle rate, angle of
attack and elevator, respectively, and Zα, Zδe are the lift coefficient caused by angle
of attack and elevator.

Suppose that the unknown disturbance d of system is generated by the following
linear exogenous system

ξ ̇=Wξ
d=Vξ

�
ð58:2Þ

where ξ ∊ R2 and d ∊ R2. W and V are matrices with corresponding dimensions. As
shown in [8–10], a wide class of real engineering disturbance can be represented by
this disturbance model (58.2).

The control objective of the system is designing an augmented state observer and
then the output feedback controller will be designed for civil aircrafts.

58.3 Control Design Based on Augmented State Observer

In this section, an augmented state observer and an output feedback controller will
be developed for civil aircrafts. The following lemmas are needed for the robust
output feedback design.

Lemma 1 ([11]) H, M, N are the constant matrices of appropriate dimension, and
MTM ≤ I, I is the unit matrix of appropriate dimension. Then, there exists ᾱ>0
which makes (58.3) hold.

HMN + ðHMNÞT ≤ ᾱ− 1HHT + ᾱNTN ð58:3Þ

Lemma 2 ([12] Shur complement) For a given symmetric matrix S=
S11 S12
S21 S22

� �
,

where S11 is r × r dimension. The following three conditions are equivalent.

ð1Þ S<0 ð2Þ S11 < 0, S22 − ST12S
− 1
11 S12 < 0 ð3Þ S22 < 0, S11 − S12S− 1

22 ST12 < 0

ð58:4Þ

According to the above lemmas, the augmented state observer and the output
feedback controller will be designed as the following.

Considering the uncertainties in the system, the model (58.1) can be described as

x ̇= ðA+ΔAÞx+Bu+ d
y=Cx

�
ð58:5Þ
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where x ∊ R2 is the state vector; u ∊ R is the control input; y ∊ R is the output vector.
A, B, C, ΔA are the constant matrices of appropriate dimension, respectively.
Suppose ΔA = EΣF, E and F are known matrices, Σ is an unknown matrix and
ΣTΣ ≤ I.

The state vector ξ of the system expression (58.2) is treated as part of the

augmented state vector. Letting z=
x
ξ

� �
and considering (58.5), the augmented

system is constructed as

z ̇= ðA ̄+ΔĀÞz+ B̄u
y=C ̄z

�
ð58:6Þ

where A ̄= A V
0 W

� �
, ΔĀ=

ΔA 0
0 0

� �
, B ̄= B

0

� �
, C ̄= C 0ð Þ and ΔĀ=

E ̄ΣF ̄.
The state observer and the output feedback controller are designed as follows,

z ̂̇= Āz ̂+ B̄u+ L y− y ̂½ �
u= −Kz ̂

�
ð58:7Þ

where z ̂ is the observation vector, L is the observer gain and K is a controller design
parameter.

Assuming the estimated error of the state is e= z− z ̂, the closed-loop system
equation and error equation can be written as follow

z ̇= Ā+ΔA ̄− B̄K½ �z+B ̄Ke
e ̇= z ̇− z ̂̇=ΔĀz+ ðĀ−LC ̄Þe

�
ð58:8Þ

The analysis and design above can be summarized as the following theorem.

Theorem For the linear uncertain system (58.6), there exists output feedback
control law u= −Kz ̂ based on the augmented state observer (58.7). The sufficient
condition of closed-loop system stability is that there exist symmetric positive
definite matrices X > 0, P2 > 0, matrices Y, Z, K, L and positive constant β, which
make the matrix inequality (58.9) hold.

XAT̄ +A ̄X − YTBT̄ −B ̄Y B ̄Y E ̄ XF ̄T 0
* AT̄P2 −C ̄TZT +P2A ̄− ZC ̄ 0 0 P2E ̄
* * − βI 0 0
* * * − 1

2 β
− 1I 0

* * * * − βI

2
66664

3
77775<0

ð58:9Þ

where, * represents the symmetric transposed matrix and X = P1
–1, Y = KX, Z = P2L.
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Proof The Lyapunov function is constructed as follows

VðzðtÞ, tÞ= zTðtÞP1zðtÞ+ eTðtÞP2eðtÞ ð58:10Þ
□

Then, we have

V ̇= z ̇TðtÞP1zðtÞ+ zTðtÞP1z ̇ðtÞ+ e ̇TðtÞP2eðtÞ+ eTðtÞP2e ̇ðtÞ
= zTðĀ− B̄KÞTP1z+ zTP1ðĀ−B ̄KÞz+ zTP1B̄Ke+ eTðB ̄KÞTP1z

+ zTΔĀTP1z+ zTP1ΔA ̄z+ eTAT̄P2e− eTðLC ̄ÞTP2e+ zTΔĀTP2e

+ eTP2Āe− eTP2LC ̄e+ eTP2ΔĀz

ð58:11Þ

According to the Lemma 1, we obtain

zTðΔA ̄ÞTP1z+ zTP1ΔĀz≤ zTðβ− 1P1E ̄E
T̄P1 + βF ̄TF ̄Þz

zTðΔA ̄ÞTP2e+ eTP2ΔA ̄z≤ β− 1eTP2E ̄E
T̄P2e+ βzTF ̄TF ̄z

ð58:12Þ

Hence, we have

V ̇≤ zT ðA ̄−B ̄KÞTP1 +P1ðA ̄−B ̄KÞ+ β− 1P1E ̄E ̄
TP1 + 2βF ̄TF ̄

h i
z

+ eT AT̄P2 − ðLC ̄ÞTP2 + β− 1P2E ̄E ̄
TP2 +P2A ̄−P2LC ̄

h i
e+ zTP1B ̄Ke+ eTðB ̄KÞTP1z

=
z

e

� �T
Ω
= z

e

� �
ð58:13Þ

where Ω
=
=
�
ðA ̄−B ̄KÞTP1 +P1ðĀ− B̄KÞ+ β− 1P1E ̄E ̄

TP1 + 2βF ̄TF ̄P1B̄K
ðB̄KÞTP1Ā

TP2 − ðLC ̄ÞTP2 + β− 1P2E ̄E ̄
TP2 +P2A ̄−P2LC ̄

�
.

Left and right multiplications by diag(X, I) on both sides of Ω, respectively, and
letting X = P1

–1, Y = KX, Z = P2L, it yields

Ω̄ = XðĀ− B̄KÞT + ðĀ−B ̄KÞX + β− 1E ̄E ̄T +2βXFT̄F ̄XB̄Y
YTBT̄ ĀTP2 −CT̄ZT + β− 1P2E ̄E

T̄P2 +P2Ā− ZC ̄

" #
ð58:14Þ

Considering Lemma 2, (58.9), (58.13) and (58.14), we have

V ̇≤ z
e

� �T z
e

� �
<0 ð58:15Þ
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where Ω=

XA ̄T + ĀX − YTB ̄T − B̄Y B ̄Y E ̄ XFT̄ 0
* A ̄TP2 −CT̄ZT +P2Ā− ZC ̄ 0 0 P2E ̄
* * − βI 0 0
* * * − 1

2 β
− 1I 0

* * * * − βI

2
66664

3
77775.

Therefore, the closed-loop system is stable.

58.4 Simulation

Consider the augmented system of a civil aircraft as

z ̇= A V
0 W

� �
+

ΔA 0
0 0

� �� �
z+

B
0

� �
u

y= C 0ð Þz

8<
: ð58:16Þ

where z= q α d1 d2½ �T , u = δe, ΔA = EΣF.
The model of B747-100/200 [13] is a common and open simulation model,

when setting the balancing point H = 7000 m, V = 240 m/s, the system matrix
A and input matrix B of the longitudinal dynamic model can be written as follows

A=
− 0.728 − 1.2025
1.0019 − 0.515

� �
B=

− 4.6099
− 0.0944

� �

The unknown disturbance of the civil aircrafts can be generated by a linear
exogenous neutral stable system described by (58.2) with

W =
0 1

− 0.1 − 0.6

� �
V =

1 0
0 1

� �

Considering parameter perturbation of Ā, E ̄, F ̄ can be selected as follows

E ̄=

− 0.0728 0 0 0
0 − 0.0515 0 0
0 0 0 0
0 0 0 0

2
664

3
775 F ̄=

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

2
664

3
775
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By solving the linear matrix inequality (58.9), the controller and observer gain
can be obtained as follows

β=0.9529 K = − 0.539 − 0.0771 − 0.1414 − 0.3389½ �

L=

0.5270
0.2040
2.7223
− 0.1900

2
664

3
775

The robust controller is designed according to (58.7), and the simulation results
are presented to demonstrate the effectiveness of the developed augmented state
observer in Figs. 58.1, 58.2, 58.3 and 58.4. It can be observed that the state values
of the proposed augmented state observer indeed converge uniformly to the original
state values. It is shown in Fig. 58.1 that the observation error of the pitching angle
rate q between the estimated state and the true state is convergent to zero as far as
possible; and from Fig. 58.2, we note that the estimate error of α with a relatively
high vibration curve in the first 0.6 s and quickly converge to zero. The disturbance
estimate ability of the developed augmented state observer is shown in Figs. 58.3
and 58.4, we can see that the disturbance estimate errors converge to zero within

0 1 2 3 4 5
-5

0

5

time[s]

q
the estimation of q using augmented state observer  
estimate error

Fig. 58.1 Pitching angle rate
q, the estimation of q and the
estimate error

0 1 2 3 4 5
-3

-2

-1

0

1

2

3

time[s]

α

the estimation of α using augmented state observer

estimate error

Fig. 58.2 Angle of attack α,
the estimation of α and the
estimate error
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1 s. The simulation results show that the designed controller can improve the
dynamic performance obviously with short settling time, smooth transitional pro-
cess and robustness against parameter perturbation.

From the plots above, we can see that the augmented state observer can
approximate the system state effectively, and the designed robust control scheme
based on the augmented state observer is valid. The designed controller can
attenuate the unknown disturbance effectively. In the case of aerodynamic
parameter perturbation, the system still has good robustness.
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Chapter 59
Photovoltaic System Power Generation
Forecasting Based on Spiking Neural
Network

Tong Chen, Guoqiang Sun, Zhinong Wei, Huijie Li,
Kwok W. Cheung and Yonghui Sun

Abstract A forecasting model based on Spiking neural network (SNN) was
proposed to tackle with the problem of the forecasting of photovoltaic system
(PVS) power generation. This neural network uses temporal encoding scheme with
precise times of spikes, which is closer to the real biological neural system and has
powerful computing ability. Considering the main influencing factors such as
season types, weather types, sunshine intensity and temperature etc., this model use
the method of grey correlation analysis to select similar days. The high accuracy
and robust applicability of the proposed forecasting model are verified by the
simulation using actual operating data of PVS.

Keywords Photovoltaic system ⋅ Spiking neural network ⋅ Similar day selec-
tion algorithm ⋅ Power generation forecasting

59.1 Introduction

The randomness and volatility of the PVS will have an impact on the system
operation, and thus endangers the security and stability of the grid. Thus, the high
forecast accuracy of power generation can not only reduce the negative impact of
large-scale photovoltaic power systems, but also improve the security and stability
of power system [1].

Although some extensive researches have been carried out, traditional models
of power generation, for example, markov chain, auto regressive moving average
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(ARMA), their forecast accuracy is not high because of ignoring the changingweather
and the nonlinearity of system [2, 3]. Using the model of support vector machine
(SVM), it is possible to overcome the drawbacks of small sampling, nonlinearity and
high dimension with long computation time. Nevertheless, the SVM should be given
an error parameter c and its kernel function must satisfy the Mercer condition [4].
Additionally, artificial neural networks (ANN) especially BP-ANN which has the
ability of strong self-learning, adaptive and fault tolerance being widely used in PV
power forecast could mimic the human brain training available information as well as
execute complex nonlinear mapping [5]. The demerits of using BP-ANN are its low
forecast accuracy and weak computation ability.

Some researchers, recently, have found that SNN, or Third-generation neural
network [6], uses the temporal encoding scheme to transmit and calculate infor-
mation, which enables SNN to reflect the actual biological neural systems more
realistic. SNN has good performance in pattern recognition and classification [7, 8],
and is especially suitable for solving the problem of high-dimensional clustering
and nonlinear classification [9, 10]. Furthermore, it has been demonstrated that
SNN can realize the function of any feedforward sigmoid neural network and can
approximate any continuous function, which makes SNN stronger than other neural
networks in computing ability and applicability. Using neural network to forecast
the time series, in fact, is to approximate the nonlinear and high-dimensional
function. Thus, this paper proposed a forecasting model based on SNN and tested
on the actual PVS to verify its validity.

59.2 Spiking Neural Networks

Spiking neuron is the basic unit of SNN and the model of spiking neuron used in
this paper is spike response model (SRM). The detailed structure and working
principle of SRM can be found in [10]. This paper adopts 3 layers feedforward
SNN. In the network, an individual connection consists of a fixed number of
m synaptic terminals, where each terminal serves as a sub-connection that is
associated with a different delay and weight (Fig. 59.1).

Fig. 59.1 Connectivity
between hth and ith neuron
with multiple delayed
synaptic terminals
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SNN adopts temporal encoding scheme which takes the firing time of spiking
neuron as input and output signals directly. The neurons in the network generate
action potentials, or spikes, when the internal neuron state variable, called “mem-
brane potential”, crosses the threshold θ.

The training algorithm in SNN is SpikeProp which is an error-backpropagation
training algorithm. It is a supervised learningmethod andwas proposed byBohte [11].

59.3 Forecasting Model Based on SNN

59.3.1 Similar Day Selection of the Forecasting Model

The photovoltaic array output power [12] in per unit area is calculated as follows:

ps = ηSI½1− 0.005ðt0 + 25Þ� ð59:1Þ

where η is the conversion efficiency of photovoltaic cells (%), S is the area of the PV
array (m2), I is the intensity of solar radiation (km/m2), and t0 is the ambient
temperature (°C).

As shown in formula (59.1), the main influence factors affecting the PVS power
generation are η, S I and t0. For the same PVS, η and S have been included in the
historical generation data, so they will no longer be considered. Otherwise, even in
the same season types, I t0 and other factors of different weather types are often
different, and the outputs of the PVS power generation are also different. So the
weather type is one of the major factors affecting the forecasting accuracy of power
generation.

The similar day is determined by gray correlation analysis and the specific steps
are as follows:

Step 1: According to the season and weather forecasting information of the
forecasting day, the historical days which are similar to the forecasting day are
chosen from the total sample to constitute the initial sample, which includes 4
weather types: sunny, overcast, cloudy and rainy days.
Step 2: Constitute the daily weather feature vector Xi = Tih,Til, Ti

� �
, where Tih,

Til, Ti represents the maximum, minimum and average temperature of the ith
historical day respectively (°C).
Step 3: Calculating the correlation coefficient between the forecasting day and
the kth meteorological characteristic component of the ith history day:

εiðkÞ=
min
i

min
k

x
0 ðkÞ− x

0
iðkÞ

�� ��+ ρmax
i

min
k

x
0 ðkÞ− x

0
iðkÞ

�� ��
x0 ðkÞ− x0

iðkÞ
�� ��+ ρmax

i
max
k

x0 ðkÞ− x0
iðkÞ

�� �� ð59:2Þ
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where x
0 ðkÞ and x

0
iðkÞ represents the kth meteorological characteristic component of

the normalized forecasting day and the ith history day respectively, ρ is a constant,
0.5 is selected in the paper.

Step 4: Calculate the total correlation degree Ri, and select the historical gen-
eration day which satisfies the index of Ri ≥ 0.8 to sort by the date order, and
then select b days which is closest to the forecasting day. We set b = 6 in the
paper.

Ri =
1
m

∑
m

k=1
εiðkÞ ð59:3Þ

where m is the number of the components of the meteorological feature vector.

59.3.1.1 Input and Output Encoding in Forecasting Model

The information in SNN is transmitted and calculated based on accurate spike time,
so it is necessary to convert the analog data into spike time. In this paper,
time-to-first-spike method [10] is used for input and output encoding in forecasting
model. The conversion formula is as follows:

T =Tmaxð1− p*Þ ð59:4Þ

where p* is the normalized analog sample data, Tmax is the maximum spike time,
and T represents the spike time of neurons, the unit is ms.

In summary, the flow chart of PVS power generation forecasting based on SNN
is presented in Fig. 59.2.

59.3.2 Determine the Forecasting Model Structure

(1) Determine the number of neurons in input and output layers
The number of neurons in the input layer is n, corresponding to the number of
input variables, and q is the number of neurons in the output layer, corre-
sponding to the number of output variables. Input and output variables of
forecasting model are shown in Table 59.1.

(2) Determine the number of neurons in hidden layer.

The number of neurons in hidden layer is an important part of the network
structure. In this paper, we use empirical formula (59.5) to determine the best
number of neurons as 15 after several tests, where a is an integer between [1, 10].
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p=
ffiffiffiffiffiffiffiffiffiffi
n+ q

p
+ a ð59:5Þ

59.4 Case Study

In order to verify the effectiveness of the proposed forecasting model, a real PVS in
Jiangsu Province China is adopted as a research object. Historical generation data
and its corresponding meteorological data from January 1 to December 31, 2011 are
selected to forecast power generation under four different weather types. Forecasting

Y

Forecast data Weather forecast

 Determine the initial sample set according 
to the weather and season types

Sample data preprocessing

Encoding by time-to-first-spike 

Training sample

Train the forecasting model
based on SNN

Determine the similar day set by 
Gray Correlation Analysis

End of training

Test sample

 Forecasting value of power generation

N

Fig. 59.2 Flow chart of
forecasting method

Table 59.1 Input and output variables of forecasting model

Input/output
variables

Variable names

x1–x10 Hourly power generation from 08:00 to 17:00 on similar days
x11–x13 The maximum temperature Tih, the minimum temperature Til and the

average temperature Ti of similar days
x14–x16 The maximum temperature Toh, the minimum temperature Tol and the

average temperature To of the forecasting day
y1–y10 Hourly power generation from 08:00 to 17:00 on the forecasting day
Note x represents input variables, y represents output variables

59 Photovoltaic System Power Generation Forecasting … 577



models based on BP-ANN and SVM respectively are used for comparison. The
simulation program for the forecasting models is performed on Matlab (R2014a)
platform.

59.4.1 Parameter Settings

According to [13] on the network parameter settings, combined with its own
characteristics of photovoltaic power generation, parameters are set for SNN after
several tests as follows:

The number of synaptic terminals m is set as 16, and the corresponding synapses
delay d is selected as incremental integer value between [1, 16]; The maximum
spike time Tmax is set as 5 ms, so the time interval [0, 5] ms in input layer
corresponds to [19, 24] ms in output layer; The time decay constant τ of PSP should
be slightly larger than Tmax. In this paper, it is selected as 6 ms. The excitation
threshold θ for all neurons is the same as 1 mv; The iteration step size of SpikeProp
is chosen as 0.1; Initial weights Wk

hi and Wk
ij can be arbitrary value in the interval

[0 1] and the learning rate is selected as 0.05.

59.4.2 Simulation Results and Evaluation

Three forecasting models are used to forecast the power generation of every day in
November 2011, six days in this month are sunny, two are overcast, seven are rainy
and the other days are cloudy. One day of each four weather types is selected to be
analyzed qualitatively. The forecasting results and the real value are compared in
Fig. 59.3.

Figure 59.3a shows the power generation forecasting curve and the actual curve
in November 15, which is a sunny day. It can be observed that the curve of the
power is regular. Also, the three forecasting models show satisfying results in
approximating the actual curve. (b) shows the forecasting results in November 18,
an overcast day. Due to the reduced training samples on such weather, as well as
variable weather conditions, the forecasting results deviate from the actual results in
the period 10:00 to 13:00. However, SNN shows better performance than others
and reduced the errors apparently in the period 11:00 to 13:00. (c) shows the
forecasting results in November 6, a rainy day. There is more uncertainty and
randomness on rainy days in PVS. The forecasting curve of SNN can approximate
the actual curve with better accuracy from 10:00 to 13:00, in which period the
actual curve fluctuates. This exemplifies the better learning and reflection ability of
SNN. (d) shows the forecasting results in November 22, a cloudy day. Compared
with sunny days, it is difficult to forecast the thickness of the cloud and its mobile
trend. As a result, none of the three models can forecast accurately whole time.
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Nevertheless, forecasting curve obtained from SNN can reflect the general variation
tendency.

Mean absolute percent error (MAPE) and Theil inequality coefficient (TIC) [14]
are adopted as two evaluation indexes to give a quantitative analysis on the fore-
casting errors. MAPE is expressed in the form of percentage. The forecasting errors
corresponding to Fig. 59.3 are listed in Table 59.2 respectively. Since the dispersion
of error in PVS is large, statistical errors in a month are given in Table 59.3.

Tables 59.2 and 59.3 show that MAPE and TIC are all relatively small under the
three different forecasting models on sunny days, no matter a single day or multiple
days are calculated. However, the MAPE and TIC on the other three weather types
appear to be larger, compared with those on sunny days due to the fluctuation of
power generation. On the whole, SNN shows better performance than SVM and

Fig. 59.3 The forecasting results. a The forecasting results of sunny days. b The forecasting
results of overcast days. c The forecasting results of rainy days. d The forecasting results of cloudy
days

Table 59.2 Forecasting error statistics of three forecasting models for single day

Fig. no. Weather types SVM BP-ANN SNN
MAPE TIC MAPE TIC MAPE TIC

3(a) Sunny 8.575 0.029 9.127 0.030 5.527 0.016
3(b) Overcast 15.660 0.090 16.896 0.095 12.25 0.066
3(c) Rainy 14.671 0.101 16.046 0.090 10.208 0.068
3(d) Cloudy 18.967 0.046 19.567 0.051 14.139 0.050
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BP-ANN in terms of precision. Thus, SNN is more accurate and more adaptive to
weathers with high level of randomness and fluctuation.

59.5 Conclusions

In this paper, a PVS power generation forecasting model based on Spiking Neural
Network is proposed. As the characteristics that SNN has a powerful computing
capability and good at dealing with time-based problems, the forecasting model
based on it has better learning and mapping capability. In the process of modeling,
the gray correlation analysis is adopted to determine the similar days, which makes
the model more adaptive to different weather types. The results show that, the SNN
forecasting model has higher forecasting accuracy and applicability compared with
BP-ANN and SVM. Therefore, the proposed PVS power generation forecasting
model based on SNN in this paper has a certain value for the photovoltaic gener-
ation system in making power generation schedules to meet the needs of the power
system.
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Chapter 60
Stochastic Stabilization of a Class
of Nonlinear Systems with Sampled
Data Control

Yueling Shen and Wenbing Zhang

Abstract In this paper, the stabilization problem is investigated for a class of nonlin-

ear stochastic systems with sampled data control. By means of the Lyapunov stabil-

ity theory, a sufficient condition is derived to ensure that the considered stochastic

nonlinear system with sampled data is asymptotically stable in mean square. The

allowable bound of the sampling interval is obtained and the control gain matrix

is solved in terms of convex optimization methods. Finally, a numerical example is

presented to further demonstrate the effectiveness of the proposed approach.

Keywords Stabilization ⋅ Stochastic system ⋅ Sampled data control

60.1 Introduction

Stochastic nonlinear systems have wide application in many fields, such as mechan-

ical systems, economic, biology, control engineering [1–3]. Hence, it is of great

importance to investigate the stochastic nonlinear system. When investigating sto-

chastic nonlinear systems, an important issue is the stability of stochastic systems

since stochastic stability are widely observed in analysis and synthesis of networked

control systems and the consensus of multi-agent systems [4, 5].

On the other hand, one of the most important issues in the study of stochastic

nonlinear systems is automatic control, and in the past decade, there are many con-

trol strategies have been proposed to control the nonlinear systems, such as: feed-

back control [6], sampled data control [7, 8] and impulsive control [9, 10]. With

the development of computer technology, digital control has widely been used in
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control systems. Thus, stability/stabilization of networked control systems with sam-

pled data control is a hot research topic now. For instances, in [11], an input delay

approach was proposed to investigate the sampled data stabilization problem of linear

systems. In [12], By using the impulsive system approach, the stability of uncertain

sampled data system was investigated. Very recently, in [13], the stability problem

was investigated for a class of linear systems with asynchronous samplings.

Although, there are many resulting concerning on the stability/stabilization of

networked control systems with sampled data control, they mainly focus on the lin-

ear systems. It is well-known that, nonlinear phenomenon widely exist in practical

systems, and the nonlinear effects may lead to network instability. Hence, it is impor-

tant to investigate the sampled-data stabilization problem of nonlinear systems.

On the other hand, in practical systems, stochastic effects can not be avoided since

the communication in dynamical networks is often subjected to an external noisy

environment. However, to the best of our knowledge, there are few results concerning

the stabilization problem for nonlinear stochastic systems with sampled data control

primarily due to the mathematical difficult in dealing with the nonlinear effects.

Based on the above discussion, the main purpose of this paper is to investigate

the stochastic stabilization problem for a class of nonlinear systems with sampled

data control. By means of the Lyapunov function approach, a sufficient condition is

derived to ensure that the considered nonlinear system with sampled data is asymp-

totically stable in mean square. Finally, an example is given to illustrate the main

results obtained in this paper.

Notations: The notations used in this paper is standard.

60.2 Preliminaries

Before the main results, we give the model formulation, lemmas and definitions in

this section.

Consider the following nonlinear systems

ẋ(t) =f (x(t)) + u(t) + g(x(t))d𝜔(t), (60.1)

where x(t) = [x1(t), x2(t),… , xn(t)]T ∈ ℝn
is the state vector. u(t) is the control

input. f (x(t)) = (f1(x(t)), f2(x(t)),… , fn(x(t)))T is a nonlinear function with fi(0) = 0.

𝜔(t) is a one-dimensional Brownian motion. Assume that g(t, x(t)) satisfies locally

Lipschitz continuous and linear growth conditions. Moreover, g(x(t)) satisfies

trace[gT (x(t))g(x(t))] ≤ xT (t)Lx(t), (60.2)

where L is a constant matrix. The initial value of system (60.1) is given by x(t) =
𝜙(t). The main purpose of this paper is to investigate the stability of the stochastic

nonlinear system with sampled data control. Consider the following sampled data

control strategy:
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u(t) = Kx(tk), t ∈ [tk, tk+1) (60.3)

where K ∈ ℝn×n
is the control gain matrix, {tk}+∞k=1 denotes the sampled instants

satisfying 0 < t1 < t2 <,… , < tk, limk→+∞tk = ∞. Without loss of generality, in

this paper, we assume that t0 = 0.

From (60.1) and (60.3), we can obtain

ẋ(t) =f (x(t)) + Kx(t) + K(x(tk) − x(t))
+ g(x(t))d𝜔(t), t ∈ [tk, tk+1). (60.4)

The following basic definition, lemmas and assumptions are needed in deriving

the main results of this paper.

Definition 1 The nonlinear system in (60.1) is said to be asymptotically stable in

mean square, if the following inequality holds

lim
t→+∞

𝔼‖x(t)‖ = 0,∀t ≥ t0. (60.5)

Lemma 1 (Jensens inequality). For any positive definite matrix M̄ > 0, a scalar
�̄� > 0 and a vector function 𝜛 ∶ [0, �̄�] → ℝn such that the integrations concerned
are well defined, then the following inequality holds:

(
∫

�̄�

0
𝜛(s)ds)TM̄(

∫

�̄�

0
𝜛(s)ds) ≤ �̄�

∫

�̄�

0
𝜛(s)TM̄𝜛(s)ds.

Lemma 2 ([14]) The following linear matrix inequality
[
Q(x) S(x)
ST (x) R(x)

]

> 0,

where Q(x) = QT (x) and R(x) = RT (x), is equivalent to either of the following
conditions

(1) Q(x) > 0,R(x) − ST (x)Q(x)−1S(x) > 0;
(2) R(x) > 0,Q(x) − S(x)R(x)−1ST (x) > 0.

Assumption 1 The nonlinear function f (⋅) satisfies the following Lipschitz condi-

tion

‖f (x) − f (y)‖ ≤ l1‖x − y‖, (60.6)

∀x, y ∈ ℝn
, and l1 is a positive constant.
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For simplicity, the periodic sampled data control is used in this paper, i.e., the sam-

pling interval satisfies Assumption

tk − tk−1 = 𝜏

where, 𝜏 is a positive constant.

Remark 1 In this paper, the periodic sampled data control strategy is used to control

the stochastic nonlinear system in (60.1). Hence, in order to ensure that the stochas-

tic nonlinear system in (60.1) is asymptotically stable in mean square. the sampling

interval is needed to characterize the frequency of the sampled data control. In the

following, we will derive a sufficient condition such that the consider system in (60.1)

is asymptotically stable in mean square and the allowable upper bound of the sam-

pling interval 𝜏 will be obtained.

60.3 Main Results

In this section, the stochastic stabilization problem of the nonlinear system in (60.1)

with sampled data control is investigated.

Theorem 1 Consider the stochastic nonlinear system in (60.1) with sampled data
control. If for a positive constant 𝜇, there exist positive definite matrices P, such that
the following inequalities hold:

𝜆1I ≤ P𝜆2 ≤ I, (60.7)

[
2PY + P + 𝜆2l21 + 𝜆2‖L‖ + 𝜇P 2Y

2YT −2I

]

< 0, (60.8)

− 𝜇 + (𝛽 + 𝛾)𝜏2 < 0, (60.9)

where 𝛽 =
l21
𝜆1
, 𝛾 = ‖K‖2

𝜆1
. Then the stochastic system in (60.1) with sampled data

control will be asymptotically stable in mean square. And the control gain matrix
K = P−1Y.

Proof Consider the following Lyapunov function:

V(t) = xT (t)Px(t). (60.10)

Then, for any t ∈ [tk−1, tk), taking the derivative of V(t), along the trajectories of

(60.4), we have for t ∈ [tk, tk+1),
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V(t) =2xT (t)P[f (x(t)) + Kx(t)]
+ trace[gT (x(t))Pg(x(t))]
+ 2xT (t)PK(x(tk) − x(t)). (60.11)

In view of Assumption 1 and 2ab ≤ a2 + b2, we have

2xT (t)Pf (x(t)) ≤xT (t)Px(t)
+ f T (x(t))Pf (x(t))

≤xT (t)Px(t)
+ 𝜆max(P)l21x

T (t)x(t). (60.12)

From (60.2), one has

trace[gT (x(t))Pg(x(t))] ≤ 𝜆max(P)xT (t)Lx(t). (60.13)

In addition

− 2xT (t)PK(x(t) − x(tk))

= − 2xT (t)PK
∫

t

tk
[f (x(s)) + Kx(tk)]ds

+
∫

t

tk
g(x(s))d𝜔(s). (60.14)

From Lemma 1, we have

− 2xT (t)PK
∫

t

tk
f (x(s))ds

≤xT (t)PKKTP +
∫

t

tk
f T (x(s))f (x(s))ds

≤ xT (t)PKKTP +
l21
𝜆1

(t − tk)2Vmax(s), (60.15)

− 2xT (t)PK
∫

t

tk
K(x(tk))ds

≤ xT (t)PKKTP +
∫

t

tk
xT (tk)KTKx(tk)ds

≤xT (t)PKKTP + ‖K‖2

𝜆1
(t − tk)2V(tk), (60.16)
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where Vmax(s) = maxs∈[tk ,t] V(s). From (60.12) to (60.16), we have

𝔼V(t) ≤xT (t)[P + 𝜆2(l21In + ‖L‖In)
+ 2PKP−1KTP]x(t)
+ 𝛽(t − tk)2Vmax(s)
+ 𝛾(t − tk)2V(tk). (60.17)

Let 𝜗 = (𝛽 + 𝛾)(t − tk)2. In the following, we will prove that

max
s∈[tk ,tk+1]

V(s) = V(tk). (60.18)

If (60.18) is not true, then there exists some t∗ ∈ [tk, tk+1], such that

V(t∗) > V(tk). (60.19)

Note that for t ∈ [tk, tk+1), t − tk < 𝜏. From (60.9), we know that −𝜇 + 𝜗 < 0. In

view of (60.17), we have

𝔼V(tk) ≤(−𝜇 + 𝜗)V(tk) < 0, (60.20)

which means that V(t) will decrease in a short time starting from tk and therefore,

there exist some t∗∗ ∈ [tk, t∗] such that

V(t∗∗) = V(tk),
𝔼V(t∗∗) > 0,
V(t) ≤ V(tk), t ∈ [tk, t∗∗]. (60.21)

It follows from (60.9) that

𝔼V(t∗∗) ≤ − 𝜇V(t∗∗) + 𝜗V(t∗∗)
< (−𝜇 + 𝜗)V(t∗∗)
< 0, (60.22)

which contradicts to 𝔼V(t∗∗) > 0. Thus, we can conclude that (60.18) is true. In

view of (60.17) and (60.18), we have, for t ∈ [tk, tk+1)

𝔼e𝜇t V(t)
V(tk)

=𝔼e𝜇tV(t)
V(tk)

+ 𝜇𝔼e𝜇t V(t)
V(tk)

≤ − 𝜇e𝜇t V(t)
V(tk)

+ 𝜗e𝜇t + 𝜇e𝜇t V(t)
V(tk)

≤𝜗e𝜇t. (60.23)
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Integrating both side of (60.23) from tk to tk+1, we have:

e𝜇tk+1
V(tk+1)
V(tk)

− e𝜇tk
V(tk)
V(tk)

≤
𝜗

𝜇

(e𝜇tk+1 − e𝜇tk ). (60.24)

From (60.24) and note that tk − tk−1 = 𝜏, one has

V(tk+1)
V(tk)

≤ e−𝜇𝜏 + 𝜗

𝜇

(1 − e−𝜇𝜏 ). (60.25)

From (60.9), we have −𝜇 + 𝜗 < 0 and therefore 𝜗 < 𝜇. Hence

𝜗

𝜇

< 1. (60.26)

In view of (60.25) and (60.26), we have

V(tk+1)
V(tk)

≤ e−𝜇𝜏 + 𝜗

𝜇

(1 − e−𝜇𝜏 )

=∶ 𝜚 < e−𝜇𝜏 + 1 − e−𝜇𝜏 = 1. (60.27)

Hence, 𝔼V(tk) converges to zero as k tends to infinity. This completes the proof. This

completes the proof.

Remark 2 In Theorem 1, the stabilization problem is studied for a class of stochastic

nonlinear systems with sampled data control. The design problem of the sampled

data controller is solvable if (60.8), (60.9) and (60.10) are feasible. From (60.8),

(60.9) and (60.10), it is clear that we need to obtain the control gain matrix K first

and then find the suitable sampling interval 𝜏.

60.4 Numerical Examples

In this section, an example is given to illustrate the results in the previous section.

Example 1 Consider the following stochastic system with sampled data control

ẋ(t) =
[
−0.5 0.1
−0.3 0.3

]

f (x(t))

+ g(t, x(t))d𝜔(t), t ≠ tk, (60.28)
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Fig. 60.1 State trajectory of

(60.28) with sampled data

control
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g(t, x(t)) = 0.2x(t), f (x(t)) = tanh(0.8x(t)). Then, we can get L =
[
0.04 0
0 0.04

]

. Let

𝜇 = 0.5, solving Theorem 1, we have 𝜏 ≤ 0.0624 and K = diag{−5.1824,−5.1824}.

Let 𝜏 = 0.06, the corresponding trajectories of the stochastic nonlinear systems with

sampled data in (60.28) are simulated in Fig. 60.1.

From Fig. 60.1, we can see that the nonlinear system in (60.28) is asymptotically

stable in mean square with the sampling interval tk − tk−1 = 0.06. The simulations

confirm the results of this paper well.

60.5 Conclusion

In this paper, the stabilization problem is investigated for a class of nonlinear system

with sampled data control. By means of the Lyapunov function approach, a sufficient

condition is derived to ensure that the stochastic nonlinear system with sampled data

control is asymptotically stable in mean square. An example is given to illustrate the

effectiveness of the main results derived in the paper. It is interesting to study stability

of vehicle suspension systems with sampled data control [15, 16] in future.
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Chapter 61
A Reconfigurability Evaluation Method
for Satellite Control System

Heyu Xu, Dayi Wang and Wenbo Li

Abstract The reconfigurability of satellite control systems is a fundamental index
to the capability of spacecraft stability after the faults occur in the process of
satellite operating in-orbit. This paper addresses the problem of reconfigurability
evaluation for faulty control systems. Firstly, The reconfiguration indicator based
on system stability is presented by regarding the faults that occur in the system as
model uncertainties. And then the method for normalized coprime factorization is
introduced to describe the maximal reconfigurability boundary, which causes the
control system instability when the fault exceeds the allowable range of the given
controller and model. Finally, the efficacy of the proposed method is tested through
an numerical simulation on the Hubble telescope.

Keywords Reconfigurability evaluation ⋅ Control system ⋅ Coprime factorization

61.1 Introduction

The control system is one of the most important and the most complex systems in
the spacecraft. Since the crucial importance of the undertaken tasks of control
system, it is catastrophic if faults occur in the control system of spacecraft. In order
to avoid the occurrence of the above phenomenon, the system has been required to
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be reconfigurable. In other words, the system can be reconfigured after the faults
happen. To improve the satellite’s capacity for failures, the system must be re-
configurable. The reconfigurability of spacecraft is defined as follows. The ability to
recover functionality in whole or in part is by means of changing the configuration
when fault occurs. Precisely because of this it is essential to research the recon-
figurability of the system to improve the ability of handling failure.

In order to improve design insights into the synthesis of controller reconfiguration
for reconfigurable systems, control reconfigurability of linearized systems is ana-
lyzed. The stability is the most important condition for systems. Therefore, whether
the system is stable, what kinds of system stability, how much the stability margin is
play an important role for reconstruction of system. At the same time, oriented to
control systems, a reconfiguration goal is identified, i.e. stabilization margin [1]. In
this way, when the controller is fixed, the parameters of controller needn’t be adjusted
if the fault system satisfied the stabilization goal. Lastly, the simulation experiments
have demonstrated the validity and practicability of the conclusion of this paper.

The main content of this paper is to regard the fault of the satellite control system
as the uncertainty of a system and to research the reconfigurability of linearized
systems based on maximal fault stability margin.

The fault represented by additive/multiplicative fault and the coprime factor-
ization respectively [3]. The relation between these two method is also investigated.
The additive/multiplicative fault can be represented by transfer function forms, and
it requires the fault plant and the nominal plant to have the same number of closed
right plane poles. The coprime factorization doesn’t require the fault plant and the
nominal plant to have the same number of closed right plane poles. Therefore, this
paper researches the maximal fault stability margin by means of coprime factor-
ization which gives a specific index to the solution of controller.

At last, this method can be applied into Hubble telescope. When the controller is
designed, namely when the controller is fixed, the parameters of controller needn’t
be adjust if the fault have not surpass the maximal fault stability margin. This
simulation experiments have demonstrated the validity and practicability of the
conclusion of this paper.

The contribution of this paper is to propose a method for quantitative recon-
figurability evaluation of closed-loop control system. The principle of the method
for normalized coprime factorization is presented, in order to describe the maximal
reconfigurability boundary of the given controller and system model.

61.2 Additive/Multiplicative Fault

61.2.1 Additive Fault

A structure chart of additive fault of the closed-loop control system is shown in
Fig. 61.1a, the transformed equivalent structure diagram as shown in Fig. 61.1b [7].
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Assume that the transfer function as follows:

GΔðsÞ=G0ðsÞ+ΔaðsÞ ð61:2:1Þ

G0ðsÞ is the nominal model, ΔaðsÞ is the additive fault, ΔaðsÞ satisfied:

σmaxðΔaðjωÞÞ≤ rðjωÞj j ð61:2:2Þ

where σmaxðΔaðjωÞÞ is the largest singular value of ΔaðjωÞ, i.e.

σmaxðΔaðjωÞÞ≤ fλmaxΔaðjωÞ*ΔaðjωÞg

AðG0, rÞ is given by:

AðG0, rÞ≜ fGðsÞ=G0ðsÞ+ΔaðsÞ σmaxðΔaðjωÞÞ≤ rðjωÞj j,∀ωj g ð61:2:3Þ

Theorem 2.1 ([1]) Let controller K(s) as shown in Fig. 61.1a, the object set
AðG0, rÞ as shown in (61.2.3), and the fault plant and the nominal plant have the
same number of closed right plane poles. Then the system is stable if and only if:

ð61:2:4Þ

Fig. 61.1 a Additive fault. b Additive fault
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The following theorem can also be given:

Theorem 2.2 ([1, 11]) Let controller K(s) as shown in Fig. 61.1a, the object set
AðG0, rÞ as shown in (61.2.3), and the fault plant and the nominal plant have the
same number of closed right plane poles. Then the system is stable if and only if:

ð61:2:5Þ

61.2.2 Multiplicative Fault

A structure chart of multiplicative fault of the closed-loop control system is shown in
Fig. 61.2a, the transformed equivalent structure diagram is shown in Fig. 61.2b [12].

Assume that the transfer function as follows:

GðsÞ=G0ðsÞ½I +ΔaðsÞ� ð61:2:6Þ

Fig. 61.2 a Multiplicative
fault. b Multiplicative fault
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G0ðsÞ is the nominal model, ΔaðsÞ is the additive fault, ΔaðsÞ satisfied:

σmaxðΔaðjωÞÞ≤ rðjωÞj j ð61:2:7Þ

where σmaxðΔaðjωÞÞ is the largest singular value of ΔaðjωÞ, i.e.

σmaxðΔaðjωÞÞ≤ fλmaxΔaðjωÞ*ΔaðjωÞg

AðG0, rÞ is given by:

AðG0, rÞ≜ fGðsÞ=G0ðsÞ½I +ΔaðsÞ� σmaxðΔaðjωÞÞ≤ rðjωÞj j, ∀ωj g ð61:2:8Þ

Theorem 2.3 ([1]) Let controller K(s) as shown in Fig. 61.2a, the object set
AðG0, rÞ as shown in (61.2.8), and the fault plant and the nominal plant have the
same number of closed right plane poles. Then the system is stable if and only if:

ð61:2:9Þ

The following theorem can also be given:

Theorem 2.4 ([1]) Let K controller (s) as shown in Fig. 61.2a, the object set
AðG0, rÞ as shown in (61.2.9), and the fault plant and the nominal plant have the
same number of closed right plane poles. Then the system is stable if and only if:

ð61:2:10Þ

So, when the controller is known, for additive or multiplicative fault, we can use
the above theorem to calculate the control object of the fault area. The controller is
designed by PID controller as an example. The calculation steps of fault coverage
are as follows:

① Making Fig. 61.1a or 61.2a respectively into Figs. 61.1a and 61.2b;
② Then GðsÞ=KðsÞ½I +G0ðsÞKðsÞ�− 1 or GðsÞ=G0ðsÞKðsÞ½I −G0ðsÞKðsÞ�− 1;
③ When the PID controller can make the stability of the nominal model, if ΔaðsÞ

has no closed right plane poles, then the margin is: ΔaðsÞk k∞ < 1
GðsÞk k∞

However, when the fault plant and the nominal plant doesn’t have the same
number of closed right plane poles, this method can’t be used. Therefore, coprime
factorization method will be discussed in the following sections.
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61.3 The Method for Coprime Factorization Fault
and Stability Margin

Considering the additive fault with maximal fault margin. If the nominal object
described by left coprime factorization, fault object also use the left coprime fac-
torization described, i.e. [10]

① G= M̃
− 1
N ̃, M̃,N ̃∈RH∞ and they are coprime.

② ΔM̃ ,ΔN ̃ are described as coprime factorization.

Then the fault plant can be expressed as:

GΔ = ðM̃ +ΔM̃Þ− 1ðN ̃+ΔN ̃Þ,
ΔM̃
ΔN ̃

� �
∈RH∞

This kind of object can be described as follows:

fGΔ = ðM̃ +ΔM̃Þ− 1ðN ̃+ΔN ̃Þ:
ΔM̃
ΔN ̃

� �����
����< ε,

ΔM̃
ΔN ̃

� �
∈RH∞g ð61:3:1Þ

Lemma 3.1 ([2, 8]) The following conditions are equivalent:

① M U
N V

� �
is invertible in RH∞

② V ̃ −U ̃
−N ̃ M̃

� �
is invertible in RH∞

③ M̃V −N ̃U is invertible in RH∞

④ V ̃M −U ̃N is invertible in RH∞.

Let the fault plant have a standard for coprime factorization:

fGΔ = ðM̃ +ΔM̃Þ− 1ðN ̃+ΔN ̃Þ:
ΔM̃
ΔN ̃

� �����
����< ε,

ΔM̃
ΔN ̃

� �
∈RH∞g ð61:3:2Þ

Assume that the controller K can make the nominal system in stability, controller
K can make it stable for all fault plant described as (61.3.2) if and only if:

ε− 1
max = inf

K

I
K

� �
ðI +GKÞ− 1M̃

����
����
∞

ð61:3:3Þ
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When the object is coprime factorization the same conclusion still established, i.e.

fGΔ = ðN +ΔNÞðM +ΔMÞ− 1: ΔN ΔM½ �k k< ε, ΔN ΔM½ �∈RH∞g.

Then, controller K is obtained, which makes all objects described in (61.3.2)
stable if and only if: [3, 6]

M − 1ðI +KGÞ− 1 K I½ ��� ��≤ ε− 1 ð61:3:4Þ

Now, we extend the nominal system as the form of H∞:

P=
P11 P12

P21 P22

� �
≜ 0 M − 1
� �

M − 1

I G½ � G

� �
ð61:3:5Þ

After that, the object can be described as the following form by linear fractional
transformation:

Ωu P,
Δn

−Δm

� �� �
≜P22 +P21

ΔN

−ΔM

� �
I −P11

ΔN

−ΔM

� �− 1

P12

 !
= ðN +ΔNÞðM +ΔMÞ− 1

ΩlðP,KÞ ≜P11 +P12KðI −P22KÞ− 1P21 =M − 1ðI −KGÞ− 1 K I½ �
ð61:3:6Þ

As the description above, the theorem can be obtained as following:

Theorem 3.2 ([9, 10]) The maximum stable boundary to meet the above condi-
tions can be expressed as:

ε− 1
max = inf

K
ΩlðP,KÞk k∞ ð61:3:7Þ

Therefore, we can gain the stability margin of the fault plant controlled by the
fixed controller. The details are as follows [4, 5]:

① Stable controller k is well designed. Make the nominal system G0 to coprime

factorization as G0 =NM − 1 = M̃
− 1
N ̃.

② Find ε− 1 =
I
K

� �
ðI +G0KÞ− 1M̃

− 1
����

����
∞

③ Then the stable range is
ΔM̃
ΔN ̃

� �����
����
∞
< ε

This method for fixed controller fault margin is better than the
additive/multiplicative method for finding maximal fault stability margin. Unlike
additive/multiplicative fault, the coprime factorization fault part is in the internal
fault object factorization. So the fault GΔ −G does not have to be stable.
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61.4 Illustrative Example

This section takes the Hubble telescope as the research object. Based on the attitude
control system, the fault analysis on the control system stability and the impact of
the changes are studied. Calculating the maximal fault stability margin and
designing the PID controller. Finally the simulation results prove that when the fault
have not surpass the maximal fault stability margin the system can stay stable.

The rigid model of satellite control system structure is shown in Fig. 61.3 [7]:
The nominal model is G= 12788

s2 + 159.8s+12788. By the method provided by the third
section we can obtain maximal fault stability margin εmax = 0.8593. The param-
eters of the PID controller is KD =2.65,KP =0.5,KI =0.05. And the PID controller
can be described as:

K =
250.5s2 + 50.05s+5

s2 + 100s
.

The stability margin of the fault plant controlled by the fixed controller is
ε=0.6164< εmax, which means this controller can make it stable. Also, the unit
step response curve without fault shown in Fig. 61.4 can prove it.

The nominal system of G’s regular coprime factorization is G= M̃
− 1
N ̃, where

M̃ =
− s2 − 159.8s− 12780
s2 + 190.1s+18070

, N ̃=
− 12780

s2 + 190.1s+18070

Assume that a fault model is follows: GΔ1 =
12778

s3 + 159.8s2 + 3s+12778, whose regular

coprime factorization is GΔ1 = M̃
− 1

1 N 1̃, where

M̃1 =
− s3 − 159.8s2 − 3s− 12780
s3 + 168.4s2 + 1415s+18070

, N 1̃ =
− 12780

s3 + 168.4s2 + 1415s+18070

Fig. 61.3 Rigid model of satellite control system structure
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In this way, the fault ΔM̃1
= M̃1 −M,ΔN ̃1 =N ̃1 −N can be calculated respec-

tively. By calculation the ΔM̃1
ΔN ̃1

�� �� = 1.4445> 0.6164. Based on the theorem
mentioned in third chapter, we can judge the controller cannot control the fault
object. Also, the simulation results prove that the controller K does not make the
fault object stabilized, as shown in Fig. 61.5.

Change the fault system to GΔ2 =
20000

s3 + 159.8s2 + 20000, whose normalized coprime

factorization is GΔ2 = M̃
− 1

2 N 2̃, where

M̃2 =
− s2 − 159.8s− 20000
s2 + 205.2s+18280

,N ̃2 =
− 20000

s2 + 205.2s+18280

Fig. 61.4 The unit step
response curve without fault

Fig. 61.5 The unit step
response curve when
ΔM̃1

ΔN 1̃

�� ��> ε
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In this way, the fault ΔM̃2
= M̃2 −M,ΔN ̃2 =N ̃2 −N can be calculated respec-

tively. Then calculate the ΔM̃2
ΔN ̃2

�� ��=0.3043< 0.6164. Based on the theorem
mentioned in third chapter, we can judge that the controller can control the fault
object. Also, the simulation results prove that the controller K does make the fault
object stabilized, is shown in Fig. 61.6.

In summary, this chapter gives a simulation of the maximal fault stability margin
of the Hubble telescope. Simulation results show that when the fault have not
surpass the maximal fault stability margin the system can stay stable. Otherwise, the
parameters of controller should be adjusted. This simulation experiments have
demonstrated the validity and practicability of the conclusion of this paper.

61.5 Conclusions

In this paper, a method for quantitative reconfigurability evaluation of the
closed-loop satellite control system is proposed.

The additive and multiplicative faults occured in control systems are described
by mathematical expressions. According to the expressions, the faults that occur in
the systems are regarded as model uncertainties, for the purpose of providing the
reconfiguration indicator based on system stability.

The principle of the method for normalized coprime factorization is presented, in
order to describe the maximal reconfigurability boundary of the given controller
and system model. Through the rigorous mathematical proof, the quantitative re-
configurability indicator is designed. And the Hubble telescope as a numeral
example is applied to validate the effectiveness and correctness of the proposed
method.

Fig. 61.6 The unit step
response curve when
ΔM̃1

ΔN 1̃

�� ��< ε
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Chapter 62
LS-SVM Generalized Predictive Control
Based on PSO and Its Application
of Fermentation Control

Li Huang, Zhaohua Wang and Xiaofu Ji

Abstract Fermentation process is a complex time-varying, nonlinear and multi-
variable biochemical process. The traditional fed-batch fermentation conditions are
difficult to satisfy the control request. A control algorithm based on Generalized
Predictive Control (GPC) is proposed. Firstly, the algorithm utilizes least square
support vector machine (LS-SVM) and GPC to construct the prediction model and
forecast the output value. And then, the particle swarm optimization (PSO)
algorithm is applied to realize rolling optimization and obtain the control values.
Finally, the control algorithm is applied to control the substrate concentration (S) of
lysine fermentation. The simulation results show that the LS-SVM Generalized
Predictive Control based on PSO has an excellent adaptive ability with rapid control
response speed, high precision, and good performance.

Keywords Generalized predictive control ⋅ Least square support vector
machine ⋅ Particle swarm optimization ⋅ Fermentation

62.1 Introduction

Biological fermentation process is a complex biochemical reaction process which is
high nonlinear, time-varying, uncertain, multivariable and hysteretic. For involving
the growth and reproduction of lives, the internal mechanism is very complicated.
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Traditional fermentation process is fed-batch fermentation. Some key parameters
are very difficult to control. Related parameters are usually adjusted depending on
expert experience. The traditional method is difficult to satisfy optimal control
request of fermentation. It is imperative to seek new control method to solve the
problem.

Predictive control based on predictive model is an advanced process control
technology. So the control is known as model predictive control (MPC) and it is
classified into many types such as model algorithmic control (MAC) [1], dynamic
matrix control (DMC) [2, 3], generalized predictive control (GPC) [4, 5] and so on.
GPC algorithm that was developed from adaptive control was proposed by Clarke
and his co-workers in the 1980. By using of CARIMA model to describe controlled
object, the algorithm has good robustness.

Now, the existing algorithms of predictive control are mostly for linear or
weakly nonlinear system. However, some strong nonlinear system such as fer-
mentation process, which is very difficult to find a perfect control strategy. Li and
Lu [6] achieved good control effect by combining predictive control algorithm and
inverse system. Because the method was based on system mechanism model, the
application range was limited seriously by controlled object. To solve the nonlinear
control problem, Lin and Lee [7] integrated predictive control with neural net-work.
However, the neural network had some disadvantages such as over-fitting and easy
falling into local extremum. In this paper, the closed loop control method based on
GPC and PSO rolling optimization is put forward. Firstly, the nonlinear model of
the controlled object is established by LS-SVM with the radial basis function
(RBF) kernel. Secondly, the GPC algorithm is employed to implement the pre-
dictive control of the controlled object. And then, control variables of the nonlinear
system were obtained by using PSO rolling optimization. Finally, the method was
applied in the process of biological fermentation.

62.2 LS-SVM

The support vector machine (SVM) based on VC-Dimension and Structural Risk
Minimization (SRM), is a kind of intelligent learning method, which is put forward
by Vapnik [8] and his co-workers in 1999. Thereafter, Suykens [9] presented the
least squares support vector machine (LS-SVM), which using equality constraints
to replace the inequality constrains of the standard SVM. In LS-SVM, the least
squares linear system is used as loss function, the precision is higher, convergent
speed is faster. So LS-SVM [10, 11] is widely used in the process modeling and
control. The model of lysine biological fermentation process could be described as
xi, yið Þ i=1, 2, . . . , l, xi ∈ℝnu + ny , yi ∈ℝjf g, where l is training sample set, nu and ny

are order of input and output respectively. φð ∙Þ: ℝn →ℝH is a nonlinear mapping
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which maps the input space into a higher dimension feature space. Data approxi-
mation model based on LS-SVM is expressed as

min
w, b, ξ

Jðw, ξÞ= 1
2w

Tw+ 1
2 γ ∑

l

i=1
ξ2i

s.t.yi =wTφðxiÞ+ b+ ξi, i=1, 2, . . . l

8<
: ð62:1Þ

where w is weight vector, γ is regularization parameter, ξi is relaxation factor, b is
deviation.

Here introduce Lagrange operator ai, then

Lðw, b, ξ, aÞ= 1
2
wTw+

1
2
γ ∑

l

i=1
ξ2i − ∑

l

i=1
ai wTφðxiÞ+ b+ ξi − yi
� � ð62:2Þ

Based on KKT conditions,
∂L
∂w

=
∂L
∂b

=
∂L
∂ξ

=
∂L
∂a

=0, so

0 1 ⃗
T

1 ⃗ K+ γ − 1I

� �
b
a

� �
=

0
y

� �
ð62:3Þ

where 1 ⃗= 1,⋯, 1½ �T , I is unit matrix of l order.
y= y1,⋯, yl½ �T ; i, j=1, 2, . . . , l. RBF kernel function is chosen with kernel

parameter σ2.

K = exp − x− xik k2 ð̸2σ2Þ
h i

ð62:4Þ

Then the model of fermentation controlled system is given by

yðxÞ= ∑
l

i=1
aiKðx, xiÞ+ b= ∑

l

i=1
ai exp − x− xik k2 ð̸2σ2Þ

h i
+ b ð62:5Þ

62.3 LS-SVM Predictive Control Based on PSO Rolling
Optimization

(1) Modeling of LS-SVM generalized predictive control

From (62.6), the following input-output vector x is the regression vector of lysine
fermentation process.

x = u k− 1ð Þ, . . . , u k− nuð Þ, y k− 1ð Þ, . . . , y k− ny
� �� � ð62:6Þ

where k is sampling time. u(k) and y(k) are input and output of fermentation process
respectively.

62 LS-SVM Generalized Predictive Control … 607



(62.5) is a nonlinear LS-SVM model of fermentation process. By doing Taylor
expansion at the sampling point x(k), linear model could be obtained from

yðkÞ= yðxÞjx= xk +
∂y

∂xð1Þ
����
x= xk

½xð1Þ− xkð1Þ�+⋯

+
∂y

∂xðnu + nyÞ
����
x= xk

½xðnu + nyÞ− xkðnu + nyÞ�

= yðxÞjx= xk −
∂y

∂xð1Þ
����
x= xk

xkð1Þ−⋯−
∂y

∂xðnu + nyÞ
����
x= xk

xkðnu + nyÞ

+
∂y

∂xð1Þ
����
x= xk

xð1Þ+⋯+
∂y

∂xðnu + nyÞ
����
x= xk

xðnu + nyÞ

= q+ b0uðk− 1Þ+⋯+ bnu − 1uðk− nuÞ− a1yðk− 1Þ−⋯− anyyðk− nyÞ
ð62:7Þ

Namely

Aðz− 1ÞyðkÞ=Bðz− 1Þuðk− 1Þ+ q ð62:8Þ

where

Aðz− 1Þ=1+ a1z− 1 + . . . + anyz
− ny , Bðz− 1Þ= b0 + b1z− 1 + . . . + bnu − 1z− ðnu − 1Þ.

Simultaneously, considering error and random disturbance of fermentation
process, the above equation is modified by

Aðz− 1ÞyðkÞ=Bðz− 1Þuðk− 1Þ+ Cðz− 1ÞωðkÞ
Δ

+ q ð62:9Þ

Multiplying both sides of (62.9) by Ejðz− 1ÞΔ, we can get

Ejðz− 1ÞAðz− 1ÞΔyðk+ jÞ
= Ejðz− 1ÞBðz− 1ÞΔuðk+ j− 1Þ
+Ejðz− 1ÞCðz− 1ÞωðkÞ+Ejðz− 1ÞΔq

ð62:10Þ

where q is constant at current sample point, so Δq=0. According to GPC algo-
rithm, the Diophantine equation can be introduced. Then the above equation is
simplified as

y=GΔu+FyðkÞ+HΔuðk− 1Þ ð62:11Þ
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where P is prediction horizon. M is control horizon.

y= y k+1ð Þ , ⋯, y k+Pð Þ½ �T ,

Δu= Δu kð Þ, ⋯, Δu k+M − 1ð Þ½ �T , G=

g0 0 ⋯ 0

g1 g0 ⋯ ⋮
⋮ ⋱ 0

gP− 1 gP− 2 ⋯ gP−M

2
6664

3
7775,

F = F1 z− 1ð Þ, ⋯, FP z− 1ð Þ� �T , H = H1 z− 1ð Þ, ⋯, HP z− 1� �� �T
.

(2) PSO rolling optimization

In the process of biological fermentation, the LS-SVM generalized predictive
control based on PSO rolling optimization could be realized as follows

Step 1: All the parameters of GPC, LS-SVM and PSO are initialized in this step.
Step 2: Using sample data, LS-SVM predictive model (62.7) is trained. Combined

with GPC algorithm, the output of model is obtained according to (62.11).
Step 3: According to (62.12), reference trajectory is get

yrðk+ jÞ= αyrðk+ j− 1Þ+ ð1− αÞysp ð62:12Þ

where α∈ ½0, 1Þ is softness factor. ysp is set value.
Step 4: Objective function (62.13) is optimized using PSO algorithm. Positions xi

and velocities vi of the population are updated using (62.14).

J =E ∑
P

j=1
ðyðk+ jÞ− yrðk+ jÞÞ2 + ∑

M

j=1
λðjÞðΔuðk+ j− 1ÞÞ2

( )
ð62:13Þ

vk+1
id =ωvkid + c1r1ðpkid − xkidÞ+ c2r2ðpkgd − xkidÞ
xk+1
id = xkid + vk+1

id

ð62:14Þ

where λðjÞ is control coefficient. E is mathematical expectation. The indi-
vidual best value pi is set to its current position value. And the global best
value pg is set to the best value of pi. xi = ½Δu*ðkÞ , . . . ,Δu* ðk+M − 1Þ�i.
i=1, 2, . . . ,m. k=1, 2, . . . , itermax. d=1, 2,⋯,M. c1 and c2 are constants;
r1 and r2 are random numbers in the range [0, 1]; ω is the inertia weight.

Step 5: The fermentation control variable u(k) is obtained by (62.15).

uðkÞ= uðk− 1Þ+Δu*ðkÞ ð62:15Þ

Step 6: System state y(k) is recorded. Update date and given k= k+1. Then return
step 2 until the end of fermentation.

Step 7 Output u(k) and exit.
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62.4 Experiment and Simulation

(1) Experiment background

In order to verify the effectiveness of the above control method, the algorithm is
applied to control lysine fermentation process. In the experiment, substrate con-
centration S of lysine fermentation is considered as controlled object. Control
variables are glucose feeding rates fgl, ammonia feeding rates fa and speed of the
stirring motor r. The capacity of fermentation device is 30 L. Fermentation process
bed pressure is kept at 0.1 Mpa. The temperature is controlled in the range of
(30 ± 0.5) ◦C ,The time of fed-batch fermentation is keeping in 72 ∼ 78 h. The fgl is
collected real-timely at the speed of 1/min. The fermentation liquid is collected once
in every 4 h and substrate concentration S is analyzed by off-line checking.

(2) Simulation results and analysis

There are 10 batch original data acquired from the experiment. And get 184 sets
of input and output sample data. After being processed, there are 16 sets of data
that have serious errors are rejected. The other 168 sets of data are divided
into two groups, which 90 % of data is used as training sample sets
xi, yið Þ i=1, 2, . . . , 151jf g and the rest 10 % is regarded as testing sample sets.
The GPC prediction model is built, and the system output is substrate concen-

tration S. The parameters of LS-SVM are given by ½γ , σ2�= 100, 3.6½ �. The orders
of the input and output prediction model are chosen as nu =3, ny =2. In order to
show the high performance of GPC model based on LS-SVM, the original GPC
model is also used to train and test the same samples. We denote the actual system
output as Y, and the model output as Ym. The prediction results of the two models
are shown as the following Figs. 62.1 and 62.2. Compared with Fig. 62.2, it’s clear
that the LS-SVM generalized predictive control in the Fig. 62.1 has better pre-
dictive ability than another control model. The error between actual system and
model output is shown in Fig. 62.3. We can see the error value is in the range
[−0.03, +0.03], and the maximum error is 0.02995. That is, the above model has a
higher precision and can be used well to fit nonlinear prediction system.

In order to test the approximation performance of the above model, let prediction
horizon is P = 4, control horizon is M = 2, softness factor is α=0.3, control factor
is λ = 0.7, population m = 40. Then, the tracking curve of substrate concentration S
that are described by two models of GPC are shown in Fig. 62.4. In Fig. 62.4, Yr is
reference trajectory, Y1 is the output of the LS-SVM prediction model based on
PSO rolling optimization, and Y2 is the output of the LS-SVM prediction model. As
known from Fig. 62.4, when reference trajectory is square-wave, the curve Y1
shows faster corresponding speed, shorter adjusting time, and better stability.
However, the curve Y2 shows slower corresponding speed, and the response has
been in a slight state of shock. The comparison indicates the above predictive
algorithm based on LS-SVM could control the strongly nonlinear system by high
response speed, small overshoot, tracking error, and good robustness.
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62.5 Conclusion

According to nonlinear fermentation process, a kind of LS-SVM generalized pre-
dictive control method based on PSO rolling optimization is presented. Firstly,
based on data in reaction and RBF as kernel function, LS-SVM nonlinear control
model is built. Secondly, the model is processed by means of subsection lineari-
zation method. And then, using PSO rolling optimization algorithm, the optimal
control rate is obtained. Finally, the method is applied to lysine bio-chemical fer-
mentation. The simulation results show the effectiveness and accuracy of the pre-
sented algorithm. Meanwhile, a new control method is supplied to nonlinear
sys-tem.
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Chapter 63
Delay Consensus of Second-Order
Nonlinear Leader-Following Multi-Agent
Systems

Jiezhi Wang, Qing Zhang and Hang Li

Abstract In this paper, the delay consensus of second-order nonlinear
leader-following multi-agent systems is discussed. The considered multi-agent
system has an active leader and the information exchange between two different
agents possesses directional. A simple input control law is proposed. Based on the
matrix theory and Lyapunov stability theory, the effectiveness of this control law is
proved and a sufficient condition is obtained to realize delay consensus of the
second-order multi-agent system.

Keywords Second-order multi-agent system ⋅ Delay ⋅ Consensus

63.1 Introduction

In recent years, multi-agent systems have an extensive application in many engi-
neering fields, just as in formation control [1, 2], sampled-data [3], formation
filtering [4], flocking [5] and so on. The most important and basic content is the
consensus problem of the multi-agent systems. The study of consensus focused on
the first-order [6–9] and second-order [10–13] leader-following or leaderless
multi-agent systems. By now, consensus has been discussed under many different
system conditions, just like with fixed topology or switching topologies [1, 7, 8,
11], with undirected graph or directed graph [11], with observer [7, 8] or with
time-varying delays [9–11] and so on.

The above investigations are all under the complete consensus concept whose
meaning is with time going on, the situations and velocities of each agent will all be
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the same at the same time. In fact, there must exist time delay in information
exchange and information transfer. And in a complicated network, the consensus
states of two different intelligent agents also have time delay. Based on these
reasons, [14] proposed the concept of delay consensus in first-order
leader-following multi-agent systems with directed graph for the first time and
according to what we know, there is no another open published paper about delay
consensus. Compare to the first-order multi-agent system, the research on con-
sensus in second-order multi-agent systems is more complicated and difficult. In
this paper, delay consensus in second-order nonlinear leader-following multi-agent
systems with directed graph will be discussed.

The rest of this paper is organized as follows. Section 63.2 introduces the
leader-following systems, the definition of delay consensus and the ordinary
assumption. Section 63.3 designs an input control law to realize the delay con-
sensus of the leader-following multi-agent system with directed graph. Section 63.4
draws the conclusions.

63.2 Problem Formulation and the Definition of Delay
Consensus

The dynamics of agents are expressed by

x ̇iðtÞ= viðtÞ,
vi̇ðtÞ= f ðxiðtÞ, viðtÞÞ+ ∑

N

j=1
aijvjðtÞ+ uiðtÞ, i=1, 2, . . . ,N,

8<
: ð63:1Þ

where xiðtÞ∈Rn and viðtÞ∈Rn are the position and velocity of the i-th agent at time
t. f :Rn ×Rn →Rn is a continuously differentiable vector-valued nonlinear function.
A= aij

� �
∈RN ×N is the weighted adjacency matrix of the network, where aij ≥ 0

(aij >0 if the i-th agent can get information from the j-th agent) and
aii= − ∑

j≠ i
aij i=1, 2,⋯,Nð Þ. Here, assume the information exchange between two

agents has direction. So, the matrix A is not symmetric. uiðtÞ∈Rn i=1, 2,⋯,Nð Þ is
the control input.

The dynamics of the unique leader is expressed by

x0̇ðtÞ= v0ðtÞ,
v0̇ðtÞ= f ðx0ðtÞ, v0ðtÞÞ,

�
ð63:2Þ

where x0ðtÞ∈Rn and v0ðtÞ∈Rn are the position and velocity of the leader at time t.
The adjacency matrix of the leader and agents is denoted by the diagonal matrix

B=diagðb1, b2,⋯, bNÞ, where
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bi
>0, if agent i can get information from the leader,
= 0, otherwise.

�
ð63:3Þ

Lemma 1 [7]: Suppose that a symmetric matrix is portioned as

T =
T1 T2
TT
2 T3

� �
,

where T1,T3 is square. T is positive definite if and only if both T1 and
T3 −TT

2 T
− 1
1 T2 are positive definite.

Assumption 1 [15]: There exist constants γ1 ≥ 0, γ2 ≥ 0, ∀xðtÞ, yðtÞ, vðtÞ, zðtÞ∈Rn,
such that

ðx− yÞTðf ðx, vÞ− f ðy, zÞÞ≤ γ1ððx− yÞTðx− yÞ+ ðv− zÞTðv− zÞÞ, ð63:4Þ

ðv− zÞTðf ðx, vÞ− f ðy, zÞÞ≤ γ2ððx− yÞTðx− yÞ+ ðv− zÞTðv− zÞÞ. ð63:5Þ

Definition 1 Denote the error vector xĩðtÞ= xiðtÞ− x0ðt− τiÞ and vĩðtÞ= viðtÞ−
v0ðt− τiÞ ði=1, 2,⋯,NÞ, where τi ∈R+ . The delay consensus of system (1) and
system (2) is said to be achieved if for any initial conditions,

lim
t→∞

xĩðtÞk k=0, lim
t→∞

vĩðtÞk k=0, i=1, 2, . . . ,N. ð63:6Þ

Remark 1 By now, the researches on the consensus of second-order leader-following
multi-agent systems with delays were still focus on achieving the complete con-
sensus ði.e. lim

t→∞
xiðtÞ− x0ðtÞk k=0, lim

t→∞
viðtÞ− v0ðtÞk k=0Þ. The delay consensus

means the consensus states of leader and followers also have time delay.

63.3 The Realization of the Delay Consensus

Here, only discuss the situation that all the delay interval τi = τ ði=1, 2,⋯,NÞ.
Then,

xĩðtÞ= xiðtÞ− x0ðt− τÞ,
vĩðtÞ= viðtÞ− v0ðt− τÞ, i=1, 2,⋯,N

,

and
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x ̃i̇ðtÞ= xi̇ðtÞ− x0̇ðt− τÞ= vĩðtÞ, i=1, 2,⋯,N.

Take

x ̃ðtÞ=

x1̃ðtÞ
x2̃ðtÞ
⋮

xÑðtÞ

0
BBB@

1
CCCA=

x1ðtÞ− x0ðt− τÞ
x2ðtÞ− x0ðt− τÞ

⋮
xNðtÞ− x0ðt− τÞ

0
BBB@

1
CCCA, v ̃ðtÞ=

v1̃ðtÞ
v2̃ðtÞ
⋮

vÑðtÞ

0
BBB@

1
CCCA=

v1ðtÞ− v0ðt− τÞ
v2ðtÞ− v0ðt− τÞ

⋮
vNðtÞ− v0ðt− τÞ

0
BBB@

1
CCCA,

y ̃ðtÞ= x ̃ðtÞ
v ̃ðtÞ

� �
.

So, x ̃̇ðtÞ= v ̃ðtÞ and

x ̃i̇ðtÞ
v ̃i̇ðtÞ

 !
=

v ̃iðtÞ

f ðxiðtÞ, viðtÞÞ+ ∑
N

j=1
aijvjðtÞ+ uiðtÞ− f ðx0ðt− τÞ, v0ðt− τÞÞ

0
BB@

1
CCA,

i=1, 2,⋯,N.

ð63:7Þ

Let H = Δ A+AT

2 and λ denote the largest eigenvalue of the symmetric matrix
H. b=maxfb1, b2,⋯, bNg>0 and b just is the largest eigenvalue of the diagonal
matrix B.

Matrix P > 0 means P is positive definite. Matrix P < 0 means P is negative
definite.

Theorem 1 Suppose Assumption 1 holds. With

γ2 < γγ1, ð63:8Þ

− 1
2
− IN + γk− cð ÞB+ γHð Þ γγ1 − γ2ð ÞIN + γcBð Þ− 11

2
− IN + γk− cð ÞB+ γHð Þ

+ γ + γγ1 − γ2 − λ− kbð ÞIN >0 , ð0< γ <1Þ
ð63:9Þ

the delay consensus of the second-order leader-following system (1) and system
(2) can be achieved under the following input laws

ui = cbixĩðtÞ+ kbivĩðtÞ, i=1, 2, . . . , N, ð63:10Þ

where the nonnegative constants c, k∈R+ .
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Proof Take the symmetric matrix

P ̃= InN − γInN
− γInN InN

� �
,

where 0< γ <1. According to Lemma 1, P ̃ > 0. □

Now, chose a Lyapunov function VðtÞ= 1
2 y

T̃ðtÞP̃y ̃ðtÞ.
Calculating the derivative of VðtÞ, one gets

V ̇ðtÞ= 1
2

y ̃ṪðtÞP̃y ̃ðtÞ+ y ̃TðtÞP ̃y ̃̇ðtÞ
� �

=
1
2

x ̃ṪðtÞx ̃ðtÞ+ x ̃TðtÞx ̃̇ðtÞ
� �

−
γ

2
x ̃̇TðtÞv ̃ðtÞ+ v ̃TðtÞx ̃̇ðtÞ
� �

+
1
2

v ̃ṪðtÞv ̃ðtÞ+ v ̃TðtÞv ̃ṪðtÞ
� �

−
γ

2
v ̃̇TðtÞx ̃ðtÞ+ x ̃TðtÞv ̃̇ðtÞ
� �

= x ̃i̇ðtÞ= ṽiðtÞ 1
2

v ̃TðtÞx ̃ðtÞ+ x ̃TðtÞv ̃ðtÞ� �
− γv ̃TðtÞv ̃ðtÞ

+
1
2

v ̃ṪðtÞv ̃ðtÞ+ v ̃TðtÞv ̃ṪðtÞ
� �

−
γ

2
v ̃̇TðtÞx ̃ðtÞ+ x ̃TðtÞv ̃̇ðtÞ
� �

where

1
2

v ̃TðtÞx ̃ðtÞ+ x ̃TðtÞv ̃ðtÞ� �
− γv ̃TðtÞv ̃ðtÞ

= xT̃ðtÞ vT̃ðtÞ� � 0 1
2InN

1
2InN − γInN

� �
x ̃ðtÞ
v ̃ðtÞ

� �

= xT̃ðtÞ vT̃ðtÞ� � 0 1
2InN

1
2InN − γInN

� �
x ̃ðtÞ
v ̃ðtÞ

� �

= y ̃TðtÞ 0 1
2InN

1
2InN − γInN

� �
y ̃ðtÞ.

−
γ

2
v ̃̇TðtÞx ̃ðtÞ+ x ̃TðtÞv ̃̇ðtÞ
� �

= −
γ

2
∑
N

i=1
v ̃Ṫi ðtÞxĩðtÞ+

1
2
∑
N

i=1
x ̃Ti ðtÞv ̃i̇ðtÞ

� �

= − γ ∑
N

i=1
x ̃Ti ðtÞ f ðxiðtÞ, viðtÞÞ− f ðx0ðt− τÞ, v0ðt− τÞÞ

	(

+
1
2
∑
N

j=1
ðaij + ajiÞvj̃ðtÞ+ cbixĩðtÞ+ kbivĩðtÞ


)

≤ Assumption 1 − γ ∑
N

i=1
γ1 ðxiðtÞ− x0ðt− τÞÞTðxiðtÞ− x0ðt− τÞ+ ðviðtÞ− v0ðt− τÞÞT�

ðviðtÞ− v0ðt− τÞ�
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− γ ∑
N

i=1
∑
N

j=1
x̃Ti ðtÞ

aij + aji
2

ṽjðtÞ − γ ∑
N

i=1
x̃Ti ðtÞkbiṽiðtÞ − γ ∑

N

i=1
x̃Ti ðtÞcbix̃iðtÞ

= − γγ1 ∑
N

i=1
x̃Ti ðtÞxiðtÞ+ v ̃Ti ðtÞviðtÞ
� �

− γ ∑
N

i=1
x ̃Ti ðtÞcbix ̃iðtÞ

−
γ

2
∑
N

i=1
∑
N

j=1
x ̃Ti ðtÞ

aij + aji
2

vj̃ðtÞ− γ

2
∑
N

i=1
∑
N

j=1
ṽTi ðtÞ

aij + aji
2

xj̃ðtÞ

−
γ

2
∑
N

i=1
x̃Ti ðtÞkbiṽiðtÞ−

γ

2
∑
N

i=1
ṽTi ðtÞkbix̃iðtÞ

= ỹTðtÞ − γðγ1IN + cBÞ⊗In − γ
2 H + kBð Þ⊗In

− γ
2 H + kBð Þ⊗In − γγ1InN

� �
y ̃ðtÞ.

1
2

v̇̃TðtÞṽðtÞ+ v ̃TðtÞv ̃̇TðtÞ
� �

=
1
2
∑
N

i=1
v ̃Ṫi ðtÞv ̃iðtÞ+

1
2
∑
N

i=1
v ̃Ti ðtÞv ̃̇iðtÞ

= ∑
N

i=1
ṽTi ðtÞ f ðxiðtÞ, viðtÞÞ− f ðx0ðt− τÞ, v0ðt− τÞÞ+ 1

2
∑
N

j=1
ðaij + ajiÞv ̃jðtÞ+ cbixĩðtÞ+ kbiṽiðtÞ

" #

≤ Assumption 1 ∑
N

i=1
γ2 ðxiðtÞ− x0ðt− τÞÞTðxiðtÞ− x0ðt− τÞ�

+ ðviðtÞ− v0ðt− τÞÞTðviðtÞ− v0ðt− τÞ�
+

1
2
∑
N

i=1
∑
N

j=1
v ̃Ti ðtÞðaij + ajiÞv ̃jðtÞ + ∑

N

i=1
v ̃Ti ðtÞkbivĩðtÞ + ∑

N

i=1
v ̃Ti ðtÞcbix̃iðtÞ

= γ2 ∑
N

i=1
x̃Ti ðtÞxiðtÞ+ ṽTi ðtÞviðtÞ
� �

+ ∑
N

i=1
∑
N

j=1
v ̃Ti ðtÞ

aij + aji
2

ṽjðtÞ + ∑
N

i=1
v ̃Ti ðtÞkbiṽiðtÞ

+
1
2
∑
N

i=1
ṽTi ðtÞcbix̃iðtÞ+

1
2
∑
N

i=1
x ̃Ti ðtÞcbivĩðtÞ

Since

∑
N

i=1
∑
N

j=1
v ̃Ti ðtÞ

aij + aji
2

vj̃ðtÞ + ∑
N

i=1
v ̃Ti ðtÞkbivĩðtÞ

= v ̃TðtÞHv ̃ðtÞ+ kv ̃TðtÞBv ̃ðtÞ
≤ λv ̃TðtÞv ̃ðtÞ+ kbv ̃TðtÞv ̃ðtÞ,

then

1
2

v ̃ṪðtÞv ̃ðtÞ+ v ̃TðtÞv ̃ṪðtÞ
� �

= y ̃TðtÞ γ2InN 1
2cB⊗In

1
2cB⊗In γ2InN + H + kBð Þ⊗In

� �
y ̃ðtÞ

≤ y ̃TðtÞ γ2InN 1
2cB⊗In

1
2cB⊗In γ2 + λ+ kbð ÞInN

� �
y ̃ðtÞ
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One obtains

V ̇ðtÞ= y ̃TðtÞ γ2 − γγ1ð ÞInN − γcB⊗In 1
2 IN + cB− γ H + kBð Þð Þ⊗In

1
2 IN + cB− γ H + kBð Þð Þ⊗In γ2 − γ − γγ1 + λ+ kbð ÞInN

� �
y ̃ðtÞ.

= − y ̃TðtÞ Q⊗Inð Þy ̃ðtÞ.

Where

Q=
M1 M2

MT
2 M3

� �
,

M1 = γγ1 − γ2ð ÞIN + γcB,

M2 =
1
2
− IN + γk− cð ÞB+ γHð Þ,

M3 = γ + γγ1 − γ2 − λ− kbð ÞIN .

Notice that M1 is positive definite if and only if γγ1 − γ2 + γcbi >0. One can take

γ2 < γγ1,

so γγ1 − γ2 + γcbi >0.
Next, consider the symmetric matrix

M3 −MT
2M

− 1
1 M2

=M3 −M2M
− 1
1 M2

= γ + γγ1 − γ2 − λ− kbð ÞIN
− 1

2
− IN + γk− cð ÞB+ γHð Þ γγ1 − γ2ð ÞIN + γcBð Þ− 11

2
− IN + γk− cð ÞB+ γHð Þ

From Lemma 63.1, Q > 0 if and only if γ2 < γγ1 and

γ + γγ1 − γ2 − λ− kbð ÞIN
− 1

2
− IN + γk− cð ÞB+ γHð Þ γγ1 − γ2ð ÞIN + γcBð Þ− 11

2
− IN + γk− cð ÞB+ γHð Þ>0.

Furthermore, Q⊗ Inð Þ>0 if Q > 0. Then, −Q⊗Inð Þ<0 which means that
V ̇ðtÞ<0 for any y ̃ðtÞ≠ 0. According to the Lyapunov stability theory, it shows that
the zero solution of the error system (7) is asymptotical stable. The delay consensus
of the second-order leader-following system (1) and system (2) is realized.

For sufficient large γ1 and the known matrices A and B, one can adjust the
constants γ, γ2, c and k to satisfy the conditions (8) and (9).
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63.4 Conclusions

Because there still exist time delays in the consensus states of leader and followers,
this paper proposed the definition of delay consensus of second-order nonlinear
leader-following multi-agent systems and investigated the delay consensus of
second-order nonlinear leader-following multi-agent system with directed graph. In
theory, the proposed input control law could be used to make system (1) and system
(2) reach the delay consensus. Since the adjacency matrix A is not symmetric, it
needed some techniques during proving.

Next, what we will do is to give the corresponding simulation results. There are
still some interesting and challenging works need to do, just like to discuss the
delay interval τi is not equal and to design appropriate control law to realize the
delay consensus of leader-following (or leaderless) multi-agent systems with
switching topologies or more higher order leader-following multi-agent systems.
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Chapter 64
An Investigation of Model-Based
Design Framework for Aero-Engine
Control Systems

Jinzhi Lu, DeJiu Chen, Jiqiang Wang and Wentao Li

Abstract Throughout the design of aero-engine control systems, modeling and
simulation technologies have been widely used for supporting the conceptualization
and evaluation. Due to the increasing complexity of such systems, the overall
quality management and process optimization are becoming more important. This
in particular brings the necessity of integrating various domain physical models that
are traditionally based on different formalisms and isolated tools. In this paper, we
present the initial concepts towards a model-based design framework for automated
management of simulation services in the development of aero-engine control
systems. We exploit EAST-ADL and some other existing state-of-the-art modeling
technologies as the reference frameworks for a formal system description, with the
content ranging from requirements, to design solutions and extra-functional con-
straints, and to verification and validation cases, etc. Given such a formal specifi-
cation of system V&V (Verification and Validation) cases, dedicated co-simulation
services will be developed to provide the support for automated configuration and
execution of simulation tools. For quality management, the co-simulation services
themselves will be specified and managed by models in SysML.
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64.1 Introduction

Aero-engine control systems have been evolved continuously over the past decades
from conventional mechanical systems to FADEC (Full Authority Digital Engine
Control) systems. Meanwhile, due to the increasing functional and technical com-
plexity, the design activities normally involve more designers and stakeholders than
the past [1]. For the effectiveness, one prevailing scheme is based on the principle of
divide-and-conquer [2]. Normally, the whole complex system will be separated into
different parts with the associated engineering tasks allocated to different work
groups or companies [3]. These groups often use the specific domain simulator tools
to assist the specification, analysis and synthesis. Nevertheless, the performance of
an aero-engine control system strongly depends on the characteristics of its sub-
systems and components being composed. So it’s important for system integrators to
conduct early system integration and thereby to understand the system behaviors and
analyze system performance in the initial design phase. In current industrial prac-
tices, different CAD and CAE tools have been used for the development of sub-
systems and components, such as for requirement analysis, high level design,
detailed level design, implementation, testing, etc. Since the subsystem designers
often use their own tools to build models, it is very different for the system inte-
grators to integrate the detailed models and to predict the whole system performance.
This calls for a complete integration framework for different kinds of models and
tools while taking the process management perspective into consideration.

This paper describes an investigation of model-based design framework for
aero-engine control systems in regard to the methodology and technical roadmap. In
such a framework, the graphical models are used to provide a formal system
description that is shared among various stakeholders, including project managers,
system engineers, modeler, system designer and simulation testers. The content of
system information being described and integrated includes requirements, parameter
setting, interface contracts, and tool specific information for co-simulation. Also,
parameters related to optimized simulation behaviors can also be added. The paper
has three main sections. Section 64.2 provides a brief introduction of simulation and
co-simulation technologies, as well as the Modelica approach. Section 64.3 compares
several well-known system modeling approaches, including EAST-ADL, AADL,
and SysML. It also discusses the support for a co-simulation procedure of fuel
distributor design. Section 64.4 analyzes the transformation between system models
and physical models. The Sect. 64.5 presents the conclusion and future work.

64.2 Simulation Technologies in System Development

Time consumption and R&D cost have become more important, since more new
technologies are used for the aero-engine design. Nowadays, computation design and
simulation technology can help to improve the former key factors [4]. In the
aero-engine design phase, model-based design is very important to predict the system
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performance in advance. Designers have used many types of modeling technologies.
Software program was firstly used to design the computational aero-engine models
[5]. After that with the help of modularly structured code, the code of this specified
software program for aero-engine became reused and objected-oriented [6]. Then in
[7], the object-oriented and visual modeling method advanced to predict the system
performance. Lately in [4], Modelica language is used to build the aero-engine model.
Many component libraries can be built in the simulator tools which strongly improve
the efficiency of building models and model reuse. In [8], AMESim is used for fuel
system modeling and in [9], hydro-mechanical controller component model is built in
AMESim and Simulink is used for aero-engine controller model. Then co-simulation
is used for predicting the performance of hydro-mechanical controller behaviors. This
chapter discusses Modelica, co-simulation technology and approach of model scaling
to separate physical models of aero-engine.

64.2.1 Modelica

Modelica language is a non-proprietary, object-oriented, equation based language
to conveniently model complex physical systems [10]. In the Modelica platform,
the aero-engine control system model can be separated into models for different
areas. These models can be mathematically described by differential algebraic
equations and discrete equations. And these models are object-oriented and
schematics. From the point of view in [4], Modelica has been used for aero-engine
system design.

64.2.2 Co-simulation

Co-simulation is a technology which can solve the multi-physics simulation inte-
gration [11]. It means a particular case of simulation scenario which there are at
least two simulators solve coupled-algebraic equations and exchange the data with
each other during simulation [12]. In [13], co-simulation can be defined based on
the different behaviors of solvers. Figure 64.1 demonstrates 3 different types of
co-simulation.

Fig. 64.1 Co-simulation, coupled-simulation and solver-coupled simulation
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• Co-simulation

Co-simulation means simulator tools use their own solvers to calculate their own
models and communicate with each other at the fixed time step point.

• Coupled-simulation

Coupled-simulation represents subordinated simulators transform their models into
a mathematical form which the main simulator can read and it will be integrated
into the main simulator’s model. Then the main simulator uses its own solvers to
calculate the coupling models.

• Solver-coupled simulation

Solver-coupled simulation is a co-simulation method which subordinated simula-
tors can transform their models and solvers into a form which the main simulator
can ‘understand’. Then the main simulator solver can call their own other simulator
solvers to calculate corresponding models. In Fig. 64.1, the icon of gear represents
simulator solver.

From [9], we know, co-simulation has also been one technical solution for
aero-engine control system design. However, no matter Modelica or co-simulation,
simulation technology is used to help system designers to take decisions based on
different design goals. When system designers run a ‘project’, there are different
models used in the whole life cycle, even though the modeling object is fixed [1].
So it’s very different to manage the models, because models present their builders’
option on the matter. So a new standards or technologies should be provided to
solve these problems.

64.2.3 Model Scaling and Management

Traditionally, the model-based design procedure of aero-engine control system is
separately disintegrated process of different subsystems. Currently, there are no
industrial standards to define the aero-engine control system model types or
interfaces. But, in fact, we can distinguish (a) “control logic”, (b) fuel system or
hydraulic system, (c) mechanical system, (d) CFD for aerodynamic, (e) FEM for
structure design, (f) thermodynamics of combustor, (g) electronic system and many
more. So from model management view, we need to define the model libraries
based on the design phase and detail level of models [14, 15]. From the perspective
of Marco Bonvini [14], for each level, such properties should be shown including
purpose, hypotheses, analysis protocol, structural limitations, practice-based limi-
tations and decision-making usefulness of the models, etc. In different design phase,
models can be used based on their properties of levels. Table 64.1 provides a brief
example of subsystem characteristics for different levels.
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64.3 System Modeling Approach

From the perspective of system engineering, physical system model is not the
unique concern. Though there are a lot of complex and completed model libraries or
model management platforms existing, it’s also different for system designers in
each layer to understand the whole physical system model and share the model
information with each other except for documents or reports. In this chapter, several
system modeling tools, (e.g., SysML, AADL, EAST-ADL, etc.) are investigated.
Based on different system modeling language, one graphical model describing
simulation for aero-engine control system is designed.

• SysML

SysML is a general-purpose modeling language for systems engineering with a
subset of UML2 and additional extensions to satisfy the demands of the language
description. SysML can provide powerful and simple constructs for modeling
systems engineering problems of requirements, structure, behavior, allocations, and

Table 64.1 Overview of subsystem model properties for detailed level setting

Subsystem Level 1 Level 2 Level 3 Level
…

Control logic Basic control
logic

Basic control
logic

Control scheme …

Fuel system Sample model
(no fluid leakage,
incompressible
flow, Laminar
orifice)

Sample model
(no fluid leakage,
incompressible
flow, Laminar
orifice)

More realistic
model (fluid
leakage,
compressible
flow, Laminar
orifice)

…

Hydraulic
system

Sample model
(no fluid leakage,
incompressible
flow, Laminar
orifice)

Sample model
(no fluid leakage,
incompressible
flow, Laminar
orifice)

More realistic
model (fluid
leakage,
compressible
flow, Laminar
orifice)

…

Mechanical
system

Kinematic Kinematic Kinematic and
multi-body
dynamic

…

Electronic
system

Principle models Basic element
models

Complex system
model

…

Aerodynamics Fixed operating
point (parameter)

Map based …

FEM for
structure

Fixed operating
point (parameter)

Map based …

Thermodynamics Fixed operating
point (parameter)

Map based, input
filtering

…
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constraints [16]. In [17], Henson Graves provided an approach of SysML using in
the aerospace design. So SysML has the capabilities to describe the simulation
behaviors.

• AADL

AADL is formal modeling concepts for description and analysis of systems
architecture in terms of individual components and their interactions including
software, hardware and system component abstractions. It can specify and analyze
real-time system, embedded system, complex SOS (system of system) and map
software onto computational elements in hardware. So AADL has the potential to
describe the architecture and behaviors of the aero-engine control system [18].

• EAST-ADL

EAST-ADL is a language to describe automotive electrical and electronic systems.
It can grasp all the detailed information for documentation, design, analysis and
synthesis from the top level characteristics to tasks and interface and communi-
cation framework [19]. As we know, there are many similar features between
aero-engine control system and automotive electrical and electronic system, so
EAST-ADL also has the potential to describe the system characteristic of
aero-engine.

In Sect. 64.2, we have introduced that physical system model should be scaled
and managed in different phase and simulation setting with interface or solve also
need to be shared with other system designers. So ontology needs to describe such
characteristics and features. Next part, we will discuss about the capabilities of
different language and build a system model as a case for an integrated model of
co-simulation method.

• Comparison between SysML, AADL and EAST-ADL

This graphical model should be able to describe information for behaviors of
physical system modeling procedure, constructs of aero-engine models, simulation
requirements, parameter setting, simulation setting, optimization behaviors and
validation and verification, etc. Table 64.2 shows the different capabilities three
kinds of language which can describe such characteristics. System integrators can
choose the models in different levels based on simulation targets and requirements.

From the Table 64.2, we can see the characteristics which a simulation of
physical system models have can be described by EAST-ADL. Next part, system
model extended from EAST-ADL and SysML will be shown to describe an inte-
grated model of co-simulation for aero-engine control system.

In Fig. 64.2, we can see a modeling structure. Requirement diagram is used for
describing the requirements of stakeholders. Simulation diagram can contains
simulation setting and solver setting. Structure diagram can describe the physical
system models in different tools. Data diagram can be used for managing data from
simulation. Feature diagram can be used for describe the behaviors of simulation
testers and stakeholders.
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• User case for system model describing physical system model

From [12], the author uses co-simulation between Saber, Simplorer, Flowmaster,
AMESim and Simulink to predict the performance of fuel distributor in the
aero-engine. Based on this case, system model for co-simulation procedure is built.
In Fig. 64.3, a co-simulation strategy has been provided. It shows models in dif-
ferent tools and the data flows among tools. In Fig. 64.4, models in different tools
are shown.

Depending on the extensive structure of SysML and EAST-ADL, system model
is built to describe the procedure of verifying if co-simulation integrated model can
product the same simulation result from the same model only built in AMESim
[12]. From Fig. 64.5, we can see, five design phases are separated, including system
requirement analysis, model design, subsystem modeling, co-simulation and
verificationValidation.

In the phase of system requirement analysis, requirements can be described as
Fig. 64.6. The simulation behaviors is the operation of building models in different
tools and simulation requirements can capture the characteristics of simulation
method and simulation setting demand.

Table 64.2 Behaviors of simulations and capabilities of three languages

Language SysML AADL EAST-ADL
Model type

Simulation
requirements

Requirements Annex libraries (AL) Requirements

Constructs for
models

Blocks System Structure and
Instantiation

No

Modeling
procedure

Activity (no
specified)

No SystemModeling

Simulation setting No No FeatureModeling
Interface setting Point Point FunctionConnector
Validation and
Verification

Activity (no
specified)

No VerificationValidation

Optimization
behaviors

Activity (no
specified)

No ComputationConstraint

Fig. 64.2 Extensive structure of system model
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Fig. 64.3 Co-simulation strategy for flue distributor

Fig. 64.4 Model of co-simulation for flue distributor

Fig. 64.5 System Model
describe different design
phase
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In the model design phase, feature model can depict the properties of each
component in the top system model and setting selection of the co-simulation in
Fig. 64.4. In this phase, interface design strategy can be made and each subsystem
model can be related to corresponding physical system model. In Fig. 64.7, the
feature model can produce the construct model for the top system model (Fig. 64.8).

During subsystem model design, the construct feature of the physical system
model can be shown. The components, lines and parameters in each subsystem
model will be acted as the elementary block in the feature model, which is shown in
Fig. 64.9. Based on the feature model, construct model for each tool can be built in
Fig. 64.10. The model selection in different tools can be decided by modeling target

Fig. 64.6 Requirement description

Fig. 64.7 Feature function describing model design
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and model complex level depending on construct models. The really physical system
models can be built from model libraries automatically by management tools.

The system model for co-simulation includes the information of interface
between different tools, parameters setting during co-simulation, solver behavior
and data information in Fig. 64.11.

In the phase of VerificationValidation, shown in Fig. 64.12, block Log can
represent the operation during VerificationValidation. Based on the requirement,
system model uses Parameter Matrix (1) to run the co-simulation and compares the
simulation result with the results provided by paper.

Fig. 64.8 Construct block for the top system model

Fig. 64.9 Description of feature function for subsystem model design
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64.4 Transformation Between System Models
and Physical System Models

During co-simulation, different parameter matrix will be used for different scene,
scenarios and situation. Here, scene means a set of tasks of one simulation target.
Scenarios signify different models in one simulation task. Situation represents
different parameter matrix for one model in one simulation target. Specified
parameter matrix for one situation is all the parameters for physical system models.
When the parameter matrix for the physical system model is changed, this behavior
can be described by VerificationValidation case in last section. And the capabilities
of mapping from system model into physical system model are needed in order to
run the simulation automatically.

Fig. 64.10 Construct block for Simplorer models

Fig. 64.11 Subsystem model in Simplorer
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From the view of Arne Seitz [20], he provides several schematic for integration
of propulsion system into aircraft conceptual design process. In Fig. 64.13, the
framework can dynamically set the configuration of different conception models. In
our framework, we can see the schematic of dynamic configuration of simulation
parameters from system model to physical system model. In Fig. 64.13, parameter
and data model can be dynamically configured based on the block ‘VVlog’.
‘VVlog’ can set different parameter matrix from ‘VVStimuli’. After co-simulation,
data model returns the data to ‘ActualOutcome’. Depend on the comparison
between ‘ActualOutcome’ and ‘IntendResult’, simulation target will be checked
and system will decide if the simulation model needs to continue the iteration.

Fig. 64.12 VerificationValidation procedure

Fig. 64.13 Schematic for dynamic parameter setting
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64.5 Conclusion and Future Work

From the test case, we can see state-of-the-art technologies like EAST-ADL and
SysML can be used as the basis for describing simulation procedures. Dynamic
parameter setting can capture all the system behaviors with parameter optimization.
The initial concept models mentioned in this paper are the ones for physical system
and control system analysis, which are tool- or language-specific. In the future, the
model-based design framework will be further developed. As shown in Fig. 64.14,
it is structured in four layers including the engineering management platform,
business process model layer, system model layer and physical system model &
data model layer. Stakeholders can manage the project on the engineering platform.
Depending on the information of the engineering management platform, business
process model can be built to manage the project, time plan and human resource. In
different projects, system models capture the simulation behaviors and integrate
them with the requirements, design, verification Validation and so on. Based on the
specification provided by the system model, different data, component models or
software modules will be selected from the data libraries and model libraries to
build physical system model. In the future, the work would also provide a formal
ontology for the integration of simulation technologies and system models. This
paves the way for qualified and automated transformations among system models
and related physical models.

Fig. 64.14 Model-driven framework for aero-engine control system design
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Chapter 65
Container Throughput Time Series
Forecasting Using a Hybrid Approach

Xi Zha, Yi Chai, Frank Witlox and Le Ma

Abstract This paper proposed a novel two-stage hybrid container throughput
forecasting model. Time series in reality exhibits both linear and nonlinear char-
acteristics and individual models are not able to describe the two features simul-
taneously. Therefore, we combine linear model SARIMA (seasonal autoregressive
integrated moving average) and nonlinear model ANN (artificial neural network).
In order to break through the limitations of traditional hybrid models, based on the
identified parameters of SARIMA in first stage, the structures of several ANN in
second stage could be decided. Finally, we validate the proposed hybrid model 5
performs best with case study in Shanghai port.

Keywords Port throughput forecasting ⋅ SARIMA ⋅ ANN ⋅ Hybrid models

65.1 Introduction

In order to improve the competitiveness of a port, a forecasting model becomes a
rather crucial solution to decision-making. Due to the constant monthly changes in
volume of container throughput over time, these numbers could be considered as a
time series process. Thus, a time series predictive model could be applied to
forecast the future value. In the last several decades, many endeavours have been
successfully made to the evolution and progress of the time series prediction
methods. These time series forecasting methods, with difference of special
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emphasis, can be divided into two models: (a) linear prediction and (b) nonlinear
prediction model [1].

Linear prediction models are often referred to regression analysis method.
Autoregressive (AR), moving average (MA), and autoregressive integrated moving
average (ARIMA) belong to linear prediction. Compared with other linear models,
ARIMA is the most popular and effective linear approach, which is widely used in
short term load [2], electricity price [3], wind speed [4] and other domains.

The traditional linear methods above suppose that the time series comes from
linear process. However, random time series with characteristic of nonlinearity [5],
which means there is an underlying relationship between the previous data and the
future data, is hard to be described with a linear regression precisely in real life.
Aimed at solving this problem, artificial neural network (ANN) is applied into
forecasting. ANN is a flexible nonparametric nonlinear computing frameworks in
many practical types of time series forecasting these years [6].

Although both ANN and ARIMA models have demonstrated successful pre-
dictions in their respective fields. Nevertheless, neither ANN nor ARIMA is a
general forecasting approach that is capable simultaneously to break through the
shortcomings of each single models. Therefore, the combination of linear and
nonlinear models is a valid solution to raise the forecasting performance. Here are
some examples applied in literature, e.g. supply chain management [7], water
quality [8], inspection [9].

The remainder of the thesis is organized as follows. Section 65.2, the principle of
linear and nonlinear model will be introduced. In Sect. 65.3, different hybrid models
of SAIRMA and ANN are present. Subsequently, the performance criteria will be
shown. In Sect. 65.4, the independent and hybrid models are applied to container
throughput time series in Shanghai port and their performances are compared.
Lastly, Sect. 65.5 includes the concluding remarks.

65.2 Methodology

Time series in reality is hardly recognized as a pure linear or nonlinear structure.
Thus, in this work, we regard the outstanding linear model SARIMA and nonlinear
model ANN as the basic methods to construct the hybrid models through several
different connections.

65.2.1 Scenario 1: SARIMA

The popular ARIMA model proposed by Box and Jenkins [10] is broadly applied to
analyze stable and univariate time series. In order to consider seasonal factors, a
SARIMA model, an extensive model of the ARIMA model, is often described as
SARIMA p, d, qð Þ P, D, Qð Þs. We formulate SARIMA model Eq. (65.1) as follows:
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ϕpðLÞΦPðLÞ∇d∇D
s yt = θqðLÞΘQðLÞεt ð65:1Þ

where yt is the observed value at time; s refers seasonal term; L is a lag operator
LmðytÞ= yt−m, ∇d = ð1− LÞd denotes the non-seasonal differencing operator,
∇D

s = ð1−LsÞD is the seasonal counterpart; ϕpðLÞ denotes the non-seasonal AR
term with order p, θqðLÞ is the MA term with order q, ΦPðLÞ and ΘQðLÞ are
seasonal counterparts, and εt is the white noise follows Gaussian distribution with
zero mean and variance σ2. The procedure of SARIMA contains the four major
phrases: identification, estimation, diagnostic; and forecasting.

65.2.2 Scenario 2: ANN

ANN is a flexible computing model to learn from data and able to describe various
different nonlinear processes. There is no requirement of pre-knowledge hypothesis
of the process during the modelling procedure. On the contrary, the model primarily
depends on the inherent characteristics of given time series. The mathematical
expression Eq. (65.2) below shows the relations between outputs and inputs:

yt =w0 + ∑
Q

j=1
wjgðw0j + ∑

P

i=1
wi, jxiÞ+ et ð65:2Þ

where xi is the input data at time i, wi, j refers the weights liking weights between
input neuron i and hidden neuron j, wi denotes the weights liking weights between
hidden neurons layer and output neurons, P and Q are the numbers of neurons in
input and hidden layer respectively, g refers the activation function of the neuron.
The selection of inputs plays a major role in deciding the structure. However, no
general regulation exits in deciding the inputs. In following section, we proposed a
novel idea on determining it. In supervised learning, the sample set could be
divided randomly into three parts (i.e. training set, validation set and test set) to
prevent in a situation of under-fitting or over-fitting [11]. Here, we apply the most
successful tanning algorithm, back propagation, to reduce the error iteratively. After
several trials, the network with optimal number of hidden neurons is chosen, which
yields the minimum error.

65.3 Experimental Procedure

In the implementation procedure, we applied these data into seven scenarios shown
in Fig. 65.1. Scenario 1 and Scenario 2 are individual SARIMA and ANN
approaches respectively. Scenario 3 and Scenario 4 are traditional hybrid
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approached. Scenario 5, Scenario 6 and Scenario 7 with different inputs for second
stage are proposed novel hybrid models based on the parameters in SARIMA.

65.3.1 The Traditional Hybrid Models

Scenario 3: (a) Weighted combination of different models as Eq. (65.3)

y ̂t = ∑
n

k=1
wky ̂kt ; ∑

n

k=1
wk =1; 0≤wk ≤ 1. ð65:3Þ

where yk̂t denotes the predicted value using kth is model at time t; wk denotes the
weight of the different forecast methods; yt̂ is the final predicted value.

Scenario 4: (b) Additive relationship between linear and nonlinear part as
Eq. (65.4)

yt = lt + nt;

et = yt − l ̂t;

yt̂ = l ̂t + nt̂ + εt = l ̂t + f ðetÞ+ εt

ð65:4Þ

where lt is defined as the linear part, nt is defined as the corresponding nonlinear
part. Both of them should be formulated respectively. The forecasting value of
linear part l ̂t is calculated by SARIMA model in the first step. et, denoting the
residual at time t, can be obtained from the subtraction of the observed value yt and
the predicted value l ̂t.

Scenario1
Scenario2
Scenario3
Scenario4
Scenario5
Scenario6
Scenario7

Monthly 
container  

throughput 
in shanghai 

port  (   )   
(Jan 2007- 
Dec 2014)

ty

SARIMA

ANN

Hybrid 2

Hybrid 3

Hybrid 4

Hybrid 5

te

,t te y

, ,t t te l y

,t tl y

Predicted

Residuals

tl

te

ANN2

ANN1

ANN3

ANN4

Testing 
data  (Jan 
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2014)

Training 
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2012)

Comparison Optimal 
model

Hybrid 1
½ SARIMA + ½ ANN

Scenario 1

Scenario 2

Scenario 3

Scenario 4

Scenario 5
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Fig. 65.1 The proposed forecasting methods based on SARIMA and ANN
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However, on one hand, the Scenario 3 would lead to reduce precision when a big
error exist in the worse individual model, which is less accurate than the better
individual one. On the other hand, Scenario 4 is under an assumption that the
relationship between linear and nonlinear elements is additive. It will result in an
underestimation the relationship if there is a different (e.g. multiplicative) association
instead of additive connections [12]. In practice, Hibon and Evgeniou [13] proved
that combined models are not more superior to individual models all the time.
Therefore, the appropriate selection of hybrid model is a rather important process.

65.3.2 The Proposed Hybrid Models

The traditional hybrid approaches mentioned as above is not exact. In this work, we
proposed three other hybrid models: Scenario 5, Scenario 6 and Scenario 7 as
Eqs. (65.5)–(65.7) via a different connection inspired by the previously identified
four parameters: p, d, P, D as well as the predicted value l ̂t from
SARIMA p, d, qð Þ P, D, Qð Þs.
Scenario 5:

yt = f ðhðytÞ, et− 1Þ+ εt ð65:5Þ

Scenario 6:

yt = f ðl ̂t, et− 1Þ+ εt ð65:6Þ

Scenario 7:

yt = f ðhðytÞ, l ̂t, et− 1Þ+ εt ð65:7Þ

Here hðxtÞ= fxt− 1, xt− 2, . . . xt− ðp+ dÞ, xt− s, xt− ðs + 1Þ . . . , xt− ðs + P+D− 1Þg, which
depends on the parameters in SARIMA p, d, qð Þ P, D, Qð Þs, f refers the nonlinear
function, yt denotes observed values at time t, l ̂t is the predicted values from
SARIMA at time t, et− 1 refers the residual from the SARIMA at time t− 1, εt is the
random error.

These hybrid models break through the mentioned limitations of traditional
hybrid models. Instead, they benefit from the respective capacities of SARIMA and
ANN methods in linear and nonlinear elements without focus on the internal
relationship between the two elements. Theoretically, taking use of the proposed
hybrid forecasting methods without the uncertain assumption further decrease the
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residuals. Furthermore, the inputs for ANN also benefit from the identified
parameters of SARIMA. In first stage of the framework, aiming to capture the linear
characteristic with training data set, the optimal SARIMA model is identified and
applied to forecast the future container throughput, which are prepared for second
stage as the inputs. Afterwards, ANN is employed to deal with existing relationship
of nonlinearity and existing linearity in preprocessed data and initial training data.
By means of pre-process of SARIMA, we find the seasonal correlation between
current value and past value. Hence, we depend on the extracted seasonal associ-
ation rules and then decide the number and type of inputs to the networks. Then we
predict the following values with the different chosen hybrid models. Furthermore,
the outcomes of proposed hybrid models will be compared with those of the sep-
arated SARIMA, ANN and traditional hybrid models. Finally, we select three
evaluation criteria (shown in Sect. 65.3.3) to evaluate the performance of the each
model and then choose the optimal forecasting model.

65.3.3 Evaluation Criteria

For the purpose of evaluating each model’s performance relatively, three different
forecast consistency measures are taken into account (Table 65.1).

Where yi and y ̂i are the monthly observed values and the monthly forecasted
values in month i respectively, y ̄i and y ̂ī are the counterparts of average values. The
values of R (standard correlation coefficient) range from −1 to 1 and the value close
to 1 shows a better performance. It indicates how well a forecasting model fits
observations by summarizing the differences between observed and the predicted
container throughput. On the contrary, the lower SSE (sum square error) and RMSE
(root mean square error) indicate a tighter fitting model with the actual time series.

Table 65.1 Three evaluation criteria

Index Formula

R
R= ∑

n

i=1
ðyi − ȳiÞ*ðŷi − y ̂̄iÞ ̸

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
n

i=1
ðyi − y ̄iÞ2* ∑

n

i=1
ðŷi − ȳ̂iÞ2

s

SSE
SSE = ∑

n

i=1
jyi − ŷij2

RMSE
RMSE=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
n

i=1
jyi − ŷij2 n̸

s
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65.4 Data and Result

The monthly container throughput values in shanghai port from January 2007 to
December 2012 is considered as the training data to estimate the model, while
another period data from January 2013 to December 2014 is considered as the
testing data to check the precision of predicted container throughput. These con-
tainer throughput time series in Shanghai port reflects that it is a complex nonlinear
system with three main characteristics: growing trend, seasonality, randomness
shown in Fig. 65.2. Therefore, we conclude a single model that are not sufficient to
describe such a complex system and thus a hybrid model of SARIMA and ANN is
necessary to satisfy the requirement.

65.4.1 First Stage

(a) Identification
By inspecting the ACF (autocorrelation function) and PACF (partial auto-
correlation function) figures of the time series shown in Fig. 65.3, several
structures with different parameters are carried out. Based on the value of BIC
(Bayesian information criterion), the best model SARIMA 1, 1, 1ð Þ 0, 1, 1ð Þ12
is determined.

(b) Estimation
We estimate the parameters in Eq. (65.1) with maximum likelihood method as
follows:

ð1+ 0.663344LÞð1−LÞð1− L12Þyt = ð1− 0.0393171LÞð1− 0.771389L12Þεt
ð65:8Þ

(c) Diagnostic
Moreover, for the sake of checking if the residuals satisfy a white noise
process, analysis of the residuals has been carried out in Fig. 65.4. As

Fig. 65.2 Monthly container throughput in Shanghai Port (January 2007–December 2014)
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Fig. 65.4 Residual analysis: a standard residuals; b residual histogram; c Q-Q plot of standard
residuals versus the normal distribution; d kernel density estimate; e ACF of the residuals; f PACF
of the residuals

Fig. 65.3 ACF and PACF of monthly container throughput time series
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Fig. 65.4a, b displaying, the residuals of SARIMA appear a zero mean
approximately. Furthermore, the quantile–quantile (Q-Q) plot in Fig. 65.4c as
well as Kernel density estimation in Fig. 65.4d, indicates that the residual is
under a normal distribution. In addition, the ACF and PACF of residuals
shows no significant autocorrecting. As the analysis above, the defined is
considered valid.

(d) Forecasting
Based on the decided SARIMA, predicted value l ̂t and error et are produced
for the second stage.

65.4.2 Second Stage

Here we focus on the last scenario, Hybrid 5. yt− 12, yt− 2, yt− 1 from observations,
predicted values Lt̂ and the residuals et− 1 from preprocess SARIMA are regards as
the inputs for ANN shown in Fig. 65.5. By changing the number of hidden neurons
from small to large, we find nine neurons is the best. When the number exceeds
nine, the regression of the testing set in sample data becomes distorted. The actual
data and predicted data are both shown in Fig. 65.6 and the analysis of error
indicates that performance of Hybrid 5 satisfies error requirement.

Input 
Layer

Hidden 
Layer

Output 
Layer

Bias unit

Fig. 65.5 The framework of the best-fitted ANN in hybrid 5
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65.4.3 Comparison of Results for Seven Scenarios

Table 65.2 shows the comparison of the results obtained from the seven best models
in the seven respectively distinct scenarios. Scenario 7 provides an R value of
0.9363 infers that a preferable relevance between predicted and the actual testing
values. Moreover, a SSE value of 1888.8217 and a RMSE value of 8.8714, which
shows that Scenario 7, also Hybrid 5, performs best among these models.

Compared Hybrid 3 with Hybrid 2, the structure of identified parameters in
SARIMA p, d, qð Þ P, D, Qð Þs is useful for deciding the structure for the second stage
of ANN. Then, compared Hybrid 5 with Hybrid 4, error from first stage of SAR-
IMA are applied in second stage of ANN improves forecasting accuracy. While,
Hybrid 2 and Hybrid 4 perform inferior to the individual model SARIMA, which
reminds us the misuse of Hybrid model and the importance of selecting the proper

Table 65.2 Comparison of results for seven scenarios

R SSE RMSE

Scenario 1: SARIMA 0.9276 2999.1086 11.1787
Scenario 2: ANN 0.9152 2813.8131 10.8278
Scenario 3: Hybrid 1 (Average) 0.9360 2043.7603 9.2280
Scenario 4: Hybrid 2 (Addition) 0.9315 3431.5348 11.9575
Scenario 5: Hybrid 3 (et, yt) 0.9362 2261.8411 9.7079

Scenario 6: Hybrid 4 (L ̂t , yt) 0.9230 3194.4102 11.5369

Scenario 7: Hybrid 5 (et ,Lt̂ , yt) 0.9363 1888.8217 8.8714

Fig. 65.6 Error analysis of hybrid 5
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inputs for the process of ANN framework. Not only should we the capture the
nonlinearity left in residuals from SARIMA, but also the other inherent relationship
except additivity between linear and nonlinear part is necessary to be taken into
account to improve the accuracy of the entire model as well. To sum up, the
proposed approach Hybrid 7 based on the previous structure of SARIMA are
proved efficiency.

65.5 Conclusion

This paper provides a novel hybrid approach for time series forecasting. Based on
the basic SARIMA and ANN model, the proposed hybrid model, Scenario 7, not
only takes the advantages of the respective capacities of linear and nonlinear
models, but also breakthroughs the limitation of traditional hybrid approaches. The
identified parameters in SARIMA is useful to decide the structure or inputs for
ANN in second stage and performs better than other six scenarios. As a result, the
proposed hybrid model improves the forecasting accuracy and provides a mean-
ingful predictor for decision-making or strategic management in seaport.
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Chapter 66
A Dynamic Performance Analyzing
Method of Intelligent Fire Control System
Based on SCPN

Tianqing Chang, Junwei Chen, Bin Han, Kuifeng Su and Rui Wang

Abstract To describe tank future fire control system logic level generally and
exactly, a modeling method is advanced which based on Stochastic Colored Petri
Net (SCPN). Firstly, the constitutive structure, information structure and working
flow of future fire control system are studied. Secondly, the tank future fire control
system is formalized described. The rule which transform tank fire control system to
Petri Net is established. Finally, Petri Net model of tank future fire control system is
established. Its dynamic performance is analyzed. It proves the modeling method
can describe tank future fire control system logic level effectively.

Keywords Intelligent fire control system ⋅ SCPN ⋅ System modeling ⋅
Dynamic performance analysis

66.1 Introduction

Tank fire control system should have the ability of rapid and accurate striking in
high-mobile state of modern war. But because of the limit of physical condition of
tank crew, the crew’s ability of control, reaction and persistent working will decline
in high-mobile state. It will lead to decline the combat efficiency of fire control
system. So it is necessary to develop a kind of fire future control system to help tank
crew accomplish combat mission in high-mobile state.

The first step of developing weapon system is modelling. Then the model should
be demonstrated and improved repeatedly [1]. So the completeness and perfect-
ibility of model is very important. In order to achieve the purpose, the system is
usually divided into several levels and different models are built up for every level
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[2]. The tank fire control system should be divided to three levels from top to
bottom, including conceptual level, logical level and physical level. Conceptual
level is defined to the set of definition, composition and function structure of the
system. The diagrams of fire control system structure and system work flow in Ref.
[3] are both the model of conceptual level. Physical Level is the set which can
describe inner kinetic characteristic of the system, including gun dynamics model,
control model and ballistic solving model in Ref. [4]. The logical level of fire
control system was usually described indirectly by diagram of fire control system
structure and flow of system work. But this kind of model is not only lack of
necessary logical analysis elements, such as target and crew, but also cannot
describe dynamic performance. Compare with existing tank fire control system,
there is greater variety of information and more complex action logic among
components in future tank fire control system. The traditional logical level
description method will not satisfy the requests. It is need a full elements model,
which can describe logical level of fire control system directly and exactly.

The logical level of tank future fire control system is composed with a numbers
of sub-events, including target indication, threaten sequence, target identification,
automatic tracking, ranging and resolving, firing and destruction judgment. State’s
change of fire control system is caused by those events which is discrete in time. So
we can use discrete event modeling method to modeling the logical level. The
modeling technique of Petri Net is applied in many dynamic and discrete-time
systems [5–7]. It has the ability of describing many kinds of structure, including
sequence, synchronize, concurrence and conflict. It is suitable to apply this mod-
eling method in logical level of future tank fire control system.

66.2 The Analysis of Tank Future Fire Control System
Structure

The composition and operate mode of exiting ‘Hunter-Killer’ fire control system are
introduced in detail in Ref. [8], so we won’t cover them in this paper. Fire future
control system should be improved based on existing fire control system. It should
improve intelligence level and automatic level and reasonably reduce number of
crew in principle of not reducing function and performance. To achieve this goal, it
should apply intelligence algorithm technique for improving intelligence level of
system and reduce the burden and operation of tank commander. It should apply
sensor technique, information technique and image processing technique to can-
celling the gunner. Because the crew who is kept mainly completes the mission of
tank commander, it also named tank commander. The tank commander, who is in
future fire control system, takes the responsibility of searching, indicating and
monitoring the work state of system, manual intervention if necessary. In brief, the
work process is ‘the tank commander in charge of capturing, the system in charge
of annihilation’.
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66.2.1 Structure of System

On the basis of original commander’s vision block subsystem, the tank future fire
control system add intelligent program computer to constitute commander’s intel-
ligent vision block subsystem. The intelligent program computer help tank com-
mander to complete a series of mission, including target identification, choosing
kind of shell, automatic tracking multi-targets, queuing up the level of threaten. It
also gives the information of battlefield and system state to the tank commander.
With the help of intelligent program computer, improved commander’s vision block
can acquainting image and automatic tracking target. On the basis of original
gunner’s sight, striking sight is improved with the function of acquainting image.
On the basis of original fire control computer, intelligent striking computer is
improved. The striking sight sends the image of battle to the intelligent striking
computer, then the intelligent striking computer control aiming line to point to the
area where intelligent program computer indicate. The intelligent striking computer
automatically identify target, rang and resolve firing data based on the image
information. After that, it would control gun system to strike the target and judge
the degree of injury. Finally, it would decide whether strike it again or not. So the
improved observing-sight subsystem, fire control computer subsystem and gun
control subsystem make up intelligent striking subsystem. The tank future fire
control system needs the information of position of itself. So positioning and
navigation equipment is added based on the original sensor subsystem. The
structure of system is shown in Fig. 66.1.

66.2.2 Structure of Information

Tank future fire control system’s functions are achieved based on lots of infor-
mation and correlative technique. The information transmission among components
directly affects performance of fire control system. Connection of system and
structure of information are built up based on functions which are mentioned
before. They are shown in Fig. 66.2.

66.2.3 Work’s Flow of System

In the work’s mode of “the tank commander in charge of capturing, the system in
charge of annihilation”, the working flow is as follow in detail:

(1) Tank commander operates the control box to control commander’s vision
block for searching target. Tank commander indicates target to intelligent
program computer when it is searched. At that time, tank commander obtain
speed and range of target by using commander’s vision block. And the
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commander help intelligent program computer to confirm the type of target
and ammunition. After these, tank commander could search next target. At the
same time, tank commander monitors the intelligent program computer and
intelligent striking computer and gives manual intervention it, if necessary.

(2) Intelligent program computer tracks multi-targets and assesses threaten degree
without artificial intervention. It also sends type, position of target and kind of
shell to intelligent striking computer.

(3) Intelligent striking computer drives aiming line to target area. At the same
time, it drives gun to follow aiming line. Intelligent striking computer inde-
pendently identifies target, tracks, measures distance, resolves and fires. After
firing, it would assess the degree of target destruction and decide whether
strike it again. It also can ask for the commander’s help, if necessary. When it
decides to strike target again, it would identifies target, tracks, find range,
resolves and fires again.

Commander s
Intelligent Vision 
Block Subsystem

Intelligent Striking 
Subsystem

Future Tank Fire 
Control System

Sensor Subsystem

Commander s Control Box

Commander s Vision Block

Intelligent Program Computer

Striking Sight

Laser Rangefinder

Intelligent Striking Computer

Gun Control System

Trunnion Inclination Sensor

Turret Angular Velocity Sensor

Meteorological Sensor

Positioning And Navigation 
Equipment

Fig. 66.1 Structure of tank future fire control system
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(4) Intelligent striking computer sends striking completion signal and destruction
status to intelligent program computer in order to program the next target. It
will delete the target from striking list, if target is destroyed. If not, it will
strike target again, and continue to monitor and manage it.

The working flow is as follow (Fig. 66.3):

66.3 The Formalized Description Method of Tank Fire
Control System Behavior

The research of formalized description method of fire control system can help us
translate system structure to Petri Net model. Future fire control system can be
formalized to a three-tuple FC = ⟨T ,P,F⟩.T = ft1, t2, . . . , tng. is expressed to set of
fire control system behaviors. P= fp1, p2, . . . , png is expressed to set of tank
commander, targets and components. F = ff1, f2, . . . , fng is expressed to the set of
logistic relationships among fire control system behaviors.

The logistic relationship among fire control system behaviors can be classified
into four categories, they are SEQUENCE, AND, OR, CONCURRENCY. They
can be described as follow:

SEQUENCE (SeqR): For ∀ti, tj ∈T ði, j=1, 2,⋯, n, i ≠ j , exist Sequence
SeqRðti, tjÞ. Only when behavior ti has finished, behavior tj would start. For
example, only after fire control system has entered into firing gate, firing would
carry out. So the relationship between behavior “entering into firing gate” and
behavior “firing” is SEQUENCE.
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AND (AndR): If ∃Tp = ðti+1, . . . , ti+mÞ⊂T and m≥ 2, ti ∈ T , ti∉Tp, relation-
ship AND AndRðTp, tiÞ is expressed to only when the behavior set Tp has finished,
behavior ti could start. For example, only after identification, tracking, ranging and
loading has finished, it could fire. So the relationship between a series of behaviors
and behavior “firing” is AND.

OR (OrR): If ∃Tp = ðti+1, . . . , ti+mÞ⊂T and m≥ 2, ti ∈T and ti ∉ Tp, relation-
ship OR OrRðTp, tiÞ is expressed to one behavior of set Tp has finished, behavior ti
could start. For example, tank commander and intelligent striking computer can
both control the sight. So the relationship between them is OR.

CONCURRENCY (ConcR): If ∃Tp = ðti+1, . . . , ti+mÞ⊂T , and m≥ 2, ∃Tq =
ðti+m,⋯, ti+ nÞ⊂T , n>m≥ 2.ConcRðTp, TqÞ is expressed to only after behavior set
Tp has finished, all behaviors in set Tq could start at the same time. For example,
sequencing threatens, target indication, monitoring work state can start at the same
time. So the relationship among them is CONCURRENCY.

66.4 Translate Rules of Petri Net Model

66.4.1 Definition of Colored Stochastic Petri Net

Stochastic Colored Petri Net (SCPN) is eight-tuple [9]:

SCPN = ðP,T ;F,C,W , I,M, λÞ ð1:1Þ

(P, T; F) is an original Petri Net. C is a finite colored set
C= fc1, c2, . . . , ckg, W :F→ LðCÞ+ , I: T → LðCÞ+ , M: S→ LðCÞ, LðCÞ is non-
negative integer-coefficient linear function which is defined in colored set C,
LðCÞ+ is expressed to coefficient which not all equal to zero, namely
LðCÞ= a1c1 + a2c2 + . . . + akck , LðCÞ+ = b1c1 + b2c2 + . . . + bkck , ai, biði=1, 2,
. . . , kÞ are all non-negative integer, and b1 + b2 + . . . + bk ≠ 0, λ: T →R0, it sup-
pose T = ft1, t2, . . . , tng. λðtÞ= a is expressed to transition t need time a to com-
plete. a is a random variable. This net is named Stochastic Colored Petri Net.

66.4.2 Translation Rules of Fire Control System Resources
and Behaviors

The resources (tank commander, target, component) in fire control system are
translated into place, namely P= fp1, p2, . . . , png is translated into the set of Petri
Net place from set of tank commander, target and component. The fire control
system behaviors are translated into transition, namely T = ft1, t2, . . . , tng is
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translated into the set of Petri Net transition from set of fire control system
behaviors. The relationships among behaviors is translated into flow relation,
namely F = ff1, f2, . . . , fng is translated into set of Petri Net flow relation from set of
relationships. The information which transmits in fire control system is translated
into token. The meaning of information is translated into color.

The creation method of Petri Net in detail is, let ∀ti ∈T , transition ti is created
firstly, namely the behaviors which happen in fire control system is confirmed. Let
∀pij ∈P, pij which ti is corresponding with is created, namely the behaviors which
resources need. Let fij, i ∈F, flow relation fij, i and initial markingM0 are created, and
Nðfij, iÞ= ðpij, tjÞ. N is the single mapping form set F to set T ×P∪P× T . It is
expressed to the resource and aim of flow relation. Finally, tokens with different
characteristics in the same place are endowed with different colors.

66.4.3 Translation Rules of Fire Control System
Relationship Among Behaviors

The Petri Net translation rules of four behavior relationships in fire control system
are as follow:

The translation rules of SEQUENCE (SeqR): if exist sequence relationship
SeqRðti, tjÞ, find place pij, flow relation fi, ij and fij, i which fit to Nðai, ijÞ=
ðti, pijÞ, Nðfij, iÞ= ðpij, tjÞ.

The translation rules of AND (AndR): if exist and relationship AndRðTp, tiÞ,
transition tiu is created. Then ∀tj ∈Tp, place pij is created. To find out transition tij
and flow relation fij, ij and fij, iu which fit to Nðfij, ijÞ= ðtij,PijÞ, Nðfij, iuÞ= ðpi, tiuÞ.

The translation rules of OR (OrR): if exist or relationship (OrR), place Pi is
created. To find out transition tiu and tiv, flow relation fi, iu, fiu, i and fi, iv which fit to
Nðfi, iuÞ= ðpi, tiuÞ, Nðfiu, iÞ= ðtiu, piÞ, Nðfi, ivÞ= ðpi, tivÞ.

The translation rules of CONCURRENCY (ConcR): if exist concurrency rela-
tionship ConcRðTp, TqÞ, transition ti is created. For ∀tj ∈Tq, place Pij is created, to
find out transition tij and flow relation fi, ij and fij, ij which fit to Nðai, ijÞ=
ðti, pijÞ, Nðaij, ijÞ= ðpij, tijÞ.

66.5 Creation and Analysis of Fire Control System

66.5.1 Creation of Petri Net Model

According to analysis of fire control system constitutive structure, information
structure, working flow and translation rules of Petri Net, logic level of fire control
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system is translated into Petri Net by using CPN Tools [10]. The Petri Net is as
Fig. 66.4.

Some places’ capacity is limited. For example, striking sight only can track one
target. But these operations are not supported by CPN Tools. So Anti-place is
created to fix it by using translation rules of SEQUENCE (SeqR).

Fig. 66.3 Future fire control
system work flow
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It needs time to take place some transition. The time usually fit to normal
distribution. So time function is created to fix it.

66.5.2 Dynamic Performance Analysis of Petri Net

Dynamic performance of fire control system can be analyzed by using analysis
method of Petri Net.

Boundedness and security: each place in Petri Net of fire control system is
boundedness. Bound of each place fits to BðpÞ=MIN B ∀̸M ∈RðM0Þ:f MðsÞ≤Bg
=1. So Petri Net is bounded and security.

Liveness: M0 is initial marking in Petri Net. For ∀M ∈RðM0Þ, exciting
M′ ∈RðMÞ fits to M′ t>½ . That means each transition is live. So the Petri Net is live.

Persistence: M0 is initial marking in Petri Net. ðM ti >½ ∧M tj >M′

� Þ→M′ ti >½
fits to ∀M ∈RðM0Þ and any ti, tj ∈ Tðti ≠ tjÞ. So this Petri Net is continual system.
There is new target, the system can work circularly.

Conflict: In Petri Net, for ∀M ∈RðM0Þ, ∀Mi ∈RðM0Þ, ∀Mj ∈RðM0Þ,
∀tx ∈T ∀ty ∈T , exciting M tx½ >Mi → −Mi ty

�
> orM ty

�
>Mj → −Mj tx½ > . So

there is conflict in Petri Net.
There is a conflict in tank commander resource. Tank commander can carry out

two operations at the same time (namely the capacity of place ‘tank commander’ is
two). But if commander’s vision block, control box and intelligent program com-
puter ask tank commander to control at the same time, this conflict is coming. So

Fig. 66.4 Petri Net of fire control system logic level
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the design of fire control system is not perfect. This conflict is not fatal, but the
efficiency of battle would decline. There are two methods to solve the problem. The
first, recourses are increased. Namely tank commander can carry out three opera-
tions. But this method increases burden of commander. The second, logic priority is
set. Some operations of them are waited. The problem is not discussed anymore,
because it oversteps the research aim of this paper.

66.6 Conclusions

The formalized description method and the translation method of SCPN are
advanced in the paper. They can model full elements of logic level of fire control
system. During the design phase, dynamic performance bug of fire control system
can be discovered by analyzing Petri Net. It can help design a new system.

References

1. Song G, Shen R, Zhou W, Zou Q (2009) Weapon system engineering [M]. National Defense
Industry Press, Beijing (In Chinese)

2. Booch G, Rumbaugh J, Jacobson J (2001). The unified modeling language user guide [M].
Addison-Wesley, Boston

3. Zhou Q, Liu C, Ge Y (2006) The development trail of architecture of modern tank fire control
system [J]. Fire Control Command Control 10:4–7 (In Chinese)

4. Kang X, Ma C, Wei X (2003) Model theory of gun system [M]. National Defense Industry
Press, Beijing (In Chinese)

5. Jiang C, Yu Y, Zhang L, Feng H (2006) Mission completion success probability simulation of
materiel system based on Petri Net [J]. Comput Simul 1:29–32 (In Chinese)

6. nSong X, Ren W, Chen K, Wang Z, Wang H (2011) Modeling and optimizing on the bus of
integrated electronic system based on Petri Net [J]. J Acad Armored Force Eng (10):38–43

7. Zhao X, Chen H, He M, Jiang Z (2009) Simulation validation method for capability
requirement of weapon system of systems based on Petri Net [J]. J Syst Simul 2:1159–1163

8. Zhu J, Zhao B, Wang Q (2003) Modern tank fire control system [M]. National Defense
Industry Press, Beijing (In Chinese)

9. Franceschinis G, Fumagalli A, Silinguelli A (1999) Stochastic colored petri Net models for
rainbow optical networks [J]. Lect Notes Comput Sci 1:273–303

10. Jensen K, Kristensen LM (2007) Coloured petri Nets and cpn tools for modelling and
validation of concurrent systems [M]. Springer, Berlin

660 T. Chang et al.



Chapter 67
Forecast of Train Delay Propagation
Based on Max-Plus Algebra Theory

Hui Ma, Yong Qin, Guoxing Han, Limin Jia and Tao zhu

Abstract The forecast of delay time is of great assistance to decision making in
train operation adjustment when the schedule is disturbed either by infrastructure
fault or natural hazard. This paper presents a railway delay propagation model to
forecast the delay time, described by discrete event dynamic system (DEDS) and
formulated by max-plus algebra theory. On the basis of the train operation regu-
lations and headway constraints, a system matrix of max-plus algebra is acquired to
illustrate the mechanism of delay propagation. And then a function to predict the
delay time is proposed to solve the model, with two advantages: Firstly, the specific
delay time is able to be calculated; secondly, the result of the prediction is com-
paratively precise due to the highly match of the model to the actual operation.
Finally, by analysis of the prediction, this paper offers the decision support in train
adjustment, from which the dispatcher can proactively conduct countermeasures to
alleviate the propagation and even stop it.

Keywords Railway network modeling ⋅ Train delay propagation forecasting ⋅
Max-plus algebra theory
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67.1 Introduction

As is prevalent in train operation, passenger train delay trends to bear a rather small
tolerance of delayed time due to the elevated railway service. For better train
operation management, it’s crucial to alleviate the delay propagation by the forecast
of the delay time. Currently, however, the forecast in China is estimated only by
train dispatchers, depending on human experiences, which could be inaccurate.

In order to solve this problem, this paper presents a model to forecast the delay
propagation in a systematic way, based on DEDS, in accordance to the essence of
train operation—a series discrete train occupying the routes and stations in an
explicit time sequence. As a preferable approach to calculate DEDS, max-plus
algebra theory is considered to solve the prediction in the model.

Previous works on delay modeling are mainly stochastic method, which assumes
initial delay as random variables with the purpose of estimating the distribution of
delay in the networks [1–3]. However, this method can hardly provide the pre-
diction of the train running time. Nevertheless, a deterministic method modeling the
delay propagation as DEDS is able to solve the problem [4–6]. Braker [7] presents a
recursive system of periodic timetable of Dutch railway network in max-plus
algebra. Li [8] presents a modeling of urban rail transit focusing on the relationship
between schedule and the non-block situation of the system.

In this paper, we first present the modeling of China railway network by DEDS
in Sect. 67.2. And then the max-plus algebra theory is introduced to represent the
train running procedure by acquiring the constraint matrix and formulating the
system function. The forecast result is given in the last section to analyze the delay
propagation with adjustment of train sequences discussed, for the purpose of
decision support for train dispatching.

67.2 Modeling of the Real China Railway Networks

The speeding existing China railway is chosen to be the delay propagation target, in
which the colored double-track railways in Fig. 67.1 are established for route
modeling, with the mileage between stations marked above them. There are 4 train
lines running in this network, all arranged to dwell at the junction station, Xuzhou,
at the same platform. Consequently, these train lines are constrained with the
adjacent trains for safety’s concern. The timetable is shown in Table 67.1.

In order to build up the model based on Max-plus theory, we need to simplify
the networks and transform it into a discrete event dynamic system (DEDS).
Figure 67.2 is a simplification of the networks. The 5 stations, Zhengzhou, Xuzhou,
Jinan, Bengbu, and Xinyi, are represented respectively by S1, S2, S3, S4, and S5,
while the lines in different colors stands for different train lines.

Now, we use the DEDS [9] to describe the train running process as a series of
transitions corresponding to events and places representing the process. In the
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representation of the network, the running at the links between stations and the stop
at stations are modeled as places with a certain holding time(the running time and
the dwell time), while the departure and the arrival at stations are regarded as
transitions. A transition is enabled only when the incoming place has a token and

Fig. 67.1 A real China railway network

Table 67.1 The timetable of the chosen lines

Line1 1551 Line2 k15 Line3 k771 Line4 k491

Station Time1 Station Time Station Time Station Time
Zhengzhou 6:42 Jinan 7:08 Jinan 7:30 Jinan 11:16
Xuzhou 10:45 Xuzhou 11:20 Xuzhou 11:41 Xuzhou 15:05
Xuzhou 11:15 Xuzhou 11:26 Xuzhou 12:03 Xuzhou 15:19
Xinyi 12:42 Zhengzhou 15:39 Xinyi 13:33 Bengbu 17:12
1This timetable is been slightly adjusted for the sake of planning the trains at a same platform
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the holding time has elapsed. Figure 67.3 interprets the representation by an
example of two successive trains arriving at the same platform of a station.

Let Di, j to represent the departure time of the line i at the jth station alone the
line, Pi, j to represent the running time of line i between the jth station and the j+1th
station, and Ai, j to represent the arrival time of line i at the jth station. (i and j are
integers). For example, D1,1 means the departure time of line1 at the 1st station of
its line. Then the train lines can be described as follows:

Linel: D1, 1, P1, 1, A1, 2, D1, 2, P1, 2, A1, 3; Line2: D2, 1, P2, 1, A2, 2, D2, 2, P2, 2, A2, 3

Line3: D3, 1, P3, 1, A3, 2, D3, 2, P3, 2, A3, 3; Line4: D4, 1, P4, 1, A4, 2, D4, 2, P4, 2, A4, 3

S2

S4

S5S1

S3

Line2

Line1

Line3

Line4

Fig. 67.2 Simplification of the real railway network
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Fig. 67.3 DEDS representing two successive trains arriving at the same platform
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So far, the form of the timetable needs to be changed into a relative timetable in
order to form the max-plus function in the next section. We pick up the earliest time
6:24 as the starting time. The relative schedule is obtained in Table 67.2.

Then, on the basis of the timetable and the representation of DEDS, we can have
the constraints written as:

• Running time constraint:

A1, 2 ≥D1, 1 +P1, 1;A1, 3 ≥D1, 2 +P1, 2;A2, 2 ≥D2, 1 +P2, 1;A2, 3 ≥D2, 2 +P2, 2;

A3, 2 ≥D3, 1 +P3, 1;A3, 3 ≥D3, 2 +P3, 2;A4, 2 ≥D4, 1 +P4, 1;A4, 3 ≥D4, 2 +P4, 2

ð67:2:1Þ

• Departure headway constraint:

D3, 2 ≥D1, 2 + I ð67:2:2Þ

• Arrival headway constraint:

A2, 2 ≥A1, 2 + τa,A3, 2 ≥A2, 2 + τa,A4, 2 ≥A3, 2 + τa;A3, 3 ≥A1, 3 + τa ð67:2:3Þ

• Arrival/Departure headway constraint:

A2, 2 ≥D1, 2 + τad,A3, 2 ≥D2, 2 + τad,A4, 2 ≥D3, 2 + τad ð67:2:4Þ

• Dwell constraint:

D1, 2 ≥A1, 2 + ts,D2, 2 ≥A2, 2 + ts,D3, 2 ≥A3, 2 + ts,D4, 2 ≥A4, 2 + ts ð67:2:5Þ

I is the minimum inter-train tracking interval; τa is the arrival headway con-
straint; τad is the arrival/departure headway constraint; ts is dwell time.

In this network we have: I is 5 min; τa is 10 min; τad is 5 min; the minimum
dwell time is 2 min; the highest speed allowed is 100 km/h.

Table 67.2 Relative schedule of the real railway network

Line1-1551 Line2-K15 Line3-K771 Line4-K491

State Time State Time State Time State Time

D1, 1ðx1Þ S1 0 D2, 1ðx2Þ S3 44 D3, 1ðx3Þ S3 66 D4, 1ðx6Þ S3 292

A1, 2ðx4Þ S2 261 A2, 2ðx7Þ S2 296 A3, 2ðx9Þ S2 317 A4, 2ðx13Þ S2 521

D1, 2ðx5Þ S2 291 D2, 2ðx8Þ S2 302 D3, 2ðx10Þ S2 339 D4, 2ðx14Þ S2 535

A1, 3ðx11Þ S5 378 A2, 3ðx15Þ S1 555 A3, 3ðx12Þ S5 429 A4, 3ðx16Þ S4 648
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67.3 Max-Plus Algebra Theory to Represent the Delay
Propagation

Here are the basic rules for max-plus algebra, in which ε= −∞ and e = 0:

a⊗ b= a+ b ð67:2:6Þ

a⊕ b=maxða, bÞ ð67:2:7Þ

a⊕ ε= ε⊕ a= a; a⊗ ε= ε⊗ a= ε ð67:2:8Þ

a⊗ e= e⊗ a= a ð67:2:9Þ

A is a m× p matrix, B is a p× n matrix, the multiplication ⊗ of the matrix is
defined as Eq. 67.2.10. The elements of the resulting matrix at (row i, column j) are
determined by matrices A (row i) and B (column j).

½A⊗B�ij =⊕p
k =1ðaik ⊗ bkjÞ=maxðai1 + b1j, . . . , aip + bpjÞ ð67:2:10Þ

According to the constraints in Eqs. 67.2.1–67.2.5 and the max-plus theory [10],
we acquire a system of equations to predict the delay as follows (xi is the initial
state; d is the scheduled time; Ie1, Ie2, Ie3, and Ie4 are the train running time at the
links):

D1, 1 = d;D2, 1 = d;D3, 1 = d

A1, 2 =maxðD1, 1 + Ie1, dÞ;D1, 2 =maxðA1, 2 + ts, dÞ
D4, 1 = d;A2, 2 =maxðD2, 1 + Ie2,D1, 2 + τad, dÞ
D2, 2 =maxðA2, 2 + ts, dÞ;A3, 2 =maxðD3, 1 + Ie2,D2, 2 + τad, dÞ
D3, 2 =maxðA3, 2 + ts,D1, 2 + I, dÞ;A1, 3 =maxðD1, 2 + Ie3, dÞ
A3, 3 =maxðD3, 2 + Ie3, dÞ;A4, 2 =maxðD4, 1 + Ie2,D3, 2 + τad, dÞ
D4, 2 =maxðA4, 2 + ts, dÞ;A2, 3 =maxðD2, 2 + Ie1, dÞ
A4, 3 =maxðD4, 2 + Ie4, dÞ

ð67:2:11Þ

Now we define matrix X to represent the train running state of the network,
which elements are arranged in accordance with the sequence of the relative
timetable in Table 67.2 in an increasing order:

X = ½D1, 1 D2, 1 D3, 1 A1, 2 D1, 2 D4, 1 A2, 2 D2, 2 A3, 2

D3, 2A1, 3A3, 3 A4, 2 D4, 2 A2, 3A4, 3 �T
= xif i=1, 2, . . . , 16gj T

ð67:2:12Þ
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The matrix X′ represents the actual running state of the train; matrix D represents
the scheduled time; the sequences of the elements in X′ and D are the same with
X. By observing Eq. 67.2.11, we can find that each element can be written in as
xi1 = c⊗ xj1⊕ d. Here c is the constraint corresponding to xi1 and xj1.

Therefore, combining the train state algebra and the scheduled time algebra, we
can use max-plus algebra to illustrate the prediction as long as we obtain the
constraints matrix C0. Here’s the steps to build up C0:

1. Since the formula we set is C0 ⊗X and X is a 16 × 1 matrix, base on the rule of
⊗ , C0, is determined as a 16 × 16 matrix.

2. According to the multiplication rules, the resulting matrix is 16 × 1 dimension
(j=1), as the outcome of train departure/arrival time corresponding to the con-
straints. Take ½C0 ⊗X′�9 for example:

½C0 ⊗X′�9 =⊕16
k=1ðc9k ⊗ x′kÞ=maxðc9, 1 + x′1, . . . , c9, 16 + x′16Þ

In Eq. 67.2.11, A3, 2 =maxðD3, 1 + Ie2,D2, 2 + τad, dÞ, where A3, 2 is
X′

9, D3, 1 is X′

3 and D2, 2 is X′

8. So we have C0ð9, 9Þ = e, C0ð9, 3Þ = Ie2, and
C0ð9, 8Þ = τad. And then the row can be written as:
C0ð9Þ = ε ε Ie2 ε ε ε ε τad e ε ε ε ε ε ε ε½ �.

Likewise, the elements in the each row of C0 should be related to the elements in
X′ respectively, based on Eq. 67.2.11—if there’s no constraint, mark ε; if it cor-
responds to itself, mark e; otherwise, put τa, τad, I, or ts based on the constraint.

Finally, we obtain the whole matrix C0 as:

C0 =

e ε ε ε ε ε ε ε ε ε ε ε ε ε ε ε
ε e ε ε ε ε ε ε ε ε ε ε ε ε ε ε
ε ε e ε ε ε ε ε ε ε ε ε ε ε ε ε
Ie1 ε ε e ε ε ε ε ε ε ε ε ε ε ε ε
ε ε ε ts e ε ε ε ε ε ε ε ε ε ε ε
ε ε ε ε ε e ε ε ε ε ε ε ε ε ε ε
ε Ie2 ε ε τad ε e ε ε ε ε ε ε ε ε ε
ε ε ε ε ε ε ts e ε ε ε ε ε ε ε ε
ε ε Ie2 ε ε ε ε τad e ε ε ε ε ε ε ε
ε ε ε ε I ε ε ε ts e ε ε ε ε ε ε
ε ε ε ε Ie3 ε ε ε ε ε e ε ε ε ε ε
ε ε ε ε ε ε ε ε ε ε Ie3 e ε ε ε ε
ε ε ε ε ε ε Ie2 ε ε ε τad ε e ε ε ε
ε ε ε ε ε ε ε ε ε ε ε ε ts e ε ε
ε ε ε ε ε ε ε Ie1 ε ε ε ε ε ε e ε
ε ε ε ε ε ε ε ε ε ε ε ε ε ε Ie4 e

2
666666666666666666666666664

3
777777777777777777777777775

ð67:2:13Þ
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And then the prediction can be described by the max-plus system as:

X =C0 ⊗X′⊕D ð67:2:14Þ

67.4 The Result of Delay Propagation Forecasting

67.4.1 Forecasting Delay Time Under Incident

Assuming that a local torrential rain struck Zhengzhou from 7:00 to 13:00 and then
the running speed of the link between Zhengzhou and Xuzhou is limited for safety’s
concern, causing the train of line1 and line 2 directly delayed. By means of matlab
simulation, we acquire the forecast delay time to predict whether the initial delay
will propagate and the range of the propagation in Fig. 67.4.

Figure 67.4 shows that 1551 is delayed premarily, with the propagation to k15
and then to k771, while K491 stays out of interference. We can learn that when
there is speed limit, the delay will occur in a train group and will propagate to the
normal running train though previous delayed train. In this case, 1551 is the source,
K15 is the intermediary of propagation, and K771 is the vulnerable train.

In this situation, by rearranging the platform of k15, we dismiss the constraints
of those subsequent trains. Figure 67.5 illustrates that after changing the platform,
the delay only effects in its own line without propagating to others.
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67.4.2 Forecasting Delay Time with Train Adjustment
Analysis

Now we look into to the delay propagation with train adjustment involved [11]. In
this scenario, we assume 1551 has initial departure delay of different degrees. The
result of the forecast delay time is shown in Fig. 67.6:
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According to the result, the delay propagation is minor under 10 min’s initial
delay and three train lines get infected except line4 when the delay goes above
30 min. To take a further step, we simulate the initial delay increasing in every
5 min to see the tendency of propagation as shown in Fig. 67.7. This figure gives
the time boundary that the delay begins to propagate on other trains at where the
lines start from the horizontal axis. Therefore, offering the dispatcher a general
understanding of how many trains will be infected with specific delayed time.

According to train operation principle, when the train delays at a certain degree,
a train sequence adjustment is needed to be involved. Figure 67.7 can help us find a
lower time boundary of when the propagation starts. Yet, we still need a higher
boundary based on which adjustment should be taken.

First, we have to determine the scope of the time span in which the initial delay
will cause direct propagation. For example, line1 and line2 are constrained by each
other through constraint τda; therefore the delay won’t infect line2 unless it is
beyond the interval:

A2, 2 −D′

1, 2, ≥ τda,D′

1, 2, − ts =A′

1, 2, ,A
′

1, 2, −A1, 2 = t1;

t1 ≤A2, 2 − τda − ts −D1, 1 − Ie1
ð67:2:15Þ

t1 in Eq. 67.2.15 is the minimum delay that begins to propagate, so the lower
boundary of the direct propagation time span is calculate as:

t1min =A2, 2 − τda − ts −D1, 1 − Ie1 ð67:2:16Þ

As long as line1 arrives earlier than line2, the train sequence is needless to be
changed, so the upper boundary of the direct propagation time span is:
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t1max =A2, 2 −A1, 2 + ðA2, 2 − Ie2Þ ð67:2:17Þ

In this network, we have t1min = 10min and t1max = 55min.
By the time span we just obtain, we rearrange the train sequences. When the

train of line1 arrives at S2 later than 11:20, we let line2 arrive at S2 first. However,
line1 will have additional delay. Therefore, it’s helpful to let the dispatcher know
whether making such adjustment is beneficial. The plot in Fig. 67.8 shows the
differences. When the initial delay of line1 is 70 min, it adds up 10 min’ delay, yet
stops the propagation to line2. In contrast, the prediction without adjustment shows
that the delay propagates to line2. It becomes more serious when the initial delay
increases to 100 min that every train gets infected.

To summarize the delay propagation model, the achievements are as follows:

• The arrival and departure time of the train in the following stations is obtained.
• The trains that are infected by the initial delay propagation are detected with

specific knocked-on delay time.
• The delay propagating time span determines the conditions for train adjustment.
• The forecast of train delay offers the dispatcher decision support according to

the principle of train adjustment.

67.5 Conclusion

In daily railway operating, the route and the platform for each train is set in the
station stage operating plan, which is delivered to the station 3–4 h earlier before
the arrival of the train. When an initial delay happens in the system, the disturbed
operating order will result in conflicts of the time and space in the station among
different trains, finally leading to delay propagation. Hence, the purpose of studying
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delay propagation is to predict the possible conflicts through acquiring the propa-
gating time span, and then prompt the dispatcher to take countermeasures, which is
discussed in this paper. The model offered here verifies the necessity of a scientific
way to forecast train delay and provides the possible way to reorganize the trains. It
will be highly efficient for train delay recovery when it can be used in practical
application. Still, there are far more steps to complete and optimize the model to
make it much more practical, which is finally intended to form a support system for
the dispatcher.
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