
Chapter 9
Scene Classification Based on Regularized
Auto-Encoder and SVM

Yi Li, Nan Li, Hongpeng Yin, Yi Chai and Xuguo Jiao

Abstract Scene classification aims at grouping images into semantic categories. In
this article, a new scene classification method is proposed. It consists of regularized
auto-encoder-based feature learning step and SVM-based classification step. In the
first step, the regularized auto-encoder, imposed with the maximum scatter differ-
ence (MSD) criterion and sparse constraint, is trained to extract features of the
source images. In the second step, a multi-class SVM classifier is employed to
classify those features. To evaluate the proposed approach, experiments based on
8-category sport events (LF data set) are conducted. Results prove that the intro-
duced approach significantly improves the performance of the current popular scene
classification methods.

Keywords Scene classification ⋅ Feature learning ⋅ Regularized
auto-encoder ⋅ MSD ⋅ SVM

9.1 Introduction

In the last decades, scene classification has been an active and important research
topic in image understanding [1]. It manages to automatically label an image among
several categories. Scene classification can be applied to a wide spread application,
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such as image indexing, object recognition, and intelligent robot navigation. Many
approaches have been successfully adopted in scene classification [2]. However, in
view of the variability between different classes and the similarity within one class,
scene classification still remains a challenging issue.

In this paper, a novel scene classification method based on regularized
auto-encoder and SVM is presented. It is simple but effective. The regularized
auto-encoder is imposed with the Maximum Scatter Difference (MSD) criterion [3]
and the sparsity constraint [4]. Scene classification based on this novel method
mainly contains two stages, feature learning and classifier designing. The feature
learning stage is based on the regularized auto-encoder. Features learned in this step
are sufficient and appropriate to represent the source images. The classifier
designing is based on a multi-class SVM, which is an acknowledged classifier that
can achieve good performance in classification tasks. Experiments based on the LF
data set demonstrate that the introduced method outperfoms traditional methods in
scene classification. There are two main contributions within our proposed scene
classification method.

(1) The auto-encoder with the sparsity constraint automatically extracts features
from the source images. The learned features are sufficient and appropriate to
describe the scene images. It is independent of prior knowledge, which can
largely reduce the calculation cost.

(2) The MSD criterion considers the similarity between different scenes and the
dissimilarity within a scene. In the MSD work, images belonging to different
categories can be easily classified by finding the best projection direction.

The next sections of the paper are organized as follows. The details of the novel
scene classification approach are elaborated in Sect. 9.2. Experiment based on the
LF data set is performed and result analysis is illustrated in Sect. 9.3. Conclusions
and further research are summarized in Sect. 9.4.

9.2 The Details of the Proposed Scene Classification
Approach

In this part, the novel scene classification approach is described in detail. This new
proposed method contains steps of feature learning and classification. In the feature
learning step, sufficient and appropriate features of source images are learned by the
regularized auto-encoder imposed with the sparsity constraint and the MSD crite-
rion. In the classification step, a multi-class SVM is adopted. Particularly, several
categories of scene images are classified with the trained SVM classifiers. SVMs
are trained by the 1-vs-1 strategy: constructing one SVM for each pair of the
classes.
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9.2.1 Feature Learning

Training images are disposed into small image patches. These patches suffer from
measures of normalization and whitening. Then a regularized auto-encoder is
trained by these pre-processed patches. Considering the big similarity between
different categories and the small dissimilarity within a category, the proposed
model is applied to extract sufficient and appropriate feature from the scene images.

The regularized auto-encoder model described in this paper is a 3-layer neural
network, with an input layer and output layer of equal dimension, and a single
hidden layer with k nodes. In particular, in response to the input patches set
X = fx1, . . . , xmg, xi ∈RN , the feature mapping aðxÞ of the hidden layer with nodes,
i.e. the encoding function is defined by Eq. (9.1).

aðxÞ= gðW1 + b1Þ ð9:1Þ

where gðzÞ=1 ð̸1+ expð− zÞÞ is the non-linear sigmoid activation function applied
component-wise to the vector z. And aðxÞ∈RK ,W1 ∈RK ×N , b1 ∈RK are the output
values, weights and bias of the hidden layer, respectively. W1 is the bases learned
from input patches. In order to make the input patches set less redundant,
pre-processing is applied to X. In particular, after X is normalized by substracting
the mean and dividing by the standard deviation of its elements, the entire patches
set may be whitened [5]. After pre-processing, the linear activation function of the
output layer, i.e. the decoding function is

x ̃=W2aðxÞ+ b2 ð9:2Þ

where x ̃∈RN is the output value of the output layer. W2 ∈RN ×K and b2 ∈RN are the
weight matrix and bias vector of the third layer, respectively. Thus the training of
the regular auto-encoder model turns out to be the following optimization problem.

Jre =0.5 ∑
m

i=1
xi − xĩk k2 ð9:3Þ

Minimizing the above squared reconstruction error function with the back
propagation algorithm, the weight matrices W1, W2 and bias b1, b2 are adapted. In
order to overcome the over-fitting proble, a weight decay term, Eq. (9.4) is added to
the cost function.

Jwd =0.5λð W1k k2F + W2k k2FÞ ð9:4Þ

where ∙k kF is the F-norm of W1 and W2. Besides, λ represents the weight decay
parameter.
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The regular auto-encoder talked above relied on the number of hidden units
being small. But there is a larger number of hidden units than the input pixels, it
fails to discover interesting structure of the input. Particularly, when applied in
multi-classification tasks, the similarity between different scenes and the dissimi-
larity within a scene largely reduce the classification accuracy. To handle the
presented problems, we impose the sparsity constraint and the MSD criterion
respectively.

(1) The sparsity constraint

The regular auto-encoder can easily obtain sufficient features of the input data.
However, when the number of hidden units is large, the performance of regular
auto-encoder is affected by the large computational expense. To discover interesting
structure of the input data in the situation of lots of hidden units, a sparsity con-
straint is imposed on the hidden units. This novel auto-encoder model is known as
sparse auto-encoder (SAE) [4]. Within the SAE framework, a neuron is treated as
being “active” sparsity is imposed by restricting the average activation of the
hidden units to a desired constant ρ. Specifically, this is achieved by adding a
penalty term with the form∑k

i=1 KLðρjjρîÞ to the cost function, where KL is the KL-
divergence between ρ and ρî. And is the sparsity parameter, ρ ̂i = ð1 m̸Þ∑m

i=1 ajðxiÞ
is the average activation of hidden node j (averaged over the training set), and β
controls the weights of the sparsity penalty term.

Thus the training of the regularized auto-encoder model turns out to be the
following optimization problem:

JSAE =minð0.5 ∑
m

i=1
xi − xĩk k2 + 0.5λð W1k k2F + W2k k2FÞ+ β ∑

K

j=1
KLðρjjρĵÞÞ ð9:5Þ

(2) The MSD criterion

The Maximum Scatter Difference (MSD) norm [6] is a normalization of fisher
discriminant criterion. It tries to seek a best projection direction, which can easily
divide the categories of samples.

Assuming there are N pattern classes leave to be recognized, l1, l2, . . . lN , the
intra-class scatter matrix Sb and inter-class scatter matrix Sw are defined as:

Sb =
1
C

∑
N

i=1
Ciðti − tmeanÞðti − tmeanÞT ð9:6Þ

Sw =
1
C

∑
N

i=1
∑
Ci

j=1
ðx ji − tiÞðx ji −miÞT ð9:7Þ
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where C represents the training samples number, similarly Ci is the training samples
number in class i, in which the jth training sample is denoted by x ji . Furthermore,
tmean and ti are the mean vector of all training samples and training samples in class
i respectively. Different categories are divided remotely with larger Sb value.
Meanwhile, images from the same category get closer with smaller Sw value.

Reviewing the classic Fisher discriminant analysis [7], samples can be easily
separated when the ratio of Sb and Sw, or their difference value gets maximal value.
Combining with the above contents, we adopt the following format of MSD
criterion:

JMSD =wTSbw− ζ ⋅wTSww=wTðSb − ζ ⋅ SwÞ ð9:8Þ

The two items wTSww and wTSbw are balanced by the nonnegative constant ζ.
Based on the concept of Rayleigh quotient and its extreme property, the optimal

solution of quotion (9.6), referring to the eigenvectors w1,w2, . . . ,wk, can be
acquired by the characteristic equation ðSb − ζ ⋅ SwÞwj = λjwj, in which the first
largest eigenvalues meet the requirements λ1 ≥ λ2 ≥ . . . λk.

Comparing with Fisher discriminant analysis method, the calculation of S− 1
w Sb is

replaced with Sb − ζ ⋅ Sw within the framework of MSD criterion. Thus it will be
fine weather Sw is a singular matrix or not. This makes computing becomes more
effective.

Given the basic idea of auto-encoder, imposed with the sparsity constraint, the
MSD criterion is imposed by taking the weight W1, which contacts the input layer
with the hidden layer, as the projection matrix. Thus the proposed model turns to be
the following optimization problem

JðwÞ= JSAE + JMSD ð9:9Þ

where JSAE and JMSD are described there-in-before. By a number of iteration steps, a
balanced value of the weight and projection direction is obtained. With the pro-
posed feature learning model, sufficient and appropriate features from training and
testing images can be extracted.

9.2.2 Classifier Designing

In this part, a multi-class support vector machine (SVM) classifier is designed for
scene classification. It is a kind of supervised machine learning. SVM is often used
to learn high-level concepts from low-level image features. In this section, the
one-against-one strategy is applied to train lðl− 1Þ 2̸ non-linear SVMs, where l is
the number of the scene categories.
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Given the training data vi ∈Rn, i=1, . . . , s in two classes, with labels
yi ∈ f− 1, 1g. Each SVM solves the following constraint convex optimization
problem

min
ψ , b, ξ

ð0.5 ψk k2 +C ∑
S

i=1
ξiÞ, s.t.yiðψTϕðviÞ+ bÞ≥ 1− ξi, ξi >0 ð9:10Þ

where C ∑
S

i=1
ξi is the regulation term for the non-linearly separable data set,

ðψTϕðvÞ+ bÞ is the hyper-plane. There are two main parameters that play an
important role in SVM classification, C and γ. Parameter C represents the cost of
penalty, which has great influence on the classification outcome. The selection of γ
can affect the partitioning outcome in the feature space. Parameters C and γ make
SVM achieve significant performance in classification tasks.

9.3 Experiment and Results Analysis

In this section, experiment on LF data set is conducted to evaluate the consequence
of the introduced method. Experimental results show that better performance over
current approaches is achieved in scene classification task (Fig. 9.1).

Experiment on LF data set
All these RGB images are firstly transferred into gray ones. Then feature learning is
conducted with the proposed regularized auto-encoder model, convolution and
mean pooling method. The obtained features are fed to multi-class SVM classifier
to classify features. Figure 9.2 displays the confusion matrix of the sport data set.

The average performance obtained in 10 independent experiments is 91.56 %.
As shown in columns of Fig. 9.2, wrong classifications often occur in “bad-

minton” and “bocce”, which demonstrates that in the feature space of the proposed

Class1
badminton

Class2
bocce

Class3
croquet

Class4
polo

Class5
rockclimbing

Class6
rowing

Class7
sailing

Class8
snowboarding

Fig. 9.1 There are 1579 RGB sport images included in LF data set: badminton (200), bocce (137),
croquet (236), polo (182), rockclimbing (194), rowing (250), sailing (190), snow boarding (190).
Each image has the size of 256× 256 pixels
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method, there are some similarities between these two categories with the other six
categories.

Effect contrast with other current methods
In this section, experimental results of our method are compared with the previous
studies on LF data set. The relevant researches and outcomes are listed in Table 9.1.

Seen from Table 9.1, our proposed method achieves better performance than the
best performance Zhou et al. can achieve by far. Within the work of Zhou et al., a
multi-resolution bag-of-features model is utilized. And the corresponding perfor-
mance is an 85.1 % correct. Also can be seen from the outcome table, Li et al. get
73.4 % correct. This is realized by integrating scenes and object categorizations. It is
mentionable that before long, Li et al. improve this performance by 4.3 % per-
centage points. In this method, objects of scene images are regarded as attributes,
which makes recognition easier in scene classification.
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Fig. 9.2 The classification accuracy on LF data set

Table 9.1 Effect contrast
with previous studies

No Methods Accuracy (%)

1 Li et al. [8] 73.4
2 Wu et al. [9] 84.2
3 Li et al. [10] 77.9
4 Nakayama et al. [11] 84.4
5 Li et al. [12] 76.3
6 Zhou et al. [13] 85.1
7 Gao et al. [14] 84.9
8 Our approach 91.56
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To analyze the improvement of our method, traditional approaches ignore the
similarity between different categories and the differentiation between pictures
within a category. Put another way, there may be people in bocced scene and
bocced scene. Moreover, pictures in the badminton scene may contain people while
other may not. Classification performance may be influenced to a certain extent by
the object consistency problem. Fortunately, it can be solved by the MSD criterion
adopted in our work. Significant performance has been proved by the experimental
results based on the LF data set.

9.4 Conclusions

In this paper, a simple but effective scene classification method is proposed. It is
based on a regularized auto-encoder model. Comparing with previous approaches,
the proposed method achieves better performance due to three major improvements.
First, the regular auto-encoder is imposed with the sparsity constraint, which is
known as SAE model criterion. It automatically learns image features without
relying on prior knowledge. Second, the MSD criterion is added into the SAE
model, considering the similarity between different scenes and the dissimilarity
within a scene. It offers more discriminative information of the input images. Thus,
sufficient and appropriate features with more discriminative information are auto-
matically extracted without prior information. Third, a multi-class SVM classifier is
designed with the usually used optimization algorithm. It improves the classifica-
tion accuracy efficiently. Results on LF data set indicate that this scene classifica-
tion method gains better classification accuracy than other current methods.
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