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Preface

JSAI-isAI 2014 was the 6th International Symposium on Artificial Intelligence sup-
ported by the Japanese Society for Artificial Intelligence (JSAI). JSAI-isAI 2014 was
successfully held during November 23–24 at Keio University in Kanagawa, Japan. In
all, 98 people from 14 countries participated. The symposium took place after the
JSAI SIG joint meeting. As the total number of participants for these two co-located
events was about 500, it was the second-largest JSAI event in 2014 after the JSAI
annual meeting.

JSAI-isAI 2014 included three workshops, where five invited talks and 52 papers
were presented. This volume, New Frontiers in Artificial Intelligence: JSAI-isAI 2014
Workshops, contains the proceedings of JSAI-isAI 2014. From the three workshops
(LENLS11, JURISIN2014, and GABA2014), 23 papers were carefully selected and
revised according to the comments of the workshop Program Committee. About 40 %
of the total submissions were selected for inclusion in the conference proceedings.

LENLS (Logic and Engineering of Natural Language Semantics) is an annual
international workshop on formal semantics and pragmatics. LENLS11 was the 11th
event in the series, and it focused on the formal and theoretical aspects of natural
language. The workshop was chaired by Koji Mineshima (Ochanomizu University/JST
CREST), Daisuke Bekki (Ochanomizu University/National Institute of Informatics/JST
CREST), and Elin McCready (Aoyama Gakuin University).

JURISIN (Juris-informatics) 2014 was the eighth event in the series, organized by
Satoshi Tojo (Japan Advanced Institute of Science and Technology). The purpose of
this workshop was to discuss fundamental and practical issues for juris-informatics,
bringing together experts from a variety of relevant backgrounds, including law, social
science, information and intelligent technology, logic and philosophy (including the
area of AI and law).

GABA (Graph-Based Algorithms for Big Data and Its Applications) 2014 was the
first workshop on graph structures including string, tree, bipartite- and di-graph for
knowledge discovery in big data. The purpose of this workshop was to discuss ideas for
realizing big data integration, including algorithms with theoretical/experimental
results. The workshop was chaired by Hiroshi Sakamoto (Kyushu Institute of Tech-
nology), Yoshinobu Kawahara (Osaka University), and Tetsuji Kuboyama (Gakushuin
University).

It is our great pleasure to be able to share some highlights of these fascinating
workshops in this volume. We hope this book will introduce readers to the
state-of-the-art research outcomes of JSAI-isAI 2014, and motivate them to participate
in future JSAI-isAI events.

April 2015 Tsuyoshi Murata
Koji Mineshima
Daisuke Bekki
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Logic and Engineering of Natural Language
Semantics (LENLS) 11

Koji Mineshima1,2(B)

1 Ochanomizu University, Bunkyo, Tokyo, Japan.
2 CREST, Japan Science and Technology Agency, Tokyo, Japan

mineshima.koji@ocha.ac.jp

1 The Workshop

On November 22–24, 2014 the Eleventh International Workshop of Logic and
Engineering of Natural Language Semantics (LENLS 11) took place at Raiousha
Building, Keio University, Kanagawa, Japan. This was held as a workshop of
the Sixth JSAI International Symposia on AI (JSAI-isAI 2014), sponsored by
The Japan Society for Artificial Intelligence (JSAI). This year, LENLS is being
organized by an alliance of “Establishment of Knowledge-Intensive Structural
Natural Language Processing and Construction of Knowledge Infrastructure”
project, funded by JST CREST Programs “Advanced Core Technologies for Big
Data Integration”.

LENLS is an annual international workshop focusing on topics in formal
semantics, formal pragmatics, and related fields. This year the workshop featured
invited talks by Chris Barker, on the logic of scope and continuation, Matthew
Stone, on the vagueness and flexibility of grounded meaning, and Chris Tancredi,
on focus and givenness. A paper based on the first talk and one based on the
third talk appear in the present volume. In addition, there were 23 presentations
of talks selected by the program committee (see Acknowledgements) from the
abstracts submitted for presentation.

As always with the LENLS workshops, the content of the presented papers
was rich and varied. Topics represented included, on the empirical side, mass and
plural expressions, modality, temporal expressions, honorifics, polarity items,
questions and modifiers, and on the theoretical side, categorial grammar, type-
logical semantics, dependent type theory, ludics, fuzzy logic, measurement the-
ory, natural logic, and inquisitive semantics. The remainder of this introduction
will briefly indicate the content of the papers selected to appear in the present
volume.

2 Papers

The submitted papers in the LENLS part of the present volume fall into two
classes. The first class of papers considers various linguistic phenomena from the
perspective of type-logical semantics and/or categorial grammar. In “Codability

c© Springer-Verlag Berlin Heidelberg 2015
T. Murata et al. (Eds.): JSAI-isAI 2014 Workshops, LNAI 9067, pp. 3–5, 2015.
DOI: 10.1007/978-3-662-48119-6 1



4 K. Mineshima

and robustness in formal natural language semantics”, Kristina Liefke analyzes
Partee’s temperature puzzles using a typed language that is more parsimonious
than the traditional type-logical semantics. The paper by Daisuke Bekki and
Elin McCready, “CI via DTS”, presents a proof system for capturing the inter-
action between conventional implicature and at-issue content in the framework of
Dependent Type Semantics (DTS). The paper by Philippe de Groote and Yoad
Winter, “A type-logical account of quantification in event semantics”, proposes a
solution to the problem of event quantification in Abstract Categorial Grammar
(ACG). In “Towards a wide-coverage tableau method for natural logic”, Lasha
Abzianidze presents a natural-logic-based tableau system for textual entailment.
The paper by Ribeka Tanaka, Koji Mineshima and Daisuke Bekki, “Resolving
modal anaphora in dependent type semantics”, addresses the problem of modal
anaphora and subordination in the framework of Dependent Type Semantics.
The paper by Oleg Kiselyov, “Canonical constituents and non-canonical coordi-
nation”, presents a novel treatment of non-canonical coordination including the
so-called “gapping” in the non-associative Lambek calculus. The paper by Bruno
Mery, Richard Moot and Christian Retoré, “Computing the semantics of plu-
rals and massive entities using many-sorted types”, presents an analysis of mass
nouns in a framework for rich lexical semantics based on a higher-order type-
theory (System F). The paper by Stergios Chatzikyriakidis and Zhaohui Luo,
“Using signatures in type theory to represent situations”, applies the notion of
signature in modern type theory to the formalization of the notion of situations
in formal semantics.

The second class of papers focuses on modalities and intensional phenomena
in natural languages from various perspectives. The paper by Yasuo Nakayama,
“Formal analysis of epistemic modalities and conditionals based on logic of belief
structures”, proposes a logic of belief structures and applies it to the formal-
ization of belief revision and semantics of conditionals. The paper by Elena
Castroviejo and Berit Gehrke, “A good intensifier”, proposes a semantical
analysis of Catalan modifiers ben and bon. The paper by Zhiguo Xie, “Strict
comparison and weak necessity: the case of epistemic Yào in mandarin chinese”,
presents an analysis of the epistemic use of Yào in Mandarin Chinese. The
paper by Shinya Okano and Yoshiki Mori, “On CG management of Japanese
weak necessity modal Hazu”, proposes an account of necessity modal hazu in
Japanese.

The present volume also includes two invited papers, one by Chris Barker,
“Scope as syntactic abstraction”, which presents a substructural logic for scope-
taking in natural language, and one by Christopher Tancredi, “Focus and Given-
ness Across the Grammar”, which argues that focus and givenness need to be
marked independently, against the standard assumption in formal semantics.

Acknowledgements. Let me acknowledge some of those who helped with the work-
shop. The program committee and organisers, in addition to myself, were Daisuke
Bekki, Alastair Butler, Richard Dietz, Elin McCready, Yoshiki Mori, Yasuo Nakayama,
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Katsuhiko Sano, Katsuhiko Yabushita, Tomoyuki Yamada, Shunsuke Yatabe and Kei
Yoshimoto. Daisuke Bekki also was liaison with JSAI and together with Elin McCready
organised and mentored many aspects of the workshop. Finally, the organisers would
like to thank the JST CREST Program “Establishment of Knowledge-Intensive Struc-
tural Natural Language Processing and Construction of Knowledge Infrastructure” and
JSAI for giving us the opportunity to hold the workshop.



Codability and Robustness in Formal Natural
Language Semantics

Kristina Liefke(B)

Munich Center for Mathematical Philosophy, Ludwig-Maximilians-University,
Geschwister-Scholl-Platz 1, 80539 Munich, Germany

K.Liefke@lmu.de

Abstract. According to the received view of type-logical semantics
(suggested by Montague and adopted by many of his successors), the
correct prediction of entailment relations between lexically complex sen-
tences requires many different types of semantic objects. This paper
argues against the need for such a rich semantic ontology. In particular,
it shows that Partee’s temperature puzzle – whose solution is commonly
taken to require a basic type for indices or for individual concepts – can
be solved in the more parsimonious type system from [11], which only
assumes basic individuals and propositions. We generalize this result to
show the soundness of the PTQ-fragment in the class of models from
[11]. Our findings support the robustness of type-theoretic models w.r.t.
their objects’ codings.

Keywords: PTQ-fragment · Individual concepts · Temperature puzzle ·
Entailment-preservation · Coding · Robustness

In choosing theories, we always invoke a principle of theoretical simplicity or par-
simony: given two theories of equal explanatory power, the theory that postulates
fewer irreducibly distinct kinds or types of entities is preferable. [10, p. 51]

1 Introduction

It is a commonplace in ontology engineering that, to model complex target sys-
tems, we need to assume many different types of objects. The semantic ontology
of natural language is no exception to this: To interpret a reasonably rich frag-
ment of English, we assume the existence of individuals, propositions, properties
of individuals, relations between individuals, situations, events, degrees, times,
substances, kinds, and many other types of objects. These objects serve the inter-
pretation of proper names, declarative sentences or complement phrases, common
nouns or intransitive verbs, transitive verbs, neutral perception verbs, adverbial
or degree modifiers, temporal adjectives, mass terms, bare noun phrases, etc.

I would Like to thank two anonymous referees for LENLS11 for their comments and
suggestions. Thanks also to Ede Zimmermann, whose comments on my talk at
Sinn und Bedeutung 18 have inspired this paper. The research for this paper
has been supported by the Deutsche Forschungsgemeinschaft (grant LI 2562/1-
1), by the LMU-Mentoring program, and by Stephan Hartmann’s Alexander von
Humboldt-professorship.

c© Springer-Verlag Berlin Heidelberg 2015
T. Murata et al. (Eds.): JSAI-isAI 2014 Workshops, LNAI 9067, pp. 6–22, 2015.
DOI: 10.1007/978-3-662-48119-6 2
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Traditional type-logical semantics (esp. [11,12]) tames this zoo of objects by
assuming only a small set of primitive objects and constructing all other types of
objects from these primitives via a number of object-forming rules. In this way,
Montague reduces the referents of the basic fragment of English from [11] (hereaf-
ter, the EFL-fragment) to two basic types of objects: individuals (type ι) and
propositions (analyzed as functions from indices to truth-values, type σ → t;1

abbreviated ‘o’). From these objects, properties and binary relations of individu-
als are constructed as functions from individuals to propositions (type ι → o), resp.
as curried functions from pairs of individuals to propositions (type ι → (ι → o)).

Since Montague’s semantics reduces the number of basic objects in the lingu-
istic ontology to a small set of primitives, we hereafter refer to this view of formal
semantics as the reduction view. The latter is characterized below:

Reduction View. Many (types of) objects in the linguistic ontology can be
coded as constructions out of a few (types of) primitives. The coding relations
between objects enable the compositional interpretation of natural language.

In the last forty years, revisions and extensions of Montague’s formal seman-
tics have caused many semanticists to depart from the reduction view. This depar-
ture is witnessed by the introduction of a fair number of new basic types (including
types for primitive propositions, situations, events, degrees, and times). The intro-
duction of these new types is motivated by the coarse grain of set-theoretic func-
tions (s.t. Montague’s semantics sometimes generates wrong predictions about
linguistic entailment), and by the need to find semantic values for ‘new’ kinds
of expressions, which are not included in Montague’s small linguistic fragments.
Since many of these new values are either treated as primitives or are identified
with constructions out of new primitives, we will hereafter refer to this view of
formal semantics as the ontology engineering view. This view is captured below:

Ontology Engineering View. Many (types of) objects in the linguistic ontol-
ogy are not coded as constructions out of other objects. The compositionality of
interpretation is only due to the coding relations between a small subset of objects.

The ontology engineering view is supported by Montague’s semantics from
[11,12]. The latter interpret the EFL-fragment in models with primitive individ-
uals and propositions, and interpret the fragment of English from [12] (called
the PTQ-fragment) in models with primitive individuals, indices (i.e. possible
worlds, or world-time pairs), and truth-values. Since the PTQ-fragment extends
the lexicon of the EFL-fragment via intensional common nouns (e.g. temperature,
price) and intensional intransitive verbs (e.g. rise, change), since PTQ-models
extend the frames of EFL-models via individual concepts, and since PTQ-models
interpret intensional nouns and intransitive verbs as functions over individual
concepts, it is commonly assumed that any empirically adequate model for the
PTQ-fragment requires a basic type for indices, or for individual concepts.

The ontology engineering view is further supported by its practical advan-
tages. In particular, the availability of a larger number of basic types facilitates

1 We follow the computer science-notation for function types. Thus, σ → t corresponds
to Montague’s type 〈σ, t〉 (or, given Montague’s use of the index-type s, to 〈s, t〉).
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work for the empirical linguist: In a rich type system, fewer syntactic expressions
are interpreted in a non-basic type.2 As a result, the compositional translations
of many syntactic structures will be simpler, and will involve less lambda con-
versions than their ‘reductive’ counterparts.

However, the proliferation of basic types is not an altogether positive develop-
ment: Specifically, the interpretation of new kinds of expressions in (constructi-
ons out of) additional basic types prevents an identification of the relation
between the different type-theoretic models. As a result, we cannot check the rel-
ative consistency of the different models, transfer the interpretive success of some
classes of models to other models, or identify the minimal semantic requirements
on models for certain linguistic fragments. These problems are exemplified by
the absence of a consequence-preserving translation between the terms of Mon-
tague’s three-sorted logic IL from [12] (or of Gallin’s logic TY2 from [5]) and
the terms of the two-sorted logic underlying [11], by the resulting impossibility
of attributing the PTQ-model’s solution of Partee’s temperature puzzle to EFL-
models, and by the related open question whether a primitive type for indices is
really required for the interpretation of the PTQ-fragment.

This paper defends the reduction view with respect to the interpretation
of the PTQ-fragment. In particular, it shows that the PTQ-fragment can be
interpreted in EFL-models, which do not have a designated type for indices
or individual concepts. This interpretation is sound: the EFL-interpretation of
the PTQ-fragment preserves the entailment relation which is imposed on this
fragment by its translation into Montague’s logic IL. To illustrate this soundness,
we show that our EFL-semantics blocks Partee’s temperature puzzle from [12].

The plan of the paper is as follows: We first introduce Partee’s temperature
puzzle for extensional semantics of natural language and present Montague’s
solution to this puzzle (in Sect. 2). We then identify a strategy for the EFL-
coding of indices and truth-values, which allows us to translate the linguistically
relevant sublanguage of TY2 into an EFL-language3 (in Sect. 3). Finally, we
apply this strategy to solve Partee’s temperature puzzle (in Sect. 4). The paper
closes with a summary of our results.

2 Partee’s Temperature Puzzle and Montague’s Solution

Partee’s temperature puzzle [12, pp. 267–268] identifies a problem with exten-
sional semantics for natural language, which regards their validation of the coun-
terintuitive inference from (�):
2 For example, since linguists often assign degree modifiers (e.g. very) the type for

degrees δ (rather than the type for properties of individuals, (ι → o) → o), gradable
adjectives (e.g. tall) are interpreted in the type δ → (ι → o), rather than in the type
((ι → o) → o) → (ι → o).

3 In [11], Montague uses a direct interpretation of natural language into logical models,
which does not proceed via the translation of natural language into the language of
some logic. As a result, [11] does not identify a logical language with EFL-typed
expressions. However, since such a language is easily definable (cf. Definition 7), we
hereafter refer to any EFL-typed language as an ‘EFL-language’.
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The temperature is ninety.
The temperature rises.

Ninety rises.
(�)

The origin of this problem lies in the different readings of the phrase the tempe-
rature in the two premises of (�), and in the inability of extensional semantics (e.g.
[1]) to accommodate one of these readings: In the second premise, the occurrence
of the phrase the temperature is intuitively interpreted as a function (type σ → ι)
from worlds and times (or ‘indices’, type σ) to the temperature at those worlds at
the given times.4 In the first premise, the occurrence of the temperature is inter-
preted as the value (type ι) of this function at the actual world at the current time.
Since extensional semantics do not have a designated type for indices – such that
they also lack a type for index-to-value functions –, they are unable to capture the
reading of the phrase the temperature from the second premise.

The inference from the conjunction of the translations of the two premises of
(�) to the translation of the conclusion of (�) in classical extensional logic is given
below. There, constants and variables are subscripted by their semantic type:

∃xι∀yι.(tempι→t(y) ↔ x = y) ∧ x = ninetyι

∃xι∀yι.(tempι→t(y) ↔ x = y) ∧ riseι→t(x)
riseι→t(ninetyι)

(ext -�)

The asserted identity of the temperature x with the value ninety in the first
premise of (ext -�) justifies the (counterintuitive) substitution of the translation
of the temperature from the second premise by the translation of the name ninety.

Montague’s semantics from [12] blocks this counterintuitive inference by inter-
preting intensional common nouns (e.g. temperature) and intransitive verbs (e.g.
rise) as (characteristic functions of) sets of individual concepts (type (σ → ι)(σ → ι)(σ → ι) → t),
andby restricting the interpretation of the copula is to a relation between the exten-
sions of two individual concepts at the actual world @ at the current time (i.e. to
a curried relation between individuals, type ιιι → (ιιι → t)). Since the first premise
of (�) thus only asserts the identity of the individual ‘the temperatureat @at @at @’ and the
value ninety, it blocks the substitution of the individual concept-denoting phrase
the temperature in the second premise of (�) by the name ninety.

The invalidity of the inference from the conjunction of the two premises of (�)
to the conclusion of (�) in a streamlined version of Montague’s Intensional Logic
(cf. [5]) is captured in (ptq -�). There, ninety denotes the constant function from
indices to the type-ι denotation of the term ninety (s.t. ∀iσ.ninety (i) = ninety):

∃cσ→ι∀c1σ→ι.(temp(σ→ι)→t(c1) ↔ c = c1) ∧ c (@σ) = ninetyι

∃cσ→ι∀c1σ→ι.(temp(σ→ι)→t(c1) ↔ c = c1) ∧ rise(σ→ι)→t(c)

rise(σ→ι)→t(ninetyσ→ι)

(ptq -�)
/ / / / / /

4 As a result, this reading is sometimes called the function reading (cf. [8]). The reading
of the phrase the temperature from the first premise is called the value reading.
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Since Montague’s EFL-models from [11] only assume basic types for indi-
viduals and propositions (s.t. they do not allow the construction of individual
concepts), it is commonly assumed that these models are unable to block the
inference from (�). We show below that this assumption is mistaken.

3 Connecting PTQ and EFL

To demonstrate that Montague’s models from [11] enable a solution to Partee’s
temperature puzzle, we first identify a strategy for the EFL-representation of
indices and truth-values, which allows us to code every object in the class of mod-
els from [12] as an object in the class of models from [11] (in Sect. 3.1). We will see
(in Sect. 3.3; cf. Sect. 3.2) that this strategy enables the translation of every lin-
guistically relevant term5 in a streamlined version of the language from [12] into a
term in the language of a logic with basic types ι and o. We will then show that our
translation avoids the emergence of Partee’s temperature puzzle (in Sect. 4).

3.1 Coding PTQ-Objects as EFL-Objects

To enable the translation of Montague’s PTQ-translations from [12] into terms of
an EFL-typed language, we code indices and truth-values as type-o propositions.
This coding is made possible by the interpretation of o as the type for functions
from indices to truth-values, such that there are injective maps, λiσλjσ.j = i
and λθtλiσ.θ, from indices and truth-values to propositions. These maps enable
the representation of indices via characteristic functions of the singleton sets
containing these indices, and the representation of truth-values via constant
functions from indices to these truth-values.

The existence of these maps suggests the possibility of replacing all non-
propositional occurrences6 of the types σ and t and all occurrences of the type
σ → t by the type o. This replacement scheme converts the type for individual
concepts into the type ooo → ι,7 and converts the type for (characteristic functions
of) sets of individuals into the type ι → ooo. The type for sets of individual
concepts is then converted into the type (ooo → ι) → ooo. However, this scheme
fails to associate the types of some EFL-expressions from [12] with the ι- and
o-based types from [11]. In particular, it associates the PTQ-type of common
nouns, σ → (ι → t), with the type ooo → (ι → ooo), rather than with the type of
common nouns from [11], ι → ooo. But this is undesirable.

5 These are terms which are associated with PTQ-expressions.
6 The latter are occurrences of index- and truth-value types which are not a constituent

of the propositional type σ → t. The need for the distinction between propositional
and non-propositional occurrences of the types σ and t is discussed below.

7 We will see that, since no other syntactic category of the PTQ-fragment receives an
interpretation in a construction involving the type o → ι, semantic types involving
this type still motivate the syntactic categories. This contrasts with the coding of
degrees as equivalence classes of individuals (in [2]), which assigns adjectives (origi-
nally, type δ → (ι → t)) the type for verbal modifiers, (ι → t) → (ι → t).
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To ensure the correct conversion of PTQ-types into EFL-types, we refine the
above replacement scheme into the type-conversion rule from Definition 4. In
the definition of this rule, the sets of TY2 types and of EFL-types8 (hereafter
called ‘TY1 types’), and a TY2 type’s o-normal form are defined as follows:

Definition 1 (TY2 Types). The set 2Type of TY2 types is the smallest set of
strings such that ι, σ, t ∈ 2Type and, for all α, β ∈ 2Type, (α → β) ∈ 2Type.

Definition 2 (TY1 Types). The set 1Type of TY1 types is the smallest set of
strings such that ι, o ∈ 1Type and, for all α, β ∈ 1Type, (α → β) ∈ 1Type.

It is clear from the above and from the definition of o as σ → t that all TY1 types
are TY2 types, but not the other way around. In particular, the TY2 types σ, t,
and constructions out of these types (esp. the types σ → ι, (σ → ι) → t, and
σ → (ι → t)) are not TY1 types.

Definition 3 (o-normal form). An o-normal form, β, of a TY2 type α is a TY2

type that has been obtained fromα via a unary variant, ♦, of the permutation relation
� from [14, p. 119]. The former is defined as follows, where 0 ≤ n ∈ N:9

(i) σ♦ = σ; t♦ = t ; ι♦ = ι;
(ii) (σ → (α1 → (. . . → (αn → t))))♦ = α♦

1 → (. . . → (α♦
n → (σ → t)));

(iii) (α → β)♦ = (α♦ → β♦), if (α → β) 	= (σ → (α1 → (. . . → (αn → t))))

Definition 3 identifies the type for functions from individuals to propositions,
ι → (σ → t) (i.e. the type for ‘properties’ of individuals), as the o-normal form
of the type for parametrized sets of individuals, σ → (ι → t).

The conversion of TY2 into TY1 types is defined below:

Definition 4 (Type-conversion). The relation ξ connects TY2 types with
TY1 types via the following recursion:

I. (i) ξ(ι) = ι;
(ii) ξ(σ) = ξ(t) = o, when σ resp. t does not occur in (σ → t);

II. (i) ξ(σ → t) = o;
(ii) ξ(α → β) = ξ(γ → δ) = (ξ(γ) → ξ(δ)), where (γ → δ) = (α → β)♦

and (α → β) 	= (σ → t).

Clauses I and II.(i) capture the conversion of basic and propositional TY2 types.
Clause II.(ii) captures the conversion of all other complex TY2 types. Specifically,
the conjunction of this clause with the clauses for the conversion of basic TY2

types enables the conversion of the type for individual concepts, σσσ → ι, to
the type for proposition-to-individual functions, ooo → ι, and of the type for
sets of individuals, ι → ttt, to the type for properties of individuals, ι → ooo. The
conjunction of clause II.(ii) with the converted TY2 types for individual concepts
and truth-values then enables the conversion of the type for sets of individual
8 Since n-ary functions can be coded as unary functions of a higher type (cf. [16]), our

definition of TY1 types neglects n-ary function types, which are assumed in [11].
9 Following Muskens, we write ‘♦ ’ in postfix notation, such that ‘α♦ ’ denotes ♦(α).



12 K. Liefke

concepts, (σσσ → ι) → ttt, to the type for properties of proposition-to-individual
functions, (ooo → ι) → ooo. Since the type ι → (σ → t) is the o-normal form of
the type σ → (ι → t) (cf. clause II.(ii)), the type ι → o is the converted type of
both parametrized sets of individuals (type σ → (ι → t)) and of properties of
individuals (type ι → (σ → t)).

Notably, the restriction of clauses I.(ii) and II.(ii) to non-propositional types,
resp. to o-normal forms prevents the undesired conversion of the type σ → t into
the type for properties of propositions, o → o, and of the type for parametrized
sets of type-α objects, σσσ → (α → ttt), to the type for functions from propositions
to properties of type-α objects (type o → (α → o)). The converted TY2 types
of all classes of expressions from the PTQ-fragment are listed in Table 1:10

Table 1. TY2 and converted TY2 (i.e. TY1) types of PTQ-expressions.

Cat’y α ∈ 2Type ξ(α) Cat’y α ∈ 2Type ξ(α) ∈ 1Type

Name ι ι NP (σ → (ι → t)) → t (ι → o) → o

S t o SCV (σ → t) → (ι → t) [6] o → (ι → o)

C, SAV (σ → t) → t o → o ADV (σ → (ι → t)) → (ι → t) (ι → o) → (ι → o)

CN, IV ι → t ι → o [2, 3] CN, IV (σ → ι) → t (o → ι) → o

TV [4] ι → (ι → t) ι → (ι → o) ICV (σ → (ι → t)) → (ι → t) (ι → o) → (ι → o)

TV [5] (σ → ((σ → (ι → t)) → t)) → (ι → t) ((ι → o) → o) → (ι → o)

DET (σ → (ι → t)) → ((σ → (ι → t)) → t) (ι → o) → ((ι → o) → o)

P [8] ι → ((σ → (ι → t)) → (ι → t)) ι → ((ι → o) → (ι → o))

P (σ → ((σ → (ι → t)) → t)) → ((σ → (ι → t)) → (ι → t))
((ι → o) → o) → ((ι → o) → (ι → o))

This completes our discussion of the TY1-coding of TY2 types. To show the
possibility of interpreting the PTQ-fragment in TY1 models, we next describe
the class of languages of the logics TY2 and TY1 (in Sect. 3.2), and translate all
linguistically relevant TY2 terms into terms of the logic TY1 (in Sect. 3.3). We
then observe that this translation is entailment-preserving.

3.2 The Languages of TY2 and TY1

The languages of the logics TY2 and TY1 are defined as countable sets
∪α∈2TypeLα, resp. ∪β∈1TypeLβ , of uniquely typed non-logical constants. For every
TY2 type α and TY1 type β, we further assume a countable set V2

α, resp. V1
β of

uniquely typed variables, with ‘∪α∈2TypeV2
α’ abbreviated as ‘V2’ and ‘∪β∈1TypeVβ ’

abbreviated as ‘V1’. From these basic expressions, we form complex terms induc-
tively with the help of functional application, lambda abstraction, and the con-
stants for falsum, ⊥, and logical implication, →.
10 These type-assignments incorporate the type-ι interpretation of names and the mea-

ning postulates from [12, pp. 263–264]. The latter are given in square brackets.



Codability and Robustness in Formal Natural Language Semantics 13

In the definition of TY2 terms, the set CoType of conjoinable TY2 types is
defined as follows (cf. [15]):

Definition 5 (Conjoinable TY2 Types). The set CoType of conjoinable
types of the logic TY2 is the smallest set of strings such that, if α1, . . . , αn ∈
2Type, then α1 → (. . . → (αn → t)) ∈ CoType, where 0 ≤ n ∈ N.

According to the above, a TY2 term has a conjoinable type if its type is either the
truth-value type t or a construction to the type t (via one or more applications of
the rule from Definition 1). In these two cases, we say that the term is conjoinable.

Definition 6 (TY2 Terms). Let α, β ∈ 2Type, and let ε ∈ CoType. The set T 2
α

of TY2 terms of type α is then defined as follows:

(i) L2
α,V2

α ⊆ T 2
α, ⊥ ∈ T 2

t ;
(ii) If B ∈ T 2

α→β and A ∈ T 2
α, then (B (A)) ∈ T 2

β ;
(iii) If A ∈ T 2

β and x ∈ V2
α, then (λx.A) ∈ T 2

α→β;
(iv) If B,C ∈ T 2

ε , then (B → C ) ∈ T 2
t .

Clause (i) identifies all members of L2
α and V2

α as TY2 terms. Clauses (ii) and (iii)
identify the results of application and abstraction as TY2 terms. Clause (iv) spe-
cifies the formation of complex TY2 terms. From ⊥ and →, the familiar TY2

connectives and quantifiers are standardly obtained (cf. [7]).
We next define the terms of the logic TY1. Notably, since TY1 does not

have a type for truth-values, the TY2 constants ⊥ (type t) and → (type ε →
(ε → t)) are not available in TY1. The non-logical constants �⊥ (type o) and →·
(type ε → (ε → o)) serve as their single-type stand-ins, where ε is in the proper
subset,PropType = {α1 → (. . . → (αn → o)) |α1, . . . , αn ∈ 1Type}, of the set
of conjoinable TY2 types.11 We hereafter call members of this set propositional
types.

Definition 7 (TY1 Terms). Let α, β ∈ 1Type, and let ε ∈ PropType. The set
T 1

α of TY1 terms of type α is then defined as follows:

(i) L1
α,V1

α ⊆ T 1
α, �⊥ ∈ T 1

o ;
(ii) If B ∈ T 1

α→β and A ∈ T 1
α, then (B (A)) ∈ T 1

β ;
(iii) If A ∈ T 1

β and x ∈ V1
α, then (λx.A) ∈ T 1

α→β;
(iv) If B,C ∈ T 1

ε , then (B →· C ) ∈ T 1
o .

The typing12 of →· , B, and C in clause (iv) suggests that the term (B →· C) be
instead written as ‘→· (B)(C)’. Our use of infix notation for →· (and similarly,
11 [17] and [4] use a similar strategy for the introduction of propositional connectives.
12 Since we only stipulate that ε ∈ PropType, clause (iv) describes →· as a non-uniquely

typed constant, which applies to pairs of arguments of all propositional TY1 types.
To avoid an extension of the TY1 type system via polymorphic types, we assume a
schematic (or abbreviatory) polymorphism of types. The latter is a syntactic device
whereby a metatheoretical symbol is used to abbreviate a range of (monomorphic)
types. Thus, in (iv), ε may be instantiated by any of the elements in PropType.

The constant →· then represents a family, {→· ε→(ε→o) | ε ∈ PropType}, of distinct
identical-looking constants, one for each type.
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for the TY1 proxies of all other logical TY2 constants; cf. Notation 1) is intended
to remind the reader of their emulated logical role (cf. Definition 8).

From �⊥ and →· , the TY1 proxies of the other truth-functional connectives
and quantifiers are easily obtained. In particular, the TY1 proxies for the logical
constants 
,∀,=,¬,∧, and � (i.e. �� ,

∧
,

.=,�, .∧ , and �· ) are obtained by variants
of the definitions from [7]. Below, we let A, x and y, X (or B, C ), and Y be
variables (resp. constants) of the type o, α, α → o, resp. (α → o) → o, where
α ∈ 1Type:

Notation 1 We write

�� for (�⊥ →· �⊥ ); (
∧

x.A) for ((λx.�� )→· (λx.A));
B

.= C for (
∧

Y. Y (B)→· Y (C )); �B for (λx.B(x) .= �⊥ );
(B .∧C ) for (λx.(λX.X(B .= C )) .= (λX.X(�� )))
(B .∧

C ) for �(�B .∧ �C ); �· A for (
∧

x.x
.= �⊥ .∧(x →· A))

The TY1 stand-ins, 	 .=, ↔· ,
∨

, and �· , of the familiar symbols for inequality,
(material) biimplication, the existential quantifier, and the modal diamond oper-
ator have their expected definitions.

The behavior of �⊥ , →· , and of the defined constants from Notation 1 is
governed by the constraints from Definition 8:

Definition 8 (Constraints on L1-constants). The interpretations of the
TY1 constants �⊥ and →· obey the following semantic constraints:13

(C1) �⊥ = (λiσ.⊥); (C2) (B →· C ) = (λiσ∀x.B (x)(i) → C (x)(i))

The constraints (C1) and (C2) define the designated TY1 constants �⊥ and →· as
the results of lifting the TY2 connectives ⊥ and → to terms of the logic TY1.14

In particular, (C1) defines the constant �⊥ as the designator of the constant
function from indices to falsum. From (C1), (C2), and Notation 1, the constraints
for the remaining designated TY1 constants are easily obtained. Since the TY1

constants , and � are η-equivalent to their TY2 constraints, we hereafter use
instead the familiar connectives ∧, ∨, and ¬.

3.3 Translating LTY2 into LTY1

To prepare the TY1 translation of the PTQ-fragment, we next introduce the
particular TY2 and TY1 languages, L2 and L1, whose constants are associated
with the lexical elements of the PTQ-fragment. Following a streamlined presen-
tation of Montague’s PTQ-to-IL (or TY2) translation from [12] (cf. [5]), we then
identify a relation between L2- and L1-terms.

Tables 2 and 3 contain the non-logical constants of the designated languages
L2, resp. L1. The small grey tables introduce our notational conventions for vari-
ables. In the tables, brackets contain the relevant meaning postulates from [12],
13 These constraints are formulated in the TY1 metatheory, TY2 (cf. Sect. 3.3).
14 This is reminiscent of the translation of dynamic to typed terms from [13, p. 9].
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resp. the constants’ interpretive domains from [11]. We will abbreviate x1, x2, and
x3 as ‘x’, ‘y’, resp. ‘z’, abbreviate i1, i2, and i3 as ‘i’, ‘j’, resp. ‘k’, and abbreviate
p1, p2, and p3 and c1, P1, and Q1 as ‘p’, ‘q’ resp. ‘r’ and ‘c’, ‘P ’, resp. ‘Q’.

Table 2. L2 constants and variables.

Table 3. L1 constants and variables.

We denote the sets of TY2 and TY1 terms which are obtained from L2 and L1

via the operations from Definitions 6 and 7 by ‘T 2’, resp. ‘T 1’.
Note that the language L1 adopts the individual constants, john,mary, bill,

and ninety, of the language L2. To connect the designated languages of the logics
TY2 and TY1, we further assume that each term from L1 is also a member of L2

(s.t. L1 is a sublanguage of L2), and that the designated TY2 frame F2 and
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interpretation function IF2 embed the designated frame F1 and interpretation
function IF1 of the logic TY1, such that F1 = F2�1Type and IF1 = IF2�1Type .

We next give a streamlined presentation of Montague’s PTQ-to-IL (or TY2)
translation from [12]:

We identify Logical Form (LF) with the component of syntactic representa-
tion which is interpreted in TY2 models. Logical forms are translated into TY2

terms via the process of type-driven translation (cf. [9]). The latter proceeds in
two steps, by first defining the translations of lexical elements, and then defining
the translations of non-lexical elements compositionally from the translations of
their constituents.

Definition 9 (Basic TY2 Translations). The base rule of type-driven trans-
lation translates the lexical PTQ-elements15 into the following TY2 terms16,
where X1, . . . , Xn, R, and R1 are TY2 variables of the types α1, . . . , αn, resp.
α1 → (. . . → (αn → t)), and where tn is the trace of a moved constituent in a
logical form that is translated as a free variable:

On the basis of the above, we define the relation between T 2 and T 1 terms
as follows:

Definition 10 (Embedding TY2 in TY1). The relation • connects the des-
ignated terms of the logic TY2 with terms of the logic TY1, such that
I. (i) john• = john ; man • = man ; walk • = walk ; temp • = temp ;

ninety • = ninety ; ninety • = ninety ; rise • = rise ; find • = find ;
seek • = seek; allegedly • = allegedly ; about • = about ; in • = in ;

believe • = believe; assert • = assert ; rapidly • = rapidly ; try • = try ;
@ • = @@@;

(ii) x•
k = xk for 1 ≤ k ∈ N; c •

k = ck for 1 ≤ k ∈ N;
P •

k = Pk for 1 ≤ k ∈ N; p •
k = pk for 1 ≤ k ∈ N;

T •
k = Tk for 1 ≤ k ∈ N; i•k = pk for 1 ≤ k ∈ N;

15 For reasons of space, we only translate some representative elements. Expressions of
the same lexical (sub-)category receive an analogous translation.

16 To perspicuate the compositional properties of our PTQ-translations, we assign lexi-
cal PTQ-elements variants of their TY2 types from Table 1. Thus, the translation
of extensional nouns as type-(σ →σ →σ → (ι → t)) constants facilitates the application
of translations of determiners to the translations of these expressions. To enable a
compositional translation of other complex expressions (e.g. the application of verb-
to name-translations), we use a permutation operation on the translations’ lambdas.
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II. (i) (Bσ→β(Aσ))• = B• if β = t or β = (γ → t), where γ ∈ 2Type;
(Bα→β(Aα))• = (B•(A•)) otherwise;

(ii) (λxσ.Aβ)• = (A[x := @])• if β = t or β = (γ → t), where γ ∈ 2Type;
(λxα.Aβ)• = (λx•.A•) otherwise, if (α → β) = (α → β)♦;
(λxα.Aβ)• = (λX•

γ.(λx.A (X))•) otherwise, granted β := (γ → δ), w.
X the 1st variable that doesn’t occur free in A;

(iii) ⊥• = �⊥ ; (B → C)• = (B• →· C •)

In the first item from II.(ii), ‘A[x := @]’ denotes the result of replacing all bound
occurrences of x in A by ‘@’.

The translation rules from Definition 10 respect the behavior of the type con-
verter ξ from Definition 4. Thus, the relation • translates individual and proposi-
tional TY2 terms (e.g. ninety, xk, pk) into themselves, translates TY2 terms for
individual concepts (e.g. ninety , ck) into TY1 terms for proposition-to-individual
functions, and translates TY2 terms for parametrized sets of individuals (or of
individual concepts) (e.g.man, Pk; resp. temp, Tk) into TY1 terms for properties
of individuals (resp. for properties of proposition-to-individual functions).

The translation rules from clause II ensure the correct translation of com-
plex TY2 terms. Specifically, the rules for the TY1 translation of ⊥ and → (cf.
clause II.(iii)) associate the logical TY2 constants with their propositional corre-
spondents from TY1. From the translations in clauses I and II.(iii), the rules for
application and abstraction (clause II.(i), (ii)) enable the compositionalTY1 trans-
lation of all PTQ-translations from Definition 9. In these rules, the contraints on
abstraction block the undesired translation of type-(σ → t) terms as TY1 terms of
the type o → o. The constraints on application enable the translation of the result
of applying a type-(σ → t) (or type-(σ → (γ → t))) term to a type-σ term.

The translations of some example TY2 terms are given below. In these trans-
lations, the TY1 correlates of logical TY2 constants other than ⊥ and → are
obtained from the TY1 translations of ⊥ and → via the definitions of the remain-
ing logical TY2 constants from [7] and the conventions from Notation 1. In par-
ticular, the TY2 constant 
 is translated as follows:

The translations of ∀, ∃, =, ∧, and ↔ are analogously obtained, such that

(∀x.A)• = (
∧

x•.A•); (B = C)• = B • .= C •; (B ↔ C)• = (B • ↔· C •);
(∃x.A)• = (

∨
x•.A•); (B ∧ C)• = (B •∧ C •).

From the above translations, the translations of the copula is and of the
determiner the are obtained thus:
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Since the relation • respects the structure of each TY2 term from
Definition 9, the interpretation of the PTQ-fragment in the class of designated
TY1 models preserves the entailment relation which is imposed on this fragment
by its translation into the logic TY2. This observation is captured below:

Theorem 1 (Soundness of Translation). Let Γ and Δ, and Γ • := {γ• | γ ∈
Γ} and Δ• := {δ• | δ ∈ Δ} be sets of designated TY2 formulas and their TY1

translations. Then,
Γ • �TY1 Δ• iff Γ �TY2 Δ.

In the above case, we say that the TY2-to-TY1 translation is sound.

Proof. The proof relies on the definition of • and on the proof theories of TY2

and TY1.

4 Solving the Temperature Puzzle in EFL

To illustrate Theorem 1, we next show that the TY1(-via-TY2) translation of
the PTQ-fragment blocks Partee’s temperature puzzle. Since we use the strategy
of “try[ing] simplest types first” (cf. Tables 1 and 2, Definition 9), the applica-
tion of the TY2 (or TY1) translations of intensional expressions to the trans-
lations of other PTQ-expressions needs to be handled through type-shifting.
In particular, to apply17 the TY2 translations of determiners (e.g. the; type
(σ → (ι → t)) → (σ → ((σ → (ι → t)) → t))) to the TY2 translations of inten-
sional common nouns (e.g. temperature; type σ → ((σ →σ →σ → ι) → t)), we introduce
the extensionalization operator ext. This operator sends the designators of para-
metrized sets of individual concepts (type σ → ((σ →σ →σ → ι) → t)) to the designators
of parametrized sets of individuals (type σ → (ι → t)).

Definition 11 (Extensionalization). The function ext := λTλiλx∃c.T (i)(c)
∧ x = c (@) sends type-(σ → ((σ → ι) → t)) terms to type-(σ → (ι → t)) terms.

The operator ext enables the ‘extensionalization’ of the TY2 translation, temp,
of the noun temperature to the TY2 term λiλx∃c.temp (i)(c) ∧ x = c(@). This
term denotes a function from indices to the set of individuals whose members are
identical to the result of applying some type-(σ → ι) witness, c, of the property
denoted by temp to the current index. To prevent an extensional interpretation
of the second premise from (�) (cf. (ext -�)), we restrict ext to the translations
of nouns.

17 Here, the type of the argument is underlined.
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The possibility of interpreting intensional nouns in the type σ → (ι → t)
enables the TY1 translation of the first premise from (�):

Notably, the term from (4.7) does not result from the term in the first premise
of (ptq -�) by replacing ‘c’ and ‘c1’ by ‘c’ and ‘c1’, and by replacing ‘temp’ and
‘rise’ by ‘temp’, resp. ‘rise ’. In particular, while the term in the first premise
of (ptq -�) states the existence of a unique witness of the type-((σ → ι)(σ → ι)(σ → ι) → t)
property of being a temperature, the term from (4.7) only states the existence of
a unique witness of the TY1 correlate of the type-(σ → (ιιι → t)) property of being
the temperature at the current index. Yet, since the occurrence of the temperature
in the first premise of (�) receives an extensional interpretation (type ι), this
weakening is unproblematic. We will see at the end of this section that (the TY2

correlate of) our weaker TY1 term still blocks Partee’s temperature puzzle.
To enable an intensional (type-(σ → ((σ → ((σ →σ →σ → ι) → t)) → t))) interpre-

tation of the phrase the temperature, we introduce the intensionalization operator
int. This operator sends the designators of individuals to the designators of indi-
vidual concepts, and sends the designators of functions from parametrized sets of
individuals to parametrized generalized quantifiers over individuals (type (σ →
(ιιι → t)) → (σ → ((σ → (ιιι → t)) → t))) to the designators of functions from
parametrized sets of individual concepts to generalized quantifiers over individual
concepts (type (σ → ((σ → ι)(σ → ι)(σ → ι) → t)) → (σ → ((σ → ((σ → ι)(σ → ι)(σ → ι) → t)) → t))).18

18 Since this operator is restricted to the types of proper names and determiners, it
cannot be used to provide an intensional translation of the first premise from (�)
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Definition 12 (Intensionalization). The operator ‘int’ then works as follows:

int (ninety) := ninety

int (λP2λiλP ∃x.P2(i)(x) ∧ P (i)(x)) := λT2λiλT ∃c.T2(i)(c) ∧ T (i)(c)
int (λP2λiλP ∀x.P2(i)(x) → P (i)(x)) := λT2λiλT ∃c.T2(i)(c) → T (i)(c)
int (λP2λiλP ∃x∀y.(P2(i)(y) ↔ x = y) ∧ P (i)(x))

:= λT2λiλT ∃c∀c2.(T2(i)(c2) ↔ c = c2) ∧ T (i)(c)

The operator int is an ‘ι-to-(σ → ι)’-restricted partial variant of the intension-
alization operator for extensional TY2 terms from [6] (cf. [3, Chap. 8.4]). This
operator systematically replaces each occurrence of ι in the type of a linguistic
expression by the type σ →σ →σ → ι. As a result, the type for parametrized generalized
quantifiers over individuals, σ → ((σ → (ιιι → t)) → t), will be replaced by the
type σ → ((σ → ((σ → ι)(σ → ι)(σ → ι) → t)) → t).

The interpretation of intensional noun phrases in the type σ → ((σ → ((σ →
ι) → t)) → t) enables the TY1 translation of the second premise from (�):

The possibility of interpreting proper names in the type for individual con-
cepts enables us to translate the conclusion from (�) as follows:

This completes our translation of the ‘ingredient sentences’ for Partee’s tem-
perature puzzle. The invalid inference from the conjunction of (4.7) and (5.5) to
(6.3) in the logic TY1 is captured below:

(and, hence, to ‘allow’ Partee’s temperature puzzle). I owe this observation to Ede
Zimmermann.
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∨
x

∧
y.((

∨
c. temp (c) ∧ y

.= c (@@@)) ↔· x
.= y) ∧ x

.= ninety
∨
c

∧
c2.(temp (c2) ↔· c

.= c2) ∧ rise(c)
rise (ninety)

(efl -�)
/ / / / / / / / / /

In particular, while the formula in the second premise attributes the property
‘rise’ to the type-(o →o →o → ι) object which has the property of being a temperature,
the formula in the first premise attributes the property ‘is ninety’ only to the
result (type ι) of applying a temperature-object to the EFL-correlate of @. In
virtue of this fact – and the resulting invalidity of substituting ninety for c in
the second premise of (efl -�) −, the formula in the conclusion does not follow
from the conjunction of the two premise-formulas by the (classical) rules of TY1.

5 Conclusion

This paper has shown the possibility of interpreting Montague’s PTQ-fragment
in the class of EFL-models from [11], which only contain basic individuals and
propositions. We have obtained this result by coding the interpretations of the
PTQ-expressions from [12] into EFL-objects, and by translating the linguistically
relevant sublanguage of a streamlined version, TY2, of Montague’s logic IL into
the EFL-typed language TY1 which respects this coding. Since this translation
preserves the relation of logical consequence on the TY2 translations of PTQ-
sentences, it enables a new, extensional, solution to Partee’s temperature puzzle.

The previously-assumed impossibility of such a solution can be attributed to
the various challenges which emerge for any TY2-to-TY1 translation. These chal-
lenges include the different forms of the linguistically relevant TY2 and TY1 types,
and the unavailability of truth-functional connectives or quantifiers in the lan-
guage of TY1. Our solutions to these challenges build on existing work on the
relation between TY2 and IL types [14], and on hyperintensional semantics [17].

Our TY2-to-TY1 translation enables a transfer of the interpretive success of
PTQ-models to EFL-models (esp. w.r.t. the solvability of Partee’s temperature
puzzle) and a proof of the relative consistency of the two classes of models. At
the same time, it identifies the minimal semantic requirements on formal models
for the PTQ-fragment. Contrary to what is suggested by a comparison of [12]
and [11], suitable PTQ-models need not contain a designated type for indices.
We take these results to support the reduction view of formal natural language
semantics.
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Abstract. It has been observed that conventionally implicated content
interacts with at-issue content in a number of different ways. This paper
focuses on the existence of anaphoric links between content of these two
types, something disallowed by the system of Potts (2005), the original
locus of work on these issues. The problem of characterizing this inter-
action has been considered by a number of authors. This paper proposes
a new system for understanding it in the framework of Dependent Type
Semantics. It is shown that the resulting system provides a good charac-
terization of how “cross-dimensional” anaphoric links can be supported
from a proof-theoretic perspective.

1 Conventional Implicatures

Conventional implicature (CI) is a kind of pragmatic content first discussed by
Grice [7], which is taken to be (one part of the) nonasserted content conveyed by
particular lexical items or linguistic constructions. Examples include appositives,
non-restrictive relative clauses (NRRCs), expressive items, and speaker-oriented
adverbs. Such content has been a focus of a great deal of research in linguistics
and philosophy since the work of Potts [19]. According to Potts (who takes a
position followed by much or most subsequent research), CIs have at least the
following characteristics:

(1) a. CI content is independent from at-issue content (in the sense that
the two are scopeless with respect to each other)

b. CIs do not modify CIs.1

c. Presupposition filters do not filter CIs
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Potts models these features in a two-dimensional semantics for CIs in which
CIs are associated with special semantic types. First, since CI content enters a
dimension of meaning distinct from that of at-issue content, no scope relations
are available, modeling (1a); characteristic (1b) follows from a lack of func-
tional types with CI inputs in the type system; placing filters in the at-issue
dimension also accounts for (1c). Although this system has been criticized for
various reasons, it seems to be adequate for modeling the basic data associated
with CIs.

2 Problem: Interaction Between At-Issue and CI Content

Potts’s two-dimensional semantics, which utilizes distinct and dimensionally
independent representations for at-issue and CI content, aims to capture their
supposed mutual semantic independence. However, a fully separated multidi-
mensional semantics is not fully satisfactory from an empirical perspective,
as can be seen by focusing attention on the interaction between CIs and
anaphora/presupposition (as also noted by Potts himself). In particular, the
following facts are problematic for a treatment in which no interdimensional
interaction is allowed:

1. CI content may serve as antecedent for later anaphoric items and presupposi-
tion triggers, meaning that discourse referents introduced in CI contexts are
accessible to anaphora/presupposition triggers, as exemplified in the mini-
discourse (2) ((3.15b) in [19], slightly simplified).

2. Anaphora/presupposition triggers introduced in CI environments may find
their antecedents in the preceding discourse (their local contexts), i.e.
anaphora/ presupposition triggers inside a conventional content require access
to their left contexts, as exemplified in the mini-discourse (3) (see also [25].).

(2) a. Mary counseled John, who killed a coworker.
b. Unfortunately, Bill knows that he killed a coworker.

(3) a. John killed a coworker.
b. Mary, who knows that he killed a coworker, counseled him.

In both (2) and (3), the factive presupposition “he (=John) killed a coworker”
can be bound by the antecedent in the first sentence. This behaviour of CIs fails
to be explained by Potts’s [19] analysis, where at-issue content and CI content
are fully independent of each other, at least in their sentential representations.
With regard to the cases such as (2), at minimum we require a mechanism to
collect the CIs hanging in a sentential tree, and pass them to the succeeding
discourse, where they can play the role of antecedents. In order to deal with
the cases like (3), we also need a mechanism to pass the local context of a
sentence to the collection of CIs which has been collected from it. (Here we
assume an analysis which collects CIs from the (syntactic or semantic) tree in
a Pottsian style, putting aside the arguments about compositionality raised by
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Gutzmann [10] and others.) Neither extension, however, seems straightforward
in Potts’s [19] framework, nor in other frameworks that have been proposed for
the analysis of CIs, but which have not attempted to account for the present
set of phenomena (excluding theories using dynamic semantics, such as that of
AnderBois et al. (2014) or Nouwen [18]).

3 Dependent Type Semantics

Dynamic solutions to these puzzles exist, such as the work of AnderBois et al.
cited above; here, we take a different line, and propose a compositional analysis
of conventional implicatures in the framework of Dependent Type Semantics
(DTS; Bekki(2014)). DTS is based on dependent type theory (Martin-Löf [16]),
Coquand and Huet [6]) which provides a proof-theoretic semantics in terms of
the Curry-Howard correspondence between types and propositions, following
the line of Sundholm [24]. This approach has been proved useful for linguistic
analysis, especially in Ranta’s [20] Type Theoretical Grammar and its successors.
Krahmer and Piwek [14] found that anaphora resolution and presupposition
binding/accommodation can be reduced to proof search (which is known as the
“anaphora resolution as proof construction” paradigm). Bekki’s [5] DTS inherits
this paradigm and reformalizes the whole setting in a compositional manner; the
resulting system can serve as the semantic component of any lexical grammar.

For example, the semantic representation of a classical relative donkey sen-
tence as (4a) is calculated as (4b) in DTS.

(4) a. Every farmer who owns a donkey beats it1.

b. λc.

⎛
⎜⎜⎜⎜⎝

u:

⎡
⎢⎢⎢⎢⎣

x:entity⎡
⎢⎢⎣
farmer(x)⎡
⎣

y:entity[
donkey(y)
own(x, y)

]
⎤
⎦

⎤
⎥⎥⎦

⎤
⎥⎥⎥⎥⎦

⎞
⎟⎟⎟⎟⎠

→ beat(π1(u), @1(c, u))

The semantic representation (4b) for the sentence (4a) contains an underspec-
ified term @1, which corresponds to the referent of the pronoun “it1”. Anaphora
resolution in DTS then proceeds as follows: (1) the representation is given an
initial context (which is () of type �), (2) the resulting representation undergoes
type checking (cf. Löh [15]) to check whether it has a type type (i.e. the type of
types (=propositions)), which in turn requires (3) that the underspecified term
@1 satisfies the following judgment:

(5)

Γ, u :

⎡
⎢⎢⎢⎢⎣

x:entity⎡
⎢⎢⎣
farmer(x)⎡
⎣

y:entity[
donkey(y)
own(x, y)

]
⎤
⎦

⎤
⎥⎥⎦

⎤
⎥⎥⎥⎥⎦

� @1 :

⎡
⎢⎢⎢⎢⎢⎢⎣

�⎡
⎢⎢⎢⎢⎣

x:entity⎡
⎢⎢⎣
farmer(x)⎡
⎣

y:entity[
donkey(y)
own(x, y)

]
⎤
⎦

⎤
⎥⎥⎦

⎤
⎥⎥⎥⎥⎦

⎤
⎥⎥⎥⎥⎥⎥⎦

→ entity

Given the above, we arrive at a choice point. The first option: if the hearer
chooses to bind @1, he/she has to find a proof term of the specified type, to



26 D. Bekki and E. McCready

replace @1. Here λc.π1π2π2π2(c) is a candidate for such a term, which cor-
responds to the intended donkey. Alternatively, the hearer may choose not to
execute proof search and instead accommodate @1, in which case he/she just
assumes that there is such a term @1 and uses it in the subsequent inferences. In
either case, the semantic representation (4b) does not need drastic reconstruc-
tion, unlike van der Sandt’s [22] DRT-based approach.

In intersentential composition cases, two sentential representations are
merged into one by the dynamic conjunction operation defined below:

(6)
M ;N

def≡ λc.

[
u:Mc
N(c, u)

]

4 Representations of CIs in DTS

Our proposal is that a given bit of CI content A (again of type type) can be
properly represented in terms of DTS in the following way:

4.1 The CI Operator

Definition 1 (The CI operator). Let A be a type and @i be an underspecified
term with an index i:

CI(@i : A)
def≡ eqA(@i ,@i)

Let us call CI the CI operator, and a type of the form CI(@i : A) a CI type.
The CI operator is used with an underspecified term @i and a type A as its
arguments (as will be demonstrated in the next section) to form a CI type.
The CI type is defined in a rather technical way, but the content is simple:
eqA(M,N), with M,N any terms, is a type for equations between M and N
in DTS, namely, it is the type of proofs of the proposition that M equals N
(@i = @i , informally), both of which are of type A.

Thus, CI(@i : A) is always true by the reflexivity law, under any context.
In terms of DTS, CI(@i : A) inhabits a canonical proof reflA (i.e. � reflA :
eqA(@i ,@i)).

This means that the CI operator CI(@i : A) does not contribute anything
to at-issue content, since we know that it is always inhabited by the term reflA.
However, the type checking of a semantic representation which contains CI(@i :
A) requires that the eqA(@i ,@i) has a type type, which in turn requires that
the underspecified term @i has the type A. Therefore, the proposition A must
have a proof term @i of type A (i.e. A must be true), which projects, regardless
of the configuration in which it is embedded.

Moreover, unlike the cases of anaphora and presupposition, an underspecified
term for a CI does not take any local context as its argument. This explains why
CIs do not respect their left contexts.

Let us examine how our analysis how the CI operators are used to represent
CIs and how they predict the set of benchmarks (1a)–(1c) for CIs.
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4.2 Independence from At-Issue Content

The property (1a) is supported by the fact that both the sentences (7a) and (7b)
entail the CI content Lance Armstrong is an Arkansan. Thus the CI content is
not affected by, or projects through, logical operators such as negation that take
scope over it.

(7) a. Lance Armstrong, an Arkansan, has won the 2003 Tour de France!
b. It is not the case that Lance Armstrong, an Arkansan, has won the

2003 Tour de France!

The proposition Lance Armstrong is an Arkansan is represented in DTS as
a type (=proposition) arkansan(lance). If it is embedded within the CI type
as in CI(@1 : arkansan(lance)), this proposition is a CI content, and @1 is its
proof term. This embedding for an indefinite appositive construction is done by
applying the following Indefinite Appositive Rule.

Definition 2 (Indefinite Appositive Rule).

(IAi )

S\NP
: M

S/(S\NP)\NP
: λx.λp.λc.

[
pxc
CI(@i : Mxc)

]

This rule applies to an indefinite predicative noun phrase.2 For example, the
sentence (7a) is derived as follows,

(8)

>

<

Lance
NP

: lance

(IA1)

>

an
S\NP/N

: id

Arkansan
N

: λx.λc.arkansan(x)
S\NP

: λx.λc.arkansan(x)
S/(S\NP)\NP

: λx.λp.λc.

[
pxc
CI(@1 : arkansan(x))

]

S/(S\NP)

: λp.λc.

[
p(lance)c
CI(@1 : arkansan(lance))

]
has won the 2003 Tour de France

S\NP
: λx.λc.won(x)

S

: λc.

[
won(lance)
CI(@1 : arkansan(lance))

]

The resulting SR entails that Lance is an Arkansan, because it con-
tains the CI type CI(@1 : arkansan(lance)) and type checking of this SR
requires � @1 : arkansan(lance), namely, the underspecified term @1 is

2 We should specify some features of S both on the predicate side and the rule side,
in order to prevent this rule to apply to other kinds of phrases of category S\NP ,
such as verb phrases, which is a routine task we will not perform here.
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of type arkansan(lance). In other words, the proposition that Lance is an
Arkansan is inhabited. In contrast, a derivation of (7b) is shown in (9).

(9)

>

It is not the case that
S/S

: λp.λc.¬pc

Lance, an Arkansan, has won the 2007 Tour de France
S

: λc.

[
won(lance)
CI(@1 : arkansan(lance))

]

S

: λc.¬
[
won(lance)
CI(@1 : arkansan(lance))

]

Here again, the resulting SR contains the CI type CI(@1 : arkansan(lance)).
Since type checking of this SR is not affected by the existence of the negation
operator ¬ that encloses it, it also requires that the proposition that Lance is an
Arkansan is inhabited. This way, the CI content is predicted to be independent
from at-issue content, as expected.

4.3 Presupposition Filters Do Not Filter CIs

The contrast between (10a) and (10b) exemplifies (1b): in the sentence (10a),
where the definite description the cyclist induces a presupposition that Lance is
a cyclist, the presupposition is filtered by the antecedent of the conditional that
entails the presupposition, so the whole sentence does not have any presupposi-
tion. On the other hand, in the sentence (10b), where the indefinite appositive a
cyclist induces the CI that Lance is a cyclist, the CI is not filtered by the same
antecedent thus projects over it, and moreover the whole sentence is infelicitous
for Gricean reasons. There are various ways in which this infelicity could be
viewed, but to us it is a violation of Quantity or Manner, in that the conditional
clause is uninformative, as it is pre-satisfied by the appositive content.

(10) a. If Lance is a cyclist, then the Boston Marathon was won by the
cyclist.

b. If Lance is a cyclist, then the Boston Marathon was won by Lance,
a cyclist.

Let us explain how this contrast is predicted in DTS. First, the derivation of
(10a) is as (11).

(11)

>

If Lance is a cyclist
S/S

: λp.λc. (u:cyclist(lance)) → p(c, u)

<

the BM
NP
: bm

<

was won by
S\NP/NP

: λy.λx.λc.win(y, x)

the cyclist
S\NP\(S\NP/NP)

: λp.λx.λc.p

(
π1

(
@1c :

[
y:entity
cyclist(y)

]))
xc

S\NP
: λx.λc.win

(
π1

[
y:entity
@1c : cyclist(y)

]
, x

)

S

: λc.win
(

π1

(
@1c :

[
y:entity
cyclist(y)

]
,BM

))

λc. (u:cyclist(lance)) → win
(

π1

(
@1(c, u) :

[
y:entity
cyclist(y)

]
,BM

))
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Then the type checking rules apply to the resulting SR under the initial
context (), which require that the underspecified term @1 satisfies the following
judgment.

(12)
Γ, u : cyclist(lance) � @1 :

[�
cyclist(lance)

]
→

[
y:entity
cyclist(y)

]

In other words, the type checking launches a proof search, which tries to find
a term of type:

(13)
[�
cyclist(lance)

]
→

[
y:entity
cyclist(y)

]

under a global context Γ, u : cyclist(lance). We assume that the hearer knows
that Lance exists, i.e. we assume that the global context Γ includes the entry
lance : entity.

At a first glance, one may think that there are at least two different
resolutions (14) and (15), and so that there are two different terms that
satisfy (12):

(14)

(ΠI)

(ΣI)

lance : entity
(w)

u : cyclist(lance)
x :

[�
cyclist(lance)

] (1)

u : cyclist(lance)

(lance, u) :
[

y:entity
cyclist(y)

]

λx.(lance, u) :
[�
cyclist(lance)

]
→

[
y:entity
cyclist(y)

] (1)

(15)

(ΠI)

(ΣI)

lance : entity
(ΣE)

x :
[�
cyclist(lance)

] (1)

π2x : cyclist(lance)

(lance, π2x) :
[

y:entity
cyclist(y)

]

λx.(lance, π2x) :
[�
cyclist(lance)

]
→

[
y:entity
cyclist(y)

] (1)

However, only (15) is licenced, because the underspecified term @1 must not
contain u as a free variable. The reason, which is a bit technical but empirically
important, is that we implicitly assumed it in the derivation (11): more precisely,
in the functional application between “If Lance is a cyclist” and “the BM was
won by the cyclist”, the following β-reduction took place.
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(16)
(λp.λc. (u:cyclist(lance)) → p(c, u))

(
λc.win

(
π1

(
@1c :

[
y:entity
cyclist(y)

]
,BM

)))

−→ βλc. (u:cyclist(lance)) → win
(

π1

(
@1(c, u) :

[
y:entity
cyclist(y)

]
,BM

))

If the variable u occurs free in the underspecified term @1, the variable u
in the λp.λc. (u:cyclist(lance)) → p(c, u) part should have been renamed. This
means that @1 does not contain u as a free variable, thus λx.(lance, u) is not a
candidate to replace @1.

Therefore, if one wants to bind @1, then @1 = λx.(lance, π2x). This shows
that the presupposition triggered by “the cyclist” is bound by the local context,
the information given by the antecedent of the conditional.

In the case of CI, the situation is different. The derivation of (10b) is as (17).

(17)

>

If Lance is a cyclist

S/S
: λp.λc. (u:cyclist(lance)) → p(c, u)

<

the BM

NP
: bm

<

was won by

S\NP/NP
: λy.λx.λc.win(y, x)

Lance, a cyclist

S/(S\NP)

: λp.λx.λc.

[
p(lance)xc
CI(@2 : cyclist(lance))

]

S\NP

: λx.λc.

[
win(lance, x)
CI(@2 : cyclist(lance))

]

S

: λc.

[
win(lance,BM )
CI(@2 : cyclist(lance))

]

λc. (u:cyclist(lance)) →
[
win(lance,BM )
CI(@2 : cyclist(lance))

]

Type checking rules apply to the resulting SR under the initial context (),
which requires that the underspecified term @2 satisfies the following judgment.

(18) Γ, u : cyclist(lance) � @2 : cyclist(lance)

It seems that the variable u is an immediate candidate that can replace @2,
but this is not licenced, for the same reason as the case of definite descriptions:
The underspecified term @2 should not contain the free occurrence of u, since it
is implicitly assumed in the β-reduction that took place at the bottom of (17).

Thus, there is no binding option for the CI in (10b) unless the global context
Γ provides some knowledge that allows its inference. Otherwise, the hearer has
to update Γ accordingly, i.e. accommodate it. The simplest way is to use the
following updated global context Γ ′ (x is some variable chosen so that x /∈ Γ ).

(19) Γ ′ def≡ Γ, x : cyclist(lance)

The difference between the two cases (10a) and (10b) is that in the formula-
tion of CIs, the underspecified term does not take a local context as its argument,
and so cannot refer to it, while in the formulation of presuppositions, the under-
specified term is given a local context as its argument, and so is able to bind
it by means of information deduced from the local context. This way, DTS pre-
dicts that antecedents of conditionals, which are of course presupposition filters,
do not filter CI contents, thus deriving one of the empirical differences between
these types of content.
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It is also predicted in DTS that the sentence (10b) is pragmatically infelici-
tous. In order to accept (10b) as a felicitous sentence, one has to add the entry
x : cyclist(lance) to his/her global context in most cases. It is then inappropriate
to assume that Lance is a cyclist, as in (10b), is redundant, since it is immediately
derivable from the global context. This is one way to implement the idea of the
infelicity of (10b) as a Gricean violation of the kind mentioned above.

4.4 CIs Do Not Modify CIs

Typical cases that exemplify (1c) are examples like (20), where the speaker-
oriented adverb surprisingly does not modify the expressive content induced by
the bastard, i.e. the bastardhood of Jerry is not surprising for the speaker.

(20) Surprisingly, Jerry, the bastard, showed up with no money.

The derivation of (20) in DTS is as follows, assuming that the definite appos-
itive is analyzed in the same way as the indefinite appositives, and the speaker-
oriented adverb surprisingly takes a proof of the sentence it modifies.

(21)

>

surprisingly
S/S

: λp.λc.

[
u:pc
CI(@1 : surprising(u))

]
>

Jerry, the bastard
S\(S/NP)

: λp.λc.

[
p(jerry)c
CI(@2 : bastard(jerry))

]
showed up with no money

S\NP
: λx.λc.showedUpNoMoney(x)

S

: λc.

[
showedUpNoMoney(jerry)
CI(@2 : bastard(jerry))

]

S

: λc.

⎡
⎣u:

[
showedUpNoMoney(jerry)
CI(@2 : bastard(jerry))

]

CI(@1 : surprising(u))

⎤
⎦

Type checking of the resulting semantic representation in (20) under the
initial context (), requires that the two underspecified terms are of the following
types:

(22) a. Γ, u :
[
showedUpNoMoney(jerry)
CI(@2 : bastard(jerry))

]
� @1 : surprising(u)

b. Γ � @2 : bastard(jerry)

The judgment (22b) immediately requires the update of Γ , if it does not
entail the bastardhood of Jerry. The case of judgment (22a), on the other hand,
is more complex, since the surprising predicate is about a variable u, which is
a proof term of type:

(23)
[
showedUpNoMoney(jerry)
CI(@2 : bastard(jerry))

]
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However, since the type CI(@2 : bastard(jerry)) inhabits only one term
reflbastard(jerry), the value of u only varies over the terms of type:

(24) showedUpNoMoney(jerry)

and so states that Jerry showed up with no money. Thus, whether it is surprising
only depends on how Jerry showed up with no money, and not on how the
equality between two identical @2 results in identity.

Thus DTS predicts that there is no interactions between different bits of CI
content.3

5 Solution to the Puzzles

Let us now proceed to show how our analysis solves the puzzles regarding the
interaction between CI contents and anaphora/presuppositions.

5.1 A CI can Serve as an Antecedent for the Subsequent
Anaphora/presuppositions

The semantic representation for (2) is derived as (25). We assume a distinct
lexical entry for “who” for NRRCs, which contains the CI operator for specifying
their CI content.

The resulting discourse representation contains three underspecified terms:
@1 for the CI content, @2 for the factive presupposition of “knows”, and @3 for
the pronoun “he”.

Type checking requires the term @1 to be of type KC(john), which will be
accommodated as new information to the hearer. The term @3 can be inde-
pendently resolved if it is intended to be coreferential to “John”, namely, as
@3 = λc.john. Then the term @2, which is required to have type KC(john), can
be bound just by being identified with @1. In this way, what is introduced as a
CI can bind the subsequent presuppositions, although it does not participate in
the at-issue content.

3 There is a possible problem with attributing the property (1c) to CIs. Gutzmann
[9,10] argues that sentences such as (1) is a possible counter-example for (1c) in
the sense that fucking in (1) serves to intensify the degree to which Jerry has the
property of being an asshole, which is CI content that is induced by asshole; thus,
the adjective works to strengthen not-at-issue content in cases of this kind.

(1) Jerry is a fucking asshole.

The current version of DTS, however, predicts that the target of the modification
performed by fucking does not include the CI content of asshole, just as in the case of
(20). We believe this issue relates to the sort of variance in what counts as “at-issue”
discussed by Hom [12,13], and, as such, exhibits a level of complexity that requires
a more detailed look at the pragmatics of these constructions (cf. Amaral et al. [1]).
This difficult project is beyond the scope of the present paper.
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(25)

<

Mary
NP

: mary

counselled
S\NP/NP

: λy.λx.λc.counsel(x, y)

<

John
NP

: john

>

, who1
T \(T /NP)\NP/(S\NP)

: λr.λz.λp.λx.λc.

[
pzxc
CI(@1 : rzc)

]
killed a coworker

S\NP
: λx.λc.KC(x)

T \(T /NP)\NP
: λz.λp.λx.λc.

[
pzxc
CI(@1 : KC(z))

]

T \(T /NP)

: λp.λx.λc.

[
pjohnxc
CI(@1 : KC(john))

]

S\NP
: λx.λc.

[
counsel(x, john)
CI(@1 : KC(john))

]

S

: λc.

[
counsel(mary , john)
CI(@1 : KC(john))

]
;

>

Bill
NP
: bill

>

knows2 that
S\NP/S

: λp.λx.λc.know(x,@2 : pc)

he3 killed a coworker
S

: λc.KC(@3c)
S\NP

: λx.λc.know(x,@2 : KC(@3c))
S

: λc.know(bill ,@2 : KC(@3c))

Dynamic conjunction−−−−−−−−−−−−−→ λc.

⎡
⎣u:

[
counsel(mary , john)
CI(@1 : KC(john))

]

know(bill ,@2 : KC(@3(u, c))

⎤
⎦

5.2 Anaphora/Presuppositions Inside CIs Receive Their Left
Contexts

The semantic representation for (3) is derived as follows.

(26)

>

John
NP

: john

killed a coworker
S\NP

: λx.λc.KC(x)
S

: λc.KC(john)

;

>

<

Mary
NP

: mary

>

, who1
T /(T \NP)\NP/(S\NP)

: λr.λz.λp.λx.λc.

[
pzxc
CI(@1 : rzc)

]
>

knows2 that
S\NP/S

: λp.λx.λc.know(x,@2c : pc)

John killed a coworker
S

: λc.KC(john)
S\NP

: λx.λc.know(x,@2c : KC(john))

T /(T \NP)\NP
: λz.λp.λc.

[
pzc
CI(@1 : know(z,@2c : KC(john)))

]

T /(T \NP)

: λp.λc.

[
pmaryc
CI(@1 : know(mary ,@2c : KC(john)))

]
counselled him3

S\NP
: λx.λc.counsel(x,@3c)

S

: λc.

[
counsel(mary ,@3c)
CI(@1 : know(mary ,@2c : KC(john)))

]

Dynamic conjunction−−−−−−−−−−−−−→ λc.

⎡
⎣

u:KC(john)[
CI(@1 : know(mary ,@2(c, u) : KC(john)))
counsel(mary ,@3(c, u))

]
⎤
⎦
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The resulting discourse representation contains three underspecified terms: @2

for the factive presupposition triggered by “know” which states that John killed
a coworker, @1 for the NRRC that Mary knows it, and @3 for the pronoun
“him”.

The factive presupposition @2, which is embedded within the CI for NRRC,
still receives its left context (c, u) that is a pair of the left context for this
mini discourse and the proof of the first sentence. Obviously, the most salient
resolution of this underspecification is @2 = λc.π2c, which returns the proof of
the first sentence. What enables this solution is the flexibility of DTS in which
the lexical entry of “who” can pass the left context it receives to the relative
clause, while the CI content @1 that it introduces does not receive it.

6 Conclusion

In this paper, we have given an analysis of conventional implicature in the frame-
work of Dependent Type Semantics. In this framework, phenomena such as
anaphora resolution and presupposition are viewed in terms of proof search;
we have shown that this viewpoint, together with suitable constraints on con-
ventional implicature, naturally derive certain observed behavior of conventional
implicature with respect to semantic operators and interaction between at-issue
and conventionally implicated content. We think the resulting picture is attrac-
tive, not least in that it is fully integrated with compositional, subsentential
aspects of meaning derivation.

As we observed above, there are many other competing approaches to the
derivation of conventional implicatures, and other analyses of their interaction
with anaphora and presupposition. Analyses of the first type are generally based
on type theory of the kind more standard in linguistic theory, as exemplified by
[11,17,19]; the second sort of work tends to be set in dynamic semantics, in line
with the majority of formal work on anaphora and presupposition in recent years.
This paper removes the explicit focus on dynamics and works with a different
view of type theory; as such, it can be placed directly within the recent movement
to use continuations and other non-dynamic techniques to simultaneously model
intersentential phenomena and to provide a compositional analysis of problems
traditional views of composition have found difficult (e.g. [2–4,8]. We leave a full
comparison of our theory here with existing views for future work.

This work exhibits many directions for future expansion. We would like to
close with one that we believe is of general interest and that shows the power of
the current approach. Roberts et al. [23] suggest that the projection behavior of
not-at-issue content – i.e. that content which includes presupposition, conven-
tional implicature, and possibly other types which do not play a direct role in the
determination of truth conditions – depends on the relation of that content to
the current Question Under Discussion, or QUD [21]. We are somewhat agnostic
about the precise way in which this claim could or should be formalized, espe-
cially given the currently somewhat mysterious ontological status of QUDs; but
we are highly sympathetic to the idea that projection behavior should be rela-
tivized in some manner to the discourse context, and possibly to the goals and
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desires of the participants (e.g. as realized by a QUD). But this view is clearly
close to what we have set forward here. Plainly the discourse context makes var-
ious sorts of content available; if that content contains such things as goals and
QUDs, then they ought to play a role in proof search as well, and so we might
expect that different computations could be carried out in different contexts,
yielding different projection behavior for not-at-issue content. The exact form
by which this idea should be spelled out depends on a number of factors: the
analysis of questions, probably the proper analysis of denial and other relational
speech acts, the form of QUDs and the manner in which they are derived, and
of course empirical facts about the projection behavior of not-at-issue content
and its relation to contextual elements. We believe that exploring these issues is
an exciting next step for the present project.
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Abstract. There is a strong context dependency in meaning of modal-
ities in natural languages. Kratzer [9] demonstrates how to deal with
this problem within possible world semantics. In this paper, we propose
to interpret epistemic modalities in background of an epistemic state.
Our analysis is a meta-linguistic one and we extensively use the proof-
theoretic consequence relation. We define, then, a belief structure and
introduce a belief structure revision operator. We call this framework
Logic of Belief Structures (LBS). Then, we apply LBS to formalization
of belief revision and interpretation of conditionals and investigate the
relationship between belief revision and conditionals. Furthermore, we
propose two types of conditionals, epistemic and causal conditionals.

Keywords: Conditionals · Epistemic modality · Belief structure · Belief
revision · AGM theory · Sphere system

1 Logic for Epistemic Modalities

According to von Fintel [2], we can distinguish six kinds of modal meaning. They
are alethic, epistemic, deontic, bouletic, circumstantial, and teleological modality.
He characterized epistemic modality as the modality that is based on epistemic
state:

(1a) [Epistemic modality] Epistemic modality concerns what is possible or nec-
essary, given what is known and what the available evidence is.

(1b) [Example for epistemic modality] It has to be raining. [After observing
people coming inside with wet umbrellas.]

Kratzer [9, pp. 4–6] proposes to explain the varieties of modalities in terms
of the distinction of views. According to Kratzer, the core meaning of must can
be interpreted as must in view of. This must in view of takes two arguments,
namely modal restriction and modal scope. Then, we have the following schema
for modal sentences:

must in view of (modal restriction, modal scope).
c© Springer-Verlag Berlin Heidelberg 2015
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To demonstrate how to use this schema, let us take an example for epistemic
modality:

(2a) [Example for epistemic modality] The ancestors of the Maoris must have
arrived from Tahiti.

(2b) [must-in-view-of Interpretation] In view of what is known, the ancestors of
the Maoris must have arrived from Tahiti.

(2c) [Application of Kratzer’s schema] must in view of (what is known, the
ancestors of the Maoris arrived from Tahiti).

Kratzer [9, pp. 10–11] defines a possible world semantics for must in view of ;
her definition is restricted to propositional logic.

Definition 1. (3a) A proposition p is true in a world w in W iff w ∈ p.
(3b) The meaning of must in view of is a function ν that satisfies the following

conditions:
1. The domain of ν is the set of all pairs 〈p, f〉 such that p ∈ P (W ) and f is

a function from W to P (P (W )).
2. For any p and f such that 〈p, f〉 is in the domain of ν: ν(p, f) = {w ∈

W :
⋂

f(w) ⊆ p}.

The modal scope denotes a proposition p and the modal restriction denotes
an individual concept f . The meaning of must in view of is a function that maps
pairs consisting of a proposition and a function of the same type as f to another
proposition. When we apply (3b) to (2a), (2a) is true in those worlds w such
that it follows from what is known in w that the ancestors of the Maoris arrived
from Tahiti.

Recently, I proposed a formal framework in which the epistemic and the
deontic modality are relativized by an accepted epistemic and a deontic theory
[13–15]. The framework is called Logic for Normative Systems (LNS). In this
paper, we concentrate on the epistemic part of LNS and show that Krazer’s
view can be rewritten within our framework.

Logic for Epistemic Modalities (LEM) is a framework expressed in a meta-
language of First-order Logic (FOL). We define LEM-sentences as follows:

Definition 2. (4a) All FO-sentences (i.e., sentences in FOL) are LEM-
sentences.

(4b) If p is a FO-sentence and T is a set of FO-sentences, then MUSTT p,
MIGHTT p, KNOWNT p, and BELinf

T p are LEM-sentences. In this paper,
we use small letters p, q, ... to denote FO-sentences.

(4c) If φ and ψ are LEM-sentences, then not φ, φ&ψ, φ or ψ, φ ⇒ ψ, and
φ ⇔ ψ are LEM-sentences, where logical connectives, not, &, or, ⇒, and ⇔
belong to the meta-language.

(4d) If φ is a LEM-sentence, then φ satisfies (4a) or (4b) or (4c).

Definition 2 indicates that no iteration of modal operators is allowed in LEM.
The meaning of epistemic modalities is defined as follows.
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Definition 3. Let T be a set of FO-sentences and p be a FO-sentence. We
use cons(T ) as an abbreviation of 〈T is consistent〉. We call T in the following
definitions 〈belief base〉. A belief base represents what is explicitly believed.

(5a) MUSTT p iff (T � p & cons(T )).
(5b) MIGHTT p iff cons(T ∪ {p}).
(5c) [Knowledge as Explicit Belief ] KNOWNT p iff (p ∈ T & cons(T )).
(5d) [Inferential Belief ] BELinf

T p iff (MUSTT p & not KNOWNT p).
(5e) mod(T ) = {M : M |= T}.

Explicit belief and inferential belief play an important role for analysis of
epistemic modalities (see Sect. 2). The semantics of LEM can be given in the
same way as for FO-sentences.

To demonstrate the relationship to Krazer’s approach, we introduce the fol-
lowing notations.

Definition 4. Let T be a set of PL-formulas and p be a PL-formula. Let W be
a set of possible worlds.

(6a) vW is a function from PL-formulas to P (W ).
(6b) vs

W (T ) =
⋂

{vW (p) : p ∈ T}.
(6c) W is a maximal set of worlds iff for any consistent set T of PL-formulas

there is w such that w ∈ W & w ∈ vs
W (T ).

Now, from Definitions 3 and 4, Propositions 5 and 6 immediately follow.

Proposition 5. Let T be a set of FO-sentences and p be a FO-sentence.

(7a) MUSTT p ⇒ MIGHTT p.
(7b) MUSTT (p → q) ⇒ (MUSTT p ⇒ MUSTT q).
(7c) (T1 ⊆ T2 & MIGHTT2(p → p)) ⇒ (MUSTT1 p ⇒ MUSTT2 p).1

(7d) (T1 ⊆ T2 ⇒ (MIGHTT2 p ⇒ MIGHTT1 p).
(7e) KNOWNT p ⇒ MUSTT p.
(7f) cons(T ) ⇒ (KNOWNT p ⇔ p ∈ T ).
(7g) BELinf

T p ⇒ p /∈ T .
(7h) MUSTT p iff (mod(T ) ⊆ mod({p}) & mod(T ) �= ∅).
(7i) MIGHTT p iff mod(T ∪ {p}) �= ∅.

Proposition 6. Let T be a set of PL-formulas and p be a PL-formula. Let W
be a maximal set of worlds.

(8a) MUSTT p iff (vs
W (T ) ⊆ vW (p) & vs

W (T ) �= ∅).
(8b) MIGHTT p iff vs

W (T ∪ {p}) �= ∅.

In LEM, Krazer’s modal restriction can be imitated by the restriction given
by a belief base. We interpret, then, the modality not as a relation but as an
operator restricted by a belief base: [must in view of (T )] (proposition).

Now, let us reconsider Krazer’s example (2a). We interpret it as (2d).
1 Because (p → p) is a FOL-theorem, it holds: MIGHTT2(p → p) iff T2 is consistent.
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(2c) [Application of Kratzer’s schema] must in view of (what is known, the ances-
tors of the Maoris arrived from Tahiti).

(2d) MUSTT tr(the ancestors of the Maoris arrived from Tahiti).2

Thus, we are justified to say that theory T in MUSTT expresses the view of
what is known. In this context, MUSTT can be understood as must in view of
what is known.

2 Evidential Aspects of Epistemic Modalities

The interpretation of must as must in view of what is known, proposed in the previ-
ous section, is still inappropriate as an interpretation of epistemic must, because it
ignores evidential aspects of epistemic must. According to von Fintel and Gilles [3,
p. 357], epistemic must presupposes the presence of indirect inference rather than
a direct observation. Karttunen [7] observed problems connected with the tradi-
tional interpretation of epistemic must. When one considers which of the answers
to the question (9a) conveys more confidence, it is natural to feel that epistemic
modal sentence (9c) is less forceful than simple sentence (9b).

(9a) Where are the keys?
(9b) They are in the kitchen drawer.
(9c) They must be in the kitchen drawer.

According to Karttunen [7], modal semantics predicts that (9c) is a stronger
answer to the question than (9b), but our intuition goes the other way. To
respect this intuition, we propose to analyze (9b) as (9d) and (9c) as (9e). Here,
we presuppose that belief base T9b represents what is known by the speaker of
(9b) and that belief base T9c represents what is known by the speaker of (9c).
Let pkeys = tr(The keys are in the kitchen drawer).

(9d) Felicitous condition: KNOWNT9b pkeys; Claim: pkeys.
(9e) Felicitous condition: BELinf

T9c
pkeys; Claim: MUSTT9c pkeys.

It will be appropriate to interpret the situation described by (9a) ∼ (9c) as
follows: Sentence (9b) is uttered by a person who is convinced that pkeys, while
sentence (9c) is uttered by a person who has evidences for pkeys and accepts
this proposition based on these evidences. According to our interpretation, (9b)
is stronger than (9c) in the sense that the felicitous condition for (9b) implies
〈must (9b)〉.3

The bearer of T9b knows that pkeys, while the bearer of T9c does not know
that pkeys and his belief of pkeys is supported by his inference based on his
evidences.4 Our interpretation fully supports the following observation of von
Fintel and Gillies [3, p. 354]:
2 Here, function tr is the translation function from English sentences to FO-sentences.
3 Note that it holds: KNOWNT9b pkeys ⇒ MUSTT9b pkeys. See (7e).
4 Note that our interpretation agrees with Willet’s taxonomy of evidential categories

[16]. Willet interpret epistemic modalities as makers of indirect inference [3, p. 354].



Formal Analysis of Epistemic Modalities and Conditionals Based on Logic 41

epistemic modals are also evidential markers: they signal that the preja-
cent was reached through an inference rather than on the basis of direct
observation or trustworthy reports.

What does this signaling means? We propose to interpret it as a felicitous
condition (abbreviated as FC). This is described in Table 1.

S’s utterance of p is felicitous iff S believes that S knows p.
S’s utterance of Must p is felicitous iff S accepts p based on an indirect
inference.

von Fintel and Gillies argue for the thesis that epistemic modalities signal not
weakness but indirect inference. This observation agrees with our interpretation
of epistemic modalities (See Table 1).

Table 1. Interpretation of simple sentences and epistemic modalities

Claim FC Formal representation of FC

Simple sentence p KNOWNT1 p p ∈ T1 & cons(T1)

Epistemic must MUSTT2 p BELinf
T2

p p /∈ T2 & T2 � p & cons(T2)

Let us consider some additional examples from von Fintel and Gillies [3,
p. 372]:

(9f) Seeing the pouring rain, Billy says: It’s raining.
(9g) Seeing people coming inside with wet umbrellas, Billy says: It must be

raining.

We assume that prain = tr(it is raining) and pumbrellas = tr(people coming
inside have wet umbrellas). Because of (9f) and (9g), it holds: prain ∈ T9f &
pumbrellas ∈ T9g & prain /∈ T9g. In this case, the situation can be described as
Table 2.

Table 2. Examples for simple sentences and epistemic modalities

Claim FC

Simple sentence prain KNOWNT9f prain

Epistemic must MUSTT9g prain BELinf
T9g

prain

We see that both (9f) and (9g) are appropriate, because felicitous conditions
for both cases are satisfied in these situations.

As von Fintel and Gillies [3] discuss, there are several semantic approaches for
epistemic modalities. Our approach is proof-theoretic and very straightforward.
It is directly based on the following observation: Epistemic modalities are used
in a situation in which the speaker has no direct but only indirect evidences for
the prejacent.
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3 Logic of Belief Structures

To describe semantics for conditionals, we propose to represent an epistemic
state by a belief structure, which is a linearly ordered set of consistent sets
of FO-sentences. In this section, we define a logical framework for such belief
structures and call it Logic of Belief Structures (LBS).

Definition 7. (10a) [Belief structure BS] BS = 〈ST,>〉 is a belief structure,
when the following three conditions are satisfied:
1. ST = {Ti : 1 ≤ i ≤ n & Ti is a consistent set of FO-sentences},
2. > is a total order on ST and T1 > ... > Tn, and
3. for all Ti ∈ ST and Tj ∈ ST , Ti ∩ Tj = ∅.

(10b) [k first fragment of BS] top(BS, k) =
⋃

{Ti : 1 ≤ i ≤ k and Ti ∈ ST}.
In other words, k first fragment of BS is the union of the first k elements
of BS. We can also define top(BS, k) recursively as follows:
1. top(BS, 1) = T1.
2. top(BS, k) = top(BS, k − 1) ∪ Tk.

(10c) [Consistent maximum of BS] top(BS, k) is the consistent maximum of
BS (abbreviated as cons-max(BS)) iff (cons(top(BS, k)) & not cons(top(BS,
k + 1))). We call k the consistent maximum number of BS (abbreviated as
cmn(BS)), when top(BS, k) = cons-max(BS).

(10d) [Deductive closure] Cn(T ) = {p : T � p}.
(10e) [Belief set for BS] We call Cn(cons-max(BS)) the belief set for BS.

Based on Definition 7, we can define some modal operators and some notions
related to sphere systems.

Definition 8. Let BS = 〈ST,>〉 be a belief structure with T1 > ... > Tn. Let p
and q be FO-sentences.

(11a) MUST ∗
BS p iff MUSTcons-max(BS) p.

(11b) MIGHT ∗
BS p iff MIGHTcons-max(BS) p.

(11c) [Probability Order] MORE-PROBABLEBS(p, q) iff (there are Ti ∈ ST
and Tj ∈ ST such that (p ∈ Ti & q ∈ Tj & Ti > Tj).

(11d) PROBABLYBS p iff (MIGHT ∗
BS p & not MUST ∗

BS p & p ∈ top(BS, n)
& (¬p ∈ top(BS, n) ⇒ MORE-PROBABLEBS(p,¬p))).

(11e) MUST-min(BS, k, p) iff (MUSTtop(BS,k) p & not MUSTtop(BS,k−1) p).
(11f) p �BS q iff there are k and m such that (k ≤ m ≤ cmn(BS) & MUST-

min(BS, k, p) & MUST-min(BS,m, q)).
(11g) p ≈BS q iff (p �BS q & q �BS p).
(11h) p ≺BS q iff (p �BS q & not (p ≈BS q)).
(11i) [Sphere Model System]

SMSBS is a sphere model system for BS iff
1. SMSBS = {Scmn(BS), ..., S1}, and
2. Sk = mod(top(BS, k)) for k with 1 ≤ k ≤ cmn(BS).

(11j) [Sphere System] Let W be a maximal set of worlds. Let ST be a set of
PL-formulas.
SSBS is a sphere system for BS iff
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1. SSBS = {Scmn(BS), ..., S1}, and
2. Sk = vs

W (top(BS, k)) for k with 1 ≤ k ≤ cmn(BS).5

p �BS q is read as 〈Based on BS, it is at least as possible that p as it is that
q〉. p ≈BS q is read as 〈Based on BS, it is equally possible that p and that q〉.
p ≺BS q is read as 〈Based on BS, it is more possible that p than that q〉.6 From
the view of belief change, we may read p ≺BS q as 〈In BS, p is more entrenched
than q〉. Based on Definition 8, Propositions 9 and 10 can be easily shown.

Proposition 9. Let BS be a belief structure with T1 > ... > Tn. Let Tk (1 ≤
k ≤ n) be a set of FO-sentences.

(12a) k ≤ m ≤ n ⇒ top(BS, k) ⊆ top(BS,m).
(12b) k ≤ m ≤ cmn(BS) ⇒ Cn(top(BS, k)) ⊆ Cn(top(BS,m)).
(12c) k ≤ m ≤ cmn(BS) ⇒ mod(top(BS,m)) ⊆ mod(top(BS, k)).
(12d) If SMSBS is a sphere model system for BS, then SMSBS satisfies the

following four requirements:
1. SMSBS is centered on Scmn(BS), i.e., for all Sk ∈ SMSBS, Scmn(BS) ⊆

Sk.
2. SMSBS is nested, i.e., for all Si, Sj ∈ SMSBS, (Si ⊆ Sj or Sj ⊆ Si).
3. SMSBS is closed under unions, i.e., X ⊆ SMSBS ⇒

⋃
X ∈ SMSBS.

4. SMSBS is closed under (nonempty) intersections, i.e., (X ⊆ SMSBS &
X �= ∅) ⇒

⋂
X ∈ SMSBS.

Proof. (12a) follows from (10b). (12b) follows from (10d) and (12a). (12c) follows
from (5e) and (12a). (12d) 1, 2, 3, and 4 follow from (11i) and (12c). Q.E.D.

Proposition 10. Let Tk (1 ≤ k) be a set of PL-formulas and W be a maximal
set of worlds. Let BS be a belief structure.

(13a) k ≤ m ≤ cmn(BS) ⇒ vs
W (top(BS,m)) ⊆ vs

W (top(BS, k)).
(13b) If SSBS is a sphere system for BS, then SSBS is centered on Scmn(BS),

nested, closed under unions, and closed under (nonempty) intersections.

Proof. (13a) follows from (6b) and (12a). (13b) follows from (11j) and (13a).
Q.E.D.

Lewis defined a sphere system in [11, p. 14]. (12d) shows that only the first
characterization is different from his definition. Lewis required that a sphere
system is centered on a singleton {w0}, where the intended reference of w0 is the
actual world. Our interpretation of the center of a sphere system is epistemic.
The center, Scmn(BS), denotes the set of worlds (or the set of models) in which
all of what are consistently believed are true.

5 According to definition of vsW , vsW (top(BS, k)) = {w ∈ W : all formulas in top(BS, k)
are true in w}.

6 These orders are a modification of comparative possibility in Lewis [11, p. 52].
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Proposition 11. Let BS be a belief structure.

(14a) �BS is transitive.7

(14b) ≈BS is symmetric and transitive.8

(14c) PROBABLYBS p ⇒ (MIGHT ∗
BS p & not MUST ∗

BS p).

Proof. To show (14a), suppose that p �BS q & q �BS r. Then from (11f), there
are k, l,m such that (k ≤ l ≤ m ≤ cmn(BS) & MUST-min(BS, k, p) & MUST-
min(BS, l, q) & MUST-min(BS,m, r)). Thus, from (11f), p �BS r. Therefore,
transitivity holds for �BS . (14b) follows from (11g) and (14a). (14c) follows from
(11d). Q.E.D.

4 Belief Revision Based on Logic of Belief Structures

We can divide a belief structure BS into two parts, namely the consistent
part, top(BS, k) with k ≤ cmn(BS), and the inconsistent part, top(BS, k) with
cmn(BS) < k ≤ n. Now, let us define the belief structure revision and expansion.

Definition 12. Let H be a consistent set of FO-sentences. Let BS be a belief
structure with T1 > ... > Tn.

(15a) We define ext(H,BS) as the belief structure with H > T1 > ... > Tn. In
other words, the extended belief structure of BS by H is the belief structure
that can be obtained from BS by adding H as the most reliable element.

(15b) [Belief structure revision] bsR(BS,H) = Cn(cons-max(ext(H,BS))).
(15c) [Belief structure expansion] bsEX(BS,H) = Cn(cons-max(BS) ∪ H).

We can show that our revision operator bsR satisfies all of postulates for the
belief revision operator ∗ in AGM-theory, if H = {p} and p is a consistent FO-
sentence.9 Because the AGM-theory is a theory for propositional representation
and our revision operator is defined for FO-sentences, our approach is broader
than the AGM approach. The AGM postulates for belief revision can be defined
as described in [6].

Definition 13. Let p and q be PL-formulas and K be a set of PL-formulas. Let
K + p = Cn(K ∪ p).

(16a) [Closure] K∗p = Cn(K∗p).
(16b) [Success] p ∈ K∗p.
(16c) [Inclusion] K∗p ⊆ K + p.
(16d) [Vacuity] If ¬p /∈ K, then K∗p = K + p.
(16e) [Consistency] K∗p is consistent if p is consistent.
(16f) [Extensionality] If p and q are logically equivalent, then K∗p = K∗q.

7 In domain cons-max(BS), �BS is also reflexive and connected.
8 In domain cons-max(BS), ≈BS is also reflexive. Thus, in cons-max(BS), ≈BS is an

equivalence relation.
9 For AGM-theory, consult Gärdenfors [4, Sect. 3.3] and Hansson [6].
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(16g) [Superexpansion] K∗(p ∧ q) ⊆ (K∗p) + q.
(16h) [Subexpansion] If ¬q /∈ K∗p, then (K∗p) + q ⊆ K∗(p ∧ q).

The following theorem shows that belief structure revision operator bsR satis-
fies all of the AGM postulates with the restriction that the revising FO-sentence
is consistent.

Theorem 14. Let p, q, and p ∧ q be consistent FO-sentences.

(17a) [Closure] bsR(BS, {p}) is a belief set.
(17b) [Success] p ∈ bsR(BS, {p}).
(17c) [Inclusion] bsR(BS, {p}) ⊆ bsEX(BS, {p}).
(17d) [Vacuity] ¬p /∈ Cn(cons-max(BS)) ⇒ bsR(BS, {p}) = bsEX(BS, {p}).
(17e) [Consistency] bsR(BS, {p}) is consistent.
(17f) [Extensionality] If p and q are logically equivalent, then bsR(BS, {p}) =

bsR(BS, {q}).
(17g) [Superexpansion] bsR(BS, {p ∧ q}) ⊆ bsEX(bsR(BS, {p}), {q}).
(17h) [Subexpansion] ¬q /∈ bsR(BS, {p}) ⇒

bsEX(bsR(BS, {p}), {q}) ⊆ bsR(BS, {p ∧ q}).

Proof. We assume that p, q and p ∧ q are consistent FO-sentences. Then,
(17a) holds because of (15a), (15b), and Definition 7. Because {p} is consis-
tent, (17b) follows from Definitions 7 and 12. From Definitions 7 and 12 fol-
lows: cons-max (ext(H,BS)) ⊆ cons-max (BS) ∪ H. Then, (17c) holds because
of Definition 12. To show (17d), suppose ¬p /∈ Cn(cons-max (BS)). Then, cons-
max (BS)∪{p} is consistent. Thus, cons-max (ext({p}, BS)) = cons-max (BS)∪
{p}. Hence, (17d) holds based on Definition 12. (17e) holds because of (15b).
(17f) holds based on (15b) and inference rules of FOL. To show (17g), we assume:
k = cmn(ext({p ∧ q}, BS)) − 1 and m = cmn(ext({p}, BS)) − 1. Then, from
Definitions 7 and 12: top(BS, k) ⊆ top(BS,m). In FOL, it holds: T1 ⊆ T2 ⇒
Cn(Cn(T1 ∪{p∧q})∪{q}) ⊆ Cn(Cn(T2 ∪{p})∪{q}). Because Cn(Cn(T1 ∪{p∧
q})∪{q}) = Cn(T1∪{p∧q}), (17g) holds based on Definition 12. To show (17h),
we assume ¬q /∈ bsR(BS, {p}). In FOL, we can prove: If T ∪ {p} � ¬q, then
[cons(T ∪ {p}) iff cons(T ∪ {p ∧ q})]. Thus, bsR(BS, {p}) = bsR(BS, {p ∧ q}).
Therefore, (bsR(BS, {p})∪{q}) = (bsR(BS, {p∧ q})∪{q}). However, because q
follows from p ∧ q, Cn(bsR(BS, {p ∧ q}) ∪ {q}) = bsR(BS, {p ∧ q}). From these:
bsEX(bsR(BS, {p}), {q}) = bsR(BS, {p ∧ q}). Thus, (17h) holds. Q.E.D.

AGM-theory is a standard framework for belief revision. Thus, Theorem
14 suggests the adequacy of our definition of belief structure revision. In fact,
our approach provides a useful tool for belief revision, because it only requires
a linearly order sets of FO-sentences. The original AGM requirements for the
entrenchment relation are rather unnatural and difficult to use.10

10 However, AGM-theory has a nice correspondence with the probability theory [4,
Chap. 5]. Our approach is difficult to relate with a probability theory.
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5 Conditionals and Belief Revision

Our analysis of conditionals in this paper is based on Ramsey Test [4, p. 147]:

[RT] Accept the sentence of the form 〈If A, then C〉 in a state of belief K
if and only if the minimal change of K needed to accept A also requires
accepting C.

This idea can be roughly expressed as follows: 〈If A, then C〉 is acceptable
with respect to K iff minimal-change(K,A) implies C.

This idea can be combined with Kratzer’s approach to counterfactual condi-
tionals. Kratzer [9, p. 64] suggests that there are (at least) three forms of condi-
tionals: (If ...), (necessarily/possibly/probably). According to this observation,
we have two types of operators in counterfactual conditionals (If p, Modal q).
The operator If characterizes the considered situation, and the operator Modal
makes a modal statement. The antecedent [If p] brings us to imagine a situation
in which p is true, where the situation is described by T . Then, we consider
whether the modal claim in the consequence [MODALT q] holds in the imag-
ined situation. Based on this idea, we propose to interpret If -operator as a belief
structure revision operator and p as the revising consistent FO-sentence.

Definition 15. Let BS be a belief structure and H be a consistent set of
FO-sentences. Let Modal ∈ {Must, Might, Known} and MODAL ∈ {MUST,
MIGHT, KNOWN}.

(18a) IFBS(H) = cons-max(ext(H,BS)).
(18b) [IfBSp](Modal q) iff

(not cons(top(BS, 1) ∪ {p}) or (T = IFBS({p}) & MODALT q)).
(18c) [IfBSp](Probably q) iff

(not cons(top(BS, 1) ∪ {p}) or PROBABLYext({p},BS) q).

From Definition (18b) follows: If cons(top(BS, 1)∪{p}), then [If BS p](Must
q) holds iff the minimal change of cons-max (BS) needed to accept p also requires
accepting q. This formulation roughly corresponds to [RT]. Based on Defini-
tion 15, we can prove Proposition 16.

Proposition 16. Let BS be a belief structure and H be a consistent set of FO-
sentences.

(19a) bsR(BS,H) = Cn(IFBS(H)).
(19b) [IfBS p](Must q) iff (IFBS({p}) = {p} or q ∈ bsR(BS, {p})).
(19c) MIGHTcons−max(BS) p ⇒

([IfBS p](Must q) ⇒ MUST cons−max(BS) (p → q)).
(19d) [IfBS p](Must q) ⇒

(mod(top(BS, 1) ∪ {p}) = ∅ or mod(IFBS({p})) ⊆ mod({q})).
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Proof. (19a) follows from (15b) and (18a). (19b) follows from (18a), (18b), and
(19a). To show (19c), suppose that MIGHTcons-max(BS) p holds. Then, because
of (5b), cons-max (BS) ∪ {p} is consistent. Thus, according to (15a) and (18a),
IFBS({p}) = cons-max (ext({p}, BS) = cons-max (BS)∪{p}. Now, suppose that
[IfBS p](Must q) holds. Then, from (18b), MUSTcons-max(ext({p},BS)) q. Thus,
MUSTcons-max(BS)∪{p} q. Then, because of (5a) and the deduction theorem of
FOL, MUSTcons-max(BS) (p → q) holds. Hence, (19c) holds. (19d) follows from
(7h) and (18b). Q.E.D.

(19a) and (19b) show that our definition of counterfactual conditional is
based on the belief structure revision. According to (19c), a material condi-
tional follows from a counterfactual conditional, when no change is required to
accept its antecedent. (19d) expresses the idea that the antecedent of a coun-
terfactual conditional determines the range of models in which the consequent
is evaluated.

Let us apply LBS to an example from Kratzer [9, p. 94].

(20a) If a wolf entered the house, he must have eaten grandma, since she was
bedridden. He might have eaten the girl with the red cap, too. In fact, that’s
rather likely. The poor little thing wouldn’t have been able to defend herself.

We assume that there are appropriate translations of sentences in (16a) into
FO-sentences:

p: tr(a wolf entered the house).
q: tr(the wolf ate grandma).
r: tr(the grandma was bedridden).
s: tr(the wolf ate the girl with the red cap).
t: tr(the girl was not able to defend herself).

Now, we can express story (20a) within LBS as follows:

(20b) [IfBS p](Must q) & ([IfBS p](Known r) & not MUST {p} r) & [IfBS p]
((Might s) & (Probably s) & (Must t)).

Here, ([IfBS p](Known r) & not MUST{p} r) expresses that r belongs to the
part of BS that is kept in its consistent maximum after acceptance of p and that
r is independent from p. When we assume cons(top(BS, 1) ∪ {p}), from (20b)
follows (20c).

(20c) T = IFBS({p}) & MUSTT q & (KNOWNT r & not MUST {p} r) &
MIGHTT s & PROBABLYext({p},BS) s & MUSTT t.

(20c) roughly means the following: (Suppose p. Then, (it must be q, because
it is known that r & it might be s & it is probable that s & it must be t)).
As Kratzer [9, p. 94] points out, the if-clause determines the evaluation range of
modal operators in long stretches of subsequent discourse.11.
11 For interpretation of (20a), it would be more appropriate to deal with anaphoric

relation. This can be done by using Skolem-symbols [12,15].
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6 Interpretation of Conditionals

In this section, we examine the relationship between our interpretation of con-
ditionals and the standard interpretation. Lewis [11, p. 1] explains the standard
interpretation as follows [8, p. 428]:

A possible world in which the antecedent of a counterfactual is true is
called an “antecedent-world.” One can state the theory (in a somewhat
simplified form) by saying that a counterfactual is true just in case its
consequent is true in those antecedent-worlds that are most similar to
the actual world.

Based on this idea, Lewis [11, p. 16] defines the truth condition for a counter-
factual conditional as follows:12

[LEWIS] p �→ q is true at a world i (according to a system of spheres
SS) iff either

1. no p-world belongs to any sphere S in SSi, or
2. some sphere S in SSi does contain at least one p-world, and p → q

holds at every world in S.

Now, we examine the relationship between our interpretation and Lewis’s
standard interpretation. Actually, it turns out that our interpretation is very
similar to [LEWIS]. The main difference lies in the notion of center of a sphere
system, namely Lewis accepts only a singleton as the center. We can prove a
proposition that is very close to [LEWIS].

Proposition 17. Let BS be a belief structure with T1 > . . . > Tn.

(21a) Let T1, . . . , Tn be sets of FO-sentences.
[IfBS p](Must q) iff either
1. no p-model belongs to any sphere S in SMSBS, or
2. some sphere S in SMSBS does contain at least one p-model, and p → q

holds in every model in S.
(21b) Let T1, . . . , Tn be sets of PL-formulas and W be a maximal set of worlds.

[IfBS p](Must q) iff either
1. no p-model belongs to any sphere S in SSBS, or
2. some sphere S in SSBS does contain at least one p-model, and p → q

holds in every model in S.

Proof. It can be easily shown: mod(T1 ∪ {p}) = ∅ iff (21a.1). Now, we con-
sider cases in which mod(T1 ∪ {p}) �= ∅. Let k = cmn(ext({p}, BS)) − 1 and
Sk = mod(top(BS, k)). Because top(BS, k) ∪ {p} is consistent, there is a model
in Sk that makes p true. Furthermore, IFBS({p}) = cons-max (ext(p,BS)) =
top(BS, k) ∪ {p}. According to (5a) and (11i), (T = IFBS({p}) & MUSTT q)

12 Here, we represent counterfactual conditional with �→.
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iff mod(IFBS({p})) ⊆ mod({q}). Then, because of the deduction theorem in
FOL: mod(top(BS, k) ∪ {p}) ⊆ mod(q) iff mod(top(BS, k)) ⊆ mod({p → q})) iff
Sk ⊆ mod({p → q}). Hence, (T = IFBS({p}) & MUSTT q) iff (21a.2). Then,
because of (18b), (21a) holds. (21b) can be proved in the same way as the proof
of (21a). Q.E.D.

This result shows that our interpretation of conditionals is very similar to the
standard one. In fact, with respect to the determination of spheres, our approach
is more explicit than Lewis’s approach (see (11i) and (11j)).

Grove [5] proposes sphere-semantics for theory change and shows that this
semantics satisfies AGM postulates for the belief revision and that it is very simi-
lar to the sphere-semantics for counterfactual logic proposed by Lewis [11]. Thus,
our results are similar to results in [5]. It is Grove’s motivation for his investi-
gation to connect the sphere semantics with the treatment of theory change.13

His interest shares with ours. In fact, LBS is applicable to description of theory
change in scientific activities.14

The main difference between two approaches lies in generality. Grove requires
that the language is compact [5, p.157], while we deal with full FO-languages.
Thus, our approach is broader than Grove’s.

7 Two Types of Conditionals

Williams [17] points out a semantic difference between indicative and counter-
factual conditionals.

(22a) [Indicative conditional] If Oswald didn’t shoot Kennedy, someone else did.
(22b) [Counterfactual conditional] If Oswald hadn’t shot Kennedy, someone else

would have.

According to Williams, (22a) is true, while (22b) is false. This means that
the meaning of indicative conditionals and that of counterfactual conditionals
are different. We usually accept (22c) instead of (22b).

(22c) If Oswald hadn’t shot Kennedy, Kennedy might not have been killed.

Williams explained this difference through a slight modification of the stan-
dard interpretation of conditionals proposed by Lewis [11]. Instead, we propose
to distinguish both cases through a different relationship to causal dependencies.

13 Gärdenfors [4, Sect. 4.5] gives an insightful description of Grove’s system.
14 Some parts of Lakatos’ discussion on scientific research programs in [10] can be

described within LBS. In belief structures of scientists, basic theories are more
trusted than their auxiliary hypotheses (BT > AH). Suppose that the set nO of
observation data is consistent with BT but inconsistent with BT ∪ AH. In such a
case, scientists would try to find the set nAH of new auxiliary hypotheses such that
nO ∪ BT ∪ nAH is consistent. In this way, a basic theory can be protected against
new anomalies.
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It is usual to distinguish two types of conditionals [1, Sect. 1]. We propose
that one type, like case (22a), is epistemic and the other type, like case (22c),
is concerned with causal effects. The second type has the form “if-had A, then-
would B”, where the occurrence of B is causally dependent on the occurrence of
A. In such a case, the shift of temporal perspective is often required. In (22a),
our temporal view is fixed in the present and we assume that we know that
Kennedy was killed. In this situation, we think about the possibility of Oswald’s
innocence. However, when we utter (22b) or (22c), our temporal viewpoint is
shifted to the situation just before Kennedy was shot and we imagine what could
happen after that situation. In this paper, we call the first type of conditionals
epistemic conditionals and the second type causal conditionals.

Now, we define casual dependency as follows.

Definition 18. Let BS be a belief structure with T1 > . . . > Tn. Let CT be a
theory of causality that implies causal laws.

A fact expressed by q is causally dependent on a fact expressed by p with
respect to (wrt) BS iff there are i, j, and k such that (i < j < k ≤ cmn(BS)
& CT ⊆ Ti & Tj = {p} & MUST-min(BS, j, p) & MUST-min(BS, k, q) & not
MUSTtop(BS,k)−CT q & not MUSTtop(BS,k)−Tj

q).

To explain this distinction of conditionals, let us consider examples (22a),
(22b), and (22c). We use some abbreviations to improve readability:

killed: Kennedy was killed [∃t(killed(Kennedy, t) ∧ t <t now)];
someone: Someone shot Kennedy [∃t∃x(shoot(x,Kennedy, t) ∧ t <t now)];
oswald: Oswald shot Kennedy [∃t(shoot(Oswald,Kennedy, t) ∧ t <t now)];
someone-else: Someone else shot Kennedy [∃t∃x(shoot(x,Kennedy, t) ∧ x �=

Oswald ∧ t <t now)].

For the sake of simplicity, we assume that BS1 is a belief structure
with CT > {someone} > {killed} > {oswald} and that BS2 is a belief
structure with CT > {oswald} > {killed}. We assume also that CT ∪
{oswald} ∪ {killed} is consistent. Because (oswald → someone) is a FOL-
theorem, it holds Cn(BS1) = Cn(BS2). Furthermore, according to Def-
inition 18, the fact expressed by killed is causally dependent on the fact
expressed by oswald only wrt BS2. Because (IFBS1({¬oswald}) = {¬oswald}∪
CT ∪ {someone} ∪ {killed} & IFBS2({¬oswald}) = {¬oswald} ∪ CT ) and
(¬oswald ∧ someone → someone − else) is a FOL-theorem, we obtain:
[IfBS1¬oswald ](Must someone-else) & not [IfBS2¬oswald ](Must someone-else)
& [IfBS2¬oswald ](Might ¬killed). This result can be summarized as follows:

BS1: CT > {someone} > {killed} > {oswald}.
BS2: CT > {oswald} > {killed}.
The fact expressed by killed is causally dependent on the fact expressed by
oswald only wrt BS2.
[IfBS1¬oswald](Must someone-else).
not [IfBS2¬oswald](Must someone-else).
[IfBS2¬oswald](Might ¬killed).
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To evaluate a causal conditional 〈If p, then q〉, we, at first, reformulate our
belief structure, so that it reflects the causal dependency expressed by the con-
ditional. Then, we imagine a situation in which p holds. Let us call this refor-
mulated belief structure BSc. The determination of the imagined situation can
be achieved by calculating [IfBSc p]. After that, we examine whether MUSTT q
holds, where T = IFBSc

({p}). In contrast, we do not need any reformulation of
belief structures, when we evaluate epistemic conditionals.

8 Concluding Remarks

In the first part of this paper, we proposed Logic for Epistemic Modalities
(LRM). LEM is based on the consequence relation of FOL. We have shown
how to express in LEM some evidential features of epistemic modalities.

In the second part, we extended LEM to Logic of Belief Structures (LBS).
Then, we defined a belief structure revision operator bsR based on LBS.
A belief structure can be roughly understood as a linearly ordered set of sets
of FO-sentences. We proved that bsR satisfies all postulates for belief revision
in AGM-theory. Then, we defined the truth condition of counterfactual condi-
tionals; we interpreted that the consequent of a conditional describes a modal
state after a belief revision invoked by acceptance of the antecedent. We have
also shown that sphere semantics can be defined for our treatment of condition-
als. The characteristic feature of our approach lies in its explicitness. Instead of
similarity relation among worlds, we use a reliability order among sets of FO-
sentences. An example of causal interpretation of counterfactual conditionals
demonstrated how LBS-approach can be used for describing truth conditions of
modal statements in natural languages.15
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Abstract. It has been argued that Davidson’s event semantics does not
combine smoothly with Montague’s compositional semantics. The diffi-
culty, which we call the event quantification problem, comes from a pos-
sibly bad interaction between event existential closure, on the one hand,
and quantification, negation, or conjunction, on the other hand. The
recent literature provides two solutions to this problem. The first one is
due to Champollion [2,3], and the second one to Winter and Zwarts [13].
The present paper elaborates on this second solution. In particular, it
provides a treatment of quantified adverbial modifiers, which was absent
from [13].

1 Introduction

It is well known that combining Davidsonian event semantics [5] with Montague’s
treatment of quantification [10] may give rise to unexpected semantic interpre-
tations. To understand the potential problem, consider the standard interpreta-
tions of proper names and transitive verbs, which allow one to give a semantic
interpretation to simple sentences like (2).

(1) a. �John� = λp. p j : (e → t) → t
b. �Mary� = λp. pm : (e → t) → t
c. �kissed� = λpx. p (λy.kissedx y) : ((e → t) → t) → e → t

(2) John kissed Mary.

Adapting lexical entry (1-c) to the Davidsonian approach consists in providing
the binary relation kissed with an additional event argument of type v,1 which
results in lexical entry (3-a). This allows adverbial modifiers to parallel adnomi-
nal modifiers (see lexical entry (3-b)). Then, in order to interpret a sentence as a
truth value rather than as a set of events, one has to apply an existential closure
operator (3-c).

1 We follow a Davidsonian approach as opposed to a neo-Davidsonian approach. We
also distinguish the type of events (v) from the type of entities (e). These choices,
which are rather arbitrary, will not affect our purpose.
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(3) a. �kissed� = λpxe. p (λy.kissed e x y) :
((e → t) → t) → e → v → t

b. �passionately� = λpe. (p e) ∧ (passionate e) : (v → t) → v → t
c. e-clos = λp.∃e. p e : (v → t) → t

Using the above apparatus, we obtain the semantic interpretation of sentence
(4) by computing the value of expression (5), which results in formula (6).

(4) John kissed Mary passionately.

(5) �John� (λx.e-clos (�passionately� (�kissed� �Mary�x)))

(6) ∃e. (kissed e jm) ∧ (passionate e)

Consider now sentence (7), which includes a quantified noun phrase.

(7) John kissed every girl.

The standard interpretation of this quantified noun phrase is based on the fol-
lowing lexical interpretations:

(8) a. �girl� = λx.girlx : e → t
b. �every� = λpq. ∀x. (p x) → (q x) : (e → t) → (e → t) → t

Then, using expression (9) to compute the semantic interpretation of sentence
(7) results in a counterintuitive interpretation (formula (10)).

(9) �John� (λx.e-clos (�kissed� (�every� �girl�)x))

(10) ∃e.∀x. (girlx) → (kissed e jx)

According to formula (10), there should be a single kissing event involving John
and every girl. This requirement appears because the existential closure operator
takes wide scope over the universally quantified noun phrase. The problem with
this analysis becomes more apparent when we consider the interaction of events
with quantifiers that are not upward-monotone, as in the following sentences.

(11) a. John kissed no girl.
b. John kissed less than five girls.
c. John kissed exactly one girl.

Consider the standard lexical interpretation of the no quantifier, together with
a semantic analysis akin to expression (9).

(12) a. �no� = λpq. ∀x. (p x) → ¬(q x) : (e → t) → (e → t) → t
b. �John� (λx.e-clos (�kissed� (�no� �girl�)x))

This leads to the following problematic interpretation:

(13) ∃e.∀x. (girlx) → ¬(kissed e jx)

According to formula (13), sentence (11-a) would be true if John kissed a girl,
but there is another event where John did not kiss any girl. Indeed, since in
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the latter event John kissed no girl, the sentence might be incorrectly analyzed
as true in this situation. The same kind of problem can also be shown with
sentences (11-b) and (11-c).

A similar problem may arise with negation.

(14) a. John did not kiss Mary.
b. �not� = λpx.¬(p x) : (e → t) → e → t
c. �John� (�not� (λx.e-clos (�kissed� �Mary�x)))
d. ¬(∃e.kissed e jm)
e. e-clos (λe. �John� (�not� (λx. �kissed� �Mary�x e)))
f. ∃e.¬(kissed e jm)

Using a standard interpretation of negation (lexical entry (14-b)), expression
(14-c) leads to a correct semantic interpretation of sentence (14-a), namely, for-
mula (14-d). There is, however, another possible analysis of sentence (14-a),
which is expressed by expression (14-e). This leads to formula (14-f), where the
existential quantifier over events takes scope over negation. According to this fal-
lacious interpretation, sentence (14-a) might be true in a situation where John
kissed Mary, provided there is another event where he did not kissed Mary.

Besides quantification and negation, conjunction is also known to interact
badly with event existential closure. Consider the following sentence, whose inter-
pretation is meant to be distributive:

(15) John kissed Mary and [then] Sue.

The standard interpretation of distributive coordination is given by the following
lexical entry:

(16) �and� = λpqr. (p r) ∧ (q r) :
((e → t) → t) → ((e → t) → t) → (e → t) → t

Nevertheless, the semantic analysis given by expression (17-a) yields an interpre-
tation (formula (17-b)) akin to a collective reading. According to this problematic
interpretation, Mary and Sue would be the patients of the same kissing event.

(17) a. �John� (λx.e-clos (�kissed� (�and� �Mary� �Sue�)x))
b. ∃e. (kissed e jm) ∧ (kissed e j s)

To obtain the right interpretations of sentences like (7), (11-a)-(11-c), (14-a),
and (15), the event existential closure operator need to take narrow scope. For
sentence (7), this is illustrated by expression (18), which is interpreted as in
formula (19).

(18) �John� (λx. �every� �girl� (λy.e-clos (�kissed� (λp. p y)x)))

(19) ∀x. (girlx) → (∃e.kissed e jx)

In many works, expressions such as (18) result from some covert movement
operation. This explains why most approaches that combine event semantics
and quantification either rely on syntactic devices that control the scope of the
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quantifiers [9], or depart significantly from standard assumptions in composi-
tional semantics [1,8]. Following Champollion [2,3] and Winter and Zwarts [13],
we see this enrichment of standard systems as problematic. Accordingly, we
refer to the problem of combining standard compositional semantics and event
semantics as the event quantification problem.

2 Two Solutions to the Event Quantification Problem

The recent literature provides two solutions to the event quantification problem.
The first one is due to Champollion [2,3]. It consists in interpreting sentences
as generalized quantifiers over events ((v → t) → t) rather than as sets of
events (v → t). This allows the existential closure to occur at the lexical level.
Accordingly, the lexical entries in (3) are adapted as follows.

(20) a. �kissed� = λpxf. p (λy. ∃e. (kissed e x y) ∧ (f e)) :
((e → t) → t) → e → (v → t) → t

b. �passionately� = λpf. p (λe. (f e) ∧ (passionate e)) :
((v → t) → t) → (v → t) → t

c. clos = λp. p (λe. true) : ((v → t) → t) → t

The semantic interpretation of sentence (7) is then obtained by computing the
value of expression (21). This expression is akin to expression (9). Nevertheless,
this time, the computation yields the correct interpretation (formula (19)).

(21) �John� (λx.clos (�kissed� (�every� �girl�)x))

The second solution, which is due to Winter and Zwarts [13], is expressed in
the framework of Abstract Categorial Grammar [7]. It takes advantage of the so-
called tectogrammatic level [4] for the treatment of scope interactions. Following
the type-logical tradition, Winter and Zwarts distinguish, at the abstract syn-
tactic level, the category of noun phrases, NP , from the category of quantified
noun phrases, (NP → S) → S. They also distinguish the category S of sentences
interpreted as truth values (t) from the category V of sentences interpreted as
sets of events (v → t).2 This results in abstract syntactic structures specified by
a signature akin to the following one.

(22) a. john : NP
b. girl : N
c. kissed : NP → NP → V
d. every : N → (NP → S ) → S
e. passionately : V → V
f. e-clos : V → S

2 Following Montague’s homomorphism requirement, these two abstract categories
should indeed be distinguished since they correspond to different semantic types.
The fact that they share the same surface realizations may be considered as a mere
contingence. Alternatively, we may relax the homomorphism requirement, e.g. as in
[12], who treats indefinite NPs as ambiguous between predicates and quantifiers.
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This signature comes with a lexicon that specifies the surface realization of the
abstract syntactic structures:

(23) a. john := John
b. girl := girl
c. kissed := λxy. y + kissed + x
d. every := λxf. f (every + x)
e. passionately := λx. x + passionately
f. e-clos := λx. x

In this setting, the only abstract structure corresponding to sentence (7) is the
following well-typed expression (whose derivation and surface realization are
given in AppendixA).

(24) every girl (λx.e-clos (kissedx john))

Then, using the semantic interpretation given here below, the evaluation of
expression (24) yields the expected result, i.e., formula (19).

(25) a. john := j : e
b. girl := λx.girlx : e → t
c. kissed := λxye.kissed e x y : e → e → v → t
d. every := λpq. ∀x. (p x) → (q x) : (e → t) → (e → t) → t
e. passionately := λpe. (p e) ∧ (passionate e) :

(v → t) → (v → t)
f. e-clos := λp.∃e. p e : (v → t) → t

Signature (22) compels the existential closure operator (e-clos) to take scope
below the quantified noun phrase (every girl). This is because the abstract
syntactic category assigned to every (N → (NP → S ) → S ) is given in standard
terms of the abstract category S (interpreted as truth-values) rather than V
(interpreted as sets of events). Consequently, each of the derived sets of events
(i.e., each expression of type V ) must first be “closed” (i.e., turned into an
expression of type S) before quantification can apply.

This solution is easily transferable to the cases of negation and conjunction.
It suffices to express their abstract categories in term of S.3

(26) a. not : (NP → S◦) → (NP → S )
b. and : NP → NP → (NP → S ) → S )

Thus, boolean negation and conjunction are still treated by using the boolean
S-based types, rather than the Davidsonian V -based types.

Unlike Champollion, Winter and Zwarts do not consider the case of quantified
adverbial modifiers such as everyday or everywhere. The present paper aims to
fill this gap.

3 The reason for distinguishing between type S and type S◦, which is merely syntactic,
is explained in Appendix B.
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3 Quantified Adverbial Modifiers

Consider sentence (27) together with a plausible semantic interpretation (for-
mula (28)).

(27) John kissed Mary everyday.

(28) ∀x. (day x) → (∃e. (kissed e jm) ∧ (time e x))

In formula (28), the underlined subformulas are derived from the semantic inter-
pretation of everyday. In a compositional setting, this makes it necessary that
the lexical semantics of everyday acts both inside and outside of the scope of
the existential closure.

The solution to this puzzle is in accordance with the type-logical tradition. It
consists in distinguishing the category of adverbial modifiers from the category
of quantified adverbial modifiers. Similarly to the treatment of noun phrases,
the category of quantified adverbial modifiers is obtained from the category of
non-quantified adverbial modifiers by type-shifting. This results in the following
type assignment.

(29) everyday : ((V → V ) → S ) → S

Then, the abstract structure corresponding to sentence (27) may be expressed
as follows.

(30) everyday (λq.e-clos (q (kissedmary john)))

Finally, using lexical entry (31), one may compute compositionally the interpre-
tation of sentence (27).

(31) everyday := λq. ∀x. (day x) → (q (λpe. (p e) ∧ (time e x))) :
(((v → t) → (v → t)) → t) → t

It is to be noted that our approach is consistent with the treatment of quantified
adverbial prepositional phrases such as in every room. Consider the category
and the semantic interpretation assigned to the preposition in.

(32) a. in : NP → V → V
b. in := λxpe. (p e) ∧ (location e x)

We may then derive an abstract structure of the appropriate type, corresponding
to the prepositional phrase in every room.

(33) λq.every room (λx. q (inx)) : ((V → V ) → S ) → S

We give a toy-grammar that summarizes our approach in AppendixB. This
grammar allows one to handle examples such as sentence (34).

(34) John did not kiss Mary for one hour.
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Sentences such as (34) are known to exhibit a scope ambiguity that yields two
different semantic interpretations. In the present case, these two interpretations
may be paraphrased as follows.

(35) a. For one hour, it was not the case that John kissed Mary.
b. It was not the case that John kissed Mary for one hour.

Using our toy-grammar, these two interpretations may be obtained by comput-
ing the semantic interpretations of the two following abstract structures whose
surface realization is sentence (34).

(36) a. for◦ (onehour)
(λq.not (λx.e-clos◦ (q (kissed◦ mary x))) john)

b. not (λx. for◦◦ (onehour)
(λq.e-clos◦ (q (kissed◦ mary x))))

john

The abstract constants marked with small circles (for◦, e-clos◦, etc.) involve
a syntactic treatment of negation, which avoids ill-formed strings like ∗John did
not kissed Mary. For more details see Appendix B.

We conclude that the ambiguity of sentence (34), which is treated in Cham-
pollion’s system as an ordinary case of scope ambiguity, is similarly treated here,
by following an adaptation of the system proposed by Winter and Zwarts.

A final remark has to do with sentences like the following.

(37) John did not kiss Mary deliberately.

This sentence presents an ambiguity similar to the one of sentence (34):

(38) a. It was deliberate that John did not kiss Mary.
b. It was not deliberate that John kissed Mary.

Nevertheless, sentences like (37) cannot be treated like sentence (34) because
the adverb is not quantificational. Following Davidson, we assume that adverbs
like deliberately, unlike standard manner adverbs, have a modal element to
their meaning, and accordingly modify full propositions rather than events. Like
Champollion, we believe that the treatment of modal adverbs and other modal
operators is orthogonal to the main tenets of event semantics.
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A Appendix

Derivation of expression (24):
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� every : N → (NP → S ) → S � girl : N
� every girl : (NP → S ) → S

(1)

� kissed : NP → NP → V x : NP � x : NP
x : NP � kissedx : NP → V � john : NP

x : NP � kissedx john : V
(2)

� e-clos : V → S

....
(2)

x : NP � kissedx john : V
x : NP � e-clos (kissedx john) : S

� λx.e-clos (kissedx john) : NP → S
(3)

....
(1)

� every girl : (NP → S ) → S

....
(3)

� λx.e-clos (kissedx john) : NP → S
� every girl (λx.e-clos (kissedx john)) : S

Surface realization of expression (24):
every girl (λx.e-clos (kissedx john))

= (λxf. f (every + x))girl (λx.e-clos (kissedx john))
= (λf. f (every + girl)) (λx.e-clos (kissedx john))
= (λx.e-clos (kissedx john)) (every + girl)
= e-clos (kissed (every + girl) john)
= (λx. x) (kissed (every + girl) john)
= kissed (every + girl) john
= (λxy. y + kiss + x) (every + girl) john
= (λy. y + kiss + every + girl) john
= john + kiss + every + girl
= john + kiss + every + girl
= john + kiss + every + girl

B Appendix

This appendix presents a toy grammar that covers the several examples that are
under discussion in the course of the paper. It mainly consists of three parts:

• a set of abstract syntactic structures, specified by means of a higher-order
signature;

• a surface realization of the abstract structures, specified by means of a homo-
morphic translation of the signature;

• a semantic interpretation of the abstract structures, specified by means of
another homomorphic translation;
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Table 1. Abstract syntax

Abstract Syntax

john : NP
mary : NP
sue : NP

the-kitchen : NP
room : N
girl : N
hour : Nu

kissed : NP → NP → V
kissed◦ : NP → NP → V◦

not : (NP → S◦) → (NP → S )
one : Nu → NPτ

a : N → (NP → S ) → S
a◦ : N → (NP → S◦) → S◦

every : N → (NP → S ) → S
every◦ : N → (NP → S◦) → S◦

no : N → (NP → S ) → S
no◦ : N → (NP → S◦) → S◦
and : NP → NP → (NP → S ) → S
and◦ : NP → NP → (NP → S◦) → S◦

passionately : V → V
passionately◦ : V◦ → V◦

everyday : ((V → V ) → S ) → S
everyday◦ : ((V◦ → V◦) → S ) → S

in : NP → V → V
in◦ : NP → V◦ → V◦
for : NPτ → ((V → V ) → S ) → S
for◦ : NPτ → ((V◦ → V◦) → S ) → S
for◦◦ : NPτ → ((V◦ → V◦) → S◦) → S◦

e-clos : V → S
e-clos◦ : V◦ → S◦

B.1 Abstract Syntax

The signature specifying the abstract syntactic structures is given in Table 1. It
uses a type system built upon the following set of atomic syntactic categories:
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Table 2. Surface realization

Surface Realization

john := John
mary := Mary
sue := Sue

the-kitchen := the + kitchen
room := room
girl := girl
hour := hour

kissed := λxy. y + kissed + x
kissed◦ := λxy. y + kiss + x

not := λfx. x + did + not + (f ε)
one := λx.one + x
a, a◦ := λxf. f (a + x)

every, every◦ := λxf. f (every + x)
no, no◦ := λxf. f (no + x)

and, and◦ := λxyf. f (x + and + y)
passionately, passionately◦ := λx. x + passionately

everyday, everyday◦ := λf. f (λx. x + everyday)
in, in◦ := λxy. y + in + x

for, for◦, for◦◦ := λxf. f (λx. y + for + x)
e-clos, e-clos◦ := λx. x

Table 3. Semantic types

Semantic Types

N := e → t
Nu := i → n → t
NP := e
NPτ := i → t

V := v → t
V◦ := v → t
S := t
S◦ := t

Table 4. Non-logical constants

Non-Logical Constants

j,m, s,k : e
room,girl,day : e → t

hour : i → n → t
kissed : v → e → e → t

1 : n
passionate : v → t

time, location : v → e → t
duration : v → i → t
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Table 5. Semantic Interpretation

Semantic Interpretation

john := j
mary := m
sue := s

the-kitchen := k
room := λx. roomx
girl := λx.girlx
hour := λxy.hourx y

kissed, kissed◦ := λxye.kissed e x y
not := λpx. ¬(p x)
one := λpt. p t 1
a, a◦ := λpq. ∃x. (p x) ∧ (q x)

every, every◦ := λpq. ∀x. (p x) → (q x)
no, no◦ := λpq. ∀x. (p x) → ¬(q x)

and, and◦ := λxyp. (p x) ∧ (p y)
passionately,
passionately◦ := λpe. (p e) ∧ (passionate e)

everyday,
everyday◦ := λq. ∀x. (day x) → (q (λpe. (p e) ∧ (time e x)))

in, in◦ := λxpe. (p e) ∧ (location e x)
for, for◦, for◦◦ := λpq. ∃t. (p t) ∧ (q (λpe. (p e) ∧ (duration e t)))
e-clos, e-clos◦ := λp. ∃e. p e

• N , the category of nouns;
• Nu, the category of nouns that name units of measurement ;
• NP , the category of noun phrases;
• NPτ , the category of noun phrases that denote time intervals ;
• S and S◦, the category of sentences (positive and negative);
• V and V◦, the category of “open” sentences (positive and negative).

The reason for distinguishing between the categories of positive and negative
(open) sentences is merely syntactic. Without such a distinction, the surface
realization of a negative expression such as:

not (kissedmary) john

would be:

∗John did not kissed Mary
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Without this distinction, it would also be possible to iterate negation. This would
allow the following ungrammatical sentences to be generated:

∗John did not did not kiss Mary
∗John did not did not did not kiss Mary

...

B.2 Surface Realization

The surface realization of the abstract syntactic structures is given in Table 2.
This realization is such that every abstract term of an atomic type is interpreted
as a string. Accordingly, abstract terms of a functional type are interpreted as
functions acting on strings.

B.3 Semantic interpretation

The semantic interpretation of the abstract syntactic categories is given in
Table 3. Besides the usual semantic types e and t, we also use v, i, and n. These
stand for the semantic types of events, time intervals, and scalar quantities,
respectively.

The semantic interpretation of the abstract constants is then given in Table 5.
This interpretation makes use of the non-logical constants given in Table 4.
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Abstract. The first step towards a wide-coverage tableau prover for
natural logic is presented. We describe an automatized method for
obtaining Lambda Logical Forms from surface forms and use this method
with an implemented prover to hunt for new tableau rules in textual
entailment data sets. The collected tableau rules are presented and their
usage is also exemplified in several tableau proofs. The performance of
the prover is evaluated against the development data sets. The evalua-
tion results show an extremely high precision above 97 % of the prover
along with a decent recall around 40%.

Keywords: Combinatory Categorial Grammar · Lambda Logical
Form · Natural logic · Theorem prover · Tableau method · Textual
entailment

1 Introduction

In this paper, we present a further development of the analytic tableau system
for natural logic introduced by Muskens in [12]. The main goal of [12] was to
initiate a novel formal method of modeling reasoning over linguistic expressions,
namely, to model the reasoning in a signed analytic tableau system that is fed
with Lambda Logical Forms (LLFs) of linguistic expressions. There are three
straightforward advantages of this approach:

(i) since syntactic trees of LLFs roughly describe semantic composition of lin-
guistic expressions, LLFs resemble surface forms (that is characteristic for
natural logic); hence, obtaining LLFs is easier than translating linguistic
expressions in some logical formula where problems of expressiveness of
logic and proper translation come into play;

(ii) the approach captures an inventory of inference rules (where each rule is
syntactically or semantically motivated and is applicable to particular lin-
guistic phrases) in a modular way;

(iii) a model searching nature of a tableau method and freedom of choice in a
rule application strategy seem to enable us to capture quick inferences that
humans show over linguistic expressions.
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The rest of the paper is organized as follows. First, we start with the syntax of
LLFs and show how terms of syntactic and semantic types can be combined; then
we briefly discuss a method of obtaining LLFs from surface forms as we aim to
develop a wide-coverage natural tableau system (i.e. a tableau prover for natural
logic). A combination of automatically generated LLFs and an implemented
natural tableau prover makes it easy to extract a relevant set of inference rules
from the data used in textual entailment challenges. In the end, we present the
performance of the prover on several training data sets. The paper concludes
with a discussion of further research plans.

Throughout the paper we assume the basic knowledge of a tableau method.

2 Lambda Logical Forms

The analytic tableau system of [12] uses LLFs as logical forms of linguistic expres-
sions. They are simply typed λ-terms with semantic types built upon {e, s, t}
atomic types. For example, in [12] the LLF of no bird moved is (1) that is a
term of type st.1 As we aim to develop a wide-coverage tableau for natural logic,
using only terms of semantic types does not seem to offer an efficient and elegant
solution. Several reasons for this are given below.

(no(est)(est)st birdest) movedest (1)
(non,(np,s),s birdn) movednp,s (2)

First, using only terms of the semantic types will violate the advantage (i) of
the approach. This becomes clear when one tries to account for event semantics
properly in LLFs as it needs an introduction of an event entity and closure or
existential closure operators of [3,14] that do not always have a counterpart on
a surface level.

Second, semantic types provide little syntactic information about the terms.
For instance, birdest and movedest are both of type est in [12], hence there
is no straightforward way to find out their syntactic categories. Furthermore,
M(est)estHest term can stand for adjective and noun, adverb and intransitive
verb, or even noun and complement constructions. The lack of syntactic infor-
mation about a term makes it impossible to find a correct tableau rule for the
application to the term, i.e. it is difficult to meet property (ii). For example, for
AestBe, it would be unclear whether to use a rule for an intransitive verb that
introduces an event entity and a thematic relation between the event constant
and Be; or for M(est)setHest whether to use a rule for adjective and noun or noun
and complement constructions.2

1 Hereafter we assume the following standard conventions while writing typed λ-terms:
a type of a term is written in a subscript unless it is omitted, a term application is
left-associative, and a type constructor comma is right-associative and is ignored if
atomic types are single lettered.

2 The latter two constructions have the same semantic types in the approach of [2],
who also uses the C&C parser, like us, for obtaining logical forms but of first-order
logic. The reason is that both PP and N categories for prepositional phrases and
nouns, respectively, are mapped to et type.
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Finally, a sentence generated from an open branch of a tableau proof can give
us an explanation about failure of an entailment, but we will lose this option if
we stay only with semantic types as it is not clear how to generate a grammatical
sentence using only information about semantic types.3

In order to overcome the lack of syntactic information and remain LLFs sim-
ilar to surface forms, we incorporate syntactic types and semantic types in the
same type system. Let A = {e, t, s, np, n, pp} be a set of atomic types, where
{e, t} and {s, np, n, pp} are sets of semantic and syntactic atomic types, respec-
tively. Choosing these particular syntactic types is motivated by the syntactic
categories of Combinatory Categorial Grammar (CCG) [13]. In contrast to the
typing in [12], we drop s semantic type for states for simplicity reasons. Let IA
be a set of all types, where complex types are constructed from atomic types in a
usual way, e.g., (np, np, s) is a type for a transitive verb. A type is called semantic
or syntactic if it is constructed purely from semantic or syntactic atomic types,
respectively; there are also types that are neither semantic nor syntactic, e.g.,
ees. After extending the type system with syntactic types, in addition to (1),
(2) also becomes a well-typed term. For better readability, hereafter, we will use
a boldface style for lexical constant terms with syntactic types.

The interaction between syntactic and semantic types is expressed by a sub-
typing relation (�) that is a partial order, and for any α1, α2, β1, β2 ∈ IA:

(a) e � np, s � t, n � et, pp � et;
(b) (α1, α2) � (β1, β2) iff β1 � α1 and α2 � β2

The introduction of subtyping requires a small change in typing rules, namely,
if α � β and A is of type α, then A is of type β too. From this new clause it
follows that a term AαBβ is of type γ if α � (β, γ). Therefore, a term can have
several types, which are partially ordered with respect to �, with the least and
greatest types. For example, a term lovenp,np,s is also of type eet (and of other five
types too, where (np,np,s) and eet are the least and greatest types, respectively).
Note that all atomic syntactic types are subtypes of some semantic type except
e � np. The latter relation, besides allowing relations like (np, s) � et, also
makes sense if we observe that any entity can be expressed in terms of a noun
phrase (even if one considers event entities, e.g., singingNP is difficult).

Now with the help of this multiple typing it is straightforward to apply
lovenp,np,s marynp term to ce constant, and there is no need to introduce new
terms loveeet and marye just because loveeet marye is applicable to ce. For the
same reason it is not necessary to introduce manet for applying to ce as mannce

is already a well-formed term. From the latter examples, it is obvious that some
syntactic terms (i.e. terms of syntactic type) can be used as semantic terms,
hence minimize the number of terms in a tableau. Nevertheless, sometimes it
will be inevitable to introduce a new term since its syntactic counterpart is not
able to give a fine-grained semantics: if redn,ncarnce is evaluated as true, then

3 An importance of the explanations is also shown by the fact that recently SemEval-
2015 introduced a pilot task interpretable STS that requires systems to explain their
decisions for semantic textual similarity.
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one has to introduce redet term in order to assert the redness of ce by the term
redetce as redn,nce is not typable. Finally, note that terms of type s can be
evaluated either as true or false since they are also of type t.

Incorporating terms of syntactic and semantic types in one system can be seen
as putting together two inference engines: one basically using syntactically-rich
structures, and another one semantic properties of lexical entities. Yet another
view from Abstract Categorial Grammars [7] or Lambda Grammars [11] would be
to combine abstract and semantic levels, where terms of syntactic and semantic
types can be seen as terms of abstract and semantic levels respectively, and the
subtyping relation as a sort of simulation of the morphism between abstract and
semantic types.4

3 Obtaining LLFs from CCG Trees

Automated generation of LLFs from unrestricted sentences is an important part
in the development of the wide-coverage natural tableau prover. Combined with
the implemented tableau prover, it facilitates exploring textual entailment data
sets for extracting relevant tableau rules and allows us to evaluate the theory
against these data sets.

We employ the C&C tools [4] as an initial step for obtaining LLFs. The
C&C tools offer a pipeline of NLP systems like a POS-tagger, a chunker, a
named entity recognizer, a super tagger, and a parser. The tools parse sentences
in CCG framework with the help of a statistical parser. Altogether the tools are
very efficient and this makes them suitable for wide-coverage applications [1]. In
the current implementation we use the statistical parser that is trained on the
rebanked version of CCGbank [8].

In order to get a semantically adequate LLF from a CCG parse tree (see
Fig. 1), it requires much more effort than simply translating CCG trees to syn-
tactic trees of typed lambda terms. There are two main reasons for this complica-
tion: (a) a trade-off that the parser makes while analyzing linguistic expressions
in order to tackle unrestricted texts, and (b) accumulated wrong analyses in final
parse trees introduced by the various C&C tools.

For instance, the parser uses combinatory rules that are not found in the
CCG framework. One of such kind of rules is a lexical rule that simply changes
a CCG category, for example, a category N into NP (see lx[np, n] combinatory
rule in Fig. 1) or a category S\NP into N\N . The pipeline of the tools can also
introduce wrong analyses at any stage starting from the POS-tagger (e.g., assign-
ing a wrong POS-tag) and finishing at the CCG parser (e.g., choosing a wrong
combinatory rule). In order to overcome (at least partially) these problems, we
use a pipeline consisting of several filters and transformation procedures. The
general structure of the pipeline is the following:

4 The connection between LLFs of [12] and the terms of an abstract level was already
pointed out by Muskens in the project’s description “Towards logics that model
natural reasoning”.



70 L. Abzianidze

ba[sdcl]
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.
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.
.
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fa[n]

delegates

n
delegate

NNS

Several

n/n
several
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Fig. 1. A parse tree of several delegates got the results published. by the C&C parser

• Transforming a CCG tree into a CCG term: the procedure converts CCG
categories in types by removing directionality from CCG categories (e.g.,
S\NP/NP � (np, np, s)) and reordering tree nodes in a corresponding way.

• Normalizing the CCG term: since an obtained CCG term can be considered
as a typed λ-term, it is possible to reduce it to βη-normal form.5

• Identifying proper names: if both function and argument terms are recog-
nized as proper names by the C&C pipeline, then the terms are concate-
nated; for instance, Leonardon,n(dan,nVincin) is changed in a constant term
Leonardo da Vincin if all three terms are tagged as proper names.

• Identifying multiword expressions (MWE): the CCG parser analyzes in a
purely compositional way all phrases including MWEs like a lot of, take part
in, at least, etc. To avoid these meaningless analyses, we replace them with
constant terms (e.g., a lot of and take part in).

• Correcting syntactic analyses: this procedure is the most complex and exten-
sive one as it corrects a CCG term by inserting, deleting or replacing terms.
For example, the type shifts like n � np are fixed by inserting correspond-
ing determiners (e.g., (oiln)np � an,npoiln) or by typing terms with ade-
quate types (e.g., (Leonardo da Vincin)np � Leonardo da Vincinp and
(severaln,ndelegaten)np � severaln,npdelegaten). More extensive correc-
tions, like fixing a syntactically wrong analysis of a relative clause, like (3),
are also performed in this procedure.

• Type raising of quantifiers: this is the final procedure, which takes a more or
less fixed CCG term and returns terms where quantified noun phrases of type
np have their types raised to ((np, s), s). As a result several LLFs are returned
due to a scope ambiguity among quantifiers. The procedure makes sure that

5 Actually the obtained CCG term is not completely a λ-term since it may contain
type changes from lexical rules. For instance, in (severaln,ndelegaten)np subterm,
(.)np operator changes a type of its argument into np. Nevertheless, this kind of type
changes are accommodated in the λ-term normalization calculus.
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generalized quantifiers are applied to the clause they occur in if they do not
take a scope over other quantifiers. For example, from a CCG term (4) only
(5) is obtained and (6) is suppressed.

oldn,n(who(np,s),n,ncrynp,smann) � who(np,s),n,ncrynp,s(oldn,nmann) (3)

ands,s,s

(
sleepnp,sjohnnp

)(
snorenp,s(non,npmann)

)
(4)

ands,s,s(sleepnp,sjohnnp)(non,(np,s),smannsnorenp,s) (5)

non,(np,s),smann

(
λx.ands,s,s(sleepnp,sjohnnp)(snorenp,sxnp)

)
(6)

The above described pipeline takes a single CCG tree generated from the
C&C tools and returns a list of LLFs. For illustration purposes CCG term (7),
which is obtained from the CCG tree of Fig. 1, and two LLFs, (8) and (9),
generated from (7) are given below; here, vp abbreviates (np, s) and sn,vp,s term
stands for the plural morpheme.

gotnp,vp

(
sn,np

(
whovp,n,n(bevp,vppublishvp)resultn

))(
severaln,npdelegaten

)
(7)

severaln,vp,sdelegaten

(
λx. sn,vp,s

(
whovp,n,n(bevp,vppublishvp)resultn

)(
λy.gotnp,vp ynp xnp

))

(8)
sn,vp,s

(
whovp,n,n(bevp,vppublishvp)resultn

)(
λx. severaln,vp,sdelegaten(gotnp,vp xnp)

)
(9)

4 An Inventory of Natural Tableau Rules

The first collection of tableau rules for the natural tableau was offered in [12],
where a wide range of rules are presented including Boolean rules, rules for
algebraic properties (e.g., monotonicity), rules for determiners, etc. Despite this
range of rules, they are insufficient for tackling problems found in textual entail-
ment data sets. For instance, problems that only concentrate on quantifiers or
Boolean operators are rare in the data sets. Syntactically motivated rules such
as rules for passive and modifier-head constructions, structures with the cop-
ula, etc. are fruitful while dealing with wide-coverage sentences, and this is also
confirmed by the problems found in entailment data sets. It would have been a
quite difficult and time-consuming task to collect these syntactically motivated
tableau rules without help of an implemented prover of natural tableau. For this
reason the first thing we did was to implement a natural tableau prover, which
could prove several toy entailment problems using a small inventory of rules
mostly borrowed from [12].6 With the help of the prover, then it was easier to
explore manually the data sets and to introduce new rules in the prover that
help it to further build tableaux and find proofs.

6 Implementation of the prover, its computational model and functionality is a sepa-
rate and extensive work, and it is out of scope of the current paper.
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During collecting tableau rules we used a half portion of the FraCaS test suite
[5] and the part of the SICK trial data [10] as a development set.7 The reason
behind opting for these data sets is that they do not contain long sentences,
hence there is a higher chance that a CCG tree returned by the C&C tools will
contain less number of wrong analyses, and it is more likely to obtain correct
LLFs from the tree. Moreover, the FraCas test suite is considered to contain
difficult entailment problems for textual entailment systems since its problems
require more complex semantic reasoning than simply paraphrasing or relation
extraction. We expect that interesting rules can be discovered from this set.

Hereafter, we will use several denotations while presenting the collected
tableau rules. Uppercase letters A,B,C, . . . and lowercase letters a, b, c. . . . stand
for meta variables over LLFs and constant LLFs, respectively. A variable letter
with an arrow above it stands for a sequence of LLFs corresponding to the reg-
ister of the variable (e.g.

#–

C is a sequence of LLFs). Let [ ] denote an empty
sequence. We assume that enp is a variable type that can be either np or e and
that vp abbreviates (np, s). Let (−, α) ∈ IA for any α ∈ A where the final (i.e.
the most right) atomic type of (−, α) is α; for instance (−, s) can be s, (np, s),
(vp, vp), etc. While writing terms we may omit their types if they are irrelevant
for discussions, but often the omitted types can be inferred from the context
the term occurs in. Tableau rules will be followed by the names that are the
current names of the rules in the natural tableau prover. The same rule names
with different subscripts mean that these rules are implemented in the prover
by a single rule with this name. For instance, both mod n tr1 and mod n tr2 are
implemented by a single rule mod n tr in the prover. Finally, we slightly change
the format of nodes of [12]; namely, we place an argument list and a sign on the
right side of a LLF – instead of Tci : man we write man : ci : T. We think that
the latter order is more natural.

4.1 Rules from [12]

Most rules of [12] are introduced in the prover. Some of them were changed
to more efficient versions. For example, the two rules deriving from format are
modified and introduced in the prover as pull arg, push arg1, and push arg2. These
versions of the rules have more narrow application ranges. Hereafter, we assume
that X can match both T and F signs.

λx. A : c C : X

(λx. A) c : C : X
pull arg

Ace : C : X

A : ce C : X
push arg1

A cnp : C : X

A : cnp C : X
A : ce C : X

push arg2

The Boolean rules and rules for monotonic operators and determiners
(namely, some, every, and no) are also implemented in the prover. It might be said
that these rules are one of the crucial ones for almost any entailment problem.
7 The Fracas test suite can be found at http://www-nlp.stanford.edu/∼wcmac/

downloads, and the SICK trial data at http://alt.qcri.org/semeval2014/task1/index.
php?id=data-and-tools.

http://www-nlp.stanford.edu/~wcmac/downloads
http://www-nlp.stanford.edu/~wcmac/downloads
http://alt.qcri.org/semeval2014/task1/index.php?id=data-and-tools
http://alt.qcri.org/semeval2014/task1/index.php?id=data-and-tools
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4.2 Rules for Modifiers

One of the most frequently used set of rules is the rules for modifiers. These rules
inspire us to slightly change the format of tableau nodes by adding an extra slot
for memory on the left side of an LLF:

memorySet : LLF : argumentList : truthSign

An idea of using a memory set is to save modifiers that are not directly attached
to a head of the phrase. Once a LLF becomes the head without any modifiers, the
memory set is discharged and its elements are applied to the head. For example,
if we want to entail beautiful car from beautiful red car, then there should be a
way of obtaining (11) from (10) in a tableau. It is obvious how to produce (12)
from (10) in the tableau settings, but this is not the case for producing (11) from
(10), especially, when there are several modifiers for the head.

beautifuln,n(redn,ncarn) : ce : T (10)
beautifuln,ncarn : ce : T (11)

redn,ncarn : ce : T (12)

With the help of a memory set, beautifuln,n can be saved and retrieved back
when the bare head is found. Saving subsective adjectives in a memory is done
by mod n tr1 rule while retrieval is processed by mods noun1 rule. In Fig. 2a,
the closed tableau employs the latter rules in combination with int mod tr and
proves that (10) entails (11).8

if b is subsective:
M : bn,nA : ce : T

M∪{bn,n} : A : ce : T
mod n tr1

M∪{mn,n} : an : ce : T

mn,nan : ce : T
mods noun1

if b is intersective:
M : bn,nA : ce : T

M : A : ce : T
bet : ce : T

int mod tr
bn,nA : ce : F

A : ce : F A : ce : T
bet : ce : F

int mod fl

Hereafter, if a rule do not employ memory sets of antecedent nodes, then
we simply ignore the slots by omitting them from nodes. The same applies to
precedent nodes that contain an empty memory set. In rule int mod tr, a memory
of a premise node is copied to one of conclusion nodes while rule int mod fl
attaches empty memories to conclusion nodes, hence, they are omitted. The
convention about omitting memory sets is compatible with rules found in [12].

8 It is not true that mod n tr1 always gives correct conclusions for the constructions
similar to (10). In case of small beer glass the rule entails small glass that is not
always the case, but this can be avoided in the future by having more fine-grained
analysis of phrases (that beer glass is a compound noun), richer semantic knowledge
about concepts and more restricted version of the rule; currently rule mod n tr1 can
be considered as a default rule for analyzing this kind of constructions.
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1 beautifuln,n(redn,ncarn) : ce : T
2 beautifuln,ncarn : ce : F

3 {beautifuln,n} : redn,ncarn : ce : T

4 {beautifuln,n} : carn : ce : T
5 redet : ce : T

6 beautifuln,ncarn : ce : T
7 ×
(a)

1 todayvp,vp(slowlyvp,vpranvp) : johnnp : T
2 todayvp,vpranvp : johnnp : F

3 {todayvp,vp} : slowlyvp,vpranvp : johnnp : T

4 {todayvp,vp, slowlyvp,vp} : ranvp : johnnp : T

5 {slowlyvp,vp} : todayvp,vpranvp : johnnp : T
7 ×
(b)

Fig. 2. Tableaux that use rules for pulling and pushing modifiers in a memory: (a)
beautiful red car ⇒ beautiful car; (b) john ran slowly today ⇒ john ran today

M : Bvp,vpA : C : T

M∪{Bvp,vp} : A : C : T
mod push

M∪{Bvp,vp} : A : C : T

M : Bvp,vpA : C : T
mod pull

if p is a preposition:
M∪{pnp,vp,vp denp} : An : ce : T

peet de : ce : T
pnp,n,n denpAn : ce : T

mods noun2
M : pnp,n,n denp An : ce : T

M : An : ce : T
peet de : ce : T

pp mod n

The other rules that save a modifier or discharge it are mod push, mod pull
and mods noun2. They do this job for any LLF of type (vp, vp). For instance,
using these rules (in conjunction with other rules) it is possible to prove that
(13) entails (14); moreover, the tableau in Fig. 2b employs push mod and pull mod
rules and demonstrates how to capture an entailment about events with the help
of a memory set without introducing an event entity.

Yet another rules for modifiers are pp mod n, n pp mod and aux verb. If a
modifier of a noun is headed by a preposition like in the premise of (15), then
pp mod n rule can treat a modifier as an intersective one, and hence capture
entailment (15). In the case when a propositional phrase is a complement of
a noun, rule n pp mod treats the complement as an intersective property and
attaches the memory to the noun head. This rule with mod n tr1 and mods noun1
allows the entailment in (16).9

innp,vp,vpparisnp
(
λx.an,vp,stouristn(λy. isnp,vp ynp xnp)

)
johnnp (13)

innp,n,nparisnptouristnjohne (14)

9 Note that the phrase in (16) is wrongly analyzed by the CCG parser; the correct
analysis is fornp,n,nCnp(nobeln,nprizen). Moreover, entailments similar to (16) are
not always valid (e.g. shortn,n

(
manpp,n(innp,ppnetherlandsnp)

) �⇒ shortn,nmann).
Since the parser and our implemented filters, at this stage, are not able to give
correct analysis of noun complementation and post-nominal modification, we adopt
n pp mod as a default rule for these constructions.
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innp,n,nparisnptouristnjohne ⇒ ineetparisejohne (15)

nobeln,n
(
prizepp,n(fornp,ppCnp)

)
⇒ nobeln,nprizen (16)

Problems in data sets rarely contain entailments involving the tense, and
hence aux verb is a rule that ignores auxiliary verbs and an infinitive particle to.
In Fig. 4, it is shown how aux verb applies to 4 and yields 5. The rule also acci-
dentally accounts for predicative adjectives since they are analyzed as bevp,vpPvp,
and when aux verb is applied to a copula-adjective construction, it discards the
copula. The rule can be modified in the future to account for tense and aspect.

M : dpp,nApp : ce : T

M : dn : ce : T
App : ce : T

n pp mod
M : b(−,s),(−,s)A : C : X

M : A : C : X
aux verb

where b ∈ {do,will,be, to}

4.3 Rules for the Copula be

The copula be is often considered as a semantically vacuous word and, at the
same time, it is sometimes a source of introduction of the equality relation in
logical forms. Taking into account how the equality complicates tableau systems
(e.g., a first-order logic tableau with the equality) and makes them inefficient, we
want to get rid of be in LLFs whenever it is possible. The first rule that ignores
the copula was already introduced in the previous subsection.

If pnp,pp is a preposition:
M : bepp,np,s (pnp,pp cenp) : denp : X

M : pnp,pp cenp : de : X
peet : ce de : X

be pp

The second rule that does the removal of the copula is be pp. It treats a
propositional phrase following the copula as a predicate, and, for example, allows
to capture the entailment in (17). Note that the rule is applicable with both truth
signs, and the constants c and d are of type e or np.

bepp,np,s(innp,pp parisnp) johnnp ⇒ innp,pp parisnp johne (17)

The other two rules a subj be and be a obj apply to NP-be-NP constructions
and introduce LLFs with a simpler structure. If we recall that quantifier terms
like an,vp,s and sn,vp,s are inserted in a CCG term as described in Sect. 3, then it
is clear that there are many quantifiers that can introduce a fresh constant; more
fresh constants usually mean a larger tableau and a greater choice in rule appli-
cation strategies, which as a result decrease chances of finding proofs. Therefore,
these two rules prevent tableaux from getting larger as they avoid introduction
of a fresh constant. In Fig. 3, the tableau uses be a obj rule as the first rule
application. This rule is also used for entailing (14) from (13).
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If a ∈ {a, the} and c �= there
M : an,vp,s Nn(be cenp) : [ ] : X

M : Nn : ce : X
a subj be

If a ∈ {a, s, the} and c �= there
M : an,vp,s Nn(λx.be xenp cenp) : [ ] : X

M : Nn : ce : X
be a obj

4.4 Rules for the Definite Determiner the

We have already presented several new rules in the previous section that apply
to certain constructions with the copula and the determiner the. Here we give
two more rules that are applicable to a wider range of LLFs containing the.

Since the definite determiner presupposes a unique referent inside a context,
rule the c requires two nodes to be in a tableau branch: the node with the
definite description and the node with the head noun of this definite description.
In case these nodes are found, the constant becomes the referent of the definite
description, and the verb phrase is applied to it. The rule avoids introduction
of a fresh constant. The same idea is behind rule the but it introduces a fresh
constant when no referent is found on the branch. The rule is similar to the one
for existential quantifier some of [12], except that the is applicable to false nodes
as well due to the presupposition attached to the semantics of the.

M : then,vp,s N V : [ ] : X
N : de : T

M : V : de : X
the c

M : then,vp,s N V : [ ] : X

N : ce : T
M : V : ce : X

the where ce is fresh

4.5 Rules for Passives

Textual entailment problems often contain passive paraphrases, therefore, from
the practical point of view it is important to have rules for passives too. Two rules
for passives correspond to two types the CCG parser can assign to a by-phrase:
either pp while being a complement of VP, or (vp, vp) – being a VP modifier.
Since these rules model paraphrasing, they are applicable to nodes with both
signs. In Fig. 4, nodes 6 and 7 are obtained by applying vp pass2 to 5.

M : Vpp,vp (bynp,ppCenp) : Denp : X

M : Vnp,vp : DenpCenp : X
vp pass1

M : bynp,vp,vpCenp Vvp : Denp : X

M : Vnp,vp : DenpCenp : X
vp pass2

4.6 Closure Rules

In general, closure rules identify or introduce an inconsistency in a tableau
branch, and they are sometimes considered as closure conditions on tableau
branches. Besides the revised version of the closure rule ⊥≤ found in [12], we
add three new closure rules to the inventory of rules.
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1 then,vp,s (whovp,n,n dancevp mann) (λx.benp,vp xnp johnnp) : [ ] : T
2 an,vp,s (whovp,n,n movevp personn) (λx.benp,vp xnp therenp) : [ ] : F

3 whovp,n,n dancevp mann : johne : T

4 dancevp : johne : T
5 mann : johne : T

7 λx.benp,vp xnp therenp : johne : F

12 benp,vp johne therenp : [ ] : F
13 ×

6 whovp,n,n movevp personn : johne : F

9 personn : johne : F
11 ×

8 movevp : johne : F
10 ×

Fig. 3. A tableau for the man who dances is John ⇒ there is a person who moves. The
tableau employs be a obj rule to introduce 3 from 1. The first two branches are closed
by ⊥≤ taking into account that man ≤ person and dance ≤ move. The last branch
is closed by applying ⊥there to 12.

{} : benp,np,s c therenp : [ ] : F

×
⊥there

M1 : A : C : T
M2 : B : C : F

×
⊥≤ where A≤B, M2⊆M1

donp,vp : ce Denp : T
An : ce : T

{} : Avp : Denp : F

×
⊥do vp1

{} : donp,vp : ce Denp : F
An : ce : T

Avp : Denp : T

×
⊥do vp2

Rule ⊥there considers a predicate corresponding to there is as a universal
one. For example, in Fig. 3, you can find the rule in action (where be a obj rule
is also used). The rules ⊥do vp1 and ⊥do vp2 model a light verb construction.
See Fig. 4, where the tableau is closed by applying ⊥do vp1 to 6, 8 and 2.

The tableau rules presented in this section are the rules that are found nec-
essary for proving certain entailment problems in the development set. For the
complete picture, some rules are missing their counterparts for the false sign.
This is justified by two reasons: those missing rules are inefficient from the com-
putational point of view, and furthermore, they do not contribute to the prover’s
accuracy with respect to the development set. Although some rules are too spe-
cific and several ones seem too general (and in few cases unsound), at the moment
our main goal is to list the fast and, at the same time, useful rules for textual
entailments. The final analysis and organization of the inventory of rules will
be carried out later when most of these rules will be collected. It is worth men-
tioning that the current tableau prover employs more computationally efficient
versions of the rules of [12] and, in addition to it, admissible rules (unnecessary
from the completeness viewpoint) are also used since they significantly decrease
the size of tableau proofs.
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1 an,vp,s beautifuln,ndancen bevp,vp(bynp,vp,vpmarynpdovp) : [ ] : T
2 dancevpmarynp : [ ] : F

3 beautifuln,ndancen : ce : T
4 bevp,vp(bynp,vp,vpmarynpdovp) : ce : T

5 bynp,vp,vpmarynpdovp : ce : T

6 donp,vp : ce,marynp : T
7 donp,vp : ce, marye : T

8 {beautifuln,n} : dancen : ce : T
9 ×

Fig. 4. A tableau proof for a beautiful dance was done by Mary ⇒ Mary danced

5 Evaluation

In order to demonstrate the productivity of the current inventory of tableau
rules, we present the performance of the prover on the development set. As it
was already mentioned in Sect. 4, we employ the part of the SICK trial data (100
problems) and a half of the FraCaS data (173 problems) as the development set.
In these data sets, problems have one of three answers: entailment, contradiction,
and neutral. Many entailment problems contain sentences that are long but have
significant overlap in terms of constituents with other sentences. To prevent
the prover from analyzing the common chunks (that is often unnecessary for
finding the proof), we combine the prover with an optional simple aligner that
aligns LLFs before a proof procedure. The prover also considers only a single
LLF (i.e. semantic reading) for each sentence in a problem. Entailment relations
between lexical words are modeled by the hyponymy and hypernymy relations
of WordNet-3.0 [6]: term1 ≤ term2 holds if there is a sense of term1 that is a
hyponym of some sense of term2.

We evaluate the prover against the FraCaS development set (173 problems)
and the whole SICK trial data (500 problems). The confusion matrix of the per-
formance over the FraCaS development set is given in white columns of Table 1.
As it is shown the prover was able to prove 31 true entailment and 2 contradic-
tion problems. From all 173 problems, 18 problems are categorizes as defected
since LLFs of those problems were not obtained properly – either the parser
could not parse a sentence in a problem or it parsed the sentences but they
were not comparable as their CCG categories were different. If we ignore the
obvious errors from the parser by excluding the defected problems, the prover
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Table 1. The confusion matrix of the prover’s performance on the FraCaS dev-set and
on the SICK trial data (with a gray background). Numbers in parentheses are the cases
when the prover was force terminated (after 200 rule applications).

Problem answer
Prover status

Proof No proof Defected input

Entailment 31 48 58 (6) 95 (18) 10 1
Contradiction 2 42 13 (0) 31 (1) 3 1
Neutral 1 2 50 (6) 277 (29) 5 3

1 everyn,vp,s(apcomn,nmanagern)(λy. sn,vp,s(companyn,ncarn)(λx.havenp,vp xnp ynp)) : [ ] : T
2 an,vp,s(apcomn,nmanagern)(λx.benp,vp xnp jonesnp) : [ ] : T
3 an,vp,s(companyn,ncarn)(λx.havenp,vp xnp jonesnp) : [ ] : F

4 apcomn,nmanagern : jonese : T

5 λy. sn,vp,s(companyn,ncarn)(λx.havenp,vp xnp ynp) : jonese : T
6 λy. sn,vp,s(companyn,ncarn)(λx.havenp,vp xnp ynp) : jonesnp : T

7 sn,vp,s(companyn,ncarn)(λx.havenp,vp xnp jonesnp) : [ ] : T

8 sn,vp,s(companyn,ncarn) : λx.havenp,vp xnp jonesnp : T
9 an,vp,s(companyn,ncarn) : λx.havenp,vp xnp jonesnp : F

10 sn,vp,s : companyn,ncarn, λx.havenp,vp xnp jonesnp : T
11 an,vp,s : companyn,ncarn, λx.havenp,vp xnp jonesnp : F

12 ×

Fig. 5. A tableau proof for FraCaS-103 problem: all APCOM managers have company
cars. Jones is an APCOM manager ⇒ Jones has a company car (Note that 4 was obtained
from 2 by be a obj, 5 and 6 from 1 and 4 by the efficient version of the rule for every
of [12], 7 from 6, 8 and 9 from 3 and 7 by the efficient version of the monotone rule of
[12], 10 and 11 from 8 and 9 in the same way as the previous nodes, and 12 from 10
and 11 by ⊥≤ and the fact that a ≤ s).

get the precision of .97 and the recall of .32. For this evaluation the prover is
limited by the number of rule applications; if it is not possible to close a tableau
after 200 rule applications, then the tableau is considered as open. For instance,
the prover reached the rule application limit and was forcibly terminated for
12 problems (see the numbers in parentheses in ‘No proof’ column). In Fig. 5,
it is shown a closed tableau found by the prover for the FraCaS problem with
multiple premises. The first three entries in the tableau exhibit the LLFs of the
sentences that were obtained by the LLF generator.
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The results over the FraCaS data set seem promising taking into account that
the set contains sentences with linguistic phenomena (such as anaphora, ellipsis,
comparatives, attitudes, etc.) that were not modeled by the tableau rules.10

The evaluation over the SICK trial data is given in gray columns of Table 1.
Despite exploring only a fifth portion of the SICK trial data, the prover showed
decent results on the data (see them in gray columns of Table 1). The evaluation
again shows the extremely high precision of .98 and the more improved recall
of .42 than in case of the FraCaS data. The alignment preprocessing drastically
decreases complexity of proof search for the problems of the SICK data since
usually there is a significant overlap between a premise and a conclusion. The
tableau proof in Fig. 6 demonstrates this fact, where treating shared complex
LLFs as a constant results in closing the tableau in three rule applications.

1 twon,vp,s personn be and watch the sunset stand in the oceanvp : [ ] : T
2 non,vp,s personn be and watch the sunset stand in the oceanvp : [ ] : T

3 personn : ce : T
4 be and watch the sunset stand in the oceanvp : ce : T

5 personn : ce : F
6 ×

Fig. 6. A tableau proof for SICK-6146 problem:two people are standing in the ocean
and watching the sunset ⊥ nobody is standing in the ocean and watching the sunset. The
tableau starts with T sign assigned to initial LLFs for proving the contradiction. The
proof introduces 5 from 2 and 4 using the efficient version of the rule for no of [12] and,
in this way, avoids branching of the tableau.

Table 2. The false positive problems

ID Answer Prover Problem (premises ⇒ hypothesis)

FraCaS-287 Neutral Entailment Smith wrote a report in two hours ⇒
Smith wrote a report in one hour

SICK-1400 Neutral Entailment A sad man is crying ⇒ A man is screaming

SICK-8461 Neutral Contradiction A man with no hat is sitting on the ground ⇒
A man with backwards hat is sitting on the ground

The problems that were classified as neutral but proved by the prover rep-
resent also the subject of interest (see Table 2). The first problem was proved
10 The FraCaS data contains entailment problems requiring deep semantic analysis and

it is rarely used for system evaluation. We are aware of a single case of evaluating
the system against this data; namely, the NatLog system [9] achieves quite high
accuracy on the data but only on problems with a single premise. The comparison
of our prover to it must await future research.
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due to the poor treatment of cardinals by the prover – there is no distinction
between them. The second problem was identified as entailment since cry may
also have a meaning of shout. The last one was proved because the prover used
LLFs, where no hat and a backwards hat had the widest scopes.

6 Future Work

Our future plan is to continue enriching the inventory of tableau rules. Namely,
the SICK training data is not yet explored entirely, and we expect to collect sev-
eral (mainly syntax-driven) rules that are necessary for unfolding certain LLFs.
We also aim to further explore the FraCaS data and find the ways to accom-
modate in natural tableau settings semantic phenomena contained in plurals,
comparatives, anaphora, temporal adverbials, events and attitude verbs.

At this stage it is early to compare the current performance of the prover to
those of other entailment systems. The reason is that entailment systems usually
do not depend on a single classifier but the combination of several shallow (e.g.,
word overlap) or deep (e.g., using semantically relevant rules) classifiers. In the
future, we plan to make the prover more robust by combining it with a shallow
classifier or by adding default rules (not necessarily sound) that are relevant for
a development data set, and then compare it with other entailment systems.
We also intend to employ other parsers for improving the LLF generator and
knowledge bases for enriching the lexical knowledge of the prover.
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Abstract. This paper presents an analysis of modal subordination in
the framework of Dependent Type Semantics, a framework of natural
language semantics based on dependent type theory. Dependent types
provide powerful type structures that have been applied to various dis-
course phenomena in natural language, yet there has been little attempt
to produce an account of modality and its interaction with anaphora
from the perspective of dependent type theory. We extend the framework
of Dependent Type Semantics with a mechanism of handling explicit
quantification over possible worlds, and show how modal anaphora and
subordination can be handled within this framework.

1 Introduction

Modal anaphora and subordination have been extensively studied within model-
theoretic approaches to discourse semantics, including Discourse Representation
Theory (DRT) and Dynamic Semantics (Roberts [13], Frank and Kamp [7],
van Rooij [15], Asher and McCready [1]). In contrast, proof-theoretic approaches
to natural language semantics have been developed within a framework of depen-
dent type theory and have been applied to dynamic discourse phenomena (Sund-
holm [17], Ranta [12]). The proof-theoretic framework is attractive in that entail-
ment relations can be directly computed without referring to models; it provides
a foundation of computational semantics that can be applied to the problems of
natural language inference and of recognizing textual entailment using modern
proof assistants (Chatzikyriakidis and Luo [5]). However, there has been little
attempt to produce an account of modality and its interaction with anaphora
from the perspective of dependent type theory, or more generally, from a proof-
theoretic perspective on natural language semantics. Here we provide such an
account: we present an analysis of modal subordination (MS) within a framework
of proof-theoretic natural language semantics called Dependent Type Semantics
(DTS).

There are at least three possible approaches to treating modality in natural
language from a proof-theoretic perspective. One is to construct a proof system
for natural language inference that contains modal expressions as primitive; the
program of natural logic (e.g. Muskens [11]) can be regarded as an instance of
c© Springer-Verlag Berlin Heidelberg 2015
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this approach. As far as we can see, however, the treatment of discourse phenom-
ena such as anaphora and presupposition in this approach is underdeveloped; in
particular, at the current stage it is not clear how to handle various discourse
phenomena in a proof system based on the surface structure of natural language
sentences, or, more generally, a variable-free proof system. Another approach is
the one proposed by Ranta [12], according to which the notion of contexts in
dependent type theory plays a central role in explaining modal constructions.
A problem with this approach is that the single notion of context seems to be
insufficient to account for various kinds of modal expressions in natural language,
including epistemic and deontic modality as well as a variety of propositional
attitudes. The third approach is to analyze modality in terms of explicit quantifi-
cation over possible worlds using dependent type theory. This approach enables
us to make use of the findings that have been accumulated in formal semantics
of natural language over past half a century. We adopt this explicit approach to
modal semantics and attempt to integrate these findings with the framework of
DTS. This will enable us to handle modals, conditionals and attitude verbs in a
unified framework and thereby to broaden the empirical coverage of DTS.

This paper is structured as follows. Section 2 motivates our proof-theoretic
approach to the phenomena of MS. Section 3 provides an overview of the frame-
work of DTS, and then, in Sect. 4, we extend it with modal semantics and present
an analysis of MS in terms of dependent types. Section 5 extends our approach
to the analysis of conditionals. Section 6 provides a dynamic lexicon and com-
positional analysis in a setting of categorial grammar.

2 Modal Subordination

The phenomena known as MS were first investigated by Roberts [13] in the
framework of DRT. A characteristic of MS is that, as is exemplified in the con-
trast shown in (1), modal expressions like might introduce a proposition that
is passed to a subsequent modal discourse but not to a discourse with factual
mood.

(1) a. A wolf might enter. It would growl.
b. A wolf might enter. #It growls.

Note that even if the indefinite a wolf in (1a) is interpreted as taking scope
under the modal might, the modal would enables the pronoun it to pick up its
antecedent. The intended reading of the second sentence in (1a) can be para-
phrased as If a wolf entered, it would growl. The problem can be formulated
as follows: how to explain the following valid pattern of inference under the
intended reading?

(2)
A wolf might enter. It would growl.
If a wolf entered, it would growl.

Schematically, the problem can also be formulated as: how to derive if ϕ,modal2 ψ
from the discourse modal1 ϕ.modal2 ψ in terms of some reasoning mechanism,
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where modal1 and modal2 are suitable modal expressions. A desirable account
has to be powerful enough to provide such a derivation, while it must be suitably
constrained so as to block the anaphoric link as shown in (1b).

MS also arises with presuppositions. Consider the following sentence with a
classical example of presupposition trigger (van Rooij [15]).

(3) It is possible that John used to smoke and possible that he just stopped
doing so.

Here the presupposition trigger stopped occurs in a modal environment, and car-
ries a presupposition which is successfully satisfied by the proposition introduced
by the antecedent clause having a modal force. Though there is a difference in
the ways presupposition and anaphora are resolved (see e.g., Geurts [8]), hence-
forth we use “anaphora” as a cover term for both pronominal anaphora and
presupposition.

Roberts [13,14] developed an account based on accommodation of the
antecedent clause If ϕ in the schematic representation mentioned above. Subse-
quent authors criticized this approach mainly on the grounds that the process
of accommodation is too unconstrained and hence over-generates; since then,
various theories of MS have been developed in a model-theoretic tradition, in
particular, in the framework of DRT (Frank and Kamp [7]; Geurts [8]) and
Dynamic Semantics (van Rooij [15]; Asher and McCready [1]).

In addition to the general attractiveness of a proof-theoretic approach to
natural language inference, let us mention an advantage of handling MS from the
perspective emphasizing the role of inference in resolving anaphora. A problem
with the treatment of anaphora in model-theoretic approaches including DRT
and Dynamic Semantics is that they do not do justice to the fact that anaphora
resolution often requires the hearer to perform inference. A typical example of
such a case is one involving the so-called bridging inference (Clark [6]). The
following is an example of the interaction of MS and bridging.

(4) John might have a new house. The front door would be blue.

The definite description the front door in the second sentence does not have
an overt antecedent, but a suitable antecedent is easily inferred using the com-
monplace assumption that a house has a front door. According to the standard
account in DRT and Dynamic Semantics, the presupposed information is identi-
fied with some element present in the previous discourse or copied in a suitable
place via accommodation. However, examples such as (4) suggest that resolving
anaphora is not simply a matter of matching or adding information; rather, it
crucially involves inferences with assumptions that are not directly provided in
a discourse.1 The proof-theoretic approach provides a well-developed proof sys-
tem that accounts for the fact that inferences with implicit assumptions play a
crucial role in identifying the antecedent of anaphora.

1 Geurts [8] (pages 72–79) admits the importance of inferences with world knowledge
in resolving presuppositions, but provides no clues on how to incorporate additional
inferential architectures into the framework of DRT.
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3 Dependent Type Semantics

DTS (Bekki [2]) is a framework of natural language semantics that extends
dependent type theory with a mechanism of context passing to account for
anaphora resolution processes and with a component to derive semantic rep-
resentations in a compositional way.

The syntax is similar to that of dependent type theory [10], except it is
extended with an @-term that can be annotated with some type Λ, written as
@Λ

i . The syntax for raw terms in DTS is specified as follows.2

Λ := x variable
| c constant
| @Λ

i underspecified term annotated with type Λ
| (Πx : Λ)Λ dependent function type (Π-type)
| (Σx : Λ)Λ dependent sum type (Σ-type)
| (λx : Λ)Λ lambda abstraction
| ΛΛ function application
| (Λ,Λ) pair
| π1 the first projection function
| π2 the second projection function
| Λ =Λ Λ propositional equality

We will often omit type τ in (λx : τ)M and abbreviate (λx1) . . . (λxn)M as
(λx1 . . . xn)M .

The type constructor Σ is a generalized form of the product type and serves
as an existential quantifier. An object of type (Σx : A)B(x) is a pair (m,n) such
that m is of type A and n is of type B(m). Conjunction (or, product type) A∧B
is a degenerate form of (Σx : A)B if x does not occur free in B. Σ-types are
associated with projection functions π1 and π2 that are computed with the rules
π1(m,n) ≡ m and π2(m,n) ≡ n, respectively.

The type constructor Π is a generalized form of functional type and serves
as a universal quantifier. Implication A → B is a degenerate form of (Πx : A)B
if x does not occur free in B. An object of type (Πx : A)B(x) is a function f
such that for any object a of type A, fa is an object of type B(a). See e.g.,
Martin-Löf [10] and Ranta [12] for more details and inference rules for Π-types
and Σ-types.

DTS is based on the paradigm of the Curry-Howard correspondence, accord-
ing to which propositions are identified with types; the truth of a proposition
is then defined as the existence of a proof (i.e., proof-term) of the proposition.
In other words, for any (static) proposition P , we can say that P is true if and
only if P is inhabited, that is, there exists a proof-term t such that t : P . In this
paper, we will denote the type of (static) proposition by prop.

A dynamic proposition in DTS is a function mapping a proof c of a static
proposition γ, a proposition representing the preceding discourse, to a static

2 In dependent type theory, terms and types can be mutually dependent; thus, the
terms defined here can serve as types as well.
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proposition; hence it has type γ → prop. Such a proof c is called a context. For
instance, a sentence a man entered is represented as

(5) (λc)(Σu : (Σx :E)manx) enter π1u,

where E is a type of entities and c is a variable for a given context. In this case,
the sentence does not have any anaphora or presupposition trigger; accordingly,
the variable c does not appear in the body of the representation. A sentence con-
taining an anaphoric element is represented using an @-term. For instance, the
sentence he whistled is represented as (λc)whistle(@0

γ0→Ec), where the annotated
term @γ0→E

0 corresponds to the pronoun he. Here γ0 is the type of the context
variable c. The term @γ0→E

0 will eventually be replaced by some term A having
the annotated type γ0→E, in which case, we say that the @-term is bound to A.

Two dynamic propositions are conjoined by dynamic conjunction, defined as:

(6) M ;N ≡ (λc)(Σu :Mc)N(c, u).

Here the information from the left context, represented as a proof term c, is
passed to the first conjunct M . Then the second conjunct N receives the pair
(c, u), where the proof term u represents the information from M . As a result,
an anaphoric element in N can refer to an object introduced in the left context
as well as that introduced in M .

As an illustration, let us consider how to derive the following simple inference:

(7)
A man entered. He whistled.
There is a man who entered and whistled.

By dynamic conjunction, the semantic representations for a man entered and he
whistled are merged into the following:

(8) (λc)(Σv : (Σu : (Σx : E)manx) enter π1u))whistle(@γ0→E
0 (c, v))

How to resolve the type γ0 and the term @γ0→E
0 can be inferred based on a type

checking algorithm (see Bekki [2]). In the present case, given that @γ0→E
0 takes

the pair (c, v) as an argument, one can infer that γ0 is set to

(9) γ ∧ (Σu : (Σx : E)manx) enter π1u,

and that a term that can be substituted for @γ0→E
0 is π1π1π2. The resulting

representation reduces to the following:

(10) (λc)(Σv : (Σu : (Σx : E)manx) enter π1u))whistleπ1π1v.

This gives the semantic representation after anaphora resolution (in terms of the
substitution of @0 for π1π1π2) for the discourse which appears as a premise in
(7). Let us assume that the conclusion of (7) is represented as:

(11) (Σu : (Σx : E)manx)(enter π1u ∧ whistleπ1u).

Then, it is easily checked that given an initial context c, if the body of the
representation in (10) is true, the proposition in (11) is true as well; in other
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words, from the given assumption, one can construct a proof-term for (11). In
this way, we can derive the inference in (7).

To see how anaphora resolution interacts with inferences involving implicit
assumptions, consider a simple example of bridging:

(12) John has a house. The door is blue.

The second sentence can be represented as (λc)blueπ1(@
γ0→(Σx:E) door x
0 c), where

the definite description the door is represented by the first projection of the
annotated @-term applied to a given context c. The annotated type

γ0 → (Σx : E) door x

means that the definite article the selects a pair having the type (Σx : E) door x
from a context of type γ0. Such a pair consists of some entity x and a proof that
x is a door, and its first projection, i.e., an entity x, is applied to the predicate
blue. This means that for the whole term to be typable, one needs to give a proof
of the existence of a door. Intuitively, this captures the existence presupposition
triggered by the definite description the door.

In the same way as (8) above, the two sentences in (12) are conjoined by
dynamic conjunction and reduced to the following, with an initial context c:

(13) (Σv : (Σu : (Σx : E)house x) have(j, π1u)) blue(π1(@
γ0→(Σx:E)doorx
0 (c, v))).

Given that the annotated @-term takes a pair (c, v) as an argument, one can
infer that γ0 is γ∧(Σu : (Σx : E) housex) have (j, π1u). Thus given a term (c, v) of
this type, the @-term requires to construct an object of type (Σx : E) door x. Let
us assume that judgement f : (Πx : E)(housex → (Σy : E)(door y ∧ have(x, y)))
is taken as an axiom in the global context that represents our commonplace
knowledge. Let t be a term f(π1π1π2(c, v))(π2π1π2(c, v)). Then, it can be easily
verified that t is of type (Σy : E)(door y∧have(π1π1v, y)), and hence, (π1t, π1π2t)
has the required type (Σx : E) door x. By taking the first projection of this pair,
one can eventually obtain the following proposition:

(Σv : (Σu : (Σx : E) housex) have (j, π1u)) blue(π1f(π1π1v)(π2π1v)).

This can be read as A door of John’s house is blue, which captures correct
information derivable from the discourse in (12).

4 Modality and Modal Subordination in DTS

To represent modal propositions in DTS, we parameterize propositions over
worlds and contexts. Let W be a type of worlds and γ a type of contexts. Then
dynamic propositions have type W → γ → prop, abbreviated henceforth as κ. Let
M,N be of type κ. We define ♦ (epistemic possibility), � (epistemic necessity),
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; (dynamic conjunction), and � (dynamic implication) as follows:

♦M ≡ (λwc)(Σw′ : W)(Repi ww′ ∧ Mw′c)
�M ≡ (λwc)(Πw′ : W)(Repi ww′ →Mw′c)

M ;N ≡ (λwc)(Σu : Mwc)Nw(c, u)
M � N ≡ (λwc)(Πu : Mwc)Nw(c, u)

Since our focus is on the phenomena of MS, we take epistemic accessibility rela-
tion Repi as primitive and remain neutral with respect to the particular analysis
of it.3

Let rprop be a subtype of propositions with the axiom p : rprop → prop.
Intuitively, rprop denotes a class of root propositions, i.e., propositions embedded
under modal operators and introduced as hypothetical ones by modal sentences.
Type W → γ → rprop of parameterized root proposition will be abbreviated as
κ̂. Then we have (λgwc)p(gwc) : κ̂ → κ. The function (λgwc)p(gwc), which
maps a parameterized root proposition to a parameterized proposition, will be
abbreviated as ↓(·). Now might A and would A, where A is of type κ, are defined
as follows:4

[[might ]](A) = (λwc)(♦(↓(@ic) ;A)wc ∧ (ΣP : κ̂)(↓P =κ
↓(@ic) ;A))

[[would ]](A) = (λwc)(�(↓(@ic) � A)wc ∧ (ΣP : κ̂)(↓P =κ
↓(@ic) ;A))

For brevity, here and henceforth we usually omit the annotated type ending with
κ̂ and write @i for @γ→κ̂

i .
As usual, might and would are analyzed as involving existential and uni-

versal quantification over worlds, respectively. One difference from the standard
account is that modal operators involve an @-term that triggers anaphoric refer-
ence to an antecedent parameterized root proposition of type κ̂. This is because
we have to take into account discourse meaning: if there is a root proposition of
type κ̂ introduced in the previous modal context, it can be anaphorically picked
up by the @-term and embedded in the restrictor of the modal operator, i.e.,
in the position before dynamic conjunction or dynamic implication. The right
conjuncts of the definitions introduce such a root proposition of type κ̂ in terms
of Σ types. Thus, modal operators can both receive and introduce a hypothetical
proposition. Together with the context-passing mechanism of DTS, this enables
us to handle cross-sentential anaphora resolution.

To represent the empty modal context, we let T : rprop and f(T) = �,
where � is a unit type with the unique element 
 : �. Then we have
↓(λwc)T =κ (λwc)�, where (λwc)� is used to represent the empty non-modal
dynamic context and abbreviated as ε. If there is no appropriate antecedent for
@i, for example, if a sentence is uttered in a null context, @i can be bound to
(λxwc)T of type γ → κ̂, and we can obtain ↓(@ic) = ε.
3 Kratzer (2012) derives accessibility relation from a modal base and an ordering
source. Our analysis would be compatible with such a decomposition.

4 In this section, might and would will be treated as propositional operators. A fully
compositional analysis will be given in Sect. 6.
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As an illustration, consider how to derive the basic inference in (2). The two
sentences in the premise are conjoined as

[[might ]](A) ; [[would ]](B),

where A is short for

(λwc)(Σx : Ew)(wolfw x ∧ enterw x)

and B for
(λwc) growlw(@γ1→Ew

1 c),

both being of type κ. Note that the type of entities, E, is parameterized over
worlds. Thus, a one-place predicate, say wolf, has the dependent function type
(Πw : W)(Ew → γ → prop), instead of the function type E → γ → prop.

By binding the @-term occurring in [[might ]] to the empty informational con-
text, the representation can be reduced as follows:

[[might ]](A) ; [[would ]](B)

≡ (λwc)(Σu : (♦(ε ;A)wc ∧ (ΣP : κ̂)(↓P =κ ε ;A)))

(�(↓(@0(c, u)) � B)w(c, u) ∧ (ΣQ : κ̂)(↓Q =κ
↓(@0(c, u)) ;B))

Here @0 can be bound to π1π2π2, resulting in the following (parameterized)
proposition:

(λwc)(Σu : (♦(ε ;A)wc ∧ (ΣP : κ̂)(↓P =κ ε ;A)))

(�(↓(π1π2u) � B)w(c, u) ∧ (ΣQ : κ̂)(↓Q =κ
↓(π1π2u) ;B)).

This gives the semantic representation for the premise in (2) after anaphora
resolution. Given a world w and an initial context c, suppose that the proposition
in the premise is true, i.e., there is a term t such that

t : (Σu : (♦(ε ;A)wc ∧ (ΣP : κ̂)(↓P =κ ε ;A)))

(�(↓(π1π2u) � B)w(c, u) ∧ (ΣQ : κ̂)(↓Q =κ
↓(π1π2u) ;B)).

Then we have

π2π2π1 t : ↓(π1π2π1t) =κ ε ;A

and

π1π2 t : �(↓(π1π2π1t) � B)w(c, π1t).

Thus we obtain π1π2 t : �((ε ;A) � B)w(c, π1t). By unfolding �, ; , �, A, and B,
we obtain:

π1π2 t : (Πw′ : W)(Repi ww′ →(Πu : (� ∧ (Σx : Ew′)(wolfw′ x ∧ enterw′ x)))

growlw′(@γ1→Ew′
1 ((c, π1t), u))).
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Here @1 can be bound to π1π2π2, thus we have

π1π2 t : (Πw′ : W)(Repi ww′ →
(Πu : (� ∧ (Σx : Ew′)(wolfw′ x ∧ enterw′ x))) growlw′(π1π2u)).

The resulting proposition can be read as If a wolf entered, it would growl. In this
way we can derive the inference in (2).

An advantage of the present analysis is that no extension is needed to block
anaphoric link as shown in (1b). In the discourse in (1b), the first sentence
introduces an entity of type Ew′ , where w′ is a world accessible from the current
world w. However, the pronoun in the second sentence has the annotated term
@γ1→Ew

1 that requires an entity of type Ew as an antecedent, and hence, it fails
to be bound.

Another advantage is that the present analysis can be applied to modal subor-
dination phenomena involving presupposition. For instance, in the case of (3), the
object argument of stopped can be analyzed as involving the @-term annotated
with the type that specifies the relevant presupposition, say, used tow(smokew x).
Nested presuppositions and “quantifying in to presuppositions” (i.e., presuppo-
sitions containing a free variable) can also be dealt with in this approach.5 We
leave a detailed analysis of presuppositional inferences for another occasion.

It is not difficult to see that the interaction of MS and bridging inferences
as exemplified in (4) can be dealt with by combining the analysis given to the
simple case in (12) and the mechanism to handle MS presented in this section.
In the case of (4), the representation like (13) is embedded in the scope of modal
operator would ; then the @-term in its restrictor can find an antecedent root
proposition introduced in the previous modal sentence. This ensures that the
whole discourse implies that the proposition If John had a new house, the front
door would be blue is true.

The analysis so far has been confined to epistemic modality, but it can be
readily extended to other kinds of modal expressions, including attitude verbs, by
giving suitable accessibility relations. For instance, using the deontic accessibility
relation Rdeon, deontic modals can be analyzed along the following lines:

[[should ]](A)

= (λwc)(Πw′ : W)((Rdeonww′ → (↓(@ic) � A)w′c) ∧ (ΣP : κ̂)(↓P =κ
↓(@ic) ; A))

[[may ]](A)

= (λwc)(Σw′ : W)((Rdeonww′ ∧ (↓(@ic) ; A)w′c) ∧ (ΣP : κ̂)(↓P =κ
↓(@ic) ; A))

5 Presuppositional contents can be independent from asserted contents. A classical
example is too; for example, Johni is leaving, tooi is said to be presupposing that
some (particular) person other than John is leaving. Such cases can be treated within
the present framework by incorporating the mechanism developed in Bekki and
McCready [3] to handle semantic contents independent of the asserted meaning.
The aim of Bekki and McCready [3] is to analyze conventional implicature in the
framework of DTS, but their analysis can be applied, with a suitable modification,
to the analysis of presuppositions that are independent of asserted contents.
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Note that the present analysis does not prevent anaphoric dependencies (in terms

of @-terms) from being made between different kinds of modalities. For example, a

hypothetical proposition of type κ̂ introduced by a deontic modal can be picked up

by the @-term in a subsequent sentence with an epistemic modal. Although the issues

surrounding what kinds of modality support modal subordination are complicated,

modal subordination phenomena can occur between different kinds of modality, as

witnessed by the following example (Roberts [14]).

(14) You should buy a lottery ticket. It might be worth a million dollars.

Here, an anaphoric dependency is made between deontic and epistemic modalities. The

analysis presented above can capture this kind of dependency.

We agree with Roberts [14] that the infelicity of the example like (15b) is accounted

for, not directly by entailment relations induced by attitude verbs, but by pragmatic

considerations pertaining to anaphora resolution.

(15) a. John tries to find a unicorn and wishes to eat it.

b. #John wishes to find a unicorn and tries to eat it.

As is indicated by the treatment of bridging inferences, the proof-theoretic framework

presented here is flexible enough to handle the interaction of entailment and anaphora

resolution. We leave a detailed analysis of the interaction of attitude verbs and MS for

another occasion.

5 Conditionals

The present analysis can be naturally extended to handle examples involving condi-

tionals like (16):

(16) a. If a farmer owns a donkey, he beats it. # He doesn’t like it.

b. If a farmer owns a donkey, he beats it. It might kick back.

Following the standard assumption in the literature (cf. Kratzer [9]), we assume:

(i) A modal expression is a binary propositional operator having the structure

modal (ϕ, ψ), where ϕ is a restrictor and ψ is a scope.
(ii) if-clause contributes to a restrictor of a modal expression, i.e., If ϕ, modalψ is

represented as modal (ϕ, ψ);
(iii) If a modal expression is left implicit as in the first sentence in (16a), it is assumed

by default that it has universal modal force: If ϕ, ψ is represented as �(ϕ, ψ).

Binary modal operators then are analyzed as follows.

[[might ]](A, B)

= (λwc)(♦((↓(@ic) ; A) ; B) wc ∧ (ΣP : κ̂)(↓P =κ (↓(@ic) ; A); B))

[[would ]](A, B)

= (λwc)(�((↓(@ic) ; A) � B) wc ∧ (ΣP : κ̂)(↓P =κ (↓(@ic) ; A); B))

Both would and might introduce a (parameterized) propositional object P of type κ̂,

which inherits the content of the antecedent A as well as the consequent B. This object

is identified with (↓(@ic) ; A) ; B. Now it is not difficult to derive the following pattern

of inference under the current analysis.
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(17)
If ϕ1, would ϕ2. might ϕ3.

might (ϕ1 and ϕ2 and ϕ3).

A compositional analysis of conditionals will be provided in the next section.

According to the present analysis, the antecedent ϕ1 in If ϕ1, would ϕ2 is passed to

the first argument of the binary modal operator [[would ]]. Here it is worth pointing out

an alternative analysis that attempts to establish the relationship between an if -clause

and a modal expression in terms of @-operators. According to the alternative analysis,

the semantic role of if -clause is to introduce a propositional object in terms of Σ-type:

[[if ]](A) = (λwc)(ΣP : κ̂)(↓P =κ
↓(@ic) ; A)

Modal expressions are taken as unary operators: the definition is repeated here.

[[might ]](A) =(λwc)(♦(↓(@ic) ; A) wc ∧ (ΣP : κ̂)(↓P =κ
↓(@ic) ; A))

[[would ]](A) =(λwc)(�(↓(@ic) � A) wc ∧ (ΣP : κ̂)(↓P =κ
↓(@ic) ; A))

Then the if -clause and the main clause are combined by dynamic conjunction:

[[if A, would B ]] = [[if A]] ; [[would B ]]

The @-term in [[would B ]] can be bound to the root proposition introduced in [[if A]],

hence we can obtain the same result as the first approach. An advantage of this alterna-

tive approach is that it simplifies the semantics of modal expressions might and would

by taking them as unary operators and reducing the role of restrictor arguments to

@-operators. However, one drawback is that it allows the @-operator associated with

a modal expression to be bound by a proposition other than the one introduced by

the if -clause: the @-operator can in principle be bound by any proposition of type κ̂

appearing in a suitable antecedent context. According to the first approach, in contrast,

the binary would has the representation ((↓(@ic) ; A)�B), where @ic is responsible for

capturing the information given in a context and A for the information given in the

if -clause. In this way, we can distinguish two aspects of the meaning of a conditional,

i.e., grammatically determined meaning and contextually inferred meaning. For this

reason, we adopt the first approach in this paper.

6 Compositional Analysis

In this section, we give a compositional analysis of constructions involving modal

anaphora and subordination we discussed so far. To be concrete, we will adopt Com-

binatory Categorial Grammar (CCG) as our syntactic framework (see Steedman [16]

for an overview). Generally speaking, categorial grammar can be seen as a framework

based on the idea of direct compositionality, i.e., the idea of providing a compositional

derivation of semantic representations based on surface structures of sentences. To pro-

vide a compositional analysis of modal constructions in such a setting is not a trivial

task, since modal auxiliaries tend to take a scope that is unexpected from their surface

position.
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Consider again the initial example in (1a), repeated here as (18).

(18) a. A wolf might enter.

b. It would growl.

We are concerned with the reading of (18a) in which a wolf is interpreted as de dicto,

i.e., as taking narrow scope with respect to the modal might. The issue of how to

analyze the de re reading in which the subject NP takes scope over the modal seems

to be orthogonal to the issue of how to handle modal subordination phenomena, so we

leave it for another occasion.

A lexicon for the compositional analysis of (18) and related constructions is given

in Table 1. Here we will write V P for S \NP . In CCG, function categories of the form

X/Y expect their argument Y to its right, while those of the form X\Y expect Y

to their left. The forward slash / and the backward slash \ are left-associative: for

example, S/V P/N means (S/V P )/N .

The lexical entries provided here yield the following derivation tree for (18a).

anom
S/V P/N

wolf
N

S/V P
>

might1

S\(S/V P )/V P
enter
V P

S\(S/V P )
>

S
<

Given this derivation tree, the semantic representation for (18a) is derived in the fol-

lowing way.

Table 1. Dynamic lexicon of DTS for basic modal semantics

Expression Syntactic category Semantic representation

wolf N (λwxc)(wolfwx)

enter V P (λwxc)(enterwx)

growl V P (λwxc)(growlwx)

beat V P/NP (λwyxc)(beatw(x, y))

John S/V P (λvwc)(vw john c)

anom S/V P/N (λnvwc)(Σu : (Σx : Ew)(nwxc))(vw(π1u)(c, u))

aacc V P \(V P/NP )/N (λnvwxc)(Σu : (Σy : Ew)(nwyc))(vw(π1u)x(c, u))

it inom S/V P (λvwc)(vw(@γ→Ew
i c)c)

it iacc V P \(V P/NP ) (λvwxc)(vw(@γ→Ew
i c)xc)

the i
nom S/V P/N (λnvwc)(vw(π1(@

γ→(Σx:Ew)nwxc
i c))c)

the i
acc V P \(V P/NP )/N (λnvwxc)(vw(π1(@

γ→(Σy:Ew)nwyc
i c))xc)

might i S \(S/V P )/V P (λvqwc)((Σw′ : W)(Repi ww′ ∧ (↓(@ic) ; qv)w′c)

∧ (ΣP : κ̂)(↓P =κ
↓(@ic) ; qv))

would i S \(S/V P )/V P (λvqwc)((Πw′ : W)(Repi ww′ → (↓(@ic) � qv)w′c)

∧ (ΣP : κ̂)(↓P =κ
↓(@ic) ; qv))
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[[anom ]]([[wolf ]])

≡β (λvwc)(Σu : (Σx : Ew)(wolfwx))(vw(π1u)(c, u))

[[might1]]([[enter ]])

≡β (λqwc)((Σw′ : W)(Repi ww′ ∧ (↓(@1c) ; q(λwxc)(enterwx))w′c)

∧ (ΣP : κ̂)(↓P =κ
↓(@1c) ; q(λwxc)(enterwx)))

Let @1 be bound to the empty context, i.e., ↓(@1c) = ε. For simplicity, henceforth we

will omit ε and � throughout this section.

[[might1]]([[enter ]])([[anom ]]([[wolf ]]))

≡β (λwc)((Σw′ : W)(Repi ww′ ∧ (Σu : (Σx : Ew′)(wolfw′x))(enterw′(π1u)))

∧ (ΣP : κ̂)(↓P =κ (λwc)(Σu : (Σx : Ew)(wolfwx))(enterw(π1u))))

The derivation tree of (18b) is given as follows.

it3nom
S/V P

would2

S\(S/V P )/V P
growl
V P

S\(S/V P )
>

S
<

The semantic representation of (18b) is derived in a similar way. Note that the pronoun

it here is interpreted, in a sense, as de dicto, taking scope under the modal would.

[[would2]]([[growl ]])([[it3nom ]])

≡β (λwc)((Πw′ : W)(Repi ww′ → (↓(@2c) ; (λwc)(growlw(@γ→Ew

3 c)))w′c)

∧ (ΣP : κ̂)(↓P =κ
↓(@2c) ; (λwc)(growlw(@γ→Ew

3 c)))))

As is easily checked, combining the semantic representations for (18a) and (18b) by

dynamic conjunction yields the same semantic representation as the one for (1a) pre-

sented in Sect. 4.

According to the lexicon given in Table 1, the object NP in a modal sentence is

interpreted as taking scope under the modal. This enables us to handle the anaphoric

dependency in the following discourse.

(19) a. A wolf might enter.

b. John would beat it.

For the modal subordination reading to be derivable, the pronoun it in object position

of (19b) has to be interpreted as taking scope under would. Our lexical entries yield

the following derivation tree for (19b).

John
S/V P

would1

S\(S/V P )/V P

beat
V P/NP

it2acc
V P \(V P/NP )

V P
<

S\(S/V P )
>

S
<
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The semantic representation is derived as follows:

[[would1]]([[it2acc ]]([[beat ]]))([[John]])

≡β (λwc)((Πw′ : W)(Repi ww′ → (↓(@1c) ; (λwc)(beatw(john, @γ→Ew

2 c)))w′c)

∧ (ΣP : κ̂)(↓P =κ
↓(@1c) ; (λwc)(beatw(john, @γ→Ew

2 c))))).

In the same way as the derivation for (18) shown above, this yields the desired reading

of the discourse in (19).

For the analysis of the interaction of modals and conditionals, we introduce lexical

entries for if and binary modal operators would and might, which are shown in Table 2.

As an illustration, consider the following example.

(20) If a farmer owns a donkey, he would beat it.

The derivation tree of (20) is given as follows:

If
S/S/S

a farmer owns a donkey
S

S/S
>

he1nom
S/V P

would2

S\(S/S)\(S/V P )/V P
beat it3acc

V P

S\(S/S)\(S/V P )
>

S\(S/S)
<

S
<

The semantic representation for a farmer owns a donkey is computed as follows:

[[anom ]]([[farmer ]])([[owns]]([[aacc ]]([[donkey ]])))

≡β (λwc)(Σv : (Σx : Ew)(farmerwx))(Σu : (Σy : Ew)(donkeywy)) ownw(π1v, π1u).

Let us abbreviate this representation as A. Then the derivation tree above generates

the following semantic representation:

[[would2]]([[it3acc ]]([[beat ]]))([[he
1
nom ]])([[if ]](A))

≡β (λwc)((Πw′ : W)(Repi ww′

→ ((↓(@2c) ; A) � (λwc)(beatw(@γ→Ew

1 c, @γ→Ew

3 c)))w′c)

∧ (ΣP : κ̂)(↓P =κ (↓(@2c) ; A) ; (λwc)(beatw(@γ→Ew

1 c, @γ→Ew

3 c))))

Table 2. Dynamic lexicon of DTS for conditionals

Expression Syntactic category Semantic representation

if S/S/S (λspwc)pswc

might i S\(S/S)\(S/V P )/V P (λvqpwc)(p((λswc)((Σw′ : W)(Repi ww′∧
((↓(@ic) ; s) ; qv)w′c)

∧ (ΣP : κ̂)(↓P =κ (↓(@ic) ; s); qv))))

would i S\(S/S)\(S/V P )/V P (λvqpwc)(p((λswc)((Πw′ : W)(Repi ww′ →
((↓(@ic) ; s) � qv)w′c)

∧ (ΣP : κ̂)(↓P =κ (↓(@ic) ; s); qv))))
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The resulting semantic representation corresponds to the one presented in Sect. 5. Here,

the dynamic proposition corresponding to the root sentence he beats it appears in the

nuclear scope of the binary modal operator would . The dynamic proposition expressed

by a farmer owns a donkey in the if -clause fills in the restrictor of would. It can be

easily seen that this representation enables the pronouns he and it to establish the

intended anaphoric relation to their antecedents.

The unary modal operators might and would shown in Table 1 can be regarded as a

special case of the binary modal operators introduced here. We can assume that when

modal expressions might and would appear without if -clauses, the restrictor position

s in the semantic representation of a binary modal operator is filled by the empty

context ε (which needs to be syntactically realized by a silent element). Although the

derivations for examples like (18) and (19) will become more complicated, we can get

the desirable semantic representations for all the constructions we examined so far.

7 Conclusion

In this paper, we extended the framework of DTS with a mechanism to handle modality

and its interaction with anaphora. In doing so, we integrated the findings of possible

world semantics with a proof-theoretic formal semantics based on dependent type the-

ory. This enabled us to give the semantic representations of modals and conditionals

using the expressive type structures provided by dependent type theory, and thereby

to broaden the empirical coverage of DTS.

There are other important constructions that are relevant to MS but are not dis-

cussed in this paper, including negation (Frank and Kamp [7]; Geurts [8]), the so-called

Veltman’s asymmetry (Veltman [19]; Asher and McCready [1]), and generics (Carlson

and Spejewski [4]). These issues are left for future work.
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Abstract. A variation of the standard non-associative Lambek calculus
with the slightly non-standard yet very traditional semantic interpreta-
tion turns out to straightforwardly and uniformly express the instances
of non-canonical coordination while maintaining phrase structure con-
stituents. Non-canonical coordination looks just as canonical on our
analyses. Gapping, typically problematic in Categorial Grammar–based
approaches, is analyzed like the ordinary object coordination. Further-
more, the calculus uniformly treats quantification in any position, quan-
tification ambiguity and islands. It lets us give what seems to be the
simplest account for both narrow- and wide-scope quantification into
coordinated phrases and of narrow- and wide-scope modal auxiliaries in
gapping.

The calculus lets us express standard covert movements and
anaphoric-like references (analogues of overt movements) in types – as
well as describe how the context can block these movements.

1 Introduction

Non-canonical coordination and in particular gapping (2) challenge the semantic
theory [2,3].

(1) John gave a book to Mary and a record to Sue.
(2) I gave Leslie a book and she a CD.
(3) John gave a present to Robin on Thursday and to Leslie on Friday.
(4) Mrs. J can’t live in Boston and Mr. J in LA.

Further challenges are accounting for both narrow- and wide-scope reading of
“a present” in (3) and for the two readings in (4), with the wide-scope “can’t”
and the wide-scope coordination.

Combinatory Categorial Grammar (CCG) answers the challenge of non-
constituent coordination [6], but at the price of giving up on phrase structure
constituents. The CCG analysis of gapping requires further conceptually prob-
lematic (and eventually, not fully adequate) postulates. Kubota and Levine [3]
present a treasure trove of empirical material illustrating the complexities of
coordination (from which we drew our examples). They develop a variant of
type-logical categorial grammar with both directed and undirected implications

c© Springer-Verlag Berlin Heidelberg 2015
T. Murata et al. (Eds.): JSAI-isAI 2014 Workshops, LNAI 9067, pp. 99–113, 2015.
DOI: 10.1007/978-3-662-48119-6 8
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and higher-order phonology. Here we demonstrate that the challenges of coor-
dination and gapping can be met within the standard non-associative Lambek
calculus NL, one of the basic categorial grammars. Our calculus represents arbi-
trary discontinuous constituents, including multiple discontinuities and the dis-
continuous displaced material. Hence our calculus seems both simpler and more
expressive than other type-logical grammar approaches [5].

The main idea is a slightly non-standard semantic interpretation of NL
derivations (the phonology remains standard). It opened the way to represent
what looks like typical overt and covert movements. Being strictly within NL,
we add no modes or structural rules to the calculus per se. No lexical items are
ever moved. The antecedent of a sequent, describing the relevant phrase struc-
ture, can still be manipulated by the standard rules, given constants of particular
types. These constants have the empty phonology but the clear semantic (com-
putational) interpretation. One may say that the structural rules are all lexical-
ized and computational. Although our approach may be reminiscent of QR and
dynamic semantics, we stay squarely within logic: the semantic interpretation
is compositionally computed by combining closed formulas using the standard
operations of higher-order logic. Unbound traces, free variables, any movement
or rearrangement of lexical items are simply not possible in our approach.

After presenting the calculus in Sect. 2 we illustrate its various features in
Sect. 3.1 on very simple examples of coordination. That section describes two
techniques that underlie the analyses of more complex non-constituent coordi-
nation and gapping in Sect. 3.3. The same techniques also account for quantifi-
cation: in Sect. 4 we analyze not only the simple QNP in subject and object
positions but also the quantification ambiguity and scoping islands. Finally,
Sect. 5 treats the seemingly anomalous wide scope of QNP and modals in sen-
tences with non-canonical coordination, which proved most difficult to account
for in the past. We answer the challenges posed at the beginning of this section.
All presented examples have been mechanically verified: see the accompany-
ing code http://okmij.org/ftp/gengo/HOCCG.hs for the verification record and
more examples.

2 Non-associative Lambek Calculus and Theory

After reminding of the non-associative Lambek calculus NL, we derive conve-
nient rules and introduce types and constants to be used throughout the paper.
The semantic interpretation is in Sect. 3.2.

Figure 1 is our presentation of NL. Types A,B,C are built with the binary
connectives / and \; antecedent structures Γ,Δ are built with (−,−) and the
empty structure •. The antecedent structure is an ordered tree and hence (A, •)
is different from just A. Labeled sequents have the form Γ � t : A, to be read
as the term t having the type A assuming Γ . The figure presents the standard
introduction and elimination rules for the two binary connectives (slashes). To
ease the notational burden, we write t1t2 for both left and right applications.

As basic (atomic) types we choose NP and S plus a few others used for quan-
tification and to mark context boundaries. They will be introduced as needed.

http://okmij.org/ftp/gengo/HOCCG.hs
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Γ t1 : B/A Δ t2 : A
/E

(Γ, Δ) t1t2 : B

Γ t1 : A Δ t2 : A\B
\E

(Γ, Δ) t1t2 : B

(Γ, A) t : B
/I

Γ t : B/A

(A, Γ ) t : B
\I

Γ t : A\B

V ar
A x : A

Fig. 1. The non-associative Lambek calculus NL

Γ t1 : A (A, Δ) t2 : B
HypL

(Γ, Δ) t1 · t2 : B

(Δ, A) t2 : B Γ t1 : A
HypR

(Δ, Γ ) t1 · t2 : B

Δ\A t1 : Γ\A C[Δ] t2 : A
Hyp

C[Γ ] t1 ↑ t2 : A

Fig. 2. Convenient derived rules (In the rule Hyp, Γ must be a full structure type)

We also use a parallel set of types, which we write as NP , NP\S, etc. They are
not special in any way: one may regard A as an abbreviation for A\⊥ where ⊥
is a dedicated atomic type.

The introduction rules \I and /I almost always1 appear in combination with
the corresponding elimination rules. To emphasize the pattern and to save space
in derivations we introduce in Fig. 2 admissible cut-like rules: HypL is \I imme-
diately followed by \E; HypR is similar.

The calculus per se has no structural rules. Still, the existing rules may
manipulate the antecedent structure Γ using constants of appropriate types. For
example, consider the sequent (•, (•, A)) � t : B. Applying \I twice we derive A �
��t : •\(•\B). The derivation shows that we are not really distinguishing types
and structures: structures are types. We will call types that are structures or
include structures (that is, contain • and commas) full structure types. Assuming
the constant ooL with the type • � ooL : B/(•\(•\B)) gives us (•, A) � ooL(��
t) : B. In effect, ooL transformed (•, (•, A)) � B into (•, A) � t : B. Since this
and other similar structural transformations will appear very frequently, we will
abbreviate the derivations through the essentially admissible rule Hyp2 in Fig. 2.

The Hyp rule can replace a structure type Δ within the arbitrary context C[]
of another structure. The replacement must be a full structure type. Although

1 A notable exception is quantification, see Sect. 4.
2 We call this rule essentially admissible because it cannot transform (•, •) � A to

• � A. Therefore, we will have many derivations and sequents that differ only in
(•, •) vs. •. Since they are morally the same, it saves a lot of tedium to treat them
as identical, assuming that (•, •) can always be replaced by •. We will use this
assumption throughout.
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our calculus has no structural rules whatsoever, Hyp lets us rearrange, replace,
etc. parts of the antecedent structure, provided there is a term t of the suitable
type for that operation. One may say that our structural rules are lexicalized
and have a computational interpretation. For now we introduce the following
schematic constants.

(•, •)\A � oo : •\A

(•, (•, Γ ))\A � oL : (•, Γ )\A

((Γ, •), •)\A � oR : (Γ, •)\A

(C, •)\S � resetCtx : •\S

The types of these terms spell out the structural transformation. We will later
require all such terms, whose type is a full structure type, be phonetically silent.
In resetCtx, C is any context marker (such as those that mark the coordinated
or subordinated clause). The corresponding structural rule drops the context
marker when the context becomes degenerate.

Section 3.1 illustrates the calculus on many simple examples. Throughout the
paper, we write V P for NP\S, V T for V P/NP and PP for V P\V P .

3 Coordination

This section describes analyses of coordination in our calculus, from canonical
to non-canonical. We show two approaches. The first is less general and does
not always apply, but it is more familiar and simpler to explain. It builds the
intuition for the second, encompassing and general approach. The approaches
are best explained on very simple examples below. Section 3.3 applies them to
non-canonical coordination and gapping; Sect. 5 to scoping phenomena in coor-
dination.

3.1 Two Approaches to Coordination

We start with the truly trivial example “John tripped and fell.” VP coordi-
nation is the simplest and the most natural analysis, assuming the constant
and : (V P\V P )/V P . Here is another analysis, with the coordination at type S
rather than V P :

NP � x : NP • � tripped : V P
\E

(NP, •) � (x tripped) : S

And � and : (S\S)/S

NP � y : NP • � fell : V P
\E

(NP, •) � (y fell) : S

((NP, •), (And, (NP, •))) � (x tripped) and (y fell) : S
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Here, And is an atomic type, used to mark the coordination in the antecedent
structure3. Clearly the derivation can be reconstructed from its conclusion. To
save space, we will only be writing conclusions. To proceed further, we assume
the “structural constant” (schematic)

(Γ, (And, Γ ))\A � andC : Γ\A

It has the full structure type and is hence phonetically silent. (All terms in the
same font as and are silent.) The Hyp rule then gives

(NP, •) � andC ↑ (x tripped) and (y fell) : S

We now can apply the HypL rule with • � John : NP obtaining

(•, •) � John · andC ↑ (x tripped) and (y fell) : S

Finally Hyp is used once again, with the oo constant to contract (•, •) to just •
producing the final conclusion:

• � oo ↑ John · andC ↑ (x tripped) and (y fell) : S

The phonology is standard; hypotheses, and and other constants in the same
font are silent. The semantic interpretation is described in Sect. 3.2.

There is yet another analysis of the same example. Although patently overkill
in this case, it explains the most general technique to be used for non-canonical
coordination. The intuition comes from the apparent similarity of our analysis
of quantification in Sect. 4 to the quantifier raising (QR). The key idea is to
paraphrase “John tripped and fell” as “John tripped; he fell” with the silent
‘pronoun’. The paraphrase is analyzed in the manner reminiscent of dynamic
logic. We assume the axiom schema

A � ref : A/A

where A is intended to signify that ref provides the value of the type A. We
derive

((NP, •), •) � (ref John) tripped : S

and, as before, (NP, •) � x fell : S. Coordinating the two gives:

(((NP, •), •), (And, (NP, •))) � (ref John) tripped and (x fell) : S

Matching the reference x : NP with its referent NP is done by the following
two structural constants.

(((A,B), Γ ), (And, (A,Δ)))\S � andL : ((B,Γ ), (And, (•,Δ)))\S

((Γ,A), (And, (Δ, (A,B))))\S � andR : ((Γ, •), (And, (Δ,B)))\S

3 Incidentally, such a mark restricts the use of the structure constants such as andL

and especially andD below – in effect restricting gapping to coordination.
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The constant andL matches up the reference A and the referent (A,B),
provided both occur at the left edge, and the referent is in the left conjunct; A
is replaced with • and (A,B) with B. The motivation for this choice comes from
the HypL rule, which andL is meant generalize. Suppose we have the derivations

• � t1 : A Γ2 � t2 : A\S Γ3 � t3 : A\S

Hypothesizing A � x : A and the similar y gives

((A,Γ2), (And, (A,Γ3))) � (x t2) and (y t3) : S

If Γ2 and Γ3 happen to be the same Γ , we can apply Hyp with andC :

(A,Γ ) � andC ↑ ((x t2) and (y t3)) : S

which, followed-up with the HypL rule, finally yields

(•, Γ ) � t1 · andC ↑ ((x t2) and (y t3)) : S

The structural constant andL is designed to complete the above derivation in a
different way: from

(((¬A, •), Γ ), (And, (A,Γ ))) � ((ref t1) t2) and (y t3) : S

obtaining first

((•, Γ ), (And, (•, Γ ))) � andL ↑ ((ref t1) t2) and (y t3) : S

and finally

(•, Γ ) � andC ↑ andL ↑ ((ref t1) t2) and (y t3) : S

The derivation no longer uses HypL, which is subsumed into andL. This struc-
tural constant, unlike andC , can be applied repeatedly and in the circumstances
when Γ2 is not the same as Γ3.

Coming back to our example, its conclusion is now clear:

• � andC ↑ andL ↑ (ref John) tripped and (x fell) : S

(we shall elide the final step of reducing (•, •) to • from now on). Again, the
read-out is standard, keeping in mind that all italicized items are silent. The
semantic interpretation is described in Sect. 3.2.

The subject coordination, as in “John and Mary left.” is similar. Besides the
straightforward NP coordination (if we assume and : (NP\NP )/NP ), we can
coordinate at type S. Our first approach leads to

(•, V P ) � andC ↑ (John x) and (Mary y) : S

followed by the application of the HypR rule with left : V P on the right. The
more general approach derives (•, V P ) � (John x) : S with the V P hole for
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the left conjunct and (•, (V P , •)) � Mary (ref left) : S for the right conjunct.
The right-edge hole is matched up with the right-edge referent by andR, which
requires the referent to be in the right conjunct. Again, the motivation is to
generalize the HypR rule, which comes from the /I rule of the Lambek calculus.

Object coordination “John saw Bill and Mary.” lets us introduce the final
structural constant of our approach, which matches a hole with a referent in the
medial position rather than at the edge. Our first approach invariably leads to

(NP, (TV, •)) � andC ↑ (x (y Bill)) and (u (v Mary))

which is the dead-end: since TV is not at the edge of the antecedent structure,
neither HypL nor HypR can eliminate it. The first approach, although simple,
clearly has limitations – which should be obvious considering it is just the stan-
dard Lambek calculus. The latter too has trouble with eliminating hypotheses
far from the edges.

The second approach produces

((•, ((TV , •), •)), (And, (•, (TV, •)))) �
andL ↑ (ref John) ((ref see) Bill) and (x (y Mary)) : S

Since the referent is now deep in the structure, neither andL nor andR can get
to it. We have to use the more general constant

((Γ1, ((TV , •), Γ2)), (And, (Δ1, (TV,Δ2))))\S �
andD : ((Γ1, (V B, Γ2)), (And, (Δ1, (V B,Δ2))))\S

(it is actually a family for different shapes of contexts). Although this constant
seems to give rise to an unrestricted structural rule, it is limited by the type
of the hole. Since the hole is for a term deep inside a formula, that term must
denote a relation, that is, have at least two arguments. The hole is thus restricted
to be of the type TV , V P/PP and similar. Kubota and Levine discuss in
detail a similar restriction for their seemingly freely dischargeable hypotheses in
[4, Sect. 3.2]. The context marker V B tells that the verb has been gapped.

One may be concerned that plugging the hole is too loose a feature, letting
us pick any word in the left conjunct and refer to it from the right conjunct,
or vice versa. We could then derive “*John tripped and.” (with the hole in the
right conjunct referring to “tripped”). Such a derivation is not possible however.
We can get as far as

(((NP, •), (V P , •)), (And, (NP, V P ))) �
(ref John) (ref tripped) and (x y) : S

Although we can plug the NP hole at the left edge with andL, after that we are
stuck. Since the V P hole is at the right edge in the antecedent structure of the
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conjunct, it can be eliminated only if we apply andR – which however requires
the referent to be in the right conjunct rather than the left one. On the other
hand, V P does not denote a relation and andD does not apply either. (The latter
also does not apply because it targets holes in the middle of the structure rather
than at the edge.)

The prominent feature of our second approach is a peculiar way of eliminating
a hypothesis: a hypothetical NP phrase introduced in the derivation of one coor-
dinated clause is eliminated by “matching it up” with the suitable referent in the
other coordinated clause. This hypothetical phrase is strongly reminiscent of a
trace, or discontinuity (as in Morrill et al. [5]). It is also reminiscent of anaphora,
especially of the sort used in Montague’s PTQ. To be sure, this ‘anaphora’ differs
notably from overt pronouns or even null pronouns. When targeted by the HypR
rule, the hypothesis acts as a pure cataphora rather than anaphora. Mainly, the
rules of resolving our ‘pronoun’, such as andR, are quite rigid. They are syntactic
rather than pragmatic, based on matching up two derivations, one with the hole
and the other with the referent. The derivations should be sufficiently similar,
‘parallel’, for them to match. To avoid confusion, we just call our hypothetical
phrase a hole, a sort of generalized discontinuity. Unlike Morrill, this hole may
also occur at the edge.

3.2 Semantic (Computational) Interpretation

The phonological interpretation of a derivation – obtaining its yield – is standard.
We read out the fringe (the leaves) of the derivation tree in order, ignoring silent
items. This section expounds the conservative, traditional and yet novel semantic
interpretation. It is this new interpretation that lets us use NL for analyzing
phenomena like gapping, quantifier ambiguity and scope islands that were out
of its reach before.

The semantic interpretation of a grammatical derivation maps it to a logical
formula that represents its meaning. The mapping is compositional: the formula
that represents the meaning of a derivation is built from the formulas for sub-
derivations. In our interpretation, the meaning of every derivation, complete or
incomplete, is represented by an always closed formula in the higher-order logic:
the simply-typed lambda calculus with equality and two basic types e and t.
Although pairs are easy to express in lambda calculus (using Church encoding),
for notational convenience we will treat pairs, the pair type (A,B) and the unit
type () as primitives. Another purely notational convenience is pattern-matching
to access the components of a pair; for example, to project the first component
we write λ(x, y).x. (The accompanying code instead of pattern-matching uses
the projection functions, which are expressible in lambda-calculus.) We write
underscore for the unused argument of the abstraction.

Our interpretation maps every NL sequent Γ � A to a closed formula of
the type �Γ\A� where the homomorphic map �−� from the NL types to the
semantic types is given in Fig. 3. (The interpretation of a sequent confirms that
a structure is really treated as a type.)
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A A

NP → e
S → t

A\B A ( B , t)
B/A A ( B , t)

• → ()
(A, B) → ( A , B )

A A

And → ()
the same for all other context markers

U → e

Fig. 3. Mapping NL types to semantic types

As expected, the NL type NP maps to the type of entities e, S maps to the
type of propositions t, and the contextual markers such as And, V B, etc. have
no semantic significance. The mapping of directional implications and sequents
is, on one hand, is traditional. Intuitively, an implication or a sequent are treated
as a computation which, when given the term representing its assumptions will
produce the term representing the conclusion. Uncommonly, our interpretation of
an implication (sequent) produces two terms. The first represents the conclusion,
and the second, always of the type t, represents side-conditions. For example,
the sequent representing the complete sentence • � S is mapped to the formula
of the type () → (t, t). It is the computation which, when applied to () (the
trivial assumption, the synonym for �) will produce two truth values. Their
conjunction represents the truth of the proposition expressed by the original
sentence. This splitting off of the side conditions (which are composed separately
by the inference rules) is the crucial feature of our interpretation.

Each axiom (sequent) is mapped to a logical formula of the corresponding
semantic type. Each rule of the calculus combines the formulas of its premises to
build the formula in the conclusion. For example, the rule \I takes the sequent
(A,Γ ) � B (whose interpretation, to be called f , has the type (�A�, �Γ �) →
(�B�, t)) and derives the sequent Γ � A\B. Its interpretation is the formula
λg.((λa.f(a, g)),�) of the type �Γ � → (�A� → (�B�, t), t). More interesting are
the eliminations rules, for example, \E. Recall, given the formula (to be called x)
interpreting the sequent Γ � A and the formula f for the sequent Δ � A\B, the
rule builds the interpretation of (Γ,Δ) � B as follows.

λ(g, d). let (fv, fs) = f d in
let (xv, xs) = x g in
let (bv, bs) = fv xv in
(bv, bs ∧ fs ∧ xs)
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(where let x = e1 in e2 is the abbreviation for (λx.e2)e1.) Informally, whereas
introduction rules correspond semantically to a λ-abstraction, elimination rules
correspond to applications. In our interpretation, the elimination rules also com-
bine the side-conditions.

As an illustration we show the semantic interpretation of two derivations
from the previous section. The first is rather familiar

• � oo ↑ John · andC ↑ (x tripped) and (y fell) : S

and its interpretation is unsurprising. The sequent • � John : NP is assigned the
logical formula λ .(john,�) where john : e is the domain constant. The semantic
interpretation of the other axiom sequents is similar. The constant

(Γ, (And, Γ ))\A � andC : Γ\A

corresponds to the formula

λf.(λd.f (d, ((), d)),�) : ((�Γ �, ((), �Γ �)) → (�A�, t)) → (�Γ � → (�A�, t))

All side-conditions are �; the sequent for the sentence is interpreted as
λ .(tripped john ∧ fell john,�).

More interesting is the derivation with holes and referents:

• � andC ↑ andL ↑ (ref John) tripped and (x fell) : S

The referent maker A � ref : (A/A) is interpreted as λx.(λx.(x, x = x),�) That
is, ref John corresponds to a formula that receives an NP assumption (the value
of the type e) and produces john, what John by itself would have produced, along
with the side-condition that the received assumption must be john. The struc-
tured constant andL matches up the hole and the referent. Recall, it converts the
structure of the type ((((A,B), Γ ), (And, (A,Δ))) into (((B,Γ ), (And, (•,Δ)))
which no longer has the assumption A in it (nor the matching A). This assump-
tion is eliminated ‘classically’ by assuming it with the existential quantifier.

(λf. (λ(((), g), ((), ((), d))).
∃x.let (bv, bs) = f (((x, ()), g), ((), (x, d))) in bv ∧ bs,

�),�)

The quantified variable is passed as the A assumption and as the A assumption.
The latter will later be converted to the side condition that the quantified vari-
able must be equal to the referent. The final truth condition is represented by
the formula ∃x.(tripped john ∧ fell x) ∧ x = john: the hole in the conjunct fell x
is filled by the referent john.

We have just demonstrated a dynamic-semantic–like approach that uses only
the traditional means (rather than mutation, continuation and other powerful
features) to accomplish the filling of a hole with a referent deep in the tree.
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Our side-condition plays the role of the constraint store, or of the current sub-
stitution in unification algorithms. We prefer to view our semantics in structural
rather than dynamic terms, as matching up/unifying derivations (trees) rather
than mutating the shared ‘discourse context’. In general, mutations, continua-
tions and other effects may be just as artifact of the constructive, computational
approach to building logical formulas representing the meaning of a sentence.
In a more high-level, declarative approach advocated here, the meaning can be
derived non-constructively, “classically” and more clearly.

3.3 Non-canonical Coordination and Gapping

We now apply the two methods from the previous section to analyses of non-
canonical coordination. Our first example is “John liked and Mary hated Bill.”

(andC ↑ John (liked x) and (Mary (hated y))) · Bill

The last significant rule in the derivation is HypR. The very similar derivation
can be given with the hole-referent approach. Unlike CCG, we do not treat ‘John
liked’ as a constituent. In fact, the latter is not derivable in our calculus.

We stress that “*John liked Bill and Mary hated φ” is not derivable: since
Bill occurs at the right edge of the conjunct, it can only be targeted by andR.
However, that rule requires the referent to be in the right conjunct rather than
the left conjunct.

Next is gapping, for example “Mary liked Chicago and Bill Detroit.”

andD ↑ Mary ((ref liked) Chicago) and (Bill (x Detroit))

The analysis is almost identical to the object coordination analysis in Sect. 3.1. It
may seem surprising that in our calculus such a complex phenomenon as gapping
is analyzed just like the simple object coordination.

As presented, the analysis can still overgenerate, for example, erroneously
predicting coordination with a lower clause:

*John bought a book and Bill knows that Sue a CD.

The problem can be easily eliminated with the mechanism that used in Sect. 4
for quantification islands. Kubota and Levine [4] however argue against the island
conditions in gapping. They advocate that we should accept the above sentence
at the level of derivation (combinatorial grammar) and rule it out on pragmat-
ical grounds. Although Kubota and Levine’s argument applies as it is in our
case, we should stress that our calculus does offer a mechanism to express the
requirement that the coordinated clauses must be ‘parallel’ (see the type of andC
for example). We could specify, at the level of combinatorial grammar, exactly
what it means.
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4 Quantification

The techniques introduced to analyze non-canonical coordination turn out to
work for quantification in any position, quantification ambiguity and scope
islands.

We start with the deliberately simple example “John liked everyone”, where
‘everyone’ is typed as U � NP where U is an atomic type. From its simple NP
type, ‘everyone’ looks like an ordinary NP, letting us easily derive

(•, (•,U)) � John (liked everyone) : S

‘Everyone’ however has the assumption U , which has to be eventually discharged.
The only way to do it in our system is to find a structural rule (structural
constant) that moves U to the left edge of the antecedent structure, where it
can be abstracted by the rule \I. We do in fact posit such a structural constant,
which, in combination with the Hyp rule, converts (•, (•,U)) to (U , (•, •)). We
call it floatU (actually, it is a combination of constants, each responsible for
smaller-step U ‘movements’). Once U is floated to the left edge of the antecedent,
the \I rule gives • � U\S. The final step applies /E with the silent constant
• � forall : (S/(U\S)) producing

• � forall (�(floatU ↑ (John (liked everyone)))) : S

The analysis wrote itself: each step is predetermined by the types and the avail-
able constants. It only works if U is allowed to float to the top of the assumption
structure, which has been the case.

The semantic interpretation maps U (and the similar E below) to e and
interprets ‘everyone’ as essentially the identity function. The semantics of forall
is λ .(λk.(∀x.let (bv, bs) = k x in bs ⇒ bv,�),�) The meaning of the phrase is
hence given by the formula (λk.∀x.kx) (λx. like x john).

Existential quantification uses the E hypothesis. Quantification in the subject
and even medial positions are just as straightforward. The key is the ability to
float U or E to the left edge of the antecedent.

Our approach treats the quantification ambiguity. Consider “Someone likes
everyone”. At an intermediate stage we obtain

(E , (•,U)) � someone (like everyone) : S

Since E is already at the left edge, it can be abstracted by \I and discharged
by the application of exists. The hypothesis U still remains; it can be floated
and then discharged by forall . The resulting truth condition reflects the inverse
reading of the sentence. If U is floated first, the linear reading results.

We stress that the analysis of quantification crucially relies on the ability
to float the hypotheses U or E to the left edge, permuting them with the other
components of the structure. We can easily block such moves by introducing
context markers, for example, Clause:

Clause � TheFactThat : NP/S
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We can then posit that U is not commutable with Clause, which explains why
“That every boy left upset a teacher” is not ambiguous. The hypothesis E may
still be allowed to commute with Clause, hence letting existentials take scope
beyond the clause.

It is instructive to compare the present analyses of the quantification ambi-
guity and islands with the continuation analyses of [1]. The latter rely on the
so called quantifier strength (the position of quantifiers in the continuation
hierarchy) to explain how one quantifier may outscope another. Here we use
essentially the structural rules (programmed as special lexical items to be applied
by the Hyp rule). In the continuation analyses, the clause boundary acts as a
‘delimiter’ that collapses the hierarchy and hence prevents the quantifiers within
from taking a wider scope. Essentially the same effect is achieved here by simply
not permitting reassociation and commutation with Clause.

For the sake of the explanation we have used the very simple QNP “every-
one” and “someone” with the unrealistically trivial restrictors. Our approach
handles arbitrary restrictors. It turns out the ‘side-conditions’ in the semantic
representation are exactly the restrictors of the quantification. For the lack of
space we can only refer to the accompanying source code for details.

5 Anomalous Scoping in Non-canonical Coordination

We now combine the analyses of quantification and coordination and apply them
to the wide scoping of quantifiers in gapped sentences, for example: “I gave a
present to Robin on Thursday and to Leslie on Friday.”

We start with the straightforward derivation

(•, E) � gave (a present) : V P/PP

and extend it to

((NP, •), (((V P/PP , (•, E)), (•, •)), (•, •))) �
(ref John) (((ref (gave (a present))) (to Bill)) (on Monday))

The derivation for the second conjunct assumes the ‘holes’ xj : NP and xg :
V P/PP :

(NP, ((V P/PP, (•, •)), (•, •))) � xj ((xg (to Leslie)) (on Friday))

The NP hole xj is at the left edge of the antecedent and is filled with the referent
“John”, using Hyp and the constant andL. The hole xg is filled with the referent
(gave (a present)), using Hyp and andD. The type V P/PP corresponds to a
relation (between NP and PP ) and hence can be used with andD. Finally, E
in the remaining antecedent structure is floated to the left edge and eliminated
with exists. The semantic interpretation shows the wide scope of “a present”.
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The derivation of the narrow-scope reading also starts with

(•, E) � gave (a present) : V P/PP

but proceeds by first floating E to the left and abstracting with \I:

• � �gave (a present) : E\(V P/PP )

(for clarity, we omit the structural constant needed floating E). This term is used
as a referent. Assuming E � xE : E leads to

(E , (E\(V P/PP ), •)) � xE (ref (�gave (a present))) : (V P/PP )

and, similarly to the above, to the derivation for the left conjunct:

((NP, •), (((E , (E\(V P/PP ), •)), (•, •)), (•, •))) �
(ref John) (((xE (ref (�gave (a present)))) (to Bill)) (on Monday))

The marker E is then floated to the left edge, abstracted by \I and eliminated
by applying the constant exists:

((NP, •), (((E\(V P/PP ), •), (•, •)), (•, •))) �
exists(�(ref John) (((xE (ref (�gave (a present)))) (to Bill)) (on Monday)))

The derivation for the right conjunct is similar, only using the holes NP � xj :
NP and E\(V P/PP ) � xg : E\(V P/PP ):

(NP, ((E\(V P/PP ), (•, •)), (•, •))) �
exists(�xj (((xE xg) (to Leslie)) (on Friday)))

The two conjuncts (clauses) can now be coordinated and the holes plugged using
andD and andL constants. Each clause has its own quantifier. Exactly the same
approach applies to narrow- and wide- scope modal auxiliaries such as “must”
and “cannot”.

6 Discussion and Conclusions

The familiar non-associative Lambek calculus with the conservative, traditional
and yet novel semantic interpretation turns out capable of analyzing discontinu-
ous constituency. Gapping, quantifier ambiguity and scope islands now fall within
NL’s scope. The semantic interpretation is traditional in that it is compositional,
assigning every (sub)derivation an always closed logical formula and using only
the standard operations of the higher-order logic. The interpretation uses no
dependent types, monads, effects or the continuation-passing style. The crucial
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feature is side-conditions to the semantic interpretation, to be combined with
truth conditions at the end.

Our calculus shares many capabilities with the hybrid type-logical categorial
grammar of Kubota and Levine K&L [2]. Both calculi analyze non-canonical
coordination, gapping, and narrow and wide scopes of quantifiers and modal
auxiliaries in coordinated structures. Our calculus uses no modes, type raising
or higher-order phonology. Our coordination is always at type S and maintains
phrase structure constituents.

The immediate future work is the treatment of summatives (with “total”)
and symmetric phrases (with the “same”). Our interpretation has the classical
logic flavor, which is interesting to explore further. One may argue if structural
postulates should be added directly rather than sneaked through structural con-
stants. The resulting calculus should then undergo the formal logical investiga-
tion, including the evaluation of the complexity of decision procedures.

What gives NL its unexpected power is the somewhat non-standard seman-
tic interpretation. The interpretation is classical in the sense of classical logic,
involving existentials (Hilbert epsilons). If we are to insist on a computational
interpretation, we have to eliminate such existentials and resort to logical vari-
ables (and hence mutation) or delimited continuations and backtracking. Could
it be that the continuation semantics, dynamic semantics with mutation, monads
and effects are just the artifacts of the computational, constructive approach to
the syntax-semantics interface? If the interface is formulated classically, declar-
atively, then even the simplest NL will suffice?

Acknowledgments. I am very grateful to Yusuke Kubota for very helpful conversa-
tions and many suggestions.
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Abstract. We provide a semantic account of the Catalan ad-adjectival
modifier ben ‘well’, which yields intensification by, we argue, positively
evaluating a property ascription. Formally, this translates as applying
the predicate good to the saying event available to any utterance. We
treat the output of this modification as a Conventional Implicature
(rather than at-issue content), which is responsible for its positive polar-
ity behavior. Additionally, we exploit the semantic similarity between
this intensifier use of well with other readings of well, including man-
ner (well written) and degree (well acquainted), which we analyze as
‘manner-in-disguise’. In our proposal, they all predicate goodness of an
event.

Keywords: Degree · Manner · Intensification · Conventional implica-
ture · Positive polarity · Vagueness

1 Introduction

This paper focuses on the use of the evaluative adverb well in contexts where
it conveys amount/degree intensification. Specifically, we employ Catalan data,
since ben ‘well’ has a wider distribution than its counterpart in languages like
English and German, as we will show. Consider (1).

(1) Marxem
we.leave

amb
with

el
the

cap
head

ben
well

alt.
high

‘(lit.) We leave with our head well high.’ (We leave with dignity.)
http://www.esport3.cat/video/4619973/futbol/
Boadas-Marxem-amb-el-cap-ben-alt

This sentence conveys that the degree to which the head is high is con-
siderable. Our challenge is to yield the semantics of degree intensification while
maintaining its relation to other uses of well across languages, most prominently
the manner use, as well as maintaining the lexical semantics related to goodness.
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We will provide a formal analysis for Catalan ad-adjectival modifier ben ‘well’
[henceforth ben], which we argue derives intensification by positively evaluating a
property ascription. It introduces the predicate good as part of its denotation, but
in examples like (1), it applies to a saying event rather than to the event associated
with the lexical verb (manner ben). As an extension, we suggest a unified treatment
of intensifying ben with ad-nominal modifier bon good.

2 The Empirical Generalizations

Among various readings or uses that the adverb well and its counterparts in
other languages [henceforth well] can have, the manner reading is the most
common one, where well can be paraphrased by ‘in a good manner’ (2).

(2) He has written the article well. � in a good manner

Under this reading, which arises with all verbs that allow manner modification,
i.e. with most eventive verbs, the adverb can be straightforwardly analyzed as
predicating the property good over the event in question (e.g. in (2) the event
of writing the article is said to be good), on a par with manner modifiers more
generally (e.g. [25]).

A second reading that is less clear how to analyze is the “degree reading” (cf.
[3,16]), under which the adverb can be paraphrased by ‘to a good degree’ (3).

(3) They are well acquainted. � to a good degree

While the manner reading seems to be available across languages, we argue that
what has been identified as degree well in the literature does not correspond
to a uniform phenomenon. Rather, there is a distinction between what we will
call ‘manner-in-disguise’ well, illustrated in (3), and a (degree-)‘intensifying’
well, which we will label ben and which is absent in English and German, but
present in Spanish and Catalan.

2.1 Intensifying ben vs. Manner-in-Disguise well

Whereas the examples to illustrate the degree reading of well in English gen-
erally involve participles, as in (3) (e.g. [3,16]), it does not seem to be possible
to use well as a degree modifier of genuine adjectives (4-a); the same can be
observed for German (4-b).

(4) a. *The train is well blue / long / beautiful.
b. *Der

the
Zug
train

ist
is

gut
well

blau
blue

/ lang
long

/ schön.
beautiful

In contrast, in languages like Catalan (and some varieties of Spanish, cf. [11,12,
14]), this is possible (5).

(5) El
the

tren
train

és
is

ben
well

blau
blue

/ llarg
long

/ bonic.
beautiful

‘The train is pretty blue / long / beautiful.’
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These facts suggest that English and German well is exclusively a VP modifier
(a predicate of events, in the broadest sense, to include states), whereas in lan-
guages like Catalan it has similar uses as other degree modifiers such as pretty,
rather ; cf. the translation of (5).

Furthermore, [16] argue that the ‘degree’ reading of well only comes about
with adjectives (= adjectival participles) associated with scales that are closed
on both ends, evidenced by their compatibility with partially or fully (6).

(6) a. The truck is well / partially loaded.
b. ??Marge was well / partially worried when she saw the flying pig.

A further condition they posit is that the standard of comparison cannot be the
maximum. For example, when the argument is an incremental theme (7-a), they
argue that what counts as a loaded incremental theme can only be such that
the maximum standard is met (it is completely loaded); the ‘degree’ reading of
well is not available, as there are no different degrees of loadedness that could
be compared to one another. With other arguments, on the other hand, as in
(7-b), the standard is not necessarily the maximum (e.g. a truck can also be
partially loaded), and thus the ‘degree’ reading is available.

(7) a. The hay is well loaded. only manner
b. The truck is well loaded. degree/manner

In contrast to well, ben does not exhibit such scale structure restrictions: it
can also combine with the (relative) open scale adjectives in (8-a), as well as
with the (absolute) closed scale adjectives with maximum standards in (8-b).

(8) a. Open scale: ben a prop ‘well close’, ben amunt ‘well up’, ben
sonat ‘well nuts’, ben simpàtic ‘well kind’, ben trist ‘well sad’,
ben viu ‘well alive’, ben idiota ‘well idiotic’

b. Closed scale, maximum standard: ben buit ‘well empty’, ben recte
‘well straight’, ben pla ‘well flat’

It can be shown that the scale structure restrictions on ‘degree’ well can be
derived from restrictions on the kinds of events that well applies to. This
becomes evident by the fact that the same restrictions are found in the ver-
bal domain, a fact that is not discussed in [16,21]. For example, in German,
the same verbs that do or do not give rise to a ‘degree’ reading with adjectival
participles (which combine with the copula sein ‘be’) also do or do not so with
verbal participles (which combine with the auxiliary werden ‘become’) (9).

(9) a. Der
the

Lastwagen
truck

{ist
is

/ wurde}
became

gut
well

beladen.
at-loaded

degree/manner

‘The truck {is / has been} well loaded.’
b. Das

the
Heu
hay

{ist
is

/ wurde}
became

gut
well

geladen.
loaded

only manner
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This difference is primarily related to event structure and only indirectly to scale
structure: with (simple) incremental theme verbs such as laden ‘load (x on y)’
in (9-b), there is no scale to begin with but it is only provided by the incremen-
tal theme (as [15] argues himself; see also [30]); hence the verb itself only has an
activity component that can be modified by well, thus giving rise to the manner
reading. This is different with the prefixed verb beladen ‘load (y with x)’, which –
due to its prefix – has a built-in stative component that can be modified by well,
giving rise to what one might want to call a degree reading.

Furthermore, even verbs that do not derive adjectival participles allow for
the ‘degree’ reading, such as the stative one in (10-a); other verbs do not, such
as the necessarily agentive one in (10-b).

(10) a. Sie
they

kennen
know

einander
each other

gut.
well

degree

b. Sie
she

ist
is

gut
well

in
in

den
the.acc

Baum
tree

geklettert.
climbed

only manner

‘She has climbed into the tree well.’

Hence, whether or not we get a ‘degree’ reading of well depends entirely on the
nature of the event denoted by the (underlying) verb. With verbs that only have
an activity component (9-b), or whose manner/activity component cannot be
absent (e.g. they cannot appear as inchoatives) (10-b), we only get the manner
reading. With verbs that have a stative component (resultatives and statives)
the degree reading is possible (9-a), (10-a); with statives it is even the only
reading. Thus, degree well is an an event predicate, predicated over the stative
(sub)event of non-agentive verbs or verbs that allow for a non-agentive reading.

In Sect. 3, we will propose that well under both readings is a VP modi-
fier which predicates the property good over an event; this makes it a manner
modifier in the broadest sense, under both readings, which is why we label the
‘degree’ reading manner-in-disguise.

Another difference between well and ben is that the former can be modified
by degree modification (11-a), whereas the latter cannot (11-b).

(11) a. They know each other (very) well.
b. En

the
Pere
Peter

és
is

(*molt)
very

ben
well

alt.
tall

The compatibility of well with degree modification would be left unexplained
if it were a degree modifier itself, since elements that directly operate on the
degree bind off the degree argument and make it inaccessible for further degree
modification (cf. [16]). However, nothing prevents degree modification of well,
though, if it is treated as an event predicate, a kind of manner modifier, so the
account we propose straightforwardly captures this fact.

The fact that ben is incompatible with further degree modification suggests
that it is one itself. However, in the following sections, we will discuss reasons
why it should not be treated as a degree modifier, either.



118 E. Castroviejo and B. Gehrke

2.2 Intensifying ben vs. Degree Modifiers

In this section we show that intensifying ben is different from ordinary ad-
adjectival degree modifiers (say, of type 〈〈d, et〉, 〈e, t〉〉), such as very (a standard
booster) and completely (a slack regulator). We will phrase the description in a
degree-based approach to gradability of the type found in [16] but the overall
point that ben does not behave like a degree modifier could also be made within
other approaches such as [31].

A degree modifier like very, which is a standard booster (see [16,31] and liter-
ature cited therein), readjusts the standard of gradable adjectives. For example,
to truthfully utter a sentence with a relative adjective like tall, one has to know
what the standard of comparison is. In (12-a), Peter can truthfully be said to
be tall if he is at least as tall as the standard (the average height set by the
members of the comparison class), which can be different from context to con-
text (12-ai,aii). For absolute adjectives like full, on the other hand, the standard
of comparison is commonly (semantically) the upper bound of the closed scale
(‘completely full’) (but see also [31] for qualifications) (12-b); pragmatically some
slack might be allowed, e.g. if 20 seats are still empty.

(12) a. En
the

Pere
Peter

és
is

alt.
tall

(i) for a 10-year-old boy from Barcelona: at least 1.40m
(ii) for an NBA basketball player: at least 2.05m

b. L’estadi
the stadium

està
is

ple.
full

‘The stadium is full.’

With relative adjectives, a degree modifier like very, then, boosts the standard,
i.e. it raises the standard degree on the scale associated with the adjective (13-a).
It also does so with absolute adjectives after first relativizing them into having
a context-dependent threshold. For instance, (13-b) is acceptable in a situation
where the threshold for full has been readjusted to e.g. 80 % full and the sentence
felicitously describes a situation in which the stadium is 85 % full.

(13) a. En
the

Pere
Peter

és
is

molt
very

alt.
tall

(i) for a 10-year-old boy from Barcelona: at least 1.50m
(ii) for an NBA basketball player: at least 2.15m

b. L’estadi
the stadium

està
is

molt
very

ple.
full

‘The stadium is very full.’

The effect with ben is different from molt. With absolute adjectives (14), the
standard degree remains unchanged and is semantically the same as with ‘com-
pletely full’: it describes a situation in which the stadium is 100 % full.

(14) L’estadi
the stadium

està
is

ben
well

ple.
full
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However, when ben applies, no slack is allowed anymore, unlike what we find in
the non-modified case in (12-b), which brings its effect closer to that of completely
and other so-called slack regulators ([17]) or precisifiers. With completament
‘completely’, just like with ben, no slack is allowed anymore, but every seat in
the stadium has to be filled (15-a). Nonetheless, unlike ben, slack regulators are
only felicitous in case there is a pragmatic slack that can be regulated; hence
they are infelicitous with open scale (relative) adjectives (15-b).

(15) a. L’estadi
the stadium

està
is

completament
completely

ple.
full

‘The stadium is completely full.’
b. *En

the
Pere
Peter

és
is

completament
completely

alt.
tall

Thus, the meaning effect of ben seems to be more of the type that it focuses on
the most typical instances of the property in question, thus excluding borderline
cases. For example, in combination with color adjectives which can apply to
extended areas in the color spectrum, the application of ben has the effect that
this area is smaller and the property in question falls within the prototypical
area. The same effect is reached with relative adjectives: borderline cases that
are just at the average of what might count as tall will be excluded so that we
indirectly get a similar effect to that of a standard booster, as in (16), in that
this sentence would be odd if Peter were just average tall.

(16) En
the

Pere
Peter

és
is

ben
well

alt.
tall

However, given that this apparent standard boosting effect is absent with
absolute adjectives, we propose that it comes about only indirectly, by focus-
ing on the core cases to which the adjective in question can apply. In Sect. 3 we
will propose an account of ben as positively evaluating a property ascription,
which directly captures this effect.

We therefore conclude that the meaning effect of ben has nothing to do with
the standard per se: it neither directly boosts the standard associated with a
given adjective nor does it regulate slack that pragmatically appears only with
absolute adjectives. This, in essence, means that it is not a degree modifier.

As a final remark, note that nothing in this analysis explains why only grad-
able adjectives can be modified by ben, cf. (17).

(17) En
the

Joan
John

és
is

un
an

arquitecte
architect

(*ben)
well

tècnic.
technical

‘John is a (*well) technical architect.’

Tècnic is a relational adjective (cf. e.g. [23]), one of the few adjective types that
can be hardly coerced into a gradable predicate (cf. e.g. [2]). This example can
be used as a counterargument to our claim that intensification is obtained by
indirect means, i.e. by evaluating a property ascription, and as an argument in
favor of treating ben as a degree modifier after all.
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Nevertheless, we can provide a strong argument in favor of the present pro-
posal, namely that if ben should be a degree modifier, we would still need to
explain how goodness is involved in deriving intensification. The alternative we
propose consists in blaming the ill-formedness of (17) not on a type clash, but
on a conceptual constraint. In particular, it only makes sense to self-evaluate a
property ascription if vagueness arises, i.e. if its criteria of application can be dif-
ferent in different contexts (e.g. [5]). That is, if we cannot evoke contexts where
we have different truth conditions for the predication technical–architect(j),
then it does not make sense to positively evaluate this property ascription. Take
for instance a gradable predicate like tall. Depending on the context, which is
determined by the choice of comparison class – i.e. all the male individuals, bas-
ketball players, kindergarten classmates, etc. – tall(j) can be true or false. The
critical issue is that discourse participants can disagree on whether the property
is well ascribed, and so the positive evaluation is acceptable. This makes tall a
vague (and gradable) predicate which warrants that it can combine with ben.

2.3 Intensifying ben Involves Subjective Evaluation

How does the apparent meaning of intensification come about then and what are
the meaning effects of ben more generally? For examples like (16), for instance,
ben has the effect that the speaker contradicts something that was said in the
previous context (e.g. after someone said that Peter is short) or expresses some
satisfaction or positive evaluation of Peter’s tallness. This is related to the point
that ben nevertheless shows some contextual restrictions depending on the type
of gradable adjective it modifies, even if it is not a degree modifier. Specifically,
it does not felicitously modify an adjective out of the blue (18), unless it is a
clear case of a predicate of personal taste.

(18) A: Com
how

és
is

en
the

Carles?
Charles

‘What is Charles like?’
B: És

is
{molt
very

/ #ben}
well

intel.ligent
intelligent

i
and

{molt
very

/ #ben}
well

generós.
generous

‘He is {very /#pretty} intelligent and {very /#pretty} generous.’

Predicates of personal taste, on the other hand, which have a built-in evaluative
character and therefore a clearly subjective meaning component (cf. e.g. [18,33]),
are generally good with ben, even out of context (19-a); the subjective nature
of such predicates is evident from the fact that they can be embedded under
predicates like find (19-b) (on which cf. [34] and literature cited therein).

(19) a. El
the

past́ıs
cake

és
is

ben
well

bo.
good

‘The cake is well tasty.’
b. Trobo

find.I
el
the

past́ıs
cake

bo.
good

‘I find the cake tasty.’



A Good Intensifier 121

Other gradable adjectives that are not qua their lexical semantics predicates of
personal taste become felicitous with ben when it is under discussion and when
there can be disagreement whether or not x has the property in question. The
added subjective component is explicit in the use of trobar ‘find’ in (20), but it
is also implicit in (21), where a contrast is established between the expectations
of the speaker and her actual opinion.

(20) A: Ahir
yesterday

m’ho
me-it

vaig
have.1sg

passar
passed

molt
very

bé
well

amb
with

en
the

Pere.
Peter

És
is

tan
so

divertit!
funny
‘I had such a blast yesterday with Peter. He is so funny!’

B: Doncs
actually

jo
I

el
him

trobo
find

ben
well

avorrit.
boring

‘Actually, I find him well boring.’

(21) La
the

Mar
Mar

porta
wears

un
a

barret
hat

ben
well

bonic.
pretty

M’ha
me-has

sorprès
surprised

que
that

tingui
has.subj

tan
that

bon
good

gust.
taste

‘Mar is wearing a well pretty hat. I am surprised that she has such
good taste.’

The connection to a subjective evaluation of a property ascription is further
illustrated by the correlation in (in)compatibility with ben and trobar in (22).

(22) a. *ben
well

just
fair

cf. *El
him

trobo
find.1sg

just.
just

b. *ben
well

solidari
solidary

cf. *El
him

trobo
find.1sg

solidari.
solidary

c. ben
well

rid́ıcul
ridiculous

cf. El
him

trobo
find.1sg

rid́ıcul.
ridiculous

No such contextual restrictions and requirements of a subjective component are
found with the degree modifier molt ‘very’, see, e.g. (23).

(23) En
the

Joan
John

és
is

molt
very

just
fair

/ solidari
solidary

/ rid́ıcul.
ridiculous

‘John is very fair / solidary / ridiculous.’

Related to the observation that ben involves a subjective evaluative component
is the fact that it cannot occur under negation (24-a), and it cannot be questioned
(24-b) (cf. [12,14] for Spanish).

(24) a. *En
the

Pere
Peter

no
not

és
is

ben
well

simpàtic.
nice

b. *En
the

Pere
Peter

és
is

ben
well

simpàtic?
nice



122 E. Castroviejo and B. Gehrke

These facts have led some people ([12–14]) to argue that ben (in Spanish
and Catalan) is a positive polarity item (PPI), a proposal also made cross-
linguistically for evaluative adverbs like unfortunately ([9,24]). However, we will
argue that ben contributes a meaning at the Conventional Implicature [CI] tier
and that the PPI properties follow from it being a factive evaluative. Building
on [19,20] on evaluative adverbs, we propose that ben sides with factive adverbs
in that infelicity under negation is the result of a contradiction between the
meaning conveyed at the at-issue tier and the presupposition of the CI.

Let us then turn to our unified analysis of well and ben as event modifiers,
which at the same time captures their differences.

3 The Analysis

In this section we argue that good applies to events to derive both manner(-in-
disguise) well and intensifying ben. In the former case, the event that is targeted
is the event associated with the lexical verb (the VP), while in the latter case,
it is the saying event. Moreover, we provide an analysis that accounts for the
PPI behavior of ben building on the idea that CI items may bear their own
presuppositions, which are not satisfied in entailment-canceling contexts.

3.1 Manner and Manner-in-Disguise well

We assume that the adverbwell under both readings has the same general lexical
semantics as the underlying adjective good (approval by some judge). Following
the degree approach to gradable adjectives (e.g. [16]), we treat good as a relation
between degrees and individuals (25-a). Combined with the standard treatment of
manner modifiers (= VP modifiers) as predicates of events (e.g. [25]), we get the
uniform semantics of well in (25-b).

(25) a. [[good]] = λd.λx[good(x) ≥ d]
b. [[well]] = λd.λe[good(e) ≥ d]

In the absence of additional degree morphology, d gets bound by pos, which
determines the standard with respect to some comparison class, as commonly
assumed in degree approaches to gradability.

[21] propose that the ‘degree’ reading comes about (via selective binding)
when good modifies the event in the telic quale of the participle, whereas under
the manner reading it applies to the event in its agentive quale (building on the
analysis of fast cake vs. fast car in [29]). Since nothing in this paper hinges on
the precise implementation of this idea, we formalize this in terms of underspec-
ification. In particular, we follow [32], who builds on [8]’s notion of a ‘big event’,
represented by e*, which is a complex event consisting of smaller event objects,
introduced by the PART OF-relation. Abstracting away from the degree argu-
ment, which is bound off by pos at this point, good accesses either the big event
or part of the event, as illustrated for (9-a) in (26) (ignoring Tense).
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(26) ∃e*, x[subject(x, e*) ∧ object(the-cart, e*) ∧ ∃e[PART OF(e, e*) ∧
load(e) ∧ good(e/es*)]]

In the following, we will argue that intensifying ben shares with the other two
the lexical semantics of good and the fact that it is a predicate of events, but in
this case not of the VP event but of an implicit saying event.

3.2 Intensifying ben: Self-Evaluation of a Property Ascription

To provide a uniform account of well and ben as predicates of events, we rely
on [26]’s analysis of the performative use of speech-act adverbs like frankly in
(27-a), which is treated as a predicate of expression manners (expression(e))
that self-describes the utterance of the context C as a saying event (27-b).

(27) a. Frankly, Facebook is overrated.
b. utterance(C) = e ∧ speaker(C) = x ∧ hearer(C) = y ∧ say(e,

∃s(overrated(s, facebook)) ∧ now ⊆ τ(e) ∧ agent(e, x) ∧ recip-
ient(e, y) ∧ frank(expression(e))

Unlike frankly, ben is not a sentential adverb, but an ad-adjectival modifier. It
also does not evaluate a proposition, but a property ascription. Moreover, we
do not want to claim that ben characterizes an expression manner, but just the
saying event, so we dispose of the expression manner. We propose the slightly
amended denotation in (28), and the translation of (29-a) as in (29-b).

(28) [[ben]] = λP.λz[utterance(C) = e ∧ speaker(C) = x ∧ hearer(C)
= y ∧ say(e, P (z)) ∧ now ⊆ τ(e) ∧ agent(e, x) ∧ recipient(e, y) ∧
good(e)]

(29) a. En
the

Joan
John

és
is

ben
well

alt.
tall

‘John is well tall.’
b. utterance(C) = e ∧ speaker(C) = x ∧ hearer(C) = y ∧ say(e,

[[POS tall]](j)) ∧ now ⊆ τ(e) ∧ agent(e, x) ∧ recipient(e, y) ∧
good(e)

This analysis of ben essentially encodes the notion of emphasis as the self-
evaluation of a property ascription. Emphatic statements are not supposed to be
felicitous in out of the blue contexts or question-answer pairs – i.e. where con-
veying emphasis is not justified – unless we can accommodate that it is a matter
of taste whether or not x should be considered ADJ. Hence, we expect that ben
should be felicitous in contexts where contrastive statements are being discussed
and/or with predicates of personal taste, which are clearly judge-dependent.

Other than this, note that ben operates on the speech act event. We assume
with [26] that a performative verb is semantically represented in every utterance,
and we claim that its output meaning is not part of the descriptive at-issue
content of the assertion, but rather conventionally implicated, in the sense of
[27] (and further elaborations). This allows us to explain its resistance to embed
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under negation (24-a) and interrogation (24-b), and to be modified by additional
degree expressions (11-b), as will be elaborated on in the following.

Previous literature on Spanish ben (bien) has observed that it has a distri-
bution analogous to that of PPIs (e.g. [12,14]). We argue that ben’s resistance
to certain embeddings parallels the resistance of expressive items ([28]) such as
evaluative adverbs ([19,20]) and extreme degree modifiers ([22]). Let us illustrate
this point for the extreme degree modifier downright, as in downright dangerous.
It too is marginal when embedded under negation and interrogation (30) (from
[22]); this also holds for better known expressives, such as fucking (31) or other
such elements (e.g. full-on, straight-up, balls-out).

(30) a. ??Murderers aren’t downright dangerous.
b. ??Are murderers downright dangerous?

(31) a. ??He isn’t fucking calm.
b. ??Is he fucking calm?

(30) and (31), and similarly our examples (24-a) and (24-b), can only be rescued
under an echo-reading. This is also expected under the assumption that they
are expressive items (or else, that they convey meaning through a CI). The ill-
formedness of these sentences can be accounted for by saying that there is a
mismatch between the two meanings conveyed (at-issue and CI), as illustrated
in (32-a) and (32-b), respectively.

(32) ??He isn’t fucking calm. (= (31-a))
a. At-issue tier: ¬(calm(hei))
b. CI tier: Speaker expresses a negative attitude at him being calm.

Here we adopt the analysis for evaluative adverbs like German leider and
unglück licherweise (‘unfortunately’) by [19,20] to account for ben’s PPI distrib-
ution. In her analysis, evaluative adverbs can be of two types. While leider can-
not occur in the semantic scope of any entailment-canceling contexts (including
negation, conditionals, questions, modals, also called “non-veridical” by [10,35]
a.m.o.), unglücklicherweise can occur in all of these contexts but negation (33).

(33) a. Otto
Otto

ist
is

nicht
not

{*leider/*unglücklicherweise}
unfortunately

krank.
sick

b. Otto
Otto

ist
is

vielleicht
maybe

{*leider/unglücklicherweise}
unfortunately

krank.
sick

c. Ist
is

Otto
Otto

{*leider/unglücklicherweise}
unfortunately

krank?
sick

d. Falls
if

Otto
Otto

{*leider/unglücklicherweise}
unfortunately

krank
sick

ist,
is

muss
must

das
the

Seminar
seminar

ausfallen.
be cancelled

The former is factive and the latter, non-factive, which correlates with a differ-
ence in their lexical semantics. Specifically, Liu proposes the following:
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(34) a. [[leider]] � λp.unfortunate(p) factive
b. [[unglücklicherweise]] � λp. p →unfortunate(p) non-factive

Liu furthermore shows that only factive evaluative adverbs come with their own
presuppositions, which happen to match the at-issue content in affirmative sen-
tences (35), but which yield presupposition failure in entailment-canceling con-
texts like (33). That is, in (35-a), leider conveys a CI (35-c) whose presupposition
is that Otto is sick (35-d), which in contexts like (33) clashes with the asserted
content that negates or questions the at-issue meaning in (35-b). This explains
the infelicity of factive evaluative adverbs in contexts where the presupposition
and the at-issue meaning do not coincide anymore.

(35) a. Otto
Otto

ist
is

leider
unfortunately

krank.
sick

‘Otto is unfortunately sick.’
b. At-issue tier: Otto is sick.
c. CI tier: It is unfortunate that Otto is sick.
d. CI’s presupposition: Otto is sick.

Non-factive adverbs receive a different explanation for their incompatibility with
negation, inspired by [4]. The conditional semantics they have make the CI tier
completely independent from the at-issue tier and in principle, (36) does not
represent a logical contradiction.

(36) a. At-issue tier: Otto is not sick.
b. CI tier: If Otto is sick, then it is unfortunate that he is sick.

However, it has the status of an incongruence, called a semantic clash by [20].
Note that in one tier we are stating that Otto is not sick and in the other tier
we are entertaining the idea that he is sick, and what would follow from that.

Turning now to ben, we seem to have a distribution parallel to factive eval-
uative adverbs (37),1 so a plausible explanation for its PPI behavior can be
spelled out as in (38). Note that the at-issue meaning in (38-a) is at odds with
the presupposition in (38-b), which causes the ill-formedness of the sentence.

1 The data are much more complex than we are able to show due to space limitations,
though. For instance, certain adjectives whose degree can be interpreted as good for
a purpose are fine in conditionals (i).

(i) Si
if

els
the

pantalons
trousers

són
are

ben
well

estrets,
tight

no
not

caldrà
be.necessary.fut.3sg

que
that

et
you

posis
put.on.pres.subj.2sg

mitges.
stockings

‘If these trousers are well tight, it won’t be necessary for you to wear stockings.’

We have also identified differences of behavior in ben that seem to relate to the
properties of the adjective it modifies, but they are not completely straightforward
to us at this point. We leave this investigation for future research.
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(37) a. *Si
if

en
the

Pere
Peter

és
is

ben
well

simpàtic,
nice

estaré
be.fut.1sg

contenta.
glad

b. *És
is

possible
possible

que
that

en
the

Pere
Peter

sigui
is.pres.subj

ben
well

simpàtic.
nice

(38) *En
the

Pere
Peter

no
not

és
is

ben
well

simpàtic.
nice

(= (24-a))

a. At-issue tier: ¬(nice(p))
b. CI tier: nice is well ascribed to Peter.
c. CI’s presupposition: nice(p)

We hence propose that ben is of type 〈〈e, t〉, 〈e, tc〉〉, where c indicates that the
output is delivered at the CI tier, following [27].

4 Excursion: On good

So far, we have explored the distribution and analysis of intensifying ben, which
hinges on the lexical semantics of the predicate good. In this final section we
reflect on the semantics of good and extend our proposal to intensifying bon
‘good’.

On the basis of the examples in (39), [1] argues for the need of a more
fine-grained typology of semantic types, similar in some respects to the system
proposed in [29], which is also used by [21]. Specifically, a lunch is good if it
tastes good, i.e. good seems to select the purpose or telic role of the modified N
in (39-a), and thus it behaves like a subsective adjective.

(39) a. a good lunch
b. a good rock
c. good children

However, rocks and children are natural kinds, for which it does not make sense
to assume a given function. In such cases, Asher argues, they can be coerced into
having an artifact for which the telic (polymorphic) type is well defined, and can
thus be evaluated as good. The exact value of the type is left underspecified, but
it can be made clear through e.g. a modifier, as in (40) (from [1]).

(40) This is a good rock for skipping/throwing/carving/chiseling, etc.

Here we observe an additional use of good, which is not captured in (39) and
which we illustrate in (41-a) for English, and as bon in (41-b) for Catalan.

(41) a. a good while, a good thirty minutes
b. una

a
bona
good

estona,
while

un
a

bon
good

misteri,
mystery

un
a

bon
good

embolic
mess

In (41), we do not really associate a while or a mystery or a mess with a purpose
that can be positively evaluated. In fact, if we add a for -clause, as in (40), it is
not interpreted as the purpose for which N is good (42).
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(42) ??Thirty minutes is a good while for reading a squib.

Rather, we propose to relate these uses to ben, since they also involve intensifi-
cation and cannot be embedded under negation or in questions (43).

(43) a. *It didn’t take John a good while to finish his homework.
b. *En

the
Joan
John

s’ha
self has

ficat
put

en
in

un
a

bon
good

embolic?
mess

Intended: ‘Did John get himself into a good mess?’

In spite of these differences, we argue that this intensifying use of good is still
related to subsective good. Romance provides us with additional evidence that
bon is closer to the subsective rather than the intersective interpretation of
the adjective. Syntactically, the subsective interpretation correlates with ADJ-N
order, while the intersective one correlates with N-ADJ order (but see [7] for
qualifications); morphologically, good surfaces as bon when preposed and as bo
when postposed (44).

(44) a. un
a

bon
good

alumne
student

≡ good as a student
b. un

a
alumne
student

bo
good

≡ a student with goodness

The contrast between (45-a) and (45-b) is evidence that, under the intensifying
reading, bon has to be interpreted subsectively.

(45) a. un
a

bon
good

misteri
mystery

b. *un
a

misteri
mystery

bo
good

While a child, a lunch, a rock and a student can be good for a purpose, it is
not sound to predicate goodness (in that sense) of a while, a mystery or a mess,
which is why examples like (45-b) are unacceptable.

Analogously to ben, we propose that bon is a modifier that applies to a
property and an individual and returns a content that is delivered at the CI tier.
As expected from a subsective modifier, bon is not a predicate of individuals,
but a predicate modifier, a function from properties to properties. Thus, the
lexical semantics of ben and bon both share the predicate good, but rather
than applying to an individual (evaluative good) or an event (manner well),
they select good property ascriptions from a set of saying events. The reason
why one use surfaces as ben and the other as bon is purely syntactic in our
account: Whereas the former is an ad-adjectival modifier, the latter is an ad-
nominal modifier. One advantage of our analysis that treats bon on a par with
ben and thus not as a degree modifier, is that we do not need to posit the
existence of gradable nouns (cf. the discussion in [6]) to explain the distribution
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of bon. We only need to assume that certain nouns are vague, and this is what
licenses modification by bon.

5 Conclusions

In this paper we have provided a semantic account of the Catalan ad-adjectival
modifier ben ‘well’, which yields intensification by, we argue, positively evalu-
ating a property ascription. Formally, this translates as applying the predicate
good to the saying event available to any utterance. Thus, the output of this
modification is a manipulation of the performative rather than descriptive con-
tent of the utterance, in other words, a Conventional Implicature rather than
at-issue meaning. We also suggested that this analysis can be transferred to
similar uses of adnominal bon ‘good’.

Issues for future research include a thorough analysis of the distribution
of the properties of the nouns that can be modified by bon. Furthermore, it
could be interesting to explore the additional inferences that may arise from the
predication of good such as satisfaction or else irony depending on whether the
adjective is positive or pejorative. Finally, it would be worth checking whether
our account can be extended to elements that are used in other languages to
render the meaning of ben, such as German ganz schön, richtig and schon, or
English pretty.
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32. Schäfer, M.: Resolving scope in manner modification. In: Bonami, O., Hofherr,
P.C. (eds.) Empirical Issues in Syntax and Semantics 7, pp. 351–372. CSSP, Paris
(2008)

33. Stephenson, T.: Towards a theory of subjective meaning. Ph.D. thesis, MIT (2007)
34. Umbach, C.: Evaluative propositions and subjective judgments. Ms. Zentrum für

Allgemeine Sprachwissenschaft, Berlin (2014)
35. Zwarts, F.: Nonveridical contexts. Linguist. Anal. 25(3–4), 286–312 (1995)

http://seneca.uab.es/ggt/membres/hernanz.htm
http://seneca.uab.es/ggt/membres/hernanz.htm


Strict Comparison and Weak Necessity: The
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Abstract. The epistemic use of yào in Mandarin Chinese, often trans-
lated as ‘should’ in English, shows certain interesting peculiarities.
In this paper, I first describe the empirical properties of epistemic yào.
The occurrence of epistemic yào is restricted only to certain comparative
constructions, but forbidden in other degree constructions or non-degree
constructions. It cannot appear above or below negation. It has a quan-
tificational force stronger than that of existential modals, yet weaker than
that of strong necessity modals. It can appear with another epistemic
modal ȳınggāi, which has a very similar modal flavor and an identical
quantificational force. When co-occurring, however, the two epistemic
modals have to follow a strict word order. Next, I examine whether the
above empirical properties of epistemic yào arise as lexical idiosyncrasies,
from syntax, semantics, or their interface. Wherever relevant in the dis-
cussion, I compare epistemic yào to the (near-)synonymous ȳınggāi. The
epistemic use of yào in Mandarin Chinese may constitute an interesting
case of inter- and cross-linguistic variation in natural language modality.

1 Introduction

Modals in natural language often come with “peculiar” properties. To better
understand the possible range of such peculiarities, it is an important and
meaningful enterprise to provide both an empirical description and a theoreti-
cal analysis of interesting restrictions on the distribution and interpretation of
modal elements across different languages. Certain peculiarities associated with a
modal may receive a systematic explanation in syntax, semantics, and/or syntax-
semantics interface, while certain other peculiarities may have to be wired in as
lexical idiosyncrasies.

In this paper, I provide an empirical description as well as a theoretical
analysis of the epistemic use of the modal yào ‘should’ in Mandarin Chinese.
In Sect. 2, I discuss empirical characteristics regarding the use and meaning
of epistemic yào. I pay particular attention to its distribution, quantificational
force, and interaction with negation. I compare yào to the more commonly-
used epistemic modal ȳınggāi ‘should’. In Sect. 3, I provide a formal analysis
of the properties observed with epistemic yào. I show that certain properties
of the modal arise from its syntax, semantics, and syntax-semantics interface,
while certain other properties are best treated as lexical idiosyncrasies. Section 4
concludes the paper.
c© Springer-Verlag Berlin Heidelberg 2015
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DOI: 10.1007/978-3-662-48119-6 10
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2 Empirical Properties of Epistemic yào
in Mandarin Chinese

Like many other languages, Mandarin Chinese has a variety of modal elements.
Among them, yào, which also can be used as a regular main verb meaning ‘want,
desire’, is one of the most productive and versatile. For instance, it can be used as
a deontic modal to express obligations, as a dynamic modal to express volitional
future, or as a predictive modal (following Ren 2008). These several uses of yào
have been studied from many different perspectives.

In addition, yào has an epistemic use which is, to my knowledge, typologically
rare in that it carries several unique restrictions. Though this use has been
mentioned by Chinese grammarians and linguists over the years, researchers have
yet to provide a detailed empirical description, let alone a convincing theoretical
treatise, of the properties of epistemic yào. My main goal in this section is to
discuss empirical properties of epistemic yào. In my discussion, where relevant
I compare epistemic yào to another modal ȳınggāi ‘should’, which is often used
to paraphrase the former modal.

2.1 Pattern of Distribution

First, the epistemic reading of yào is available only when it appears in certain
comparative constructions. When yào appears in a non-comparative sentence, it
cannot receive an epistemic reading. (1) is an example of the b̌ı-comparative con-
struction in Mandarin Chinese (e.g., Xiang 2005, Lin 2009).1 It allows epistemic
yào to appear in it. The speaker can use (1) to express, with high certainty, her
belief that the house price in Beijing is higher than in Shanghai. The speaker also
can use the modal ȳınggāi ‘should’ in place of yào to express (roughly) the same
proposition. The sentence (2), by contrast, does not involve any comparative
construction, and is not compatible with epistemic yào. To express the intended
meaning of (2) with epistemic yào, ȳınggāi can be used.

(1) Běij̄ıng fángjià yào/ȳınggāi b̌ı Shànghǎi gāo.
Beijing house price should BI Shanghai high
‘The (average) house price in Beijing should be higher than in Shanghai.’

(2) huángj̄ın jiàgé *yào/
√

ȳınggāi zài 1500 yuán shàngxià fúdòng.
gold price should at 1500 dollar around fluctuate
‘The price of gold should be fluctuating around 1500 dollars (per ounce).’

Second, though previous literature has discussed the appearance of epistemic
yào in the b̌ı-comparative construction, few (if any) researchers have considered
how epistemic yào fares with other comparative constructions. Like in many
other languages, comparative constructions in Mandarin Chinese involve explicit

1 The following abbreviations are used in this paper: CL = classifier, MOD = modifier
marker, PERF = perfective marker, POS = positive morpheme, DIST = distributive
marker.
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or implicit comparison, depending on whether the ordering between two objects
with respect to a gradable property is established by using special morphology of
comparison or using the positive form of the gradable predicate (Kennedy 2007).
Implicit comparative constructions are not compatible with epistemic yào. The
gēn x b̌ı q̌ılái “compared to x” comparative is an implicit comparison strategy
used in Mandarin Chinese (Erlewine 2007). It does not allow epistemic yào to
appear in it. The sentence in (3), for instance, is only acceptable without the
epistemically intended yào.

(3) gēn tā d̀ıdi b̌ı-q̌ılai, xiǎomı́ng (*yào) suànshi hěn gāo.
with his brother compare-qilai Xiaoming should considered POS tall
Intended: ‘Compared to his brother, Xiaoming should be considered tall.’

By contrast, many explicit comparative constructions are compatible with
epistemic yào. The sentence in (1) already demonstrated the compatibility of
epistemic yào with the b̌ı comparative. Several other explicit comparative con-
structions in Mandarin Chinese have been discussed in the literature. The so-
called transitive comparative construction, in which the standard of comparison
appears right after the gradable predicate, allows epistemic yào to appear in
it (4). Similarly for the closely-related chū comparative, in which the degree
morpheme chū intervenes between the standard of comparison and the gradable
predicate. Some other comparative constructions that “licenses” epistemic yào
include the gèng comparative (5) and the yu comparative (6). Moreover, yào in
such constructions can be changed to ȳınggāi without any significant effect on
the grammaticality judgment or intuitive meaning of the sentences.

(4) Wángjùn yào gāo (chū) Zhèngzhāng ȳı ge tóu.
Wangjun should tall exceed Zhengzhang one CL head
‘Wangjun should be a head taller than Zhengzhang.’

(5) (?)zhè kē méigūı, huā hóng, yèzi yào gèng lù̈u.
this CL rose flower red leaf should GENG green

‘This rose, its flowers are red; its leaves should be even greener (than its
flowers are red).

(6) hòuniǎo de shòumı̀ng yào cháng yu q́ıtā niǎo lèi.
migratory bird MOD life span should long YU other bird kind.
‘The life span of migratory birds should be longer than that of other kinds.’

Third, though many degree constructions in Mandarin Chinese allow epis-
temic yào, not all of them do. For example, Mandarin Chinese has a degree con-
struction which involves the possessive/existential verb yǒu and appears very
similar to the b̌ı comparative in the surface structure. It typically takes the
form of “X + yǒu + Y + G,” with X and Y being determiner phrases and
G being a gradable predicate or a dimension noun (Xie 2014a). Epistemic yào
cannot appear in this construction (7). Instead, ȳınggāi can be used to express
the meaning intended with yào.
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(7) zhāngsān de chéngj̀ı *yào/
√

ȳınggāi yǒu tā gēge hǎo.
Zhangsan MOD grade should have his brother good
‘Zhangsan’s grade should be as good as his brother’s’

Another degree construction in Mandarin Chinese is the so-called compara-
tive correlative, which involves explicit comparison of the same or different indi-
viduals’ degrees associated with a property (Lin 2007). The construction does
not allow epistemic yào. The sentence in (8) is ungrammatical with yào appear-
ing in it. Again, ȳınggāi can be used before the first yuè to express (roughly)
the same meaning as intended with epistemic yào.

(8) nà ge háizi (*yào/
√

ȳınggāi) yuè zhǎng yuè hǎokàn.
that CL child should YUE grow YUE good-looking
‘It should be the case that the more the child grows, the prettier she
becomes.’

Fourth, the equative construction, marked with hé/gēn/xiàng x ȳıyàng g
‘equally as g as x’, does not allow epistemic yào to appear in it, either. How-
ever, it allows epistemic ȳınggāi. This claim is illustrated by the sentence in (9),
which is minimally different from (1) just in that it establishes an identity rela-
tion between the average house prices in Beijing and in Shanghai.

(9) Běij̄ıng de fángjià *yào/
√

ȳınggāi gēn Shànghai ȳıyàng gāo.
Beijing MOD house price should with Shanghai same high
‘The (average) house price in Beijing should be as high as in Shanghai.’

2.2 Yào Co-occurring with ȳınggāi

Fifth, I have shown above that when epistemic yào appears grammatically in a
comparative sentence, it can be replaced with ȳınggāi, and no significant change
of grammaticality judgment or meaning is observed between the two choices.
In addition, yào and ȳınggāi can occur together as epistemic modals in cer-
tain explicit comparative sentences, a phenomenon that has escaped observation
in previous research. The sentence in (10) illustrates the co-occurrence of the
two modals, both with an epistemic reading. The subject, jiāoqū de kōngq̀ı, is
inanimate and non-volitional. This property of the subject rules out the deontic
reading for ȳınggāi, as well as the deontic and volitional future readings for yào.
The sentence can be understood as describing the speaker’s judgment about the
current, not future, air quality in the suburb in relation to the city, thus ruling
out the “predictive modal” reading for yào discussed in Ren (2008). Hence, it
is safe to claim that both ȳınggāi and yào in the sentence receive an epistemic
reading.

(10) j̄ıntiān jiāoqū kōngq̀ı ȳınggāi yào b̌ı sh̀ıqū hǎo.
today suburb air should should BI city good
‘Air in the suburb today should be better than in the city.’

For the co-occurrence of epistemic ȳınggāi and yào to be grammatical, all
the restrictions regarding epistemic yào must be observed. The co-occurrence of
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epistemic ȳınggāi can never “coerce” epistemic yào to be acceptable in a sentence
that does not allow the latter in the first place. In addition, in acceptable cases
of yào co-occurring with ȳınggāi, ȳınggāi must precede yào; switching the order
of the two epistemic modals would yield an ungrammatical sentence. This is
illustrated by the acceptability contrast between (10) (see above) and (11).

(11) *j̄ıntiān jiāoqū kōngq̀ı yào ȳınggāi b̌ı sh̀ıqū hǎo.
today suburb air should should BI city good

Co-occurrences of multiple modals are nothing rare in Mandarin Chinese.
The interested reader can refer to Lin and Tang (1995) and Lin (2012), among
several others, for related discussion. However, two epistemic modals of the same
quantificational force are generally forbidden from occurring together. The sen-
tence in (12), for example, involves epistemic modals ýıd̀ıng and b̀ırán ‘must’
with the same universal quantificational force. It is not acceptable regardless how
the two modals are ordered relative to each other. Epistemic yào and ȳınggāi, as
will be discussed shortly, have the same weak necessity quantificational force. In
this sense, co-occurrence of epistemic yào and ȳınggāi in a comparative sentence
is an interesting exception that requires some independent explanation.

(12) *tā ýıd̀ıng b̀ırán x̌ıhuān nà jiā fàndiàn.
he must/definitely must/definitely like that CL restaurant

Intended: ‘He must like the restaurant.’

2.3 Lack of Scope Relation with Negation

Sixth, epistemic yào cannot enter into scope relation with negation in any way
(Peng 2007). For instance, without occurrence of bù ‘not’, (13) would be gram-
matical. Adding bù, either before whether after yào, makes the sentence ungram-
matical. In addition, epistemic yào cannot appear in a negative context in any
other fashion. For example, it cannot participate in the A-not-A question, either,
as illustrated in (14).

(13) diànžı chǎnp̌ın zhōngguó (*bù) yào (*bù) b̌ı měiguó piányi.
electronic product China NEG should NEG BI USA cheap

(14) *hēi zh̄ımá jiàzh́ı yào bù yào gāo yu bái zh̄ımá.
black sesame value should NEG should high YU white sesame

In terms of interaction with negation, epistemic ȳınggāi does not behave
exactly the same as epistemic yào. Though epistemic ȳınggāi cannot appear after
negation or participate in the A-not-A question, it can appear before negation,
whether in a comparative sentence (15) or elsewhere.

(15) diànžı chǎnp̌ın zhōngguó (*bù) ȳınggāi (bù) b̌ı měiguó piányi.
electronic product China NEG should NEG BI US cheap
‘For many electronic products, it should be the case that they are not
cheaper in China than in US.’
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2.4 Weak Necessity Quantificational Force

Seventh, different modals have different quantificational strengths. There is evi-
dence to suggest that epistemic yào is a weak necessity modal that is comparable
to the modals should and ought to in English. First, different from kěnéng ‘possi-
ble’, epistemic yào is not an existential modal that expresses the mere existence
of relevant possibilities. For example, in the conversation in (16) between two
speakers A and B, the first clause in B’s responses indicates that B agrees with
A’s judgment about the reliability of diaries as compared to memoirs. The second
clause in B’s response is intended to be further elaboration of how she agrees.
However, by using kěnéng ‘possible’, the second clause weakens, and as such,
contradicts, the expressed agreement in the first clause. The weakening and con-
tradiction is comparable to what is responsible for the infelicity of (17), which
involves nominal quantificational phrases (cf., Copley 2006 and von Fintel and
Iatridou 2006). Hence, epistemic yào has a stronger quantificational force than
kěnéng.

(16) A: wǒ juéde r̀ıj̀ı yào b̌ı húıỳılù kěkào.
I feel diary should BI memoir reliable
‘I think that diaries should be more reliable than memoirs.’

B: #wǒ yě zhème juéde, r̀ıj̀ı kěnéng b̌ı húıỳılù kěkào.
I also so feel diary possible BI memoir reliable

‘I think so, too. Diaries are possibly more reliable than memoirs.’

(17) A: jué dàduōshù rén dōu lái le.
outright majority people DIST come PERF
‘The by far majority of people have come.’

B: #dùı, yǒuxie rén lái le.
right some people come PERF

‘Right, some people have come.’

On the other hand, epistemic yào is somewhat weaker than canonical strong
necessity modals like ýıd̀ıng and kěnd̀ıng ‘must, certainly.’ This claim is evident
from the fact that an epistemic modal statement expressed by yào can be ensued
by a strong necessity epistemic statement, and reversing the order of the two
statements would lead to infelicity (18). The pattern, again, is comparable to a
statement involving a weaker quantifier followed by another statement involving
a stronger quantifier (19). This similarity suggests that epistemic yào is not a
strong necessity modal. Rather, it is similar to English should and ought to – as
already argued by Copley (2006) and von Fintel and Iatridou 2006 – in being
a weak necessity modal. Moreover, epistemic ȳınggāi has the same quantifica-
tional force as epistemic yào: if yào in (16) and (18) is changed to ȳınggāi, the
acceptability judgment remains the same.



136 Z. Xie

(18) a. tā yào b̌ı ĺınju yǒuqián,
he should BI neighbor rich
sh̀ısh́ıshàng tā kěnd̀ıng b̌ı ĺınju youqián.
in fact he certainly BI neighbor rich
‘He should be richer than his neighbors; in fact, he is certainly richer
than his neighbors.’

b. #tā kěnd̀ıng b̌ı ĺınju yǒuqián, sh̀ısh́ıshàng tā yào b̌ı ĺınju yǒuqián.

(19) a. He finished most of the tasks, in fact, he finished all of them.
b. #He finished all of the tasks, in fact, he finished most of them.

To summarize, in this section I discussed several important properties of the
epistemic use of yào. In my discussion, I compared epistemic yào to another
epistemic modal ȳınggāi. Epistemic yào is acceptable only in certain compar-
ative constructions, and hence has a narrower distribution than the (near-)
synonymous epistemic ȳınggāi. The two epistemic modals can be used together,
in which case ȳıngg āi must precede yào. Epistemic yào cannot appear above or
under negation, while epistemic ȳınggāi can appear above, though not under,
negation. In terms of quantificational force, epistemic yào and ȳınggāi both
express weak necessity, comparable to English should and ought to.

3 Explaining Empirical Properties of Epistemic yào

In this section, I will address the question of where the above properties of
epistemic yào each come from: whether they are lexical idiosyncrasies, or arise
from syntax, semantics, or the interaction thereof.

3.1 Incompatibility with the Comparative Correlative

First, I posit that the incompatibility of epistemic yào with the comparative cor-
relative construction, as illustrated by the sentence in (8), is most likely a lexical
idiosyncrasy. It has been proposed by Lin (2007) that the comparative correl-
ative construction involves a causation relation between degrees. This means
that the construction involves a change of state, and is dynamic in nature. The
unacceptability of (8) is due to the requirement that epistemic yào cannot be
combined with a dynamic prejacent. Confirming this explanation is yet another
observation that the degree achievement construction, which is dynamic as well
(Kennedy and Levin 2008), is not compatible with epistemic yào. By contrast,
ȳınggāi is (at least marginally) compatible with a dynamic prejacent and can be
used an epistemic modal in both comparative correlative and degree achievement
constructions (20).

(20) nà ge háizi (*yào/?ȳınggāi) měi nián zhǎng gāo liǎng ĺımi.
that CL child should every year grow tall two centimeter
Intended: ‘It should be the case that the child grows 2 cm taller each year.’
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Some modals in other languages manifest a similar distinction regarding
whether the epistemic reading is allowed with an eventive prejacent or not.
For example, must and cannot in English are allowed to receive an epistemic
reading only when it has a stative prejacent (21), but may and might can have
an epistemic reading no matter whether it combines with a stative or even-
tive prejacent (22). To the best of my knowledge, the only attempt to address
the distinction so far is Ramchand (2014). The basic idea of her analysis is
to attribute the distinction to how (indexically vs. anaphorically) an epistemic
modal anchors the denotation of the prejacent in terms of time and world. The
distinction, therefore, is treated as a lexical property in her analysis. I assume
that Ramchand’s discussion applies to epistemic modals in Mandarin Chinese,
as well. It is a lexical idiosyncrasy of epistemic yào that it cannot combine with
dynamic comparative constructions.

(21) a. John must/cannot be in his office. (epistemic or deontic)
b. John must/cannot go to his office. (deontic, ability (cannot))

(22) a. John may/might be in his office. (epistemic)
b. John may/might go to his office. (epistemic)

3.2 Compatibility only with Certain Comparative Constructions

Epistemic yào is compatible only with certain explicit comparative construc-
tions, viz. the b̌ı comparative, the transitive comparative, the chū comparative,
the gèng comparative, and the yu comparative. By contrast, it is not compat-
ible with the yào degree construction, the equative construction marked with
hé/gēn/xiàng x ȳıyàng g ‘equally as g as x’, or any non-degree construction.

A common characteristics among the comparative constructions in which epis-
temic yào can occur is that they all involve strict comparative morphology. For the
b̌ı comparative, different proposals have been entertained, but all of them include
a strict comparative morpheme. Here, “strict comparison” means “greater/less
than”. Lin (2009), for instance, took a “direct” analysis of the b̌ı comparative,
and treated b̌ı as an overt strict comparative morpheme. Xiang (2005) proposed a
so-called “DegP-shell” analysis of the b̌ı comparative. There are two degree heads
in the syntactic structure, with the higher one occupied by b̌ı, and the lower one
by a covert strict comparative morpheme exceed that introduces an optional dif-
ferential phrase. Liu (2011) posited that b̌ı comparative contains either a strict
comparative morpheme geng ‘even-more’ or its covert counterpart. It is sufficient
to conclude that whatever form the currently available proposals for the syntax
and semantics of the b̌ı comparative take, they all include postulating some strict
comparative morpheme, whether overtly or covertly.

The transitive comparative, along with the closely-related chū comparative
construction, has been most extensively studied by Grano and Kennedy (2012).
The transitive comparative requires the presence of a differential measure phrase.
A differential measure phrase, in turn, “requires and is required by the presence
of the degree morpheme” (p. 244). For the transitive comparative, the degree
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morpheme contributes a strict comparative meaning. The preposition chū is ana-
lyzed by Grano and Kennedy (2012) to be an overt counterpart of such a strict
comparative morpheme. As for the yu comparative, Xie (2014b) showed that it
does not allow differential measure phrases. By capitalizing on this observation,
Xie showed yu in the yu comparative to be in complimentary distribution with
the comparative morpheme in the transitive comparative construction. Hence,
it is reasonable to claim that yu itself is a strict comparative morpheme. For the
gèng comparative, Liu (2010) has argued that gèng itself is a strict comparative
morpheme (cf., Liu 2011).

By contrast, the yǒu degree construction has been shown by Xie (2011, 2014b)
to be an equative construction comparable to the as. . . as construction in Eng-
lish. According to Xie’s idea, its LF structure of the yǒu degree construction
involves a covert degree morpheme, which encodes a “greater than or equal to”
relation. It does not have a strict comparative morpheme. The equative con-
struction marked by hé/gēn/xiàng x ȳıyàng g specifies a strict identity relation
between two entities, and does not involve a strict comparative morpheme. As for
the implicit comparative construction marked by gēn x b̌ı q̌ılái “compared with
x”, it makes use of “the inherent context sensitivity of the positive (unmarked)
form” of gradable predicates (Kennedy 2007: p. 143). Its structure does not
involve a comparative morpheme at all.

Based on the above discussion, it is reasonable to posit that the presence of a
strict comparative morpheme (whether overt or covert) in the syntactic structure
of a degree construction is responsible for the acceptability of epistemic yào in the
construction. Those constructions without a strict comparative morpheme do not
allow epistemic yào. There may be more than one way to represent the restriction
in syntax. One option, within the Minimalist Program, is to say that in its epis-
temic use, yào somehow bears an uninterpretable Comp(arative) feature which
has to be checked by a matching Comp feature. Comparative constructions like
the b̌ı and transitive comparative constructions provide such a matching feature,
while the equative constructions and implicit comparison do not.

Obviously, I have taken a syntactic approach to explaining the distribution
restriction of epistemic yào. The reader might ask whether a semantically-oriented
approach, say within Kratzer’s (1981) possible-world semantics framework of
modality, will work. As far as I can see, the answer is negative. If we include
in the semantic definition of epistemic yào the “strict comparison” contexts in
which the modal can appear, a most likely component to encode the information
is in the domain of quantification, by claiming that the worlds accessible from the
speaker’s epistemic state in her base world all involve strict comparison. However,
this restriction is at best vacuous, because any world can, in principle, support
strict comparison of any sort.

A second semantically-oriented option is to require, or presuppose, that the
prejacent of epistemic yào express a strict comparative relation. Then, the ques-
tion comes down to how to take an intensional proposition, which is potentially
an indefinite set of possible worlds, and check whether the proposition expresses
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a strict comparative relation. Though this option might be plausible, it is not
clear to me how to represent it in a model-theoretic fashion.

3.3 Co-occurrence of yào and ȳınggāi

It has been observed above that when epistemic ȳınggāi and yào occur together,
the former must appear before the latter. I argue that this property has to
do with a very fine semantic distinction within epistemic modals as well as a
structural constraint that reflects the semantic distinction. Lyons (1977) classi-
fied epistemic modals into subjective and objective sub-types. Subjective epis-
temic modals express the speaker’s judgment based on what (she thinks) she
knows. Objective epistemic modals, by contrast, express the speaker’s judgment
based on observable evidence often available to the speaker, the hearer, and pos-
sibly other people in the local speech community (Papafragou 2006). Despite
the subjective vs. objective distinction, epistemic modals in general contribute
semantic content and may have syntactic reflection thereof (Hacquard and
Wellwood 2012).

Though yào and ȳınggāi are both epistemic modals, the former is an objec-
tive epistemic modal, and the latter is used subjectively (Peng 2007, Peng and
Liu 2012). Since they bear different sub-flavors of epistemic modality, it is not
surprising that they can co-occur, in spite of the fact that they have the same
quantificational force (a point to be discussed shortly). The two stacked modals
express the speaker’s judgment based on her private perception of relevant objec-
tive evidence available to her (and possibly to her local speech community, as
well). Compared to its counterpart without ȳınggāi, the sentence in (10) (repeated
below) has an extra layer of uncertainty which arises from the speaker’s indeter-
minacy typically associated with doxastic beliefs. By contrast, compared to its
counterpart without yào, (10) does not express a mere guess on the part of the
speaker, but conveys that the speaker actually bases her judgment on some objec-
tive evidence (e.g., the facts that there is a larger area of forest-covered hills in
the suburb area, that it has just rained in the suburb but not in the city, etc.).

(10) j̄ıntiān jiāoqū kōngq̀ı ȳınggāi yào b̌ı sh̀ıqū hao.
today suburb air should should BI city good
‘Air in the suburb today should be better than in the city.’

In addition, Peng (2007) and Peng and Liu (2012) posited that in Man-
darin Chinese, a subjective (interpretation of an) epistemic modal should always
appear before an objective (interpretation of an) epistemic modal. How to rep-
resent this structural restriction is not very material to the current paper. Pre-
sumably, the restriction arises from the syntax-semantics interface of epistemic
modals. For our purpose, the most important thing to note is that Peng’s (2007)
and Peng and Liu’s (2012) generalization is what lies behind the ordering con-
straint of ȳınggāi and yào occurring together as epistemic modals: the former,
a subjective epistemic modal, should appear before the latter, an objective epis-
temic modal.
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3.4 Semantic Meaning of Epistemic Yào

I have shown above that the distribution restriction of epistemic yào is due to
lexical and syntactic reasons. The semantic definition of the modal does not
need to, and in fact cannot, encode the restriction. In Sect. 2, I also indicated
that epistemic yào is semantically identical to epistemic ȳınggāi, modulo the dis-
tinctions with regard to objectivity/subjectivity and scope relation with respect
to negation (viz., epistemic yào cannot form scope relation with negation at all,
whereas epistemic ȳınggāi can scope above, but not under, negation). The objec-
tivity/subjectivity distinction is clearly semantic in nature; it will be encoded
in the modal base in the semantic definitions of the two modals. The distinc-
tion with regard to scopal relation with negation presumably has to do with
the polarity properties of the two modals, and will be addressed in the next
sub-section.

Copley (2006) and von Fintel and Iatridou (2006) addressed several impor-
tant semantic properties, especially the weak necessity quantificational force, of
English modals should and ought to. Epistemic ȳınggāi and yào – ignoring the
distinctions mentioned above for the moment – manifest properties that are com-
parable to should and ought to. In this paper, I primarily draw on Copley (2006)
to define the semantics of epistemic yào and ȳınggāi. The intuition is that a weak
necessity epistemic modal requires: (i) the prejacent proposition of the modal
be true in every world that is accessible from the speaker’s knowledge/belief
status in her base world and that is ranked as most highly plausible accord-
ing to some ideal, and (ii) the prejacent proposition would be allowed (but not
required) to be false if the speaker found herself in a different knowledge/belief
status. The first requirement specifies that a weak necessity modal universally
quantifies over a “most relevant” set of possible worlds – most relevant in the
sense that the worlds are directly accessible from the speaker’s base world. The
second requirement keys in the possibility of the prejacent proposition being
false in a world that is (potentially) only compatible with a world in which the
speaker finds herself dislocated from her current being (so to speak). It is the
secondary possibility – which exists only in a “stretched” domain of quantifica-
tion – that contributes the perceived “weakness” in the quantificational force of
weak necessity modals.

Regarding the objectivity/subjectivity distinction between epistemic yào and
ȳınggāi, I assume that it arises from the choice of modal base. For epistemic yào,
the speaker’s knowledge/belief is required to be based on objective evidence that
is available to her, thus making the modal base objectively-oriented. By contrast,
the modal base for epistemic ȳınggāi is concerned with the speaker’s subjective
perception of evidence or probably even arbitrary judgment.

The semantics of epistemic yào (time variable ignored) is defined in (23),
where MBobj indicates that the modal base for epistemic yào is objective in
nature. ALT is a function that takes an element and returns a set of alterna-
tives to the element. The semantics of epistemic ȳınggāi is the same as that of
epistemic yào, except for the modal base being MBsub.
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(23) [[yàoepistemic]] = λwλp. ∀w′(w′ ∈ HIGH-PLAUSIBILITY(MBobj(w)) → p(w′) = 1) ∧
∃M(M ∈ ALT(MBobj(w)) ∧ ∃w′′(w′′ ∈ HIGH-PLAUSIBILITY(M) ∧ p(w′′) = 0))

3.5 Negation and yào

It has been noted above that negation is not allowed to occur in an epistemic
yào sentence, regardless of the relative position between negation and yào. As I
will argue below, actually there are two separate yet related stories behind this
restriction. One has to do with why epistemic yào (and epistemic ȳınggāi, for
that matter) cannot appear under negation. The other has to do with why the
reverse order is not allowed, either.

Let us first address the former question. The idea that I would like to pursue
is that when epistemic yào or ȳınggāi appears under negation (often marked
by bù ‘not’), semantically it is equivalent to the existential epistemic modal
kěnéng appearing above negation. It is lexical competition between bù yào/bù
ȳınggāi (epistemically intended) and kěnéng bù, I hypothesize, that leads to the
unacceptable status of the former two phrases. The semantic definition of bù
yào (epistemically intended) is given in (24). Among the two conjuncts linked
by “∨,” the second one basically states that all modal bases that are alternative
to the one accessible from the speaker’s base world can verify the prejacent
proposition of epistemic yào. However, this requirement cannot hold in general,
as it amounts to saying that the modal base accessible from the speaker’s base
world ranks the least ideal among all possible modal bases. Nothing a priori
renders such an “ugly” status for the modal base accessible from the speaker’s
base world. Hence, the second conjunct is constantly false. The semantics of bù
yàoepistemic is just equivalent to the first conjunct, which in turn is equivalent
to the semantics of kěnéng bù. Due to the semantic equivalence, bù yàoepistemic

competes with kěnéng bù. The former loses to the former, presumably because
yào carries more morpho-syntactic restrictions and such restrictions do not have
any semantic import or reflection.

(24) [[bù yàoepistemic]] = λwλp. ∃w′(w′ ∈HIGH-PLAUSIBILITY (MBobj(w)) ∧
p(w′) = 0) ∨ ∀M(M ∈ ALT(MBobj(w)) → ∀w′′(w′′ ∈ HIGH-PLAUSIBILITY
(M) → p(w′′) = 1)).

Regarding the fact that epistemic yào cannot appear above negation, I pro-
pose, albeit rather tentatively, that it has to do with the polarity property of the
modal. Iatridou and Zeijlstra (2013) showed that deontic and epistemic modals can
be grouped as positive-polarity items (PPIs), negative polarity items (NPIs), and
polarity-neutral items. The classification does not only apply to English modals,
but to modals in many other languages. The three types of modals manifest rather
distinguished behaviors with respect to their scope relation with respect to nega-
tion. For the purpose of this paper, it suffices to note that “all neutral and NPI
modals scope under negation” (Iatridou and Zeijlstra 2013: p. 564).

Assuming that modals in Mandarin Chinese also carry polarity distinctions,
epistemic yào cannot be an NPI, because it can occur in positive sentences.
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It is very likely not a PPI, either, for it does not pass PPI-hood tests (Szabolcsi
2004). For instance, PPIs (like ‘someone’ and ‘must’) are acceptable in the scope
of clause-external negation (25). However, epistemic yào cannot appear in such
a context, as suggested by the unacceptability of the sentence in (26).
(25) a. No one says that the president found someone.

b. I do not think that he must come home tonight.
(26) wǒ bú rènwéi tā (*/??yào) b̌ı tā d̀ıdi gāo.

I not believe he should BI his brother tall
Intended: ‘I do not think that he should be taller than his younger brother.’

Hence, epistemic yào patterns with such English (semi-)modals as have to
and need to in being a polarity-neutral item. An interesting characteristic of
polarity- neutral modals is that they scope under negation for semantic inter-
pretation. Therefore, even when epistemic yào appears above negation on the
surface, it has to end up scoping under negation semantically. It has been just
established above, however, that epistemic yào does not allow for such a semantic
scope relation.

4 Conclusions

Modals can carry all sorts of peculiarities, in terms of distribution and interpreta-
tion. In this paper, I provided both empirical description and theoretical investiga-
tion of the rarely-discussed epistemic use of yào in Mandarin Chinese. Epistemic
yào can only occur in certain comparative constructions. It cannot enter into any
scope relation with negation. Its quantificational force is stronger than that of exis-
tential modals, yet at the same time weaker than that of strong necessity modals.
Epistemic yào can appear with another epistemic modal ȳınggāi, which has the
same modal flavor (broadly speaking) and quantificational force. When the two
epistemic modals co-occur, however, ȳınggāi must precede yào. In the theoretical
analysis component, I examined where each property of yào comes from: lexical
idiosyncrasies, syntax, semantics, or the interface between syntax and semantics.
I think that the epistemic use of yào constitutes an interesting case in studying
intra- and cross-linguistic variation in natural language modality.
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Abstract. We demonstrate how the specifics of the semantics for col-
lective, distributive and covering readings for plurals and mass nouns
can be integrated in a recent type-theoretical framework with rich lex-
ical semantics. We also explore the significance of an higher-order type
system for gradable predicates and other complex predications, as well
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ensure that compositionality and computability are kept.
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The distinction between massive and countable entities is similar to a classical
type/token distinction — as an example of the type/token distinction, “the bike”
can refer both to a single physical bicycle (as in the sentence “the bike is in the
garage”) but also the the class of all bicycles (as in the sentence “the bike is a
common mode of transport in Amsterdam”). However, linguists such as Brendan
Gillon in [5] warn against such a generalisation (long made in the literature) and
remark that, as far as the language is concerned, mass nouns are more alike to
the collective readings of pluralised count nouns. Among the many similarities is,
for instance, the identical behaviour of plurals and mass nouns with cumulative
readings: “Both the pens on the desk and the pens in storage use black ink, so
I only have black pens” and “There is red wine on display and red wine in the
back, so we only have red” are logically similar (see [5] for discussion). Several
different approaches have been proposed to account for the specific semantic
issues of mass nouns, from Godehard Link’s augmented mereological approach
in [12] to David Nicolas’ revision of plural logic in [25], all remarking upon this
similarity.
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Many different formalisms, using advanced type theories for the purpose of
modelling semantics, have been recently proposed, see e.g. [1,3]. Among those,
we proposed a semantic framework based on a multi-sorted logic with higher-
order types in order to account for notoriously difficult phenomena pertaining
to lexical semantics – see [30] for a recent synthesis.

The aim of the present paper is twofold: to demonstrate that the semantics
for plural readings and mass nouns can be integrated in our framework, and
that having a multi-sorted logic is an advantage in tackling related issues. Our
approach emphasises the computable aspect of such a framework. We detail the
analysis from syntax to semantics (using state-of-the-art categorial grammars
in the tradition of Lambek [9]), with a sound logical framework for meaning
assembly and the computation of logical representations, while keeping compo-
sitionality as a basic principle, as in Montague’s original semantic program [17].
As [19,33] have shown, this process can be fully and transparently implemented.

1 Compositional Lexical Semantics and New Type
Theories

1.1 Related Work in Formal Lexical Semantics

Type-theoretical framework for computational semantics based on “new” type
theories (that mostly stem from Martin-Löf Type Theory and a practical-
oriented understanding of the Curry-Howard Correspondence) are relatively
recent additions to the formal semantics scene, beginning with Aarne Ranta’s
seminal work, [28]. They can be used to present a solution to issues of lexical
semantics such as polysemy, deriving from James Pustejovsky’s Generative Lex-
icon – [26]. These formalisms have matured during the last 20 years to become
a set of logically sound compositional frameworks that can be inserted in the
Montagovian chain of analysis: see [1,3,13], and many others.

1.2 Our Formal and Computational Model, ΛTYn

Our system, ΛTYn, is based on System-F, using higher-order types with many
sorts and coercive sub-typing for modelling different phenomena. Detailed in [2,
14], it has been constantly upgraded and aggregates many different phenomena
such as deverbals [29] or the narrative of travel [10,27]. See [30] for a recent,
complete, open-access synthesis.

Summarising, our system is formally based on a higher-order version of λ-
calculus in the tradition of Girard’s System-F (see [6]), in which types can be
abstracted and applied like standard λ-terms: for example, ΛαλPα→t.(ι P ) is
a functional term that requires both a type α and a λ-term P , a predicate of
type α → t. This example is the selection operation, used to model definite
articles such as the. (We use the ι operator as envisioned by Russel, where ι P
can be thought of as “the most salient x in the current context such that P (x) is
true”). In addition, we use a logic with n base types in addition to propositions
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Semantic Type Implied meaning

α, β, γ, τ Type variables

t The type for propositions (or “truth values”)

e The Montagovian entities

All subsequent sorts are subtypes of e

ϕ The sort for physical objects

H The sort for individual human beings

Pl The sort for places, locations

Container, Other specific sorts,

Animal, which are given explicitly

Food, . . . as needed

gτ The sort for groups of individuals of sort τ

mτ The sort for masses of sort τ

and functional types TYn, described in [24]. We will use the following conventions
in the present paper:

The operators gτ and mτ are constructors for groups of individuals and
masses of measurable quantities of other, pre-defined sorts. With details given
in Sect. 3.3, the main points are as follows: the lexicon defines for what sort τ
there exists a sort gτ and mτ . Group types denote countable individuals (gH

is the type for groups of humans such as committee and team) and mass types
denote measurable quantities (mϕ is the type for water and sand, while stone is
ambiguous between types ϕ and mϕ). g and m are, in effect, higher-order terms
constructing types from other types, i.e., dependant types.

The use of multiple sorts (including many others not used here) allows us to
correctly model complex phenomena such as co-predications, “dot”-types, qualia,
while preserving a compositional model based on well-understood Montagovian
principles. We use an analysis based on Categorial Grammars that provides the
syntactic structure of the sentence and parse the semantics according to that
structure, in a very classical way that happens to be used in the implementation
of our parser for syntax and semantics, Grail (see [19]). In the rest of this paper,
we will present the syntactic categories in the usual fashion: a/b yields an a given
a b on its right while b\a yields an a given a b on its left, we use n for nouns, np
for noun phrases, pp for prepositional phrases and s for sentences.

Our system uses the syntactic structure provided by such grammars in the
tradition of Lambek, substitute the lexically-provided semantic terms and assem-
ble their meanings to form the meaning of the sentence using β-reduction. The
difference with the usual approaches is that using multiple sorts makes it possible
to detect many lexical phenomena in the event of a typing mismatch. Higher-
order types, together with lexical transformations – optional λ-terms that pro-
vide fine-tuned type-shifting operations to specific lexical entries, gives us the
necessary control and flexibility to integrate lexical semantics in this process
without sacrificing computationality and compositionality.
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2 The Linguistic Phenomena

2.1 Plural Readings

Plurals are one of the most ubiquitous of semantic phenomena. Though not
explicitly treated by Montague himself, a large body of research has been devel-
oped since then. This paper is not intended to be exhaustive in that respect, we
will limit ourselves to some of the basic facts.

Some predicates (typical examples include verb phrases like “meet”, “gather”
and “elect a president”, but also prepositions like “between”) require their argu-
ment to be a group. These predicates are called collective. In these cases, the sub-
ject can either be a conjunction of noun phrases, a plural noun phrase or a singular
group-denoting noun phrase (typical nouns of this sort are “committee”, “orches-
tra” and “police”; in English these nouns require plural subject-verb agreement).

Contrasting with the collective predicates are the distributive predicates.
When they apply to a set of individuals, we can infer that the predicate applies
to each of these. Examples include verbs like “walk”, “sleep” and “be hungry”.

Many other predicates, like “record a song”, “write a report” or “lift a piano”
are ambiguous in that they accept both a group reading (which can be made
explicit by adding the adverb “together”) and a distributive reading (which can
be made explicit by adding the adverb “each”). Thus “recorded a song together”
talks about a single recording whereas “recorded a song each” talks about several
recordings. The predicate “record a song” in and of itself only states that each
of the subjects participated in (at least) one recording. We call such readings
covering readings.

2.2 Some Issues with Mass Nouns

Mass nouns, much like collections and group nouns, have distributive, collective
and covering readings: compare (examples adapted from [12]):

(1) The foliage was uniformly red.
(2) The foliage was of all kinds of bright colours.
(3) The foliage was bleak and creepy.

(1) is distributive (every individual leaf is red) while (2) is collective (individ-
ual leaves are of mostly different colors). Foliage is a mass noun that might
be considered as denoting a group of entities, but human language does not
associate the same status to leaves on a tree and members of a committee: the
individuation condition is clearly different.

A more clear-cut example is the following (paraphrased from textbook entries
on the water cycle):

(4) The water gathers in the lake.
(5) The water feeds several rivers.

(4) has a collective reading, (5) a distributive one, but the individuation
conditions are even less clear that with foliage. In [12], Link proposes to distin-
guish as atoms any terms that denote individual objects; atoms comprising “the
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water”in the above examples are thus any portion of the water that is denoted
here. In (4), the mereological sum of every portion of the water is considered (thus
aggregating any source of water that might have been previously mentioned),
and in (5), the salient “atoms” are the volumes of water being contributed to
every river.

Our operators for plurals are easily adapted for the purpose of deriving the
correct semantics in that fashion, as we will now demonstrate.

3 Our Account of Plurals and Mass Nouns with Multiple
Sorts

3.1 The Classical Account of Plurals

Most of the work on plurals in current theories of formal semantics is either
inspired by or tempts to distinguish itself from the ideas and formalisation of
Link [12], with many variations and reformulations on the basic theme. In Link’s
treatment, groups exist at the same level as individuals and we can form new
groups out of individuals and groups by means of a lattice-theoretic join opera-
tion, written ⊕ — mathematically, we have a complete atomic join-semilattice
without a bottom element. Groups and individuals are related by the individual
part relation ≤i, defined as a ≤i b ≡def a ⊕ b = b; in other words a ≤i b is true
iff a contains a subset of the individual members of b.

Unlike later treatments of plurals, Link does not distinguish atomic individ-
uals from group individuals but instead defines atomic individuals by means of a
unary predicate atom, which is true for an entity x whenever its only individual
part is itself (ie. the set of atoms are those a such that for all b, b ≤i a implies
b = a).

For arbitrary unary predicates P , we have a corresponding distributive pred-
icate P ∗ which is true if P holds for all atomic subparts of its argument. For
example, child∗(x) is true if x is a non-atomic group of children.1

We can therefore distinguish between

(6) ∃x.child(x) ∧ sleep(x) (a child slept),
(7) ∃x.child∗(x) ∧ sleep∗(x) (children slept), and
(8) ∃x.child∗(x) ∧ build-raft(x) (children built a raft, as a group).

where (8) is shorthand for ∃x.∀y.((y ≤i x ∧ atom(y)) ⇒ child(y)) ∧ build-raft(x),
with atom(y) in turn an abbreviation for ∀z.z ≤i y ⇒ z = y.

3.2 Plural Readings in System-F

(A full development on plurals can be found in our previous publication, [15].)

1 Technically, Link introduces two versions of this predicate: one which presupposes
its argument is non-atomic and another which does not. Here, we will only consider
the version which takes non-atomic individuals as an argument.
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We can define operators that represent operations on sets, that can be assim-
ilated with predicates, of type α→t with α an appropriate subtype of e. (It is our
opinion, due to the difficulty to provide entity semantics for negative, disjunctive
and, especially, intersective types, that types cannot be used to model sets.)

For any group modelled as a (generic) predicate Λαλx.P (x), we can define its
cardinality by the means of an operator | |(α→t)→N, where the types of natural
numbers can be defined as Church integers (as is in native System-F), or more
simply as a primitive type such as is used in Gödel System-T, Martin-Löf Type
Theory or, indeed, any reasonable computer implementation. This operator is
only defined in context, and restriction of selection and a finite domain ensure
that the satisfiability of the predicate is decidable and cardinality is finite. Similar
operators have also been implemented in functional programming in [33].

Inclusion is easily defined as a function that maps pairs of predicates to a
proposition: ⊆: ΛαλPα→tλQα→tλxαP (x) ⇒ Q(x) — α usually is e. The logical
operators such as ∧ and ∨ between predicates correspond respectively to union
and intersection of sets of terms, as expected (while operations on types like
conjunction and disjunction do not).

We will also consider one entity type for groups called gα (in our primary
account, we only distinguished a single sort ge for groups of any individuals),
and a function member that relates a group with its members, and which doing
so turns a group in to a predicate: member : gα → α → t — or equivalently, says
whether an entity satisfies a predicate. As a noticeable consequence, two groups
can have the same members without being identical: groups are not defined by
their members (as in set extensionality) they simply have members.

We can have a constant ⊕ for group union. We prefer to avoid the complement
because the set with respect to which the complement is computed is unclear,
let alone whether or not the complement is a group; moreover, following Link,
we will not have group intersection.

Because of member we should have the following equivalences:

(member(gg1α ∪ gg2α))α→t = (((member(gg1α))α→t ∨ (member(gg2α))α→t)α→t

They do hold in the target logic (many sorted logic). Indeed, we do have an
obvious model with sets and individuals in which such equivalences hold.

We demonstrated that lexical transformations are well-suited to express the
polysemy between collective, distributive and covering readings.

3.3 Including Multiple Sorts

Our system is multi-sorted, i.e. distinguishes various sorts of entities that are
differentiated as various sub-types of e. The following is a short summary of
constructions introduced in [15], adapted to a multi-sorted framework:

Thus example (4) can be analysed as

|λxϕ.part of(x, the water)| > 1 ∧ gather(λxϕ.part of(x, the water))
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This reads as: the water, as a mass, is made of several (more than one) distin-
guishable parts, and these parts gathered (in a lake).
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Of course, the individuation conditions are different between group nouns and
mass nouns, and it is unreasonable to hope to account exhaustively for all possible
physical sub-volumes of water gathering into a lake; the part of relation selects
portions that have been introduced in the discourse or context. In the absence of
such, we argue that |λxϕ.part of(x, ymα)| > 1 always holds for any mass sort
– i.e., that anything lexically considered as a massive entity has multiple parts.
Distributive and covering readings are obtained in the same fashion.

3.4 The Pertinence of Multi-Sorted Semantics

Having a multi-sorted semantics with sub-typing gives us an edge in taking into
account difficult lexical phenomena. First, we differentiate count and mass sorts
(τ and mτ ), assuming that the lexicon includes the pertinent transformations
from one to the other. We therefore can block infelicitous phrases such as *the
water shattered (requiring a physical, countable object) or *the bottle gathered
(requiring a mass or plural noun), and disambiguate between count and mass
readings.

Secondly, this allows us to define polysemous predicates such as
covered withme→t and specialise their meaning so that covered with rock trans-
forms the typing of the argument to mϕ, while covered with shame produces the
type mAbstract. The latter type is common in language, though not ontologically
valid (compare drinking from the fountain of glory, a man of much presence,
etc.). We can then correctly parse co-predicative sentences such as [. . . ] cov-
ered themselves with dust and glory (from Mark Twain – this kind of zeugmatic
expressions require specific care, as discussed and detailed by [4]).
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3.5 Detailed Example: Partitive Quantification and Comparisons

Simple quantifications and comparative examples with massive entities include
phrases such as some water, some water is on the table, More water is on the
table than wine is in the glass. Our full analysis is shown in the table below.

The table gives a lexicon with syntactic and semantic types and semantic terms
for a number of words in our lexicon. Some pertinent phrases have been given types
and terms as well; these have been computed automatically from the lexical entries
to give an idea of how complex expressions are derived from their parts.

The syntactic categories have been deliberately kept simple. The given type
for the quantifier “some” is valid only for subject positions (but several solutions
exist which generalise this type) and “more ... than” is treated as a unit and
given a schematic type n ⇒ (np\s) ⇒ n ⇒ (np\s) ⇒ s, indicating it takes as
its arguments first a noun n then a verb phrase np\s then a second noun and
a second verb phrase to produce a sentence; the reader can consult [7,22] for
the technical details of how we can produce the word order “More n1 vp1 than
n2 vp2” and more complicated comparative constructions. For a more detailed
account of the syntactic aspects of modern categorial grammars, see [18,20,21].

For the semantic types of polymorphic terms (namely is and the, Πα denotes
a universally quantified type variable; this is implicitly included in the λ-term
by the use of the abstraction Λα.

From the syntax (not detailed here) to the final formula, the whole process
is computational and compositional.
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4 Scales, Measures, and Units with Many Sorts

4.1 Defining Scales in System-F

Gradable adjectives such as tall, as studied extensively in e.g. [8], can be repre-
sented in our system. In order to model those, as well the semantics of compar-
atives between quantities that can be explicit or implied by such adjectives, we
need to be able to define scales or degrees in our system. Integers can be defined,
and are already used for cardinality, by the means of Church numerals. It is also
straightforward to define floating point numbers in scientific notation2,3. We thus
define the type s for scales, that can be specialised for any pertinent sort. Sorts
are typically associated with measures, with useful measures including lengths,
surfaces, volumes; masses or weights; and frequencies, durations. Pairs of com-
parable measures can also be used to specify ranges, used for the semantics of
gradable adjectives.
2 Such a number is a simple data structure comprising l, the list of digits (in base

10) of the mantissa, s, a constant indicating its sign, e, an integer representing the
exponent and r, a constant indicating the sign of the exponent. Comparison between
such floating point numbers is easy, and the common operations are definable.

3 This short point illustrates that scales (and operations) can be defined natively in
pure System-F; of course, we can take floating-point numbers of sufficient precision to
exist as a primitive type, as is the case in any reasonable computer implementation.
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Gradable adjectives – qualificatives such as tall, heavy or light that are usually
collocated with quantity adverbs such as very – are usually modelled in terms
of ranges, given as a couple of scales indicating the “typical range” of values
for the adjective. Using information provided by the sort, we can provide much
more detailed semantics, associating predicates such as tallϕ→t with optional
coercions such as λxH .((R(ϕ→sϕ)→ϕ (fH→ϕ x) rH). In this example for phrases
such as a tall man, f is a coercion that considers the physical aspect of a term
of human sort (man) and R associates with this term a range rH of scales of
height (typed as sϕ)corresponding to a tall man. Adverbial modifiers such as
very will then affect that range.

Many gradable adjectives are directly linked to mass nouns and generalised
quantification in their semantics: a bit/very wet corresponds to some/a lot of
water, etc. The analysis of their semantics is similar, but inferring one from the
other is far from trivial.

4.2 Sorts, Units and Classifiers

As having different sorts is useful in order to distinguish semantically different
classes of lexical items, they also provide a means to distinguish between units,
ways of counting and accumulating quantities of items. Terms of individual or
group sorts can be counted (using natural integers), terms of massive sorts can
be measured (using scales and ranges), but the actual type of the term specifies
the means of doing such an operation: comparing volumes for liquids, mass for
generic physical massive terms.

Having a different unit for every sort, arranged in a hierarchy provided by
sub-typing (all liquids are physical objects and thus can be compared by mass as
well as by volume; every countable entity can be counted as “some object” but
we might distinguish the number of people, of pets and of cars in a given situa-
tion. . . ) is linguistically interesting, as it fits very well with a feature prominent
in many languages: the classifier system.

Classifiers are syntactic items common to many spoken and written Asian,
Amerindian and West African languages, as well as most variations of Sign
Languages. In other linguistic groups, some traces remain present, such as head
in the phrase “ten heads of cattle”. Classifiers are used to count individuals and
measure masses.

Our intuition, as expressed in [16], is that classifiers can provide the basis for
a system of sorts. They are clearly linguistically motivated, and correspond to
an ontological hierarchy. Even if classifiers differ between languages, being influ-
enced by the cultural and social evolution of each language or dialect involved
(see [11,32,34] for details and discussions), the main features of the system are
shared by most variations.

Of most interest to us is the hierarchisation of classifiers. For instance, in
Japanese, some classifiers are generic, and commonly used by people not fluent
in the language (denoting things, people, order, and broad “units” of any quan-
tity measurable with a container – Hai); some are commonly used for specific
categories of items (appliances, small objects, flat objects. . . ); and some are very
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specific to an usage or trade (such as koma for panels). The fact that many clas-
sifiers (such as the ones counting small objects) are shared between Japanese
and French Sign Language, for instance, illustrates the cognitive pertinence of
using classifiers to define a system of linguistically different sorts.

Having a different way of counting items or measuring quantities is also
needed to solve quantificational puzzles such as posed by Nicholas Asher in [1].
Building a complete system of sorts and units based on common aspects of the
various classifier systems requires more resources than we have currently at our
disposal, however.

4.3 Comparison Classes

The ranges used for gradable adjectives do not tell the whole story, as the study
of comparison classes show. There are many views on what comparison classes
expressed in phrases such as tall for a seven-years-old girl imply for the semantics
of gradable adjectives: while Christopher Kennedy says that the semantics are
not changed but that comparison classes modify the set of individuals that can
be referred to at the discursive or pragmatic level [8], Stéphanie Solt argues that
they give a specific range [31]. We believe that such phrases convey intrinsic
(and not just use-specific) information, that might be modelled as predicates
modifying the range pertinent to the sort of the argument.

5 Complex Cases

5.1 Mass-Count Alternations

For many mass nouns, there is a usage as a singular entity – compare ten wild
salmons and some raw salmon. We, in agreement with most of the literature,
have used the grinding transformation for such sentences. This operation (usu-
ally named the universal grinder) can take place on terms that have already
undergone other grinding transformations, as the following example illustrates:

(9) The salmon we caught was lightning fast. It is delicious, and we preserved
some of it. Wild salmon caught from this river could quickly become a source
of income.

This shows that, given a suitable discourse structure, types Animal, Food,
mFood and mAnimal can coexist in referents with related senses.

5.2 Comparisons Between Different Units

The difficulties of comparing between different predicates, such as in the com-
parisons in (10) and (12), has been often remarked upon. While there have been
some discussions of their characteristics and possible semantics such as [23], their
integration within a Montagovian framework remains forthcoming. Consider:

(10) The table is longer than it is wide.
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(11) The thread is bigger than the table.
(12) He his more dumb than ill-intended.

Our solution would compare different ranges together. The differentiation
between sorts appears especially relevant on such examples. Comparing between
two lengths in (10) is straightforward. Comparing between a length and a surface
in (11) is much more difficult; if the sentence is felicitous, it seems to force the use
of comparable units and reads as “The thread is longer than it is wide”. On the
other hand, comparing between different abstract and subjective values in (12)
implies a strong intensional component. (12) has been called a metalinguistic
comparison, as it constitutes a comparison in appearance only, instead estab-
lishing a relation between two different social judgements; it is hard to argue
that the “degree of dumbness” is higher than the “degree of ill-intention” (or,
indeed, to automatically assign any kind of numerical value to such measures);
rather, it indicates that one adjective is more salient that the other in context.

6 Conclusion

We demonstrated a straightforward implementation of the semantics of mass
nouns in our higher-order computational framework, which is based on Link’s
classical linguistic analysis, but does not commit to a specific ontological view,
and can be adapted to other linguistic formulations of the phenomena, such as
those from David Nicolas in e.g. [25].

We continue expanding the coverage of our framework, in order to prove that
complex issues of lexical semantics need not be resolved in isolation.

Indeed, having a multi-sorted approach makes the analysis of other complex
phenomena easier.

At the present time, our implementation of the syntax-semantics analyser
Grail ([19]) includes an syntactical analysis using a variation of Categorial Gram-
mars, and an analysis of the semantics of sentences that is done in λ − DRT
rather than λ-calculus, with wide coverage grammars (in French) statistically
acquired from corpora. We have formulated the semantics of plurals and mass
nouns, but in order to complete their implementation, some steps are yet missing:
the construction of a wide-coverage system of sorts that can form the base types
of a full-fledged semantic lexicon, and subsequently the acquisition of types and
transformations for a sufficient number of lexical items. We are keen to provide
such a lexicon, inspired by the classifier system, and are excited to see many
researcher moving towards that goal.
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de voyages pyrénéens : analyse syntaxique, sémantique et pragmatique dans le
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Abstract. This paper deals with a different behavior of weak neces-
sity modals (in Japanese, hazu) in comparison with plain necessity or
possibility modals in their epistemic use. While the latter cannot be
immediately followed by the negation of its prejacent, the former allows
this. After reviewing some previous approaches to this fact in Kratzerian
framework, we try to implement [14]’s insight in terms of an update
semantics by [15], modified by [13]. We propose that hazu makes a (pos-
sibly) counterfactual update by revising CG with normalcy condition.

1 Introduction

In this paper, we discuss a problem posed by [1] regarding the different behav-
ior of so-called weak necessity modals in comparison with plain necessity or
possibility modals in their epistemic use . More specifically, one cannot utter
a proposition modalized by must and then deny its unmodalized counterpart,
while one can deny the proposition which is modalized by should just before:

(1) a. #The beer must be cold by now, but it isn’t.
b. The beer should be cold by now, but it isn’t. ([1, p. 5])

This contrast is carried over to Japanese modals nichigainai and hazu, as the
following pair shows1:

(2) a. #Biiru=wa imagoro hie-tei-ru-nichigainai-ga, hie-tei-nai.
Beer=Top by now get cold-Result-Pres-NICHIGAINAI-Conj
get cold-Result-Neg
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“#The beer must be cold by now, but it isn’t.”
b. Biiru=wa imagoro hie-tei-ru-hazu-da-ga, hie-tei-nai.

Beer=Top by now get cold-Result-Pres-HAZU-Cop-Conj
get cold-Result-Neg
“The beer should be cold by now, but it isn’t.”

The Japanese modals, nichigainai and hazu, are expressions which attach to
verbs and contribute to the whole sentence (mainly) an epistemic modal flavor.
They are used when the speaker is near-certain about the truth of the rest of
the sentence they attach to, though she doesn’t know whether it is in fact true.
So, they roughly correspond to English necessity modals must and should.

In the next section, we review previous approaches relevant to accounting for
the contrast between the weak and strong necessity modals observed in (1) and
(2). We argue that [14]’s subjunctive-presuppositional approach, which is based
on [2], turns out to be the most plausible explanation among them. In Sect. 3,
we try to implement his pragmatic conditions regarding weak necessity modals
in terms of update semantics ([15]), adopting a modification by [13]. Section 4 is
the conclusion of this paper.

2 Previous Approaches

The basic framework which is shared by all the previous approaches introduced
here is that of Kratzer [6,7]. Her semantics for modal expressions like must or
should includes two kinds of conversational backgrounds which are supplied by
the context. One is called modal base, and provides either a set of relevant facts
or a set of pieces of knowledge, represented as propositions, each of which is
regarded as a set of possible worlds where it holds.2 The other conversational
background is called ordering source, and provides a set of ideals, according to
which worlds in modal bases are ranked. Using these devices, the lexical entries
of must and may can be roughly written as in (3):

(3) [[must]]f,g(p)(w) = 1 iff ∀w′[w′ ∈ Bestg(w)(∩f(w)) → w′ ∈ p]
[[may]]f,g(p)(w) = 1 iff ∃w′[w′ ∈ Bestg(w)(∩f(w)) ∧ w′ ∈ p]

where [[]] is an interpretation function, f is a modal base, g is an ordering source,w
is a possible world, Bestg(w)(∩f(w)) is a set of the worlds in ∩f(w) which come
closest to the ideal given by g(w), and p is a prejacent3

What is problematic in this account is, that it doesn’t predict (1a) to be bad.
That is, a semantics of must like (3) would say, “(1a) is true if and only if in all

2 We will often refer to the large intersection of a modal base, that is, a set of worlds
in which all the propositions in the modal base hold, as a modal base, when there is
no chance of misunderstanding.

3 In this paper, we will make the Limit Assumption ([9]) for simplicity’s sake because
nothing hinges on the assumption.
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the worlds compatible with the speaker’s knowledge where things go most stereo-
typically, the beer is cold by now, but in the actual world, it isn’t.” The point
is, the must-sentence doesn’t claim anything about the actual world, but only
about the best worlds accessible from the actual world. There is no guarantee
that the actual world is among the best worlds.

Now we’d like to introduce three proposals to cope with this problem and
argue that [14] is the most plausible to capture the modals’ behavior.

2.1 Copley(2006)

First, we review Copley’s proposal, which, as far as we know, is the first attempt
to incorporate into the modal semantics an additional mechanism to deal with
Modal p, but not p-sentences. More specifically, she posits a special presuppo-
sition for must and should respectively. The following (4) shows her semantics
for them:

(4) [1, p. 10] For all C [context of utterance], p [proposition]:
a. [[must]](C)(p) asserts that highest-plausibilityC(EC) ⊆ p, and

presupposes that ∀E more informative than EC :
E ⊆ highest-plausibilityC(EC)

b. [[should]](C)(p)asserts that highest-plausibilityC(EC) ⊆ p, and
presupposes that ∀E more informative than EC :
E ∩ highest-plausibilityC(EC) 	= ∅

The EC in (4) means the epistemic state of the speaker, which corresponds
to the epistemic modal base in the standard Kratzerian terms. And highest-
plausibilityC is a function which retrieves the set of the most plausible worlds in
the modal base. In Copley’s semantics, the assertive content of must and should
is exactly the same: they are treated just as ordinary strong necessity modals.
The difference between them lies in their presuppositions. What she intends to
express with them is the following intuition:

(5) [M ]ust p presupposes that the actual world is going to be one of the most
plausible worlds, while should p [] presupposes merely that it (still) possible that
the actual world is (going to turn out to be) one of the favored worlds. [1, p. 9]

Unfortunately, this intuition isn’t well captured in the presuppositions above,
though her idea itself is attractive. When we read the phrase “more informative
than” in (4) as “properly included in”, the presupposition of must says that all
the proper subsets of the modal base are included in the set of best worlds. Since
must asserts that the set of best worlds is included in the set of the prejacent
worlds, this amounts to saying that all the proper subsets of the modal base are
included in the set of the prejacent worlds. Among the proper subsets is a set
consisting only of the actual world.

What is the problem if must p entails p? We will argue this in the next
subsection, where we examine von Fintel & Gillies [3]’s claim, because their



On CG Management of Japanese Weak Necessity Modal Hazu 163

claim is exactly that must p entails p. Here we have to admit that with regard
to the infelicity of must p, but not p, it is a welcome result that must p contradicts
not p semantically.

More problematic about Copley’s implementation is the presupposition of
should. It turns out to be equivalent to the presupposition of must. We have to
omit the strict proof for lack of space, but it goes roughly as follows. According
to should ’s presupposition in (4b), all the subsets of the modal base have a
non-empty intersection with the set of the best worlds. Among the subsets are
singleton sets consisting of only one world. So these singleton sets must also have
a non-empty intersection with the set of the best worlds. This means all the
singleton sets must be included in the set of the best worlds. And this amounts
to saying that all the worlds in the modal base are included in the set of the
best worlds, which in turn is included in the set of prejacent worlds, due to the
assertive content of should. This situation is exactly the same as that of must.

To sum up, while Copley’s idea itself is attractive to attribute the different
behavior of must and should to the difference of the speaker’s attitude toward
some status of the actual world, its implementation isn’t entirely exact enough
to capture her intuition, especially for should.

2.2 Von Fintel & Gillies (2010)

von Fintel and Gillies [3], as we mentioned above, claim that must p entails p.
According to them, the reason why must p sounds weaker than plain p is that
must is subject to an evidential restriction. More specifically, the prejacent of
must mustn’t be entailed by the set of propositions representing direct informa-
tion. They call this kind of set “kernel”, and the large intersection of a kernel is
a modal base in their terminology. The formal definitions of kernels and modal
bases are shown in (5):

(5) Kernels and Bases [3, p. 371]
K is a kernel for BK , BK is determined by the kernel K, only if:
i. K is a set of propositions (if P ∈ K then P ⊆ W )
ii. BK = ∩K

And their lexical entry of must is quoted in (6):

(6) (Strong must + Evidentiality). Fix a c-relevant kernel K:
i. [[must φ]]c,w is defined only if K does not directly settle [[φ]]c

ii.[[must φ]]c,w = 1 if BK ⊆ [[φ]]c [3, p. 372]

We don’t go into detail about what it means for a kernel to directly settle the
prejacent.4 Here we would rather just mention that the direct perception of
prejacent events is taken to be in a kernel and directly settle the prejacent.
This predicts, for example, that if the speaker sees a raining event, she cannot

4 In [3], two ways of implementation are discussed. Our criticism to [3]’s approach
below is independent of which way one chooses.
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felicitously utter “It must be raining.” And exactly this directness restriction is
the source of the apparent weakness of must, they argue.

With regard to the definition in (6-ii), what is notable is that no ordering
source is involved. In combination with the assumption that the actual world is
in the modal base, this makes it possible for must p to entail p. Therefore, von
Fintel & Gillies’ story about must correctly captures the infelicity of must p, but
not p.

Then, what about should? They don’t discuss it in the article. But at least
one of the authors, namely von Fintel, admits ordering sources in the lexical
entry of some modals. In fact, von Fintel & Iatridou [4] propose positing multiple
ordering sources in the semantics of a weak necessity modal ought. If this move
is made for should, then should p is predicted not to entail p, as we saw at the
beginning of this section.

Is this the end of the story? We don’t think so. We have two reasons to doubt
this line of analysis. The first problem is that the choice of propositions to be
included in the kernel seems somewhat arbitrary. Let’s see some example.

(7) [Seeing the wet rain gear]
a. It must be raining outside.
b. K = {“the rain gear is wet”, “if the rain gear is wet, it is raining outside”}

To make the sentence (7a) felicitous, we have to make sure that the prejacent
“it is raining” is deduced from the propositions in the kernel. To do so, the kernel
has to include the generic knowledge “if the rain gear is wet, it is raining outside”.
But this is somewhat counterintuitive to the notion of kernels as consisting of
direct information.5

Second, there is an empirical problem arising when we turn our eyes
on Japanese counterpart of must, nichigainai. Though this modal expression
behaves like must in the epistemic use, it cannot be used when the truth of the
prejacent is deduced from the kernel. von Fintel & Gillies argue that this is not
the case with English must. For example, in (8a) below, where the speaker knows
with full certainty that her lost ball is either in Box A or B or C, and that it
is neither in A nor B, then she can utter “it must be in C”. In this case, the
prejacent “the ball is in C” is deduced from the kernel. At first glance, this is
also the case with Japanese nichigainai. But if we change the situation slightly,
it becomes worse. That is, if we put the sentence (8b) in a quiz show context
or something, where there is no room for the ball to fail to be in Box C (8b)
is worse. On second thought about the first, lost-ball searching case, we argue
that this case involves still some uncertainty as to the whereabouts of the ball,
at least in Japanese, and thus nichigainai is acceptable. We don’t know whether
this change of acceptability is also true of English must, but since uncertainty
means the existence of ordering sources in Kratzerian terms, we are again faced

5 This might not be a valid counterargument when one takes [10]’s strong view that all
epistemic modals contribute their own evidential semantics (and all evidentials con-
tribute modal semantics) and follows her in regarding the direct perceptual evidence
and the general knowledge as forming a natural class based on “trustworthiness”.
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with the problem of how to distinguish between a strong necessity modal and a
weak necessity modal at least in Japanese.6

(8) Deduction from the kernel
(The ball is in A or in B or in C. It is not in A. . . It is not in B.)
a. So, it must be in C. [3, p. 362]
b. (#)Dakara, C=ni hait-tei-ru-nichigainai.

Conj C=Loc go into-Result-Pres-NICHIGAINAI
(felicitous in a lost-ball searching or a magic show context,
but not in a quiz show context)

2.3 Silk (2012)

Silk [14] tackles squarely the problem of distinguishing between weak and strong
necessity modals in English. Though his main point is the treatment of teleo-
logical and deontic readings of those modals, his analysis covers their epistemic
interpretation as well. As in the standard Kratzerian framework, Silk posits
ordering sources both for must and should. But the form of ordering sources is
somewhat different from the standard in that they are all biconditionals. This is
schematically shown in (9):

(9) Applicability Conditions (ACs) in the ordering source
g(w) = {p ↔ C, p′ ↔ C′...} [C,C′ ... are meant to be mutually exclusive ACs]

[adapted from [14, p. 47] ]

In this system, propositions to be included in ordering sources in the usual
sense stand in biconditional relation to their applicability conditions (ACs). This
trick makes it possible that goals, preferences or stereotypes are taken into con-
sideration only when a certain condition for them is satisfied. Assuming this,
Silk proposes semantics for must and should as in (10):

(10) [[must]]f,g(p)(w) = 1 iff ∀w′[w′ ∈ Bestg(w)(∩f(w)) → w′ ∈ p]
[[should]]f,g(p)(w) = 1 iff ∀w′[w′ ∈ Bestg(w)(∩(f(w) ∪ Cg(w))) → w′ ∈ p]

where Cg(w) is a (possibly improper) subset of the set of ACs for each of the
premises in g(w) [adapted from [14, pp. 50–51]]

Briefly put, should makes a conditional claim while must makes a categorical
claim. This is reflected in the domain of quantification of each modal: in the
case of must, it is as usual the stereotypically-best worlds compatible with the
speaker’s epistemic state. To make this categorical claim true, the appropriate
AC(s) must be already in the modal base. In contrast, should adds some AC(s)

6 For other arguments against the strong analysis of must, see [5,8] and references
cited therein.
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to the modal base, which results in the speaker’s non-commitment to the actual
truth of that condition.7

In Japanese, there is a piece of evidence that hazu involves some reference
to ACs. First, hazu cannot be used in its “evidential” use, i.e., cases where the
speaker has some perceptual evidence from which she infers that hazu’s preja-
cent is the case, when there is no if clause or because clause:

(11) [The speaker noticed that clouds are low and the winds become strong
and he says whilst watching the sky.]

#(Kumo=ga hiku-ku, kaze=ga tsuyo-i node,) ame=ga hur-u-hazu-da.
cloud=Nom low-Conj wind=Nom strong-Pres Conj rain=Nom fall-Pres-HAZU
“#(Because clouds are low and winds are strong,) it should(HAZU) rain.”

(adapted from 12)

Why are these subordinate clauses obligatory in evidential uses? We currently
have no answer to this question, but the proposition in if and because clauses
in these cases can be regarded as ACs involved in ordering sources.

Back to the Silk’s semantics, do they explain the difference in the felicity
of Modal p, but not p, too? The answer is unfortunately no. They predict that
Modal p, but not p is semantically consistent, because they both make a claim
that some part of the modal base is among the prejacent worlds and the actual
world need not be in them.

What predicts the difference lies in the presuppositions of the modals. For
must, Silk assumes a default presupposition that the domain of quantification is
in the common ground. And for should, the domain of quantification might not
be a subset of the common ground (he regards should as “subjunctive weak”
and applies [2]’s analysis of subjunctive conditionals to it).8

(12) Let CG be a common ground (⊆ W ), f be a modal base (⊆ W × ℘(℘(W ))),
g be an ordering source (⊆ W × ℘(℘(W ))),
Bestg(w)(∩f(w)) be the set of g(w)–best worlds in ∩f(w) (⊆ W ),
Cg(w) be a subset of the set of ACs for each of the premises in g(w):

a. must ’s (default) presupposition: Bestg(w)(∩f(w)) ⊆ CG
b. should ’s presupposition: Possibly ¬(Bestg(w)(∩(f(w) ∪ Cg(w))) ⊆ CG)

(adapted from [2, pp. 6–7])

Though Silk himself is formally not so clear as to how these presuppositions
make Modal p, but not p sentences (in)felicitous, we interpret him as in (13):

(13) Pragmatic inconsistency (our interpretation of [14, p. 58])
a. must/nichigainai p but not p is infelicitous because Bestg(w)(∩f(w)) ⊆ CG
because this amounts to saying “the common ground is compatible with p, but
incompatible with p” in one breath.
7 See [14] for arguments for this difference in presupposition.
8 Bestg(w)(∩f(w)) = {w |w ∈ ∩f(w) ∧ ∀w′ ∈ ∩f(w)[w′ ≤g(w) w → w ≤g(w) w′]}

where w ≤g(w) w
′ iff ∀p ∈ g(w)[w′ ∈ p → w ∈ p].
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b. should/hazu p but not p is felicitous when Bestg(w)(∩(f(w)∪Cg(w))) ∩ CG = ∅
because the first half of the sentence doesn’t have to assert anything about the
common ground.

In the next section, we try to formalize this “pragmatic inconsistency” in terms
of update semantics.

3 Update Semantics for Hazu

In this section, we try to formalize Silk’s insights dynamically, using Veltman’s
update semantics with some necessary modifications. The motivations for using
a dynamic framework are twofold. First, update semantics offers an explantation
for the infelicity of must p, but not p and may p, but not p in terms of the notion
of coherence. These utterances are infelicitous because there is no non-absurd
state that supports them. Second, there is already a proposal to treat coun-
terfactuals in update semantics, whose properties should -sentences, described
as “subjunctive weak” by Silk, seem to share. From now on, we’ll concentrate
on hazu in Japanese, though we believe the same argument applies to English
should as well.

We saw in the last section that according to Silk, ACs are relevant to the
semantics of weak necessity modals and that their domain of quantification can
be outside of the common ground (CG) with some ACs added to the modal base.
It is worthy of note here that the shift to outside the common ground cannot be
achieved unless we retract some fact in the common ground. What is that?

That cannot be evidence for the prejacent. As [11] correctly points out,
we cannot make a hazu-claim without evidence. Instead, we propose that it
is the negation of some very vague normalcy condition (“abnormalcy”) that is
retracted.9 For this vague nature of normalcy, we have linguistic evidence. In
the sentence below the abnormality of the situation is explicitly mentioned, but
the speaker cannot specify what that is. We interpret the first hazu-sentence as
retracting the abnormalcy.

(14) Biiru=wa imagoro hie-tei-ru-hazu-da-ga, hie-tei-nai. Nanika=ga
okashii=ga, nani=ga okashii=ka=wa wakar-anai.
“The beer should(HAZU) be cold by now, but it isn’t. Something’s wrong, but
I don’t know what that is.”

Based on the observation and Silk’s subjunctive analysis above, we under-
stand hazu’s semantic properties as follows: (i) hazu (possibly) revises CG with
some normalcy condition used to infer the prejacent by retracting the negation

9 As the formalization below shows, the “retraction” doesn’t occur when there is no
abnormalcy in CG to be retracted. In that case, hazu comes close to an ordinary
necessity modal without a “subjunctive” (counterfactual) flavor.
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of this normalcy. (ii) hazu p amounts to saying “If some normalcy condition had
held, p would have held”.

To formalize this, we use Veltman’s ([15]) update semantics for counterfac-
tuals, but with modifications made by Schulz (2007) [13]. More specifically, to
model CG, we adopt her notion of belief states which involves a set of proposi-
tions, which makes possible a more articulated analysis than a set of worlds (see
below).

First, we define our language for counterfactuals. It is an ordinary proposi-
tional one except that it includes counterfactual sentences represented as φ > ψ.

(15) Language
Let P be a set of propositional letters. The language L0 is the closure of P under
¬,∧,∨,→. The language L> is the union of L0 with the set of expressions φ > ψ
for φ, ψ ∈ L0. (φ > ψ expresses counterfactuals) (adapted from [13, p. 131])

Then, worlds and models are defined. In this framework, a possible world is
an interpretation function from propositional letters to truth values.

(16) Worlds and models
A possible world for L> is an interpretation function w: P → {0, 1}. A model
for L> is a tuple 〈W,K〉, where W is a set of possible worlds and K is a belief
state.
For φ ∈ L0,M,w |= φ iff φ is true with respect to M and w.
[[φ]]M = {w ∈ W |M,w |= φ} (adapted from [13, p. 131])

Next, we define satisfiablity of sentences in a set of worlds, then belief states.

(17) Satisfiability
A set of sentences A is satisfiable in a set of worlds W ′ ⊆ W of a model
M = 〈W,K〉, if ∃w ∈ W ′∀φ ∈ A(w,M |= φ). (adapted from [13, p.
131])

(18) Belief state
A belief state K is a tuple 〈B,U〉, where B is a set of non-counterfactual sen-
tences and U is a subset of W such that B is satisfiable in U .
[[〈B,U〉]]M = {w ∈ U |∀φ ∈ B(M,w |= φ)} (adapted from [13, p. 131])

Using the tuple 〈B,U〉, we distinguish between particular facts and general laws.
B is called the basis of K and consists of sentences for which all the agents of
K has independent external evidence and which are mutually accepted.10 U
is called the universe of K and consists of worlds where all general laws are
true. The final clause defines the set of worlds compatible with this belief state.

10 The condition of mutual acceptance is our original proposal, interpreting Schulz’s
belief state as representing common ground.
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We call this informally “belief worlds.” The distinction between belief states and
belief worlds turns out to be crucial.

In (19) below, we define belief revision induced by counterfactuals and hazu-
sentences.
(19) Let M = 〈W,K〉 be a model for L0 and K = 〈B,U〉.
- Order induced by a belief state
∀u1, u2 ∈ U : u1 ≤〈B,U〉 u2 iff {φ ∈ B|M,u1 |= φ} ⊇ {φ ∈ B|M,u2 |= φ}
- The minimality operator
Let D be any domain of objects and ≤ an order on D.
Min(≤,D) = {d ∈ D|¬∃d′ ∈ D : d′ ≤ d}
- Belief revision
Let φ ∈ L0

RevM (〈B,U〉, φ) = Min(≤〈B,U〉, [[φ]]M ∩ U) (adapted from [13, p. 135])

We still have to define an update semantics and counterfactual updates, based
on [15]’s framework.

(20) Update semantics
Let M = 〈W,K〉 be a model for L0 and K = 〈B,U〉, φ, ψ ∈ L0.
- Propositional update
〈B,U〉[φ] = 〈B ∪ {φ}, U〉 if [[〈B ∪ φ〉, U ]]M 	= ∅;

= 〈∅, ∅〉 otherwise.
- Law update (L-update)
〈B,U〉[Lφ] = 〈B ∪ {φ}, U ∩ [[φ]]M 〉 if [[〈B ∪ φ〉, U ]]M 	= ∅;

= 〈∅, ∅〉 otherwise.
(Let L>+ be the union of L> with the set of expressions Lφ,�φ,♦φ for φ ∈ L0.)

(21) Counterfactual update
〈B,U〉[φ > ψ] = 〈B,U〉 if ∀w ∈ RevM (〈B,U〉, φ)M,w |= ψ;

= 〈∅, ∅〉 otherwise.

Like modals, counterfactual sentences impose a test on the input belief state.
Roughly speaking, they test whether the consequent always follows after the
revision with the antecedent.

Finally, we come to the definition of hazu’s update. If we let e be some evi-
dence for the prejazent, n normalcy condition, p the prejacent, then [hazu p]
update means updating first with the law “if the evidence e and normalcy n
holds, then p holds” and then with a counterfactual “if normalcy had held, p
would have held.”

(22) Hazu’s update
Let e be evidence for the prejazent, n normalcy condition.
〈B,U〉[hazu p] = 〈B,U〉[L((e ∧ n) → p)][n > p]
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Why do we use belief states along with belief worlds? The original motivation
of Schulz is to explain the felicity/infelicity of some kind of counterfactuals.11

Crucial here is that even when abnormality (represented as ¬n) is in B and
the law e ∧ ¬n → ¬p (i.e., if evidence and abnormality hold then the prejacent
doesn’t) is assumed, we don’t have to include ¬p in B. This makes it possible
that ¬p is supported (see the definition below) by this belief state, but doesn’t
count as a fact under consideration, so that the counterfactual update with hazu
p is successful. If we used a set of possible worlds which is a deductive closure
of B in order to model CG, this wouldn’t be possible. To be precise, we define
the notion of support which is ordinary in update semantics (e.g., [15,16]):

(23) Support: 〈B,U〉 supports φ, 〈B,U〉 |= φ, iff [[〈B,U〉[φ]]]M = [[〈B,U〉]]M

If we assume as a law “if evidence e and abnormality ¬ n hold, then ¬ p holds”,
and as the basis {e, ¬n}, then this belief state supports hazu p, but not p (=
[n > p ∧ ¬p]). Once we adopt the notion of coherence in the standard update
semantics (“φ is coherent iff there is some non-absurd state by which φ is sup-
ported” [16, p. 192]), this means hazu p, but not p is coherent.

In contrast, there is no non-absurd belief state that supports must p, but not
p or may p, but not p, given their ordinary update semantics:

(24) Incoherence of must/may p, but not p
- Given an ordering ≤g,
〈B,U〉[�φ] = 〈B,U〉 if MinM (≤g, [[〈B,U〉]]M ) ⊆ [[φ]]M

= 〈∅, ∅〉 otherwise
〈B,U〉[♦φ] = 〈B,U〉 if MinM (≤g, [[〈B,U〉]]M ) ∩ [[φ]]M 	= ∅

= 〈∅, ∅〉 otherwise

The only states that support ¬p are the ones whose denotations are included in
[[¬p]]M , which cannot pass the test imposed by [�φ] or [♦φ].

4 Conclusion

We argued in this paper (i) that hazu makes a “subjunctive” update by retracting
the negation of some normalcy condition and (ii) that the distinction between a
belief state and the set of worlds compatible with the state makes room for hazu
p, but not p to be coherent, while keeping the incoherence of must/may p, but
not p.
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Abstract. Signatures have been introduced to represent situations in
formal semantics based on modern type theories. In this paper, we study
the notion of signature in more details, presenting it formally and dis-
cussing its use in representations of situations. In particular, the new
forms of signature entries, the subtyping entries and the manifest entries,
are formally presented and studied. Besides being signature entries, these
two forms of entries may be introduced to form contextual entries as well
and this may have interesting implications in applications of the notion
of context to, for example, belief contexts.

1 Introduction

Signatures are introduced to represent situations (or incomplete possible worlds)
by the second author in [15], where it has been argued that, with the new forms of
subtyping entries and manifest entries, signatures are very useful in representing
situations in a formal semantics based on modern type theories (MTTs). In this
paper, we shall study the notion of signature in a more formal and detailed way.

The notion of signature has been used in describing algebraic structures. Its
use in type theory can be found in the Edinburgh Logical Framework [8]. There,
signatures are used to describe constants (and their types) in a logical system.
This is in contrast to contexts in type theory that describe variables (and their
types) which can be abstracted by means of quantification or λ-abstraction. We
shall study the notion of signature in MTTs by extending the logical framework
LF (Chapter 9 of [10]) with signatures to obtain the system LFΣ , which can be
used similarly as LF in specifying type theories such as Martin-Löf’s type theory
[19] and UTT [10].

Signatures as proposed in [15] may contain two new forms of entries: sub-
typing entries and manifest entries. A subtyping entry A <κ B declares that A
is a subtype of B via. coercion κ. This localises a coercive subtyping relation-
ship as studied in the coercive subtyping framework [11,17] that was developed
for type theory based proof assistants. Subtyping has been proved useful in for-
mal semantics and, specifically for MTT-semantics, it is crucial partly because
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CNs are interpreted as types rather than predicates (as in Montague semantics).
It is very useful to introduce subtyping entries in signatures when they are used
to represent situations. Also, we shall explain that the introduction of coherent
subtyping entries to signatures preserves the nice properties of the original type
theory.

The other new form of signature entries is that of manifest entries. These
have the form c ∼ a : A, which introduces the constant c and assumes that it
behaves exactly like the object a of type A.1 Formally, a manifest entry is just the
abbreviation of an ordinary membership entry together with a subtyping entry.
The latter enforces the abbreviation: c ∼ a : A abbreviates c : 1A(a), where
1A(a) is the inductive unit type, together with the subtyping entry 1A(a) <ξA,a

A with the coercion ξA,a that maps the object of the unit type to a. Such
an extension with manifest entries is sound: meta-theoretically, the extension
preserves all of the nice properties of the original type theory. We shall make
this clear in more detail in the paper.

Both subtyping and manifest entries can be considered as contextual entries
for declaring variables. This makes contributions to the application of contexts.
One such example can be found in Ranta’s treatment of belief contexts [23].
We show how to extend this notion of belief context with these new entries. We
shall also point out that, if we introduce these to form contextual entries, we
should allow the corresponding move to the right of the turnstile: by quantifica-
tion and λ-abstraction for manifest entries and by local coercions for subtyping
entries. In particular, for subtyping entries, this requires the introduction of the
new form of terms, coercion A <c B in M, to express local coercions2 and this
may make the meta-theoretical study more sophisticated.

The notion of signature is formally introduced in Sect. 2, where we present
the system LFΣ and give an example to illustrate its use in representations
of situations. In Sect. 3, the subtyping and manifest entries in signatures are
studied: they are shown to be useful in expressing situations and, with further
meta-theoretic studies, the extensions with them can be shown to preserve the
nice meta-theoretic properties. The potential of adding such new forms of entries
as contextual entries is considered in Sect. 4, where we use belief contexts as an
example to illustrate that this can be useful.

2 Signatures for Representing Situations

Situations, or incomplete possible worlds, are proposed by the second author
to be representable by signatures in MTT-semantics, i.e., when modern type
theories are used to give formal semantics [15].

1 Contextual manifest entries were first proposed by the second author in [12], where
they are studied in a different context, focussing on its intensional nature, as com-
pared with traditional extensional definition entries in proof assistants.

2 Local coercions are useful in formal semantics based on MTTs. See, for example,
[1,14] for discussions.
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The use of possible worlds in set theory has been a central mechanism
within Montagovian approaches of formal semantics, especially, in dealing with
intensional phenomena including, for example, belief intensionality among other
things. However, the use of set-theoretical possible worlds has given rise to the
well-known hyperintensional problem, with various paradoxes associated with
it (e.g., the Paris Hilton paradox and the woodchuck-groundhog paradox) [22].
When intensional type theories are employed for formal semantics, types rather
predicates over sets are used to interpret CNs and significantly different mech-
anisms are available in representing and dealing with such phenomena. Using
signatures to represent situations is such a proposal.

We shall describe the notion of signature formally, compare it with that
of context, and give a simple example of its use in representing situations.
In this section. we shall only describe signatures with the traditional member-
ship entries. Contexts with such traditional entries have been used by Ranta [23]
and others [3,6] to represent situations, where they do not consider the issue of
difference between variables and constants. We consider signatures rather than
contexts here. Note that signatures may contain other forms of entries which are
studied in the next section Sect. 3.

2.1 Signatures in Type Theory: A Formal Presentation

Type theories can be specified in a logical framework such as Martin-Löf’s logical
framework [19] or its typed version LF [10]. We shall extend LF with signatures
to obtain LFΣ .

Informally, a signature is a sequence of entries of several forms, one of which
is the form of membership entries c : K, which is the traditional form of entries as
occurred in contexts (we shall add two other forms of entries in the next section).
If a signature has only membership entries, it is of the form c1 : K1, . . . , cn : Kn.

LF is a dependent type theory whose types are called kinds in order to be
distinguished from types in the object type theory. It has the kind Type of all
types of the object type theory and dependent Π-kinds of the form (x : K)K ′

(we omit their details here – see [10]). In LF, there are five forms of judgements:

– � Γ (or written as ‘Γ valid’), which asserts that Γ is a valid context.
– Γ � K kind, which asserts that K is a kind in Γ .
– Γ � k : K, which asserts that k is an object of kind K in Γ .
– Γ � K1 = K2, which asserts that K1 and K2 are equal kinds in Γ .
– Γ � k1 = k2 : K, which asserts that k1 and k2 are equal objects of kind K in

Γ .

To extend LF with signatures, we amend each form of judgement with a signature
Σ and add another form of judgements saying that a signature is valid. In other
words, LFΣ has the following six forms of judgements:

– Σ valid, which asserts that Σ is a valid signature.
– �Σ Γ , which asserts that Γ is a valid context under Σ.
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Signature Validity and Assumptions

valid
Σ K kind c ∈ dom(Σ)

Σ, c : K valid
Σ,c:K,Σ Γ

Γ Σ,c:K,Σ c : K

Context Validity and Assumptions

Σ valid

Σ

Γ Σ K kind x ∈ dom(Γ )

Σ Γ, x : K
Σ Γ, x : K, Γ

Γ, x : K, Γ Σ x : K

Fig. 1. Rules for signatures/contexts in LFΣ .

– Γ �Σ K kind, which asserts that K is a kind in Γ under Σ.
– Γ �Σ k : K, which asserts that k is an object of kind K in Γ under Σ.
– Γ �Σ K1 = K2, which asserts that K1 and K2 are equal kinds in Γ under Σ.
– Γ �Σ k1 = k2 : K, which asserts that k1 and k2 are equal objects of kind K

in Γ under Σ.

All of the inference rules of LF (those in Figs. 9.1 and 9.2 of Chapter 9 of [10])
become inference rules of LFΣ after replacing � by �Σ (and changing the judge-
ment form ‘Γ valid’ to ‘�Σ Γ ’). For instance, the following rule for λ-abstraction3

in LF
Γ, x : K � b : K ′

Γ � [x : K]b : (x : K)K ′

becomes, in LFΣ ,
Γ, x : K �Σ b : K ′

Γ �Σ [x : K]b : (x : K)K ′

In addition, in LFΣ , we have the rules in Fig. 1 for signatures (and contexts),
concerning their validity and their roles of making basic assumptions, where 〈〉
is the empty sequence and dom(p1 : K1, . . . pn : Kn) = {p1, . . . , pn}.

Note that the assumptions in a signature or in a context can be derived –
this is characterised by the third rule and the last rule in Fig. 1, respectively.

Remark 1. The membership entry c : K in a signature declares that c is a
constant of kind K. This is different from a contextual entry x : K that declares
x to be a variable. Note that a variable can be abstracted by, for example,
quantification or λ-abstraction as exemplified by a rule like the one below, where
Prop is the universe of logical propositions:

Γ, x : K �Σ P : Prop

Γ �Σ ∀x : K.P : Prop

However, constants in signatures can never be abstracted in this way – that is
why they are called constants. Therefore, signatures can adequately be used
to represent situations. Also, because the constants in signatures cannot be
3 In LF, we use the notation [x : K]b for λ x : K.b and (x : K)K′ for Πx : K.K′.
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abstracted, it is easier meta-theoretically to add new forms of entries to sig-
natures than to contexts (see later).

2.2 Use of Signatures to Represent Situations: A Simple Example

Signatures can adequately be used to represent situations, or incomplete possible
worlds, in the MTT-semantics. This possibility can easily be understood when-
ever one realises that types represent collections of objects just like sets, although
types are syntactic (or, better, proof-theoretic) entities different from sets in set
theory. Intuitively, the similarity between types and sets is one of the crucial rea-
sons that MTT-semantics can be viewed as model-theoretic, while the differences
between types and sets and, especially that the former are proof-theoretically
defined, are why MTT-semantics can be also viewed as proof-theoretic (see [15]
for more details).

That signatures can be used to represent situations is the other facet that
the MTT-semantics is model-theoretic. Here, we use an example given in [15] to
illustrate how signatures can be used to represent situations.

Example 1. The example, taken from Chapter 10 of [24], is about an (imag-
ined) situation in the Cavern Club at Liverpool in 1962 where the Beatles were
rehearsing for a performance. This situation can be represented as follows.

1. The domain of the situation consists of several peoples including the Beatles
(John, Paul, George and Ringo), their manager (Brian) and a fan (Bob). This
can be represented be means of the following signature Σ1:

Σ1 ≡ D : Type,

John : D, Paul : D, George : D, Ringo : D, Brian : D, Bob : D

2. The assignment function assigns, for example, predicate symbols such as B
and G to the propositional functions expressing ‘was a Beatle’ and ‘played gui-
tar’, respectively. We can introduce the following in our signature to represent
such an assignment function:

Σ2 ≡ B : D → Prop, bJ : B(John), . . . , bB : ¬B(Brian), b′
B : ¬B(Bob),

G : D → Prop, gJ : G(John), . . . , gG : ¬G(Ringo), . . .

The signature that represents the situation will be of the form Σ ≡ Σ1, Σ2, . . . ,
Σn. We shall then have, for instance,

�Σ G(John) true and �Σ ¬B(Bob) true.

where G(John) and B(Bob) are the semantic interpretations of John played
Guitar and Bob was a Beatle, respectively.
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3 Subtyping and Manifest Entries in Signatures

In the last section, we introduced signatures with only traditional membership
entries. In this section, we consider two other forms of entries – the subtyping
entries and manifest entries: introducing them into signatures, discussing meta-
theoretic implications and illustrating their uses in representing situations.

In earlier work, these forms of entries were considered contextual entries:
contextual manifest entries were first studied in [12] and contextual subtyping
entries (in so-called coercion contexts) in [14]. Here in this section, we consider
them as entries in signatures, as proposed in [15]. For this reason, they are not
only useful in representing situations, but are also simpler meta-theoretically,
since they are introducing constants rather than variables and, as a consequence
of the subtyping entries, one does not need to introduce corresponding terms
for the purpose of making abstraction operations possible (see Sect. 4 for further
discussion in this last respect).

3.1 Subtyping Entries and Their Uses

Coercive subtyping has been studied for subtyping and abbreviations in MTTs
and the associated proof assistants [11,17].4 Introducing subtyping entries (to
either signatures or contexts) is to localise the coercive subtyping mechanism,
which has been studied globally in earlier research.

Syntactically, the system LFΣ is extended with the judgement forms Γ �Σ

A <κ B : Type (we shall often just write A <κ B even when A and B are types)
and Γ �Σ K <κ K ′. A subtyping entry to signatures can be introduced by means
of the first rule in Fig. 2, where (A)B is the kind of functional operations from
A to B. The second rule in Fig. 2 expresses that the subtyping assumptions in a
signature are derivable. Then the rules for coercive subtyping [17], albeit extended
for judgements with signatures, are all applicable. For instance, if signature Σ
contains A <κ B and B <κ′ C, we can derive A <κ′◦κ C under Σ.

It is worth pointing out that validity of a signature is not enough anymore
when we consider subtyping entries in signatures. For signature Σ to be legal,
we need the subtyping assumptions in Σ to be coherent in the sense that, infor-
mally, all coercions between any two types are equal, i.e., in some appropriate
subsystem,5 if Γ �Σ A <κ B and Γ �Σ A <κ′ B, then Γ �Σ κ = κ′ : (A)B.

4 The word ‘coercion’ has been used for related but maybe different things including
coercions in programming languages and coercions in linguistics. See Asher and Luo
[1] for a use of coercive subtyping in modelling linguistic coercions and Retoré et al.
[2] for another proposal of using coercions to deal with some linguistic coercions in
lexical semantics.

5 It is important that the condition is not stated for the whole system of coercive sub-
typing, for otherwise it would become trivial. Here we do not detail the description
of the subsystem because we would then have to make explicit some technical details
we feel unnecessary for this paper. An interested reader may look at [17] for details
how coherence is defined in a global case.
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Σ A : Type Σ B : Type Σ c : (A)B

Σ, A <c B valid
Σ,A<cB,Σ Γ

Γ Σ,A<cB,Σ A <c B

Fig. 2. Rules for subtyping entries in signatures.

It is then possible to show that the conservativity result in [17] can be car-
ried over to the current setting6 and, in particular, if the original type theory is
strongly normalising, so is the type theory extended with the subtyping entries.
As a consequence, the extension with subtyping entries preserves logical con-
sistency – a basic requirement for a type theory to be employed for formal
semantics.

Introducing subtyping entries makes using type theory for formal semantics
much more convenient. First of all, it is now possible for one to localise subtyping
assumptions. In some specific situations, some special subtyping relations may
reasonably be assumed, which may not be reasonable in general. For instance,
only in a cafe or restaurant would it be reasonable to say

(1) The ham-sandwich left without paying the bill.

In representing a situation in a cafe, we might reasonably assume the following
subtyping entry:

Ham-sandwich < Human,

which will then allow the sentence (1) to be semantically interpreted as intended.
Such reference transfers are studied by Nunberg [20] among others.

3.2 Manifest Entries and Their Uses

A manifest entry is of the form

c ∼ a : A (2)

Informally, it assumes that c behaves exactly like a of type A. Alternatively, one
can think that in any place that we could use an object of type A, we could use
c which actually plays the role of a. Signatures can be extended with manifest
entries:

(∗)
�Σ A : Type �Σ a : A c 
∈ dom(Σ)

Σ, c ∼ a : A valid

where Type is the kind of all types (in the object type theory). In fact, such
manifest entries can be introduced by means of special membership entries with
the help of the coercive subtyping mechanism. We now proceed with its formal
description.
6 At the moment, this is only a conjecture: although the authors do not see any real

problems in doing so, tedious and careful work is needed to carry such a proof out
(work in progress).
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Manifest entries can be regarded as abbreviations of special membership
entries [12] with the help of the coercive subtyping mechanism [11,17]. Formally,
to add the above manifest entry (2) to a signature is to add the following two
entries:

c : 1A(a), 1A(a) <ξA,a
A (3)

where 1A(a) is the inductive unit type parameterised by A : Type and a : A,
whose only object is ∗A(a), and ξA,a(x) = a for every x : 1A(a). It is now easy
to see that, if an expression has a hole that requires a term of type A, we can
use c to fill that hole; then the whole expression is equal to that with the hole
filled by a. For example, if the expression is f( ), then f(c) is equal to f(a).

Note that the subtyping entries involving ξ form coherent signatures; in par-
ticular, if for two manifest entries c ∼ a : A and d ∼ b : B we have 1A(a) = 1B(b)
and A = B, then ξA,a = ξB,b, as coherence requires. Put in another way, if the
subtyping entries in a signature are coherent, the signature is coherent since its
manifest entries do not cause incoherence. Therefore, the extension with mani-
fest entries in signatures preserves the nice properties of the original type theory
such as strong normalisation and logical consistency.

Manifest entries can considerably reduce the complexity of representation, as
the following example shows.

Example 2. With manifest entries, the situation in Example 1 can be represented
as the following signature:

D ∼ aD : Type, B ∼ aB : D → Prop, G ∼ aG : D → Prop, . . . . . . (4)

where

– aD = {John, Paul, George, Ringo, Brian, Bob} is a finite type,
– aB : D → Prop, the predicate ‘was a Beatle’, is an inductively defined function

such that aB(John) = aB(Paul) = aB(George) = aB(Ringo) = True and
aB(Brian) = aB(Bob) = False, and

– aG : D → Prop, the predicate ‘played guitar’, is an inductively defined func-
tion such that aG(John) = aG(Paul) = aG(George) = True and aG(Ringo) =
aG(Brian) = aG(Bob) = False.

In other words, Σ1 in Example 1 is now expressed by the first entry of (4) and
Σ2 in Example 1 by the second and third entries of (4).

Manifest entries in signatures can be used to represent infinite situations such
as those with infinite domains. With traditional membership entries (as in the
traditional notion of context), we can only describe finite domains as we have
done in Example 1. What if the domain D is infinite? This can be done by using
a manifest entry – as in Example 2, we can assume that

D ∼ Inf : Type,
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where Inf is some inductively defined type with infinitely many objects. Simi-
larly, one can assume an infinite predicate over the domain, represented as:

P ∼ P-defn : D → Prop,

where P-defn is also inductively defined.

4 Subtyping and Manifest Entries in Contexts

The subtyping or manifest entries may be introduced in contexts as well. If this
were done, it would further widen the uses of contexts in their applications.
However, before introducing them and illustrating their uses be means of belief
contexts, we should make clear that introducing contextual subtyping entries
(and manifest entries, which have associated subtyping entries via ξ) compli-
cates meta-theoretic studies. Until now, although the proposal of introducing
contextual subtyping entries was already made in 2009 [13], the corresponding
meta-theoretic studies have not been carried out in detail (for an initial study
of this, see [16]) and further studies are needed.

Because a contextual entry should be able to be abstracted or moved to the
right of turnstile (see Remark 1), it is necessary to introduce a new form of terms
so that subtyping assumptions in a context can be represented as local coercions
in terms. An term with a local coercion is of the form

coercion A <κ B in M,

which indicates that the scope in which subtyping A <κ B takes effects is term
M – it does not take effect outside M . Local coercions are introduced the rules
like the following:

Γ,A <κ B �Σ k : K

Γ �Σ (coercion A <κ B in k) : (coercion A <κ B in K)

where the parentheses are there for readability, but not necessary.
Ranta [23] has proposed an account of belief intensionality in which he uses

contexts to model agents’ beliefs as a sequence of membership entries.7 The idea
is simple and it is based on the assumption that contexts can be seen as the
equivalent type theoretic notion of a (partial) world as found in the traditional
Montagovian semantics. Ranta introduces an agent’s belief context: for agent p,
p’s belief context may be:

Γp = x1 : A1, . . . , xn : An.

7 Similar ideas have been put forth in [5] and [4] to deal with intensional adjectives
and adverbs.
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A belief operator is then introduced: for a proposition A, Bp(A) is true just in
case that A is true in p’s belief context Γp, which is equivalent to saying that
Πx1 : A1...Πxn : An.A is true.8

In a case like (5):

(5) John believes that all woodchucks are woodchucks ⇒ John believes all wood-
chucks are groundhogs.

the sentences are evaluated against the agent’s belief context. If, from John’s
belief context, one cannot derive the belief that ‘all woodchucks are ground-
hogs’,9 the unwanted entailment (5) does not go through. Similar considerations
apply to the Hesperus/Phosphorus examples shown below:

(6) The Ancients believed that Hesperus is Hesperus.
(7) The Ancients believed that Hesperus is Phosphorus.

In a coarse grained system like Montague Semantics [7,18], (7) follows from (6)
[21,22]. For the account as sketched here, this is not the case. If a logical equality
between Hesperus and Phosphorus cannot be derived from the belief context of
the Ancients, say BA, then (7) does not follow from (6).

Similar considerations apply to the Paris-Hilton paradox which says that if
Paris Hilton knows she is Paris Hilton, then she also knows either (a) that every
nontrivial zero of the zeta-function has real part 1/2 (if this is indeed the case) or (b)
knows that this is not the case (if it is not). Let us call this disjunction R. In effect,
the Paris Hilton paradox says that if Paris Hilton knows that she is Paris Hilton,
she also knows whether the Riemann hypothesis is true [21]. This is because in the
set-theoretical semantics, necessary true propositions have the same meaning since
they are functions from possible worlds to truth values. Both sentences, i.e. Paris
Hilton knows that Paris Hilton is Paris Hilton and Paris Hilton knows that R, are
analytically true, i.e. true in every world and as such have the same meaning, which
means that one can be substituted for the other! In the above approach, this is not
true and the analysis does not suffer from this problem.10

Remark 2. Another interesting note is that the above approach to belief contexts
allows us to represent embedded beliefs. For example, the following sentence (8)
can be expressed (9):

8 Here, we do not discuss the issue whether such a proposal is adequate to represent
intensional beliefs. For instance, one might argue against such proposals simply by
arguing that ordinary logical inference does not capture the intended inference con-
cerning beliefs. We are simply take this as an example to show that the usefulness
of subtyping/manifest entries in contexts.

9 For example, using the heterogenous equality Eq, this belief can be expressed as
∀x : G∀y : W.Eq(G, W, x, y). We do not get into the formal details here.

10 A similar problem due to Kripke is the Pierre problem, according to which Pierre thinks
that Londres is beautiful but London is not [9]. It is obvious how this can be handled
given what we have said.
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(8) John believes that George believes that John is handsome.
(9) BJ(BG(A)), where A is the proposition expressing ‘John is handsome’.

It is interesting to note that, from the above, we cannot conclude that BJ(A)
(‘John believes that John is handsome’).

If we introduce subtyping entries and manifest entries into contexts, we would
then be able to make the above mechanism for beliefs more powerful. Here are
some examples:

– In one’s belief context, there can be subtyping entries like Man < Human
(or even unreasonably Human < Man).

– Infinite beliefs can be expressed by manifest entries. In particular, we can use
inductive definitions to capture infinitely many entries by means of finitely
many entries.

Formally, when contexts are extended with subtyping (and manifest) entries,
the belief operator Bp(P ) can be defined as follows.

Definition 1. First, define BΓ for arbitrary context Γ as follows.

– If Γ = 〈〉, then BΓ (P ) = P .
– If Γ = x : A,Γ0, then BΓ (P ) = Πx : A. BΓ0(P ).
– If Γ = A <κ B,Γ0, then BΓ (P ) = coercion A <κ B in BΓ0(P).

Then, let p be an agent and P a Γp-proposition. Define the belief operator as

Bp(P ) = BΓp
(P ).

Remark 3. In the above definition, we have not considered manifest entries
because a manifest entry can be represented by an ordinary membership entry
together with a subtyping entry and, therefore, the above definition covers man-
ifest entries as well.
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Abstract. What is the logic of scope? By “scope”, I mean scope-
taking in natural languages such as English, as illustrated by the sen-
tence Ann saw everyone. In this example, the quantifier denoted by
everyone takes scope over the rest of the sentence, that is, it takes
the denotation of the rest of the sentence as its semantic argument:
everyone(λx.saw(x)(ann)). The answer I will give here will be to pro-
vide a substructural logic whose two modes are related by a single struc-
tural postulate. This postulate can be interpreted as constituting a kind
of lambda-abstraction over structures, where the abstracted structures
are interpreted as delimited continuations. I discuss soundness and com-
pleteness results, as well as cut elimination. I also compare the logic to
a number of alternative approaches, including the standard technique
of Quantifier Raising, and mention applications to scope ambiguity and
parasitic scope.

Keywords: Scope · Continuations · Substructural logic · Quantifier
raising · Parasitic scope · Natural language quantification

1 What is the Logic of Scope?

Just as we might ask “What is the logic of negation?”, we might ask “What is
the logic of scope?”. And just as the first question has many answers, so too will
the second. The answer I will give here will take the form of a substructural logic
containing a single structural postulate. I will suggest this logic characterizes a
kind of scope-taking that has applications in the analysis of natural language.

1.1 Scope in Natural Language

Many natural languages have scope-taking expressions, including English:

(1) Ann saw everyone.

In (1), the denotation of the quantifier everyone takes the rest of the sentence in
which it occurs as its semantic argument. That is, the denotation of the sentence
as a whole is given by everyone(λx.saw(x)(ann)).

There are three important properties of scope-taking in natural language
that I will discuss here: unbounded scope displacement, embedded scope-taking,
and scope ambiguity (see [4] for a more complete discussion).
c© Springer-Verlag Berlin Heidelberg 2015
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(2) Ann saw the mother of everyone’s lawyer.

In (2), despite being embedded inside of two layers of possessive constructions,
the quantifier still takes scope over the entire sentence. In general, there is no
upper limit to the structural distance over which an expression can take scope.

(3) a. Bill thinks [Ann saw everyone].
b. thinks(∀x.saw(x)(ann))(bill)

However, in (3a), the quantifier takes scope only over the [bracketed] embedded
clause Ann saw everyone, which is a proper subpart of the complete sentence.
The fact that scopal elements can take embedded scope is what makes undelim-
ited continuations unsuited to modeling scope (see Chap. 18 of [5] for discussion);
delimited continuations are a better fit.
(4) a. Someone loves everyone.

b. ∃x∀y.loves(y)(x)
c. ∀y∃x.loves(y)(x)

Scope ambiguity can arise when there is more than one quantifier in the sentence.
There can in general be as many as n! distinct denotations, where n is the number
of quantifiers.

1.2 Quantifier Raising

By far the dominant way to think about scope-taking is Quantifier Raising (QR),
as discussed in detail in [8]. Quantifier Raising accounts for unbounded scope
displacement, embedded scope-taking, and scope ambiguity.

From a logical point of view, Quantifier Raising can be seen as a structural
relation. That is, Quantifier Raising reconfigures a logical structure by moving
the quantifier to adjoin to its scope domain, placing a variable in the original
position of the quantifier, and abstracting over the variable at the level of the
scope domain.

[Ann [called everyone]]
QR
⇒ [everyone(λx[Ann [called x]])]

Here, the scope domain of everyone is the entire clause.
Because the QR operation can target embedded S nodes, embedded scope

falls out naturally. Just as naturally, QR easily accounts for scope ambiguity by
allowing QR to target quantifiers in any order.

Linear scoping : [someone [called everyone]]
⇒[everyone(λx[someone [called x]])]
⇒[someone(λy[everyone(λx[y [called x]])])]

Inverse scoping : [someone [called everyone]]
⇒[someone(λy[y [called everyone]])]
⇒[everyone(λx[someone(λy[y [called x]])])]

Raising the direct object first and then the subject gives linear scope, and raising
the subject first and then the direct object gives inverse scope.
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So far, so good. What remains to be done is to characterize Quantifier Raising
from a logical point of view. This is what the remainder of this paper sets out
to do (see especially the discussion in Sect. 6.4).

1.3 The q Type Constructor

[14] extends Lambek grammar with a type constructor q (‘q’ for ‘quantification’)
which takes three categories as parameters and has the following logical behavior:

Γ [A] � B Σ[C] � D
q

Σ[Γ [q(A,B,C)]] � D
(5)

An expression in category q(A,B,C) functions locally (i.e., with respect to the
context Γ [ ]) as an A, takes scope over a structure in category B, and allows the
structure over which it takes scope to function in the larger context (i.e., with
respect to Σ[ ]) as an expression of category C. This is exactly what a scope-
taking expression needs to do, and any adequate account of scope in natural
language should account for the ground covered by q.

However, from a logical point of view, q is problematic. For instance, although
it is easy to write a left rule (a rule of use) for q, as in (5), a general right rule (a
rule of proof) remains elusive (see [16]). As I will explain below in Sect. 6.1, the
resolution of this puzzle here will be to factor the q inference into the interaction
of the structural postulate with two independent logical inferences, each of which
has its own left and right rules.

1.4 What this Logic for Scope Will not Account for

The account here seeks only to characterize an idealized, unconstrained version
of quantifier scope. In any natural language, scope-taking will be constrained by
syntactic and lexical factors. See [6] or [10] for formal grammars (also based on
delimited continuations) that propose principled constraints on scope-taking.

2 NLλ

The substructural grammar for characterizing scope discussed here is based on
the non-associative Lambek grammar NL (see, e.g., [13,17]). Since NL rejects all
structural rules, including exchange, there will be two versions of implication: \,
in which the argument is on the left, and /, in which the argument is on the right.

NL characterizes the logic of function/argument combination when the func-
tor is linearly adjacent to the argument. However, for scope-taking, linear adja-
cency is not sufficient. After all, a scope-taker is not adjacent to its argument—it
is contained within its argument. What we need is a syntactic notion of ‘sur-
rounding’ and ‘being surrounded by’. Therefore the grammar here will provide
two modes: not only a merge mode (already introduced), for ordinary func-
tion/argument combination, with implications \ and /; but also a continuation
mode, which will govern scope-taking, with implications � and � . (The inter-
pretation of the continuation mode will be explained shortly).
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The logical rules for these connectives are identical to the rules given in
[17]:129. They constitute the logical core of a two-mode type-logical grammar:

Axiom
A � A

(6)

Γ � A Σ[B] � C
\L

Σ[Γ ·A\B] � C

A·Γ � B
\R

Γ � A\B

Γ � A Σ[B] � C
/L

Σ[B/A·Γ ] � C

Γ ·A � B
/R

Γ � B/A

Γ � A Σ[B] � C
�L

Σ[Γ ◦ A�B] � C

A ◦ Γ � B
�R

Γ � A�B

Γ � A Σ[B] � C
� L

Σ[B� A ◦ Γ ] � C

Γ ◦A � B
� R

Γ � B� A

The sequents in the logical rules above have the form Γ � A, where A is a category
and Γ is a structure. All categories are structures, and if Γ and Δ are structures,
then Γ ·Δ (merge mode) and Γ ◦ Δ (continuation mode) are also structures.

In order to allow expressions to combine with material that surrounds it (or
that it surrounds), we need to add a structural rule. In order to state this structural
rule, we will need to enlarge the set of structures to include gapped structures: if
Σ[Δ] is a structure containing a distinguished substructure Δ, then λα Σ[α] is also
a structure, where α is a variable taken from the set x, y, z, .... For instance, λx x,
λy y, λx (x·left), λx (John·(saw·x)), and λx λy (y·(saw·x)) are gapped structures.

Although gapped structures have important predecessors, including [7,19],
they are not standard in discussions of substructural logics. One of the main goals
of this paper is to explain how to understand gapped structures. A crucial part
of achieving this goal will be to introduce a second substructural logic in the next
section, NLCL, which will be equivalent to (a restricted version of) NLλ. NLCL is
a standard substructural logic, and does not involve any gapped structures.

With gapped structures in hand, we can state the following structural infer-
ence rule:

Γ [Σ[Δ]] � A
=============== λ
Γ [Δ ◦ λα Σ[α]] � A

(7)

In words: if a structure Σ contains within it a structure Δ, then Δ can take scope
over the rest of Σ, where ‘the rest of Σ’ is represented as the gapped structure
λα Σ[α].

Schematically, we have:

(8)
The postulate says that if Δ (the small grey triangle) is some structure embed-
ded within a larger structure Σ (the complete larger triangle), we can view
these components in a completely equivalent way by articulating them into a
foreground and a background, that is, into a plug and a context—an expression
and its continuation. Then Δ will be the foregrounded expression, and the clear
notched triangle will be its context, the continuation λαΣ[α].
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An expression in a category with the form A�B is a continuation: something
that would be a complete expression of category B, except that it is missing an
expression of category A somewhere inside of it. An expression in a category
with the form C� (A�B) will be something that combines with a continuation
of category A�B surrounding it to form a result expression of category C.

This logic allows for unbounded scope displacement, since there are no con-
straints on the complexity of the scope host Σ. It also allows for embedded
scope-taking, since Γ may be non-empty. As for scope ambiguity, we have the
following two derivations:

DP·(loves·DP) � S
λ

DP ◦ λx(DP·(loves·x)) � S
�R

λx(DP·(loves·x)) � DP�S S � S
� L

S� (DP�S) ◦ λx(DP·(loves·x)) � S
lex

everyone ◦ λx(DP·(loves·x)) � S
λ

DP·(loves·everyone) � S
λ

DP ◦ λx(x·(loves·everyone)) � S
�R

λx(x·(loves·everyone)) � DP�S S � S
� L

S� (DP�S) ◦ λx(x·(loves·everyone)) � S
lex

someone ◦ λx(x·(loves·everyone)) � S
λ

someone·(loves·everyone) � S

The Curry-Howard labeling for this derivation (see [5]) is ∃x∀y.loves y x. In gen-
eral, the scope-taker that is focussed (i.e., targeted by the structural postulate)
lower in the proof takes wider scope.

DP·(loves·DP) � S
λ

DP ◦ λx(x·(loves·DP)) � S
�R

λx(x·(loves·DP)) � DP�S S � S
� L

S� (DP�S) ◦ λx(x·(loves·DP)) � S
lex

someone ◦ λx(x·(loves·DP)) � S
λ

someone·(loves·DP) � S
λ

DP ◦ λx(someone·(loves·x)) � S
�R

λx(someone·(loves·x)) � DP�S S � S
� L

S� (DP�S) ◦ λx(someone·(loves·x)) � S
lex

everyone ◦ λx(someone·(loves·x)) � S
λ

someone·(loves·everyone) � S

In this case, the semantic labeling gives the universal wide scope: ∀y∃x.loves y x.
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3 Soundness and Completeness via NLCL

The proofs of soundness and completeness for NLλ will proceed by defining
NLCL, a more standard substructural logic whose soundness and completeness
follows from the general results of [20]. I will then give conditions under which
NLλ and NLCL are equivalent.

NLCL has the same logical rules as NLλ. Instead of the structural postulate
λ, however, NLCL has the following three structural postulates:

p
=== I
p ◦ I

p·(q ◦ r)
========= B
q ◦ ((B·p)·r)

(p ◦ q)·r
========= C
p ◦ ((C·q)·r)

(9)

These postulates are identical to the ones given in [2]. [20]:30 considers I (which
he writes ‘0’) as “a zero-place punctuation mark,” where punctuation marks
(p. 19) “stand to structures in the same way that connectives stand to formulae.”
Likewise, B and C are also zero-place punctuation marks. The double horizontal
line indicates that these rules are bi-directional, i.e., inference in the top-to-
bottom direction and in the bottom-to-top direction are both valid. Restall calls
the top-to-bottom inference for the I postulate Push, and the other direction Pop.

In the form of an official inference rule, the I postulate (for instance) is written

Σ[p] � A
=========
Σ[p ◦ I] � A

, (10)

and similarly for the other rules.
An example derivation will show how these postulates work together to

achieve in-situ quantification for the sentence John saw everyone:

DP � DP

DP � DP S � S
\L

DP·DP\S � S
/L

DP·((DP\S)/DP·DP) � S
lex

john·(saw·DP) � S
I

john·(saw·(DP ◦ I)) � S
B

john·(DP ◦ ((B·saw)·I))) � S
B

DP ◦ ((B·john)·((B·saw)·I)) � S
�R

(B·john)·((B·saw)·I) � DP�S S � S
� L

S� (DP�S) ◦ ((B·john)·((B·saw)·I)) � S
lex

everyone ◦ ((B·john)·((B·saw)·I)) � S
B

john·(everyone ◦ ((B·saw)·I)) � S
B

john·(saw·(everyone ◦ I)) � S
I

john·(saw·everyone) � S

(11)
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NLCL is sound and complete with respect to the usual class of relational mod-
els. This follows directly from the proofs given in [20], Chap. 11. In particular,
[20]:249 provides an algorithm for constructing frame conditions corresponding
to the structural postulates.

Theorem (Soundness and Completeness): X � A is provable in NLCL iff for
every model M = 〈F , |=〉 that satisfies the frame conditions, ∀x ∈ F , x |= X →
x |= A.

Proof: given in [20], theorems 11.20, 11.37.
Furthermore, NLCL is conservative with respect to NL. That is,

Theorem (Conservativity): Let an NL sequent be a sequent built up only from
the formulas and structures allowed in NL: /, \, ·. An NL sequent is provable in
NLCL iff it is provable in NL.

See [5] for details.

4 The Connection Between NLλ and NLCL

This section investigates the conditions under which a derivation in NLλ has an
equivalent derivation in NLCL.

I define the following class of structures:

Γ �p�::= p | p ◦ q | q·Γ �p� | Γ �p�·q | λy. Γ �p� (12)

Given a structure p, a � �-context will consist either of the empty context, or else
the entire left element at the top level of a ◦ structure, or else a larger context
built up from · and λ. We can impose these restrictions on NLλ by replacing the
original lambda postulate with one that mentions � �-contexts:

Σ�Δ� ≡ Δ ◦ λα Σ�α� (13)

To illustrate, the following (bidirectional) inferences are licensed by (13):

A
======
A ◦ λxx

A ◦ B
==========
A ◦ λx(x ◦ B)

A·B
=========
A ◦ λx(x·B)

λx.(x·B)
===========
B ◦ λyλx(x·y)

(14)

But not these:
(A·B) ◦ C

==============
A ◦ λx((x·B) ◦ C)

A ◦ B
==========
B ◦ λy(A ◦ y)

(15)

The reason these last two inferences are not allowed is that abstraction across ◦
is forbidden unless the abstractee is the complete left element connected by ◦.

The inspiration for NLCL comes from the well-known equivalence between
the lambda calculus and Combinatory Logic. More specifically, the postulates of
NLCL implement a version of Shönfinkel’s embedding of λ-terms into Combina-
tory Logic. Adapting the presentation in [1]:152, [5] define 〈·〉, which maps an
arbitrary gapped structure into a NLCL structure:
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〈x〉 ≡ x

〈p·q〉 ≡ 〈p〉·〈q〉
〈p ◦ q〉 ≡ 〈p〉 ◦ 〈q〉
〈λx.p〉 ≡ A(x, 〈p〉)

A(x, x) ≡ i

A(x, p·q) ≡ (B·p)·A(x, q) (x not free in p)
A(x, p·q) ≡ (C·A(x, p))·q (x not free in q)

A(x, x ◦ q) ≡ (C·I) ◦ q (x not free in q)

(16)

With this mapping defined, I can state the following three theorems given in [5])
characterizing the relationship between NLλ and NLCL:

Theorem (Faithfullness of the 〈·〉 mapping from λ-structures into CL-
structures): For any structure p and context Γ � �,

〈p ◦ λxΓ �x�〉
========== CL

〈Γ �p�〉
(17)

Here, CL schematizes over some series of structural inferences allowable in NLCL.

Theorem (Embedding of λ-free theorems of NLλ in NLCL): For any derivation
in NLλ (with abstraction restricted to � �-contexts) whose final sequent does not
contain any λ-structures, there is an equivalent derivation in NLCL.

Here, two derivations are equivalent if they differ only in the application of
structural rules. They must have the same axiom instances, the same conclusion,
and the Curry-Howard labeling must be the same up to α-equivalence.

Theorem (Embedding of IBC-free theorems of NLCL in NLλ): for any derivation
in NLCL whose conclusion does not contain the structures I, B, or C, there is an
equivalent derivation in NLλ.

The equivalence involves replacing each instance of I, B, and C with instances
of the lambda postulate as follows:

p
=== I
p ◦ I ∼

p
===== λ
p ◦ λxx

p·(q ◦ r)
========= B
q ◦ ((B·p)·r)

∼
p·(q ◦ r)

============ λ
q ◦ λx(p·(x ◦ r))

(p ◦ q)·r
========= C
p ◦ ((C·q)·r)

∼
(p ◦ q)·r

============ λ
p ◦ λx((x ◦ q)·r)

(18)

Note that each of these applications of the lambda postulate obeys the restriction
to � �-contexts.

Thus NLλ (with the lambda-postulate restricted to � �-contexts) and NLCL

are equivalent: any sequent containing only structures built from · and ◦ will be
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a theorem of one just in case it is a theorem of the other. Furthermore, for each
derivation in one system, there will be a matching derivation in the other that
differs only in the application of structural rules, which means that the semantic
values of the two derivations will be identical. Since NLCL is conservative with
respect to the non-associative Lambek grammar NL, NLλ is too. As a result,
NLλ with restricted abstraction contexts can be used with full confidence that
it is equivalent to an ordinary and well-behaved substructural grammar.

5 Cut elimination and decidability

5.1 Cut Elimination for NLλ

The cut rule characterizes transitivity of the logical system:

Γ � A Σ[A] � B
cut

Σ[Γ ] � B
(19)

The cut rule says that if Γ is a proof of A, and Σ is a proof of B that depends on
proving A, then we can construct a new proof of B in which A has been replaced
with Γ . The formula A has been ‘cut out’ of the derivation.

The proof strategy, just as it was above for completeness, will be to rely
on Restall’s general proof of cut elimination for Gentzen-style sequent systems.
This strategy emphasizes the ordinariness and the standardness of the logics
here, and how they fit into a larger landscape of substructural logics.

In order for Restall’s proof to apply, we need to demonstrate that the cut
rule, the structural rule, and the logical rules conform to certain conditions. This
is perfectly straightforward (see [5] for full details). Therefore we have:

Theorem (Cut Elimination): given that the parameter conditions, the elim-
inability of matching principal constituents, and the regularity condition hold,
if Γ � A and Δ[A] � B are provable, then Δ[Γ ] � B is also provable.

Proof: see [20]: Sect. 6.3.

5.2 Decidability of NLλ

Decidability is a property a logic has if it is always possible to figure out whether
a sequent is a theorem (has a proof, has a derivation) in a bounded amount of
time, where the bound is some concrete function of the complexity of the sequent
to be proved.

The structural postulate given above in (7) is a reversible inference, that is,
it is bidirectional. In the discussion that follows, it will be helpful to keep track
of the two directions separately:

Σ[Δ�A�] � B
reduction

Σ[A ◦ λxΔ�x�] � B

Σ[A ◦ λxΔ�x�] � B
expansion

Σ[Δ�A�] � B
(20)
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Since in proof search we are starting with the conclusion and trying to find
appropriate premises, the names ‘reduction’ and ‘expansion’ are relative to the
bottom-to-top direction of reading proofs. The main challenge for decidability is
that there is no limit to the opportunities for expansion, since B ≡ B ◦ λxx ≡
(B ◦ λxx) ◦ λxx ≡ ....

I will leave a full account of the decidability of NLλ for another occasion. Never-
theless, Iwill discuss a strategy thathandles the vastmajority of cases.Thegoalwill
be to push each Expansion inference upwards in the proof until one of two things
happens: either it encounters a matching Reduction instance, in which case the
two rules cancel each other out, and can be eliminated from the proof; or else the
expansion is adjacent to a logical rule that introduces the focussed occurrence of ◦.

It turns out that the only candidate for such a logical rule is� L.

λxΓ �x� � A Σ�B� � C
� L

Σ[B� A ◦ λxΓ �x�] � C
exp

Σ[Γ �B� A�] � C

≡
λxΓ �x� � A Σ[B] � C

� Lλ
Σ[Γ �B� A�] � C

(21)

We can replace the adjacent pair of inferences on the left with the derived infer-
ence on the right, which we can call� Lλ. By repeated application of this rea-
soning, almost every instance of Expansion can either be eliminated, or replaced
with an instance of � Lλ. (There are exceptions that include certain parasitic
scope configurations that will not be discussed here).

Having eliminated almost all expansion inferences, we can eliminate Reduc-
tion inferences in a similar fashion. That is, reasoning dually, Reduction infer-
ences can be pushed downwards until the Reduction encounters an instance of
�R that targets the ◦ connective introduced by Reduction. And once again, we
can replace the combination of the reduction and the instance of �R with a
derived rule that captures their net effect:

Γ �A� � B
red

A ◦ λxΓ �x� � B
�R

λxΓ �x� � A�B

≡
Γ �A� � B

�Rλ
λxΓ �x� � A�B

(22)

At this point, we have two derived logical inferences: �Rλ, and� Lλ. The �Rλ

rule says that in-situ elements can take scope directly from embedded positions,
without needing to first be abstracted leftwards. Dually, the� Lλ rule says that
a context can surround a scope-taker even when the scope-taker is embedded in
a still larger surrounding context. Adding the two derived logical rules to the
standard logical rules leads to derivations of in-situ scope-taking, illustrated here
for the sentence Ann saw everyone:

ann·(saw·DP) � S
�Rλ

λx.ann·(saw·x) � DP�S S � S
� Lλ

ann·(saw·S� (DP�S)) � S

ann·(saw·everyone) � S

(23)
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In effect, we have compiled both parts of the structural rule into the logical rules.
If we add these two derived logical rules to the grammar, we can consider an
approximation of NLλ that consists entirely of logical rules.

Note that in this modified logic, each inference rule, including the derived infer-
ence rules, eliminates exactly one logical connective.As a result, nopart of theproof
can have a depth greater than the number of logical connectives in the final sequent.
Since there is at most a finite number of ways to apply each rule to a given occur-
rence of a logical connective, decidability of the modified logic follows immediately.

5.3 Proof Search with Gaps

The treatment of scope-taking can be extended to a treatment of overt syntactic
movement (see [5]). From the point of view of decidability, gaps are a challenge,
since they allow us to posit new structure during the course of a proof search,
in which case we lose the subformula property. An extension of the technique
developed in the previous section allows derivations with gaps without giving up
decidability.

Γ [B·A] � C
�Rlgap

Γ [A] � B�C

Γ [A·B] � C
�Rrgap

Γ [A] � B�C
(24)

Since each of these inferences has the subformula property, and moreover, elim-
inates a logical connective, adding them to the logic will not compromise decid-
ability.

To illustrate these logical rules in action, here is a derivation of the wh-
question Who did Ann see (with did suppressed for simplicity):

ann·(see·DP) � S
�Rlgap

ann·see � DP�S Q � Q
/L

Q/(DP�S)·(ann·see) � Q
lex

who·(ann·see) � Q

(25)

6 Comparisons with Other Approaches

The participants at LENSL11 kindly suggested a number of other approaches to
the logic of scope-taking that it would be useful to compare with the approach
presented here. In this section, I will discuss Moortgat’s [14] q type constructor
(mentioned above); a multi-modal analysis also due to Moortgat [15]; Morrill
et al.’s notion of scope-taking as discontinuity [16,18]; and, finally, standard
Quantifier Raising.

6.1 Deriving the q Type Constructor

If we carry the strategy in Sect. 5 of fusing inferences into derived inferences one
step further, we derive the rule of use for Moortgat’s q type constructor, given
above in (5):
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Γ �A� � B
�Rλ

λxΓ �x� � A�B Σ[C] � D
� Lλ

Σ[Γ �C� (A�B)�] � D

≈
Γ �A� � B Σ[C] � D

q
Σ[Γ [q(A,B,C)]] � D

(26)

We now have an explanation for why it was impossible to find a general right
rule for the q type constructor: it is because the q inference represents the fusion
of two logically distinct inferences, each with their own left and right rules.

In support of the usefulness of factoring the q into independent components,
consider ‘parasitic scope’, a technique proposed in [2] to account for the scope-
taking behavior of adjectives such as same and different. Parasitic scope requires
the inferences tobe interleaved in away that cannotbeduplicatedby the q inference
alone:

(the·(N/N·waiter))·(served·DP) � S
�Rλ

λx.(the·(N/N·waiter))·(served·x) � DP�S
�Rλ

λyλx.(the·(y·waiter))·(served·x) � (N/N)�(DP�S) DP�S � DP�S
� Lλ

λx.(the·((DP�S)� ((N/N)�(DP�S))·waiter))·(served·x) � DP�S
lex

λx.(the·(same·waiter))·(served·x) � DP�S S � S
� Lλ

(the·(same·waiter))·(served·S� (DP�S)) � S
lex

(the·(same·waiter))·(served·everyone) � S
(27)

Although the innermost pair of � Lλ and �Rλ can be fused into a single
instance of the q inference, the outermost pair cannot.

6.2 Comparison with a Unary Modality Strategy

Moortgat, in [15], gives an analysis that at first glance is strikingly similar to
NLCL. The heart of the approach is a set of three structural postulates, lined
up here in (29) underneath the corresponding NLCL postulates.

NLCL :
p

=== I
p ◦ I

p·(q ◦ r)
========= B
q ◦ ((B·p)·r)

(p ◦ q)·r
========= C
p ◦ ((C·q)·r)

(28)

Unary modalities :
p

=== P0
p ◦ I

p·(q ◦ r)
======== P2
q ◦ 〈r〉(p·r)

(p ◦ q)·r
======== P1
p ◦ 〈l〉(q·r)

(29)

Both sets of postulates regulate the interaction of two binary modalities, · and ◦.
The postulates in (29) make use in addition of two unary modalities, 〈l〉, and 〈r〉.
(I’ve omitted a third unary modality, ♦, in order to emphasize the similarities
between the approaches, and to simplify the discussion immediately below.) The
presence or absence of the 〈l〉 and 〈r〉 modalities track the path between the in-
situ position of a scope-taker and its scope position, very much like the structural
punctuation marks B and C do in a NLCL derivation.
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The key difference between the two systems is that decorating a constituent
with a unary modality blocks further abstraction from that constituent. As a
result, the unary modalities are able to track at most one scope path at a
time in the general case. In contrast, NLCL allows multiple scope-takers to
simultaneously share the same abstraction path without those paths getting
confused. For example, note that in NLλ, the structure p·(q·s) is equivalent to
q ◦ (s ◦ λyλx(p·(x·y))). A derivation of the corresponding equivalence in NLCL is
given on the left:

q ◦ (s ◦ ((B·(B·p))·((B·(C·I))·I)))
B

q ◦ ((B·p)·(s ◦ ((B·(C·I))·I)))
B

q ◦ ((B·p)·((C·I)·(s ◦ I)))
I

q ◦ ((B·p)·((C·I)·s))
B

p·(q ◦ ((C·I)·s))
C

p·((q ◦ I)·s)
I

p·(q·s)

q ◦ 〈r〉(p·〈l〉(s ◦ 〈r〉(I·I)))
P2

q ◦ 〈r〉(p·〈l〉(I·(s ◦ I)))
P0

q ◦ 〈r〉(p·〈l〉(I·s))
P2

p·(q ◦ 〈l〉(I·s))
P1

p·((q ◦ I)·s)
P0

p·(q·s)

(30)

The derivation on the right using unary modalities can’t be completed. The
structure s gets trapped underneath an instance of the 〈l〉 operator, which pre-
vents s from taking scope just underneath q.

This limitation prevents the unary modality strategy from accounting for
the full range of scope analyses that have been proposed in the literature. In
particular, the configuration derived by NLλ and NLCL in the example in (30)
is an instance of parasitic scope. Parasitic scope has been advocated as a scope-
taking strategy for handling a number of phenomena, including adjectives of
comparison such as same and different [2], as illustrated in (27); respective
and symmetrical predicates [12]; certain uses of the adjective average [9]; non-
constituent coordination [11]; as well as for verb phrase ellipsis, sluicing, and
anaphora in general [3], following [18]. NLλ and NLCL were originally proposed
precisely in order to handle parasitic scope.

6.3 Comparison with Discontinuous Lambek Grammar

Morrill, Valent́ın and Fadda, in [18] and [21], present a type-logical grammar
called Discontinuous Lambek Grammar. Though different from NLλ in its his-
torical development (see [2] versus [18]:11) and in form, the expressive power
and the specific analyses it provides are closely parallel to those of NLλ.

On a conceptual level, there is a dramatic difference. Discontinuous Lambek
Grammar views the argument that a scope-taker combines with (its nuclear scope)
as a discontinuous constituent. For instance, in the sentence Mary claimed John
wanted everyone to read the book, the nuclear scope of everyone corresponds to the
discontinuous string John wanted ... to read the book. Continuation-based gram-
mars such as NLλ and NLCL view this portion of a linguistic tree as a unit: it is a
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constituent with one piece removed (in the position of the scope-taker). All of its
parts are connected, so it is a contiguous, single constituent, as illustrated in (8).

The correspondence between Discontinuous Lambek Grammar and NLλ is
easiest to see at the level of categories. Following [16], Morrill et al. define a type
connective ‘↑’ such that B ↑ A means (roughly) “a discontinuous expression
that would be of category B if one of its gaps were filled with an expression of
category A”. This is functionally equivalent to our A�B (note the reversal of the
order of the subcategories). Likewise, they define a complementary connective
‘↓’ such that D ↓ C means “an expression that would be of category C, if only
it were first substituted into a discontinuous expression of category D”, which is
functionally equivalent to our C� D. (Note again the reversal of the categories.)
So their category for a generalized quantifier is ((S1 ↑ DP) ↓ S2), which is
equivalent to our S2� (DP�S1). As a result of this correspondence, multiple
levels of discontinuity in Discontinuous Lambek Grammar can be handled as
different varieties of parasitic scope in NLλ and NLCL, and vice versa.

In addition to a major difference in conceptual foundations, Morrill et al. are
committed to the assumption that natural language is fully associative, that is,
that the structures p · (q · r) and (p · q) · r are fully equivalent. Associativity is
well-established as a default assumption in some varieties of categorial grammar.
However, it is by no means clear that natural language is uniformly associative.
Instead of building associativity into the basic definitions of the grammar, as
Morrill et al. do, a more conservative strategy would be to build a non-associative
grammar, and add associativity in a carefully regulated way, only where needed,
as advocated in [17]. In that spirit, associativity can easily be added to NLλ or
NLCL simply by adding an appropriate structural postulate, if desired.

6.4 Comparison with Quantifier Raising

Here is the structural operation of Quantifier Raising, illustrated with categories
borrowed from NLλ:
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In NLλ, this derivational step can be simulated closely using the λ postulate
(reading the proof from bottom upwards):

everyone ◦ λx (ann·(saw·x)) � S
λ

ann·(saw·everyone) � S
(31)

So the logic here captures a significant portion of the insight embodied in
Quantifier Raising. Is NLλ then just the logic of Quantifier Raising? In some
sense, clearly yes.

However, there are important differences between Quantifier Raising and the
λ postulate of NLλ.

For one, the lambda postulate is bidirectional. This reflects the fact that the
two structures it relates are fully equivalent logically: they denote the same object
in the model. In contrast, in the treatment in, e.g., [8], the pre-QR structure
does not have a denotation. Thus the main motivation for executing an instance
of Quantifier Raising is to produce a new meaning. In contrast, the lambda
postulate here is a structural rule. Like all structural rules, the effect of the
rule on the Curry-Howard labeling is null (no change to the semantic labeling).
Quantifier Raising is conceived of as a rule that has a semantic effect but no
syntactic effect (it constitutes ‘covert’ movement); the lambda postulate here
has a syntactic effect, but no semantic effect. Its role in the logic is purely to
characterize the syntactic operation by which a delimited continuation combines
with its functor (by being surrounding by it) or its argument (by surrounding
it).

For another difference, Quantifier Raising can create unbound traces.

Unbound trace: [[some [friend [of everyone]]][called]]
⇒[everyone(λy[[some [friend [of y]]][called]])]
⇒[[some [friend [of y]]](λx[everyone(λy.x)][called])]

If QR targets the embedded quantifier everyone first, and then targets the origi-
nally enclosing quantifier some friend of , the variable introduced by the QR of
everyone (in this case, y) will end up unbound (free) in the final Logical Form
structure. In a QR system, such derivations must be stipulated to be ill-formed.
In the logics developed here, unbound traces cannot cause any problems.

Finally, although I have not emphasized this in the discussion here, the sub-
structural logics given here allow fine-grained control over order of evaluation,
allowing accounts of order-sensitive phenomena such as crossover, reconstruction,
negative polarity licensing, and more. Evaluation order and its applications in
natural language are discussed in detail in [5].

7 Conclusion

What is the logic of scope? With natural language in mind, here is my answer:
when an expression takes scope, it combines with one of its delimited continua-
tions. The substructural logics given here, NLλ and NLCL, illustrate two equiva-
lent ways to implement a concrete continuation-based grammar. These grammars
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are perfectly kosher substructural logics. In particular, they are sound and com-
plete with respect to the usual class of models, they are conservative with respect
to NL, and they enjoy cut elimination. Finally, although I presented a promising
proof search strategy, a full account of decidability will have to wait for a future
occasion.
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Abstract. This paper takes seriously the idea that a single expression can be
simultaneously marked as given and as a focus, and works out some of the
consequences of that assumption. I adopt Katz and Selkirk’s (2011) suggestion
that givenness is the flip side of newness rather than of focus, and argue that
neither Rooth’s semantics of focus nor Schwarzschild’s analysis of givenness is
by itself sufficient to account for a range of novel observations. I then show how
both analyses can be maintained provided that the syntactic and phonological
assumptions about focus/givenness marking and pitch accent assignment are
appropriately revised.

Keywords: Focus � Givenness � Newness � Pitch accents

1 Introduction

In English, accentuation can affect the acceptability of a sentence in context. The
standard approach to explaining these effects is to relate accent placement to identifi-
cation of expressions as focused or given, provide a semantics for focus and for
operators that are sensitive to focus, and place restrictions on discourse that are sen-
sitive to the focal/given status of an expression. On the semantic/pragmatic side of
grammar, three phenomena are standardly used for diagnosing focus: Contrast,
Question-Answer Congruence (QAC), and Association With Focus (AWF).
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In these examples, expressions identified as foci are placed in square brackets,
capitals mark the location of a pitch accent, and italics indicate a lack of pitch accent. In
the contrast examples, the foci are expressions that contrast semantically with some-
thing from the context sentence – Bill with John in (1a), Sue with Mary in (1b), and
kissed with talked with in (1c). In the QAC examples, the focus is that part of the
answer that corresponds to the wh-expression in the question. In the association
examples, the focus is what gets substituted in generating a comparison class – Bill as
opposed to John in (3a),Mary as opposed to Sue in (3b), and talking with as opposed to
asking out to dinner in (3c).

On the phonological/phonetic side of grammar, a focus is typically pronounced
with phonetic prominence: a pitch accent when new, lengthening when given. As can
be seen by comparing A2 and A3 in the QAC examples, however, phonetic promi-
nence is not in general sufficient to identify a semantic/pragmatic focus, as already
noted in Chomsky (1971). Furthermore, while there is a tendency for prominence to be
toward the right edge of a focus, as in A3, this tendency can be overridden by other
considerations, as in the AWF example in (3c) where phonetic prominence shows up
on the verb talked rather than on the equally in-focus with.

Givenness, like focus, affects how an expression relates to a discourse context.
Schwarzschild (1999) argues that an expression is given iff it is entailed1 by or core-
ferent with an antecedent. In the examples above, the italicized expressions outside of
the foci all satisfy this requirement w.r.t. the context sentence/question that precedes
them. On the phonological/phonetic side of grammar, givenness typically shows up as a
lack of pitch accent. As can be seen in (2.A3), however, a lack of pitch accent does not
by itself identify an expression as given. Talked with, in this example, bears no pitch
accent and yet does not count as given in the context in which that example occurs.

The main challenge posed by examples like these is to provide a formal analysis that
encompasses both the semantic/pragmatic side and the phonological/phonetic side of
grammar and that predicts felicitous and infelicitous patterns of pitch accent assignment
in different discourse contexts. In this paper I will examine in detail two analyses that
aim to solve portions of this problem, those of Rooth (1992, 1995) and of Schwarzschild
(1999). I will show that neither analysis on its own accounts for the full extent of what it
sets out to explain, let alone what the other analysis does best. I show this by setting out
four empirical challenges that any complete theory of focus and givenness needs to be
able to account for, and showing that neither analysis can account for all four. I then
propose to maintain Rooth’s analysis of focus unmodified while making changes in the
syntax and phonology of Schwarzschild’s analysis to explain all four challenges. The
solution to the problems will rely crucially on Katz and Selkirk’s (2011) proposal that
givenness is the complement not of focus but of newness.

In setting out the problems and the proposed solutions below, I will be implicitly
assuming the following organization of grammar:

Pragmatics $ Semantics $ Syntax $ Phonology $ Phonetics

1 See Schwarzschild (1999) for details and below for a somewhat simplified discussion.
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The significance of this organization lies in the accessibility relations it licenses.
A pragmatic restriction on appropriateness of a sentence in a given context, for
example, can directly access the semantic interpretation of the sentence, but does not
have direct access to the syntax, phonology or phonetics of that sentence under this
assumption. If it is found that a certain phonetic aspect of a sentence correlates in some
way with discourse appropriateness, under this organization of grammar that connec-
tion can only be explained by way of a chain of connections linking the phonetics to the
phonology, the phonology to the syntax, the syntax to the semantics, and the semantics
to the pragmatics. While not always made explicit, the analysis pursued in this paper
obeys the restrictions implicit in this organization of grammar.

2 Previous Analyses

2.1 Schwarzschild (1999)

Schwarzschild adopts from Selkirk (1984, 1996) the idea that pitch accents in the
phonology affect discourse felicity indirectly through their relation to F-marking in the
syntax. While F-marking is given a direct phonological interpretation, however, in the
semantics it receives no interpretation. Rather, only absence of F-marking is directly
interpreted, as givenness. Summarizing and slightly simplifying,

The existential type shift of an expression of conjoinable type closes any open
arguments through existential closure, creating an interpretation of type t. Existential
F-closure applies to the result, replacing F-marked expressions with existentially bound
variables of the same type.2 The result is of type t and hence something that can be
entailed. To see how this applies, consider the contrast example (1A-B2), repeated here
with F-marking made explicit:3

Since there is only a single F-mark in the sentence, that on SUE, every other
constituent in the sentence is required to be given. With the exception of John, the result

2 The ordering of existential type shifting before existential F-closure is unnecessary in the official
formalization proposed in Schwarzschild (1999), which makes no explicit use of variables in
interpreting F-marked expressions. The simplification used here (and by Schwarzschild himself) does
not affect any of the arguments in this paper.

3 I treat talk with here as a single lexical item for simplification.
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of applying existential type shift and existential F-closure is in all cases entailed by the
context sentence John talked with Mary. These expressions thus all count as given in the
context, as required. In addition, John counts as given since it has a coreferent ante-
cedent in the context sentence. In addition to the requirements of givenness, AvoidF also
requires that the F-marking assigned be minimal. This requirement too is clearly met.
F-marking cannot be removed from Sue since there is no expression in the context that is
coreferent with Sue, and any additional F-marking would violate AvoidF.

Schwarzschild shows how the above analysis can apply to cases of QAC like those
in (2). The key to making the account work is to associate wh-questions like What did
Bill do? with existential formulas like 9P(P(Bill)) (or perhaps 9P(P(Bill) & action(P)))
for the purpose of licensing givenness. This makes it possible to analyze the answer in
(2.Q3-A3), for example, as follows:

Note that existential F-closure here only substitutes a variable for the highest
F-marked expression, i.e. the Foc, not for the F-marked sub-constituents contained
inside that expression. This means that for givenness to be satisfied the context only
needs to contain an antecedent that entails that some property holds of Bill, not that
some relation holds between Bill and some individual. Given Schwarzschild’s analysis
of questions this requirement is met. Since Bill also has a coreferent antecedent in the
context, givenness is satisfied. It can further be seen that removing any of the F-marks
would result in a violation of givenness, since there is no coreferring antecedent for
Mary, and the context does not entail either that there was any talking or that Bill is
related to something. Thus this analysis also satisfies AvoidF.

While Schwarzschild accounts well for the examples in (1) and (2), he does not
account for the AWF examples in (3) for the simple reason that he does not provide an
analysis of only. To see what is at issue, consider (3b) (= John talked with Sue. BILL
only talked with [MARY].) The pitch accent onMary is required here because it lacks a
coreferential antecedent in the context. However, nothing in Schwarzschild’s analysis
predicts that this should result in Mary appearing to associate with only. F-marking is
not given a direct interpretation, only lack of F-marking is, but even that is only related
to discourse felicity and not to the semantics of associative particles like only. At the
very least, then, Schwarzschild’s analysis will need to be supplemented with an
analysis of only that can account for its apparent association with F-marked expres-
sions. I will argue below that such an analysis can be given, but only by allowing
F-marking to play a role in the semantics, and hence by giving up Schwarzschild’s
assumption that only lack of F-marking is relevant to the semantics/pragmatics.

2.2 Rooth (1992, 1995)

Like Schwarzschild, Rooth assumes that phonological/phonetic focus is given a syntactic
representation. Unlike Schwarzschild, Rooth takes the representation of focus to have a
direct interpretation in the semantics. Formally, focus on an expression gives rise to a set
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of type-identical alternatives to that expression, the focus semantic value (FSV) of the
expression. The FSV of a non-focused expression is the set that results from pointwise
composition of expressions in the FSVs of its daughters. In the case of an expression not
containing any focus, its FSV is the unit set of its normal semantic value.

While FSVs are properly semantic, they only affect truth conditions and discourse
appropriateness for Rooth through their interaction with the * operator. This operator
uses the normal and focus semantic values of an expression to place restrictions on a
discourse variable. For an expression of the form [[X] * C], the variable C is pre-
supposed to either be a member of [[ X ]]f that is distinct from [[ X ]]o, or a subset of [[
X ]]f that contains both [[ X ]]o and one meaning distinct from [[ X ]]o. Since C is taken
to be anaphoric, the * operator can account for the interaction between focus in a
sentence and the discourse context it occurs in. To see how, consider again (1.A-B2),
repeated with the required focus marking (F), indexing and * operator made explicit.

The * operator operates over the FSV of the expression it attaches to, making it
necessary to calculate this value. The relevant calculations are given below.

The value of C1 is presupposed in this case to be a member of the set {talked-with
(John,x): x 2 De} that is distinct from talked-with(John,Sue). Taking C1 to be ana-
phoric on A in (1) (indicated by co-indexing) satisfies this presupposition.

While the analysis just given for (1.A-B2) does not mention givenness, it does
indirectly impose givenness on John talked with. Every formula in the FSV of John
talked with SUEF will be of the form talked-with(John,x), with some individual
substituted for x, and the antecedent for C needs to be a member of this FSV. The
antecedent will thus have to contain John talked with under this analysis of (1.B2).4

However, Rooth does not impose any minimization conditions on focus identification,
leaving open different possible identifications of focus. Adopting standard assumptions
about the relation between pitch accents and foci, focus in this example could be on the
PP with SUE, the VP talked with SUE or on the S John talked with SUE. Each of these

4 As we will see below, the focus antecedent can follow rather than precede the interpretation of focus,
something that is not possible for givenness. This is problematic for an analysis like Rooth’s that
reduces givenness to focus.
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alternatives effectively results in a weaker constraint on what must be given, the last
requiring nothing to be given at all. This means Rooth’s overall analysis of focus does
not account for the intuition that John talked with in (1.B2) is felt to be given in the
context in which it occurs. This shortcoming could be overcome by adding a preference
for narrow focus over broad whenever appropriate, a charitable assumption I will make
both here and below. (See Truckenbrodt 1995 and Wagner 2012 for related discussion.)

Rooth’s analysis applies straightforwardly to the QAC examples as well. The
analysis differs from that given above in that the variable introduced by * is taken to
have a set of propositions as its value rather than a single proposition. The relevant
analysis of the example in (2.Q3-A3) will be as follows:

The value of C2 here is presupposed to be a subset of the FSV of the sentence
that * C2 attaches to, i.e. {P(Bill): P 2 Det}. Identifying the question in Q3 as the
antecedent of C2 satisfies this presupposition, rendering the sentence felicitous.

Unlike Schwarzschild’s analysis, Rooth’s analysis is specifically designed to be
able to handle AWF examples. Only operates semantically over both the normal
semantic value of its sister and a discourse variable, requiring that the normal semantic
value of the sister be the only value in the value of the discourse variable that will make
the sentence true. By identifying this discourse variable with the variable introduced by
a * operator attached to the sister, the appearance of association follows, as illustrated
below.

The final line is true iff the only member of {λy.kissed(y,m), λy.kissed(y,s)} that is
true of Bill is λy.kissed(y,m), deriving the appearance of association with Mary.

3 Empirical Challenges

In this Sect. 1 examine four empirical challenges that any analysis of focus and giv-
enness needs to account for. I will show that neither the analysis of Rooth nor that of
Schwarzschild can account for all four of the challenges.

3.1 Given Foci

The first challenge is the existence of expressions that simultaneously qualify as given
and as focused. Two subcases need to be distinguished: those in which the relevant
expression is marked phonologically/phonetically only as focused, as in the case of (5),
and those in which the expression is phonologically/phonetically identified as both
focused and given, as in (6).
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In all three cases in (5), the final occurrence of Mary counts as given, having a
coreferent antecedent in the first sentence. However, it also qualifies as focused,
contrasting with Bill, answering to who, and associating with only. In all cases it
surfaces phonetically with an obligatory pitch accent. These cases contrast with those in
(6). (Here SMALL CAPS indicate phonetic prominence in length and intensity but not pitch
accent.)

In these latter cases, the object Mary/her once again qualifies semantically/
pragmatically as both given and a focus. In contrast to the cases in (5), however, in
these examples Mary/her cannot surface with a pitch accent, suggesting that it is
obligatorily marked as given.5 Unlike other occurrences of given pronouns, however,
her in these examples cannot be fully reduced, suggesting that it is also focused. (Cf.
Rooth 1996, Beaver 2004, and Selkirk 2008 for further evidence of expressions that are
both focused and given.)

These cases are problematic for both Rooth and Schwarzschild. Rooth can account
straightforwardly for the pitch accents in (5). These pitch accents identify the accented
expressions as focused, and in all cases they act as focused in the discourse. If Rooth
were to take focus to be marked obligatorily in the syntax on an expression that
qualifies as a focus in the semantics/pragmatics, he could furthermore account for the
obligatory nature of these pitch accents. However, such an extension would land him in
hot water with respect to (6). It would lead to a prediction of obligatory accenting in
these examples as well, but accenting is infelicitous here. Since givenness for Rooth is
simply a side effect of focus interpretation, he has no way of analyzing Mary/her in
(6) as both focused and given.

Schwarzschild is in no better shape than Rooth. While Schwarzschild explicitly
claims that being given does not preclude being F-marked and hence potentially accented,

5 For the QAC example, pronouncingMary with a pitch accent is possible in the context given, though
doing so gives the impression that the answerer is ignoring the first sentence and relating the answer
exclusively to the question. Since Mary is not given with respect to the question, accentuation would
be expected in this case. This same accenting option is not available for an anaphorically interpreted
her in this context, presumably because the anaphora makes it impossible to exclude the first
sentence from the relevant discourse context.
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he has no way of distinguishing between the cases in (5) where F-marking wins out over
givenness in the phonetics and the cases in (6) where both givenness and focus are given
equal weight in the phonetics. Particularly problematic for Schwarzschild is the impos-
sibility of deaccenting Mary in the Contrast and AWF examples in (5). Since Mary is
given in these contexts and its givenness is compatible with all other accentless
expressions being identified as given, lacking an F-mark should be a possibility, and so by
AvoidF it should be the only possibility. Without an F-mark, however, Mary should at
least be allowed to not be accented, but the pitch accent on Mary is obligatory.

3.2 Non-constituent Foci

The second empirical challenge comes from expressions that together appear to
function as a single focus for the purposes of semantics/pragmatics but which do not
form a syntactic constituent.

Schwarzschild can give a straightforward account of the examples in (7) and (8) by
F-marking not only the pitch accented words but also several of the constituents
dominating these words. For example, the (a) cases can be analyzed as containing the
structure [MARYF [TRIPPEDF him]F]. The F-marking on Mary and on tripped is
needed since these are not given in the discourse context, while the absence of
F-marking on him is justified by its having a coreferent antecedent. That the F-marking
of the VP is necessary can be seen from the fact that eliminating this F would require
the sentence to have an antecedent that entailed 9x,R (R(x,j)). That is, the context
would need to contain a two place predicate, one of whose arguments is John. This
requirement is patently not met in these examples, making F-marking on VP a
necessity, but also sufficient for accounting for the examples. Once again, since
Schwarzschild does not analyze the phenomenon of AWF he has no account for the
examples in (9).

The success of Schwarzschild’s analysis in accounting for (7) and (8) comes from
its ignoring F-marked expressions in determining the givenness of a non-F-marked type
e expression. Rooth, on the other hand, assigns a central role to focus marking in
calculating the FSV of an expression, and this causes problems. If we take pitch accent
location to indicate F-marking, the (a) cases in (7)–(9) will have the following syntactic
analysis: [[MARYF [TRIPPEDF him]] * C]. This analysis will lead to the presup-
position that C is a member of {R(x,j): R 2 D<e,et> & x 2 De}, i.e. that C is a
proposition constructed from a 2-place predicate and two arguments, one of which is
John. There is no antecedent in any of the (a) examples of (7)–(9) that satisfies this
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presupposition, however, leading to the incorrect prediction that these examples should
be infelicitous. Adding F-marking to the VP and/or the S will potentially avoid this
problem, but only at a cost. Adding F-marking to the VP will lead to C having to be a
member of {P(x): P 2 Det & x 2 De}. Adding F-marking to S will lead to C having to
be a member of {p: p 2 Dt}. These presuppositions are easily satisfied in the contexts
of (7)–(9). However, such an analysis would wrongly predict that him need not be
given, since givenness for Rooth is an epiphenomenon that results from an expression
being part of every alternative in an FSV introduced by a * operator. This would
wrongly predict discourses like (10) to be perfectly felicitous, with the analysis given.

3.3 Connectedness of Givenness

As observed in Tancredi (1992), when a predicate and one of its arguments are both
deaccented, it is not sufficient for the two words to have independent antecedents in the
discourse context. Rather, there must be a single antecedent consisting of an entailing
predicate standing in an identical thematic relation to an entailing/coreferential argu-
ment. I call this phenomenon connectedness of givenness: given expressions in a
sentence act as if they are thematically connected, and require an antecedent that
contains the same connectedness.6 This can be seen clearly in the examples below.

Rooth does not account for this observation. His failure to do so stems from the
flexibility in where focus gets interpreted. Interpretation at the sentence level leads to
both the acceptability of (11a) and the unacceptability of (11b), since in that case the
VP will make a constant contribution to every member of the FSV of the sentence, one
that occurs in the A sentence of (11a) but not of (11b). However, Rooth does not
require focus to be interpreted at the sentence level, and if we interpret focus directly on
the subject as in [[BILLF] * C] saw Mary/John, then the VP plays no role in
determining any FSV relevant to the interpretation of the sentence in its context. The
possibility of such local interpretation of focus means that the only requirement
imposed by focus is for there to be a type e antecedent in the discourse context that is
distinct from Bill, a requirement that is met in both (11a) and (11b). Under this
analysis, then, both discourses are predicted to be felicitous, contrary to fact. We can
overcome this problem by following Truckenbrodt (1995) and Wagner (2012) in
requiring the domain/scope of focus interpretation to be as broad as possible, an
assumption that I will again charitably adopt.

Like Rooth, Schwarzschild too correctly predicts the acceptability of (11a). Since
the verb and object are each separately given, neither will be F-marked under his
analysis. The subject, on the other hand, is not given, and so will have to be F-marked.

6 Below I will analyze connectedness of givenness in terms of Givenness Semantic Values. I thus use
this term to refer to the semantic properties of a sentence being interpreted, not to the properties of an
appropriate antecedent.
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Since F-marking is not needed on VP or S, AvoidF requires its absence, as in (12a)
below. This means that not only will the verb and object need to satisfy givenness
separately, but the VP and S will need to as well. Since all these expressions do in fact
satisfy givenness under Schwarzschild’s analysis – there is an antecedent entailing 9x
(x saw Mary) – the analysis correctly predicts the acceptability of (11a). Schwarzschild
also accounts for the unacceptability of (11b). The formulation of AvoidF makes it
impossible to impose the same F-marking in (11b) since AvoidF requires minimal
assignment of F-marking within the bounds of Givenness, and such F-marking would
not satisfy Givenness However, (12b,c) below both satisfy Givenness, making them
both competing alternatives.

(12b) contains less F-marking than (12c), making (12b) alone satisfy AvoidF. This
in turn makes (12b) the only acceptable representation under Schwarzschild’s analysis.
However, the F-marking in (12b) leads to an obligatory accent on John since John
counts as a Foc and every Foc needs to bear an accent, accounting for the unaccept-
ability of (11b) where John fails to bear an accent.

3.4 Optional Accents

The fourth empirical challenge comes from the observation that, in cases like the
(a) and (c) examples in (13)–(15), some pitch accents are optional.7

The generalization that characterizes this phenomenon is that within a non-given
expression, any word can optionally bear a pitch accent in addition to those words that
do so obligatorily. This phenomenon is not explained by Schwarzschild’s analysis.
Schwarzschild takes pitch accents to correlate with F-marking by the Basic F-Rule and
the Foc-Rule: every accented expression is F-marked, and every Foc-marked expres-
sion contains an accent. This means that a sentence with two pitch accents has to have

7 There are additional accenting possibilities here and in examples throughout the paper. In the
discourse: A: John went dancing. B: Then, HE drank BEER(, though everyone else drank wine), for
example, the accent on he in the second sentence is perfectly acceptable. Since it does not contrast
with anything that precedes, does not answer a wh-question and is not the associate of a particle like
only, it is plausible to analyze it not as a focus but as a topic. Consideration of topics is not possible
within the length limitations of the current paper, and so these possibilities are systematically set
aside.
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at least two F-marks in the syntax. This by itself is not problematic, since in all of the
cases in (13)–(15) above, both of the accentable words need to be F-marked inde-
pendently since neither qualifies as given. This cannot be the full extent of the
F-marking, however, since this F-marking would violate Givenness. In (13a), for
example, such F-marking would require there to be an antecedent entailing 9R9x(R(x,
john)), a requirement not satisfied. At a bare minimum, F-marking is also required on
the VP. Givenness in such a case will then only require a coreferent antecedent for John
and an antecedent entailing 9P(P(john)). AvoidF will block any additional F-marking.
The problem now is one of distinguishing obligatory accents from optional ones. In the
(a) examples, beer is obligatorily accented and drinking only optionally so. In the
(b) examples it is John that is obligatorily accented and dancing whose accent is
optional. Nothing in Schwarzschild’s analysis, however, predicts this pattern. In par-
ticular, the third accent pattern in each example satisfies all of Schwarzschild’s
requirements and yet is unacceptable.

An additional problem arises for Schwarzschild when these examples are embed-
ded in a context in which F-marking is not required on anything beyond the lexical
items in question, as in (16).

Here unlike in (13a), F-marking on drank and on beer is sufficient to satisfy Giv-
enness since the context sentence entails 9R9x(R(x,john)). AvoidF then blocks additional
F-marking on the VP. For Schwarzschild this means that both words will be indepen-
dently identified as foci by the Foc-Rule and will therefore have to be assigned a pitch
accent. While this accounts for the dual accent possibility, however, it fails to allow for
the single accent option or to distinguish the good single-accent pattern from the bad.

The phenomenon of optional accents is only somewhat less problematic for Rooth,
but only because Rooth does not give an independent characterization of the relation
between focus in the semantics and pitch accent assignment in the phonology/phonetics.
If each pitch accent is taken to identify a separate focus, then the problems that arise from
cases of non-constituent foci will all arise here as well. In particular, DRANK BEER will
then be treated as two separate foci, and each will need a type-identical antecedent. We
see in (13)-(15) that this requirement is notmet, and yet all of the examples are acceptable.
Nothing in Rooth’s analysis prevents analyzing the VP as focus in these examples, of
course. However, doing so leaves us without an explanation for why the pitch accent on
beer is obligatory while that on drank is merely optional. The phenomenon of optional
accents thus shows that Rooth’s analysis is at the very least incomplete.

3.5 Summary

In this Sect. 1 presented four empirical challenges to a theory of focus and givenness:
given foci, non-constituent foci, connectedness of givenness, and optional accents.
I showed that Schwarzschild’s analysis can handle non-constituent foci and connect-
edness of givenness, but that it does not explain given foci and is incompatible with
optional accents. Rooth’s analysis, on the other hand, was seen to be compatible with
given foci and with optional accents, but it does not explain either phenomenon, nor
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does it explain the connectedness of givenness, and it is furthermore incompatible with
non-constituent foci.

The very existence of expressions that are phonetically explicitly identified both as
given and as focused shows that givenness and focus cannot be two sides of the same
coin. Since both Rooth and Schwarzschild treat the phenomena of givenness and focus
as complementary, it follows that simply combining their analyses, e.g. by adopting
Schwarzschild’s analysis for givenness and Rooth’s analysis for focus, will not be
sufficient. I propose instead to build on the insight of Katz and Selkirk (2011) that focus
needs to be distinguished from discourse newness, and that discourse newness is the
complement of givenness. I then modify the non-semantic parts of Schwarzschild’s
analysis and combine it with Rooth’s analysis to account for all of the phenomena
examined in this section.

4 Phonological Phrasing: A Possible Solution to Optional
Accents for Schwarzschild?

The problem of optional accents was seen to be devastating to Schwarzschild’s anal-
ysis. It is worth considering whether a minimal modification to his analysis that makes
such optional accents possible would be viable. One potential place to look to make
such a modification is to phonological phrasing. Truckenbrodt (1995) argues that pitch
accent location is determined at the level of the phonological phrase (P-phrase), with
one accent assigned per P-phrase. The relevance of P-phrasing to pitch accents can be
illustrated with the following example.

In a response to the discourse initial question what happened?, every expression in
an answer will, under Schwarzschild’s analysis, be F-marked. This should lead to the
sentence containing a single Foc – the sentence itself – and hence a single pitch accent,
presumably on the right-most expression Bill.8 What we find, however, is something
more complicated. First, the predicted pattern given in (17a) is unacceptable: an extra
accent is minimally required on the subject Mary, as in (17b). Second, we see that even
this accent pattern can be made unacceptable through phonological phrasing as seen in
(17c). Here the addition of parentheticals forces each word to constitute a separate
intonation phrase (I-phrase) and hence an independent P-phrase as well. As we can see
by comparing (17c) to (17d), it is not permitted in English for such a P-phrase/I-phrase
to lack a pitch accent.

8 Schwarzschild does not give rules for how to locate a pitch accent within a focus, so in principle it
would be possible under his analysis for the single pitch accent to surface on the subject as in #MARY
kissed Bill, or on the verb as in #Mary KISSED Bill. The fact that both of these variants are
unacceptable in the context of (17) shows that the problem with (17a) is not merely one of accent
location.
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If we add to Schwarzschild’s analysis Truckenbrodt’s proposal that pitch accents
stand in a one-to-one relation with P-phrases, then the facts in (17c, d) follow directly.
As a Foc, the sentence as a whole has to contain a pitch accent by the Foc-Rule, and it
does. Each pitch accented expression is also F-marked as required by the Basic F-Rule.
We can further account for the contrast in (17a, b) if we put a restriction on the size of a
P-phrase, allowing it to contain no more than two prosodic words. Since the answers in
(17a, b) contain three prosodic words, such a restriction will force them to be broken
into two P-phrases and hence to contain a minimum of two pitch accents.

Can such an analysis of the relation between P-phrases and pitch accents be the
solution to optional accents under Schwarzschild’s analysis? The obvious way to
analyze (13a)/(16) on that analysis would be as in (18), where set brackets are used to
delimit P-phrases.

Unfortunately, this analysis does not mesh with AvoidF. We saw earlier that
AvoidF made it impossible to F-mark an expression [XF YF] when the F-marks on X
and Y by themselves are sufficient for satisfying Givenness. This is exactly the situ-
ation we have in (16), so AvoidF makes it impossible to F-mark the VP. Without such
an additional F-mark, however, each of drinking and beer is a Foc, and so by the
Foc-Rule needs to contain an accent. AvoidF and the Foc-Rule thus together rule out
any representation like (18a) that contains only a single pitch accent.

5 Analysis

To handle given foci, I adopt the suggestion from Katz and Selkirk (2011) that givenness
is the complement of newness. In principle this allows for either newness or givenness to
be marked in the grammar, though Occam’s Razor dictates that they not both be marked
simultaneously. I opt for marking givenness, via syntactic G-marking. Assuming the
structure of grammar outlined in Sect. 1, a full analysis then needs to do the following:

General Requirements

Assign F-marking in the syntax that identifies semantic foci.
Assign G-marking in the syntax that identifies discourse given and discourse new
expressions in the semantics.
Give rules for appropriate use of semantically identified foci, new and given
expressions in the discourse.
Use F- and/or G-marking to determine pitch accent distribution and relative
prominence.

My proposal in outline for how to accomplish this is the following:

Focus

All and only semantic foci are F-marked in the syntax.
Semantic foci must contrast with an antecedent.
F-marking increases phonetic prominence, but does not affect pitch accent location.
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Givenness/Newness

Given and new expressions are complementary to each other w.r.t. a selected dis-
course context.
Expressions semantically interpreted as given must be discourse given.
Semantically given lexical expressions are G-marked in the syntax.
G-marking projects from a head to its syntactic projections.
G-marked lexical items lack a pitch accent.

The details of implementation are of course crucial to explaining all of the phe-
nomena examined above. In the remainder of this Sect. 1 will spell out these details,
with additional applications of the analysis given in Sect. 6.

5.1 Semantics

Givenness. I propose to maintain the semantic core of Schwarzschild’s analysis.
Schwarzschild’s analysis of givenness, however, could not semantically identify
expressions simultaneously as given and as focussed because givenness for
Schwarzschild derived from the absence of F-marking and all foci are F-marked. By
employing G-marking for givenness and F-marking for focus we can straightforwardly
overcome this shortcoming: given foci can be marked with both F and G in the syntax,
with F- and G-marking interpreted independently in the semantics. In order to maintain a
strict separation of components in the grammar, I analyze every expression as having a
Givenness Semantic Value (GSV) in addition to its normal semantic value and its FSV.

Givenness Semantic Values (GSVs):

For a non-G-marked expression, its GSV is a type-identical variable.
For a G-marked terminal expression, its GSV is its normal semantic value.
For a G-marked non-terminal expression, its GSV is the result of composing the
GSVs of its daughters.

GSVs play two important roles in the grammar: they correlate with G-marking in
the syntax, and they impose antecedence requirements on the discourse context. The
antecedence requirement I call Givenness, following Schwarzschild. Givenness will be
satisfied by an expression if its GSV counts as Discourse Given. Adding a rule that
maximizes G-marking results in an analysis that is roughly equivalent to
Schwarzschild’s:

Givenness: A GSV must be Discourse Given.
Discourse Givenness:

A semantic value is Discourse Given iff:

It is a variable; or
It is a type e expression and has a coreferring antecedent; or
The existential closure of its existential type shift is entailed by (the existential
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closure of) an antecedent.9

MaximizeG: G-marking is maximized within the limits of Givenness.

Note that Discourse Givenness is a general property that can hold of any kind of
semantic value. The normal semantic value of Mary in the answer to the QAC example
in (5), for instance, will be Discourse Given despite not being analyzed as Given. The
Discourse Givenness of Mary in this case plays no role, however, in the sentence it’s
contained in satisfying Givenness.

To account for the connectedness of givenness, I propose to supplement the
semantic core of Schwarzschild’s analysis with the following syntactic constraint on
G-marking:

ProjectG : A lexical head is G - marked iff its syntactic projections are:

To see how this constraint works, consider once again (11b), the example showing
connectedness of givenness. Here I will consider four separate options for lexical
G-marking: on both saw and John, only on saw, only on John, and on neither. In all
four cases I take the verb to be the head of both VP and S and so by ProjectG these
expressions will have the same G-marking as the verb.10

Each of saw and John are Discourse Given and so can, but need not, be analyzed
semantically as given as well, i.e. as having non-variable GSVs. They will be
G-marked if and only if so analyzed, and then by ProjectG this G-marking will
obligatorily project. However, (i) fails to satisfy Givenness (and so also violates
MaximizeG) since there is no antecedent entailing the GSV 9x(x saw John) of the VP
and S. (ii) satisfies both MaximizeG and Givenness. However, John is not G-marked,
and under plausible phonological assumptions, this will require it to bear a pitch accent,
which it does not do (see Sect. 5.3 for details). (iii) satisfies Givenness. Whether it also
satisfies MaximizeG depends on how we interpret maximization. Since G-marking on
saw projects to VP and S and that on John does not project, the G-marking in (ii) could
conceivably be taken to be greater than that in (iii) for the purposes of MaximizeG
making (iii) fail to satisfy MaximizeG. Formalizing such a notion of MaximizeG,
however, would be far from straightforward. Alternatively and more plausibly,
(iii) could be taken to satisfy MaximizeG but be ruled out because of the lack of an
accent on the verb saw. MaximizeG on such an approach would only compare two

9 Parallel to Schwarzschild’s analysis, existential closure (Schwarzschild’s existential F-closure) binds
variables substituted for non-G-marked (Schwarzschild’s F-marked) expressions, whereas existential
type shifting binds unsaturated argument positions.

10 A more plausible assumption would be that the verb only heads the VP, with the subject generated
within the VP and raised to its surface position. Adopting this assumption would require relating
Givenness to traces/copies. Though I do not see any inherent problems with doing so, I put off
consideration of movement effects for a separate occasion.
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representations if the G-marking of one completely subsumes the G-marking of the
other, and not if their G-marking only partially overlaps or fails to overlap at all.
Finally, (iv) satisfies Givenness trivially, but clearly fails to satisfy MaximizeG. This
leaves (ii) as the only possible representation of (B). If (ii) is as hypothesized
incompatible with a lack of pitch accent on John, then the unacceptability of (11b)
follows. Note crucially that ProjectG blocks a representation containing G-marking
only on saw, John and S, but not on VP. Such a representation would satisfy Givenness
and plausibly MaximizeG as well, and so in the absence of ProjectG would be wrongly
predicted to be acceptable.

Focus. Rooth gave a compositional semantics for focus based on the assumption that
focus can be identified in the syntax. Givenness on this analysis was seen to be a mere
side effect of focus. Non-constituent foci were seen to be problematic on these
assumptions. On that analysis, the only way to account for the givenness of the object
of a sentence when both the subject and verb are accented is to take the subject and
verb to each be independent foci. In some cases, though, these two foci act as one, but
treating them as one would require a non-compositional step in the interpretation. We
have seen, however, that focus and givenness are not in fact complementary. This
opens up an alternative solution to the non-constituent focus problem: take the focus in
the apparent non-constituent foci cases to be some single constituent that contains both
pitch accented expressions. In the case of (7a) this would lead to the following syntactic
representation.

This representation satisfies Rooth’s semantics as well as our revised semantics of
givenness. The sole G-marked expression him has a coreferring antecedent in John as
required by Givenness, and there is an antecedent for C3 that is a member of the FSV of
the sentence (= the set of all propositions) as required by the * operator. Note,
however, that givenness of him under this analysis does not follow from the inter-
pretation of focus alone.

If focus and givenness come apart as suggested, it should in principle be possible
for a focused expression in a sentence to take a different antecedent than a given
expression in that same sentence, regardless of what syntactic relation holds between
the two expressions. In (19), where I have included Rooth’s focus interpretation
operator and the requisite accompanying variables and indices, we see that just such a
possibility exists.

Here the G-marking of him in (B) is licensed by John in (A). The VP sister of only,
on the other hand, cannot be taken to contrast with the matrix VP of (A) on pain of
contradiction. On the non-contradictory interpretation of (B), the VP sister of only
contrasts instead with the matrix VP of (C). Since (C) contains no potential antecedent
for him, this example clearly shows the separability of focus and givenness. The
important consequence of these observations for the semantics is that accounting for
apparent non-constituent foci no longer requires a revision to Rooth’s semantics of
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focus. It just needs to be accepted that focus semantics does not also account for
givenness.11

Given foci pose a greater challenge to Rooth’s analysis. In the contrast case in (5),
both he and Mary have coreferent antecedents, and heard is not discourse given.
MaximizeG thus requires that both he and Mary be G-marked. In this regard, the
contrast case in (5) is parallel to the non-contrast example in (20). The fact that (20) is
acceptable shows that the problem with the contrast case in (5) is not (or at least not
exclusively) a problem of Givenness.

This suggests that the problem with (5) derives from contrast, which by assumption
relates to the semantics of focus. At a minimum on this view, it needs to be shown that
absence of any focus as in (21a) is acceptable, while presence of focus as in (21b) is
not.

This much is relatively straightforward. The variable C in (21b) requires an ante-
cedent whose semantic value is a member of the set {R(Mary’s father, Mary): R 2 D<e,

et>}. While the NP Mary’s father does presuppose a proposition of the requisite form
(namely that Mary’s father is the father of Mary), the NP itself does not have such a
proposition as a value and so plausibly cannot be the antecedent to C. The only
potential antecedent of the right semantic type is the entire first sentence Mary’s father
saw Bill, but the interpretation of this sentence is not of the required form.

While the impossibility of analyzing (5) as in (21b) can easily be accounted for
under Rooth’s semantics, more challenging is eliminating the possibility of repre-
senting (5) as (22a) or (22b).

(22a) differs from (21b) only in analyzing Mary simultaneously as a focus and as
given, while (22b) differs from (21b) only in having focus on the VP rather than on the
V. Neither difference in focus has an effect on Givenness, with both representations in
(22) satisfying Givenness just like (21b) does. However, they do make a difference for
satisfying the presupposition of the * operator. By analyzing heard and Mary as two
separate foci as in (22a), Rooth’s analysis requires an antecedent for C that is a member
of the set {R(Mary’s father, x): R 2 D<e,et> & x 2 De}, and this requirement is clearly
satisfied in the context in which the sentence occurs. Similarly, by analyzing the VP as

11 If focus is interpreted at a higher constituent than where it is marked, then the semantics of focus will
in effect still give rise to a kind of givenness effect since the focus antecedent will still have to
contain the non-focused parts of the higher constituent. However, this effect differs from that
derived from G-marking in that it can in principle be cataphoric and need not result in deaccenting,
as in the second sentence in: John came to my party. He only MET MARY there, though. He didn’t
meet TOM. To get only to associate intuitively with Mary, Mary has to be analyzed as the focus,
with met being new and focus interpreted at the level of the VP. Such an analysis requires an
antecedent for the VP that includes meeting, though met in the second sentence does not thereby
count as given. Only the third sentence satisfies the antecedent requirement for the focus.
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a focus as in (22b), Rooth’s analysis requires an antecedent for C that is a member of
the set {P(Mary’s father): P 2 Det}, and again the context sentence satisfies this
requirement. If G-marked expressions surface as unaccented, then with either of these
representations the contrast example in (5) is predicted to be acceptable without an
accent on Mary, contrary to observation.

I do not see a way of formally blocking the representations in (22) by adjusting
either the semantics of givenness or that of focus. I instead propose an ad hoc solution
of requiring maximum parallelism between focus antecedence and givenness ante-
cedence when a single expression is subject to both requirements. This forces adoption
of the analysis in (22a) over that in (22b) since only (22a) requires a focal antecedent
for Mary, which independently requires a givenness antecedent. It also forces Mary in
(22a) to have a givenness antecedent that is the same as its focus antecedent Bill,
however, which imposes the contradictory requirements on Bill of being coreferent
with Mary and semantically distinct from Mary at the same time.

That some extra-semantic explanation is needed to account for the contrast example
in (5) is independently suggested by the difference between that example and (20): in
(5) we seem pushed toward interpreting the second sentence as contrasting with the first,
while in (20) we do not, and yet intuitively it is this need to contrast that causes the
problems in (5). The fact that there is a formal analysis of (5) that does not impose
contrast and that satisfies all givenness and focus requirements – (21a) with heard in
place of loves – makes no difference. The context seems to lead us down a garden path
requiring contrast and resulting in unacceptability rather than allowing a non-contrasting
understanding that would be acceptable.

If the contrast example in (5) can be explained by appeal to maximizing parallel-
ism, then this example does not require us to make any changes to Rooth’s semantics of
focus. While acknowledging that the ad hoc analysis proposed needs further investi-
gation and deeper justification, I will thus accept Rooth’s semantics unmodified.

5.2 Syntax

The syntax of F-marking I take to be trivial: F-marking is assigned to all and only those
expressions identified in the semantics as foci. The syntax of G-marking cannot be
made trivial in the same way, however. If it were, we would have no way of explaining
the connectedness of givenness illustrated in (11b), repeated here.

In this example, assignment of G-marking based on Discourse Givenness would
dictate G-marking on saw and on John, but would not predict any further connect-
edness between these expressions, leading to the incorrect prediction that the discourse
should be felicitous. To account for the connectedness found, minimally the VP must
be required to be Given as a whole. Since this requirement cannot come from Discourse
Givenness, the only other plausible source is syntactic restrictions on G-marking:
G-marking must be required to project to the level of the VP.

The examples of non-constituent foci show that G-marking cannot be taken to
project automatically from just any G-marked expression. In (7a), projection of
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G-marking from him to the VP would lead to a requirement that the discourse context
contain a 2-place predicate with John filling one of the argument positions.

Since this requirement is not met in (7a) and yet the discourse is felicitous, it
follows that such projection must not be imposed. The obvious way to navigate the
opposing requirements of (11b) and (7a) is to take G-marking to project obligatorily
from a syntactic head to its projections, but never from a non-head, as codified in
ProjectG.

5.3 Phonology12

Truckenbrodt (1995) accounts for the location of pitch accents based on the assumption
that every P-phrase bears a unique accent, located on the head of that P-phrase. He
adopts the following constraints on P-phrases:

ii. xφThe head of a P-phrase is the rightmost expression bearing an asterisk on the ω level. (= Align(φ,R,xφ,R) or
Align φ, violable)13

While these constraints adequately generate what could be considered the default
pronunciations of all-new sentences, they do not account for optional accents. This can
be seen by considering examples like (13), modified slightly below to eliminate
G-marked expressions and with P-phrasing made explicit.

Truckenbrodt’s analysis generates the first and third structures in (24), but not the
second or fourth. The second structure violates Truckenbrodt’s Wrap-XP (= (iii)) since
the VP is not contained in a single P-phrase, while the fourth violates his Align φ
(= (ii)) and Stress-XP (= (iv)) since the head of the P-phrase is on the left and the VP
fails to contain a P-phrase level asterisk. While these violations are in principle
allowable if all other candidate representations have either equally severe or more
severe violations, in the present case this situation does not obtain. The first and third
representations satisfy all of the constraints in (i)–(iv), and there are no obvious
additional constraints to propose whose violation would balance the first and third
cases out with the second and fourth.

12 While adequate to the task of explaining the examples in this paper, the phonological analysis given
here is insufficient for handling other problems of accent location. Addressing the inadequacies,
however, is not possible within the length limitations of this paper, so I address them instead
in a companion paper, Tancredi (2015), where I give a more comprehensive phonological analysis
of accent location.

13 Here and below, ω is the level of prosodic words and φ the level of P-phrases, and xφ is the head of
a P-phrase.
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To overcome the challenges proposed by the sentences in (24), I propose that
P-phrasing is based primarily on a lexical difference in metrical phonology between
verbs and names. I analyze both names and verbs as prosodic words, i.e. as having an
inherent ω-level asterisk. I analyze names, however, as having a lexically specified φ-
level asterisk as well. Default pitch accent assignment is the result of constructing
P-phrases without any modification to lexically determined asterisks, subject to the
following constraints:

In addition to these constraints, I assume that the distribution of asterisks can also
be modified in two ways. First, any word can be promoted to the head of a P-phrase,
i.e. it can have asterisks added at the φ level and, if necessary, at the ω level as well.
Second, G-marked phrases get demoted, i.e. they have all φ-level and ω-level asterisks
removed.

To see how these constraints apply, consider the four representations in (24). All
the words in (24) come with ω-level asterisks (not shown), and the names all have φ-
level asterisks as well, as specified in the lexicon. Each P-phrase (indicated with
parentheses) has a unique head (indicated by an asterisk) as required by (25.i). Fur-
thermore, no P-phrase has more than two prosodic words, satisfying (25.ii). If no words
are promoted to P-phrase heads, (25.iii) dictates the P-phrasing in the first and fourth
examples, and blocks placing the subject and verb in a single P-phrase in the first
example. The second and third examples result from promoting the verb to a P-phrase
head.

Optional accents under the analysis proposed come from the optionality of sup-
plementing lexically determined metrical asterisks with additional φ-level (and if need
be ω-level) asterisks. The deaccenting associated with Givenness derives from removal
of all ω-level and φ-level asterisks. Since G-marked expressions cannot be optionally
accented, under a rule-based phonology the removal of asterisks will have to follow
supplementation of asterisks so that any supplementation gets undone. Under an
Optimality Theoretic approach, the same effect can be had by ranking deaccenting of
G-marked expressions higher than faithfulness for lexically specified metrical asterisks,
with faithfulness requiring presence of all such asterisks but not prohibiting addition of
extra asterisks. Under either approach, optional accents will be correctly limited to
non-G-marked expressions.

6 Application

In this Sect. 1 apply the analysis from Sect. 5 to select data from Sect. 3 not yet
covered.
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6.1 Given Foci

The remaining cases of given foci are straightforward. The obligatory accent on Mary
in the QAC case in (5), repeated as (26a), comes from the impossibility of simulta-
neously analyzing the verb and the object as G-marked, while the AWF case repeated
in (26b) is given the same treatment as the Contrast case.

In the examples in (6), G-marking Mary is compatible with all other G-marking
required by MaximizeG and so is necessary, and its F-marking is compatible with
constraints on focus. If we additionally assume that focus is marked when possible, we
also account for the residual prominence found in these examples. Their analysis is
given below.

b. John saw Mary. [Who did Bill see?]2 [[BILL sawG HERF,G]*C2]
14

6.2 Non-constituent Foci

The phenomenon of non-constituent foci has already been accounted for in its essen-
tials in Sect. 5.1. The phenomenon itself was argued to not be real – what appeared to
be multiple foci turned out to be multiple pitch accents assigned within a single focus.
We have not yet seen how these multiple pitch accents get assigned in the phonology,
however. To do so, consider once again the example from (7a), repeated here.

Lexically, Mary comes with both ω-level and φ-level asterisks, while tripped has
only an ω-level asterisk. The G-marking on him results in its having no asterisks on
either prosodic level. If we make no additions to the metrical structure, we predict that
the sentence should surface with a single P-phrase and hence a single pitch accent, on
the subject Mary. This pronunciation is indeed possible, though perhaps not preferred.
Recall, though, that we also allow any non-G-marked word to be promoted to a
P-phrase head. Promoting the verb tripped will result in tripped heading a P-phrase
including the object him, and hence receiving a pitch accent along with the subject
Mary. We thus predict the accenting in (7a) to be one of two possible pronunciations of
this example, which is exactly what we find.

14 The accent on Bill in (27b) comes from its not being able to be marked as given when both saw and
her are so marked. It need not be analyzed as a focus or as a topic. Formally, absence of either F- or
G-marking identifies Bill as discourse new. I take that here to mean that it is new with respect to its
givenness antecedent (i.e. the first sentence), not necessarily with respect to the focus antecedent
(the second sentence).
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7 Conclusion

In this paper, I have examined the analyses of Schwarzschild (1999) and Rooth (1992,
1995) and shown both to be inadequate to the task of accounting for a range of focus
and givenness effects. Importantly, not only was each analysis found to be inadequate
on its own, but the combination of the two analyses was also shown to be inadequate,
since neither analysis accounted for the behavior of given foci or for the range of
optional accents observed. Rooth’s analysis additionally could only account for con-
nectedness of givenness if focus was required to be as narrow as possible and its
domain of interpretation as wide as possible. Finally, Rooth’s analysis failed to account
for (apparent) non-constituent foci. I then showed that it is possible to account for all of
these phenomena by adopting Rooth’s semantics of focus and a slightly modified
version of Schwarzschild’s semantics of givenness while making major adjustments to
the syntactic and phonological analyses of givenness and of pitch accent assignment.

The most important adjustment made was to separate the representation of giv-
enness from that of focus in both the syntax and the semantics, a separation argued for
independently by Katz and Selkirk (2011). Given foci are analyzed as being simulta-
neously F-marked and G-marked in the syntax, and as having non-trivial FSVs and
GSVs in the semantics. This separation makes it possible to maintain Rooth’s analysis
of focus, though that analysis is thereby limited to accounting only for focus effects, not
givenness effects. Schwarzschild’s analysis, on the other hand, required substantive
changes. Trivially, the semantics of givenness had to be re-cast to relate to syntactic
G-marking rather than F-marking. To highlight the semantic nature of givenness, I
accomplished this by proposing Givenness Semantic Values that relate simultaneously
to the syntax (through G-marking) and the discourse (through Givenness). Though
superficially different from Schwarzschild’s analysis, this aspect of the proposal is in
essence only a different technical implementation of the same core semantic idea. The
syntactic and phonological parts of the proposed analysis, on the other hand, differ
from those in Schwarzschild’s analysis in ways that are not merely superficial. ProjectG
imposes identity of syntactic G-marking between a head and its projections, and plays a
central role in accounting for the connectedness of givenness under the proposal pre-
sented. Also, pitch accent location is analyzed as related to newness (non-Givenness),
not to focus, and the rules generating pitch accents are unrelated to those proposed by
Schwarzschild for connecting F-marking with pitch accents. The proposed rules build
on lexically specified metrical structure, and allow for optional accents on any dis-
course new expression. This same analysis also accounts for the appearance of
non-constituent foci. That appearance derived from the presence of independent pitch
accents on expressions that do not by themselves form a syntactic constituent, a subject
and a transitive verb in the case examined in most detail. This pattern of pitch accent
location was seen to derive from promotion of the verb to a P-phrase head, an operation
that is independent of focus. The apparent non-constituent foci examples could then be
analyzed as containing only a single broad focus at the sentence level, with the con-
tained object identified as Given and accents assigned to the subject and verb as one
option in the phonology.
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To get the analysis to account for certain subcases of given foci, it was necessary to
supplement the core analyses of focus and givenness with a separate analysis of con-
trast. The ad hoc nature of the added proposal clearly constitutes a weakness in the
overall analysis that needs to be addressed. Additionally, while the proposal made
determines what expressions can and cannot be analyzed as given, and it also deter-
mines which expressions must, which can and which cannot bear a pitch accent, it does
not determine which expressions get analyzed as foci or what pragmatic effects follow
from analyzing an expression as a focus, and neither does it say anything about the
pragmatic effects of optional accenting. Filling in these gaps I leave as a task for future
research.
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Abstract. To determine whether the crime is really caused by the defen-
dant, the judge examines the causal relation of each action in the case
to an external factor in the Penal Code. In this process, the judgement
is greatly influenced by the predictability of results and the awareness
about actions. In this paper, we model these predictability or aware-
ness by Dynamic Epistemic Logic (DEL), and thereafter we describe
the change of knowledge of the judge by Action Model. For this pur-
pose, we pick up several typical precedents, and classify them from the
viewpoints of predictability and awareness. We implement the process of
these precedents in the trial on DEMO (Dynamic Epistemic MOdeling)
which can specify epistemic models and action models, and we observe
the change of the judge’s epistemic states during the trial. Based on this
observation, we categorize the outputs of DEMO into several patterns.

Keywords: Dynamic epistemic logic · Action model · Model checking ·
Penal Code

1 Introduction

To determine a criminality specified in the Penal Code, the followings are exam-
ined by a judge [15].

1. The defendant’s action comes under the external factors defined by the Penal
Code (Actus reus)1.

2. There is no justifiable reason to dismiss the illegality2.
3. There is no justifiable reason to dismiss the responsibility3.

If these conditions are matched, the criminality is decided. Note that, in this
paper, we deal mainly with the process of verifying the correspondence. (We
take the position that the external factor includes the intent and the lapse. [17])
1 The guilty acts or typified criminal acts, sometimes called as the objective element
of a crime.

2 A reason that there is no illegality about the act that illegality is usually estimated.
3 A reason to deny the responsibility of the act that responsibility is accepted as a
general rule.
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In general, as external factos of crime, “Action”, “Result” and “Causality”
are required. The evaluation of the defendant’s action by intent (Mens rea)4 or by
lapse5 is greatly influenced by the awareness about the action by the defendant
and the predictability of results. For example, the intent is determined based
on the awareness about a fact and the prediction of a result. For lapse, the
predictability and the duty to prevent the result are the issue. Of actual crimes,
there are so many cases [16] in which a fortuitous event happens between the
action by the defendant and the result, or the action based on an uncertain
awareness by the defendant causes the criminal result.

It is the commonly acknowledged that each case should be considered sepa-
rately from other cases, and this attitude makes us difficult to classify the cases
systematically. It should be more easy for us to handle the case, if the judge’s
epistemic states through the trial could be categorized. For example, argumen-
tation frameworks have been studied and applied to judicial reasoning (recent
examples are [1,13,20].) and these models can compute diagrams.

On the other hand, Dynamic Logic have been applied to describe belief revi-
sion ([3,9]). We have focused on predictability or awareness and need to represent
the epistemic states of the judge or the defendant individually. So we try to clas-
sify some typical precedents, to represent them by using the DEL (Dynamic
Epistemic Logic) [7], because Action Model in DEL can represent the local epis-
temic states and can update the states by various epistemic actions.

This paper is organized as follows. In Sect. 2, we briefly introduce the DEL
and Action Model which are used to describe the precedents later sections. In the
following Sect. 3, we define the usage of this language in the context of the judge-
ment of crimes and actually pick up some typical precedents classifying them
into 6 cases according to the judgement process. In Sect. 4, these precedents are
modeled by using DEL and implemented on DEMO (Dynamic Epistemic MOd-
eling) software [8] and we observe these outputs and categorize them. Finally,
we summarize our contribution.

2 DEL and Action Model

2.1 DEL and Action Model

Knowledge and belief are not static because of the communication between
agents. Dynamic Epistemic Logic is an extension of epistemic logic [10] with
dynamic operators ‘[ ]’, and [π]ϕ is read as “successfully executing program π
yields a ϕ state” [7]. Namely, given a model M and a possible world s,

M, s |= [π]ϕ

iff M is properly changed by the execution of π and as a result ϕ holds. Public
Announcement Logic [18] is an example of DEL where the epistemic action is
4 A guilty mind or an intention to commit a crime.
5 A failure to take reasonable care when they act by taking account of the potential
harm to other people.
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only restricted to public announcement. Action Models [2] are used to describe
epistemic actions.

Definition 1 (Action model). Let L be any logical language for given para-
meters agents A and atoms P . An S5 action m kodel M is a structure 〈S,∼,pre〉
where S is a domain of action points and for each agent a, ∼a is an equivalent
relation in S, stating that two states are indistinguishable for a. pre: S → L is a
preconditions function that assigns a formula in L to each s ∈ S. A pointed S5
action model is a structure (M, s) with s ∈ S

An epistemic state can be changed by an epistemic action, so the new state
after updating is described as a pair of an old world with an action that has taken
place in that state. The expression (s, s) indicates that action s is executable in
the state s.

M, s |= pre(s)

The two factual states are indistinguishable, if the following relation exists, where
index a indicates for agent a.

(s, s) ∼a (t, t) iff s ∼a t and s ∼a t (in S5 action model)

Example 1: Read [7]. There are two epistemic states (0/1) where the proposi-
tion P is true (p) or false (¬p) respectively and P is true actually. At first Agent
a and b didn’t know whether the value of P was true or false, so there is a link
between 0 and 1 for a and b. This means that they cannot distinguish these
states. A letter came to a that told p and a read it and knew that but b couldn’t
distinguish an action ‘p’ (a reads a letter which tells p) from an action ‘np’ (a
reads a letter which tells ¬p), but b knew that a knew p or ¬p. In action model
defined as below, this can be interpreted as a relation between these epistemic
action points. The new epistemic state after updating by the epistemic action
(Read, p) is expressed as the right figure of Fig. 1 where there is no link for agent
a between state0 and state1 and the link for agent b remains.

Fig. 1. State transition by an action read

Example 2: MayRead [7]. Agent b has left the table for a while, and when
back, suspects a of having read the letter. There are two epistemic states (0/1)
where the proposition P is true (p) or false (¬p) respectively and P is true
actually. In fact, agent a did not read the letter which tells P is true and doesn’t
know whether p is or is not. Agent b cannot know the agent a read or did not
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Fig. 2. State transition by an action MayRead

read it so he cannot distinguish three action points, i.e., a reads the letter and
it contains p (p), a reads the letter and it contains ¬p (¬p) and a does not read
(t), in addition to that he does not know whether p is.

The new epistemic state after updating by the epistemic action (MayRead,
t) is expressed as the right figure of Fig. 2 where there is no link for agent a
between upper two states which represents the a’s action “read the letter”, and
there is a link for both agent a and b between lower two states which represents
that agent a did nothing. The left vertical link represents that agent b cannot
distinguish the state where ¬p is and agent a did not read the letter from the
state where ¬p is and agent a read the letter containing ¬p, so there are two
states where ¬p is. Similarly the right vertical link represents that agent b cannot
distinguish the state where p is and agent a did not read the letter from the state
where p is and agent a read the letter containing p. There are also two p states.
There are only four states according to the precondition of each action, i.e., the
precondition of action ¬p is ¬p, p is for p and p or ¬p for t.

Definition 2 (Syntax of Action Model Language). The language of action
model logic is the union of the formulas of static epistemic logic and that of
epistemic actions.

ϕ : : = p | ¬ϕ | (ϕ ∧ ϕ) | Kaϕ | CBϕ | [α]ϕ
α : : = (M, s) | (α ∪ α)

Definition 3 (Semantics of Action Model). The semantics of Action Model
can be defined as follows. The first 5 definitions are the same as the logic of Public
Announcement with Common Knowledge.
M, s |= p iff s ∈ Vp

M, s |= ¬ϕ iff M, s � ϕ
M, s |= ϕ ∧ ψ iff M, s |= ϕ and M, s |= ψ
M, s |= Kaϕ iff for all s′ ∈ S : s ∼a s′ implies M, s′ |= ϕ
M, s |= CBϕ iff for all s′ ∈ S : s ∼B s′ implies M, s′ |= ϕ
M, s |= [α]ϕ iff for all M ′, s′ : (M, s)[[α]](M ′, s′) implies M ′, s′ |= ϕ
where [[α]] is the subset of domain where the precondition of α is true.
(M, s)[[M, s]](M ′, s′) iff M, s |= pre(s) and (M ′, s′) = (M ⊗ M, (s, s))

The updated model M ′(= M ⊗ M) is a restricted modal product (⊗) of an
epistemic model and an action model, which is defined as an structure 〈S′,∼′, V ′〉
where S′ = {(s, s) | s ∈ S, s ∈ S and M, s |= pre(s)}
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2.2 DEMO

DEMO [8] is a modeling tool for Dynamic Epistemic Logic and it allows modeling
epistemic updates, display of action models, formula evaluation in epistemic
models, so DEMO can be used to check semantic intuitions about what goes on
in epistemic update situations.

DEMO is programmed in Haskell [14] and imports three modules, List, Char
and DPLL. Here List and Char are standard Haskell modules and used to
describe the data structure (model). DPLL is a module for propositional reason-
ing with the Davis, Putnam, Logemann, Loveland procedure [5,6]. And in it’s
main file, DEMO defines Action Model and Epistemic state as a pointed model
and defines the relation between these points.

It receives an input of model definitions (Episteimc Action and Epistemic
State) of individual case and it’s updatings. It outputs the updated models
or the evaluation of propositional formulas. It can also output the files which
corresponds to the dot form [12] to represent the graphical images of the updated
models.

3 Classification of Precedents

3.1 Handling of Awareness and Predictability in the Penal Code

External Factors Defined in the Penal Code. In general, external fac-
tors are roughly divided into subjective and objective ones [17]. (There are also
several opposite theories [21] against this, such that both intent and lapse are
regarded as the responsibility and should not be included in the external factors.)
The objective factor contains action, result and causality between an action and
a result. The subjective factors are comprised of intent and lapse.

Intent in the Penal Code. Intent is “an intention to commit a crime”. (The
Penal Code Article 38 paragraph 1 [19]). At least, awareness of an objective
external factor such as an action, a result and prediction for causality are needed.
Further, in general, the probability of occurrence or the admittance of the results
by the defendant [4] are taken into account by the judge. As a kind of intent,
there is an uncertain intent, for example the willful negligence (dolus eventualis)6

is classified as this type.

Lapse in the Penal Code. The lapse is defined in the Penal Code Article 38
paragraph 1 as “The action without awareness to commit a crime, and it is not
punishable. However, if there is a special provision in the code, this shall not be
applied to.” [19]. The lapse is applied in the case where the defendant did not
foresee the result which might have been able to predict. Recently the duty of
the defendant to avoid criminal results is more emphasized [11].
6 The defendant is uncertain about the realization of crime but knowing that crimes
may be implemented and he has accepted it.
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Causality. A relationship between an action and a result is called causality. In
order to affirm the causality, there should be not only a conditional relationship
(without that there should not be this) between an action and a result, but also
it is required to be regarded reasonable from the experience of the social life of
ordinary people. (Legally sufficient cause [21]).

Fig. 3. Evaluation process

Evaluation Process of Correspondence to
External Factors. To determine whether the
defendant’s action conforms to the external factors,
the objective and the subjective factors are exam-
ined [17] (Fig. 3).

1. Awareness about the objective facts con-
stituting the offense. At first, the defendant’s
recognition about the objective external factors
such as an action, a result and a causality between
them is verified. If the recognition is different from
the actual fact, it is considered that a mistake in
interpretation of facts [21] has occurred.

2. Awareness about subjective factors. Sec-
ondly, the intent (the awareness, the prediction and
the possibility of occurrence of the result, etc.) and
the lapse (the breach of the duty of predicting the result, the breach of the duty
of avoiding the result) are examined.

3.2 Description of the Issues in the Precedents by DEL

From the above, in order to represent a process of deciding a judgement of
precedents dealt in this paper, the followings descriptions are needed.

– Description of facts (action, result, causality) constituting an offense
– Description of awareness about the fact and intention
– Description of predictability

So we define issues in the process of a trial as follows.

Action αa: Fan action point of Action Model by agent a.
Result ϕ: Fa proposition of a possible world (epistemic state).
Causality [α]ϕ: Fa relation between an action and a state in DEL, if there is a

causality between an action and a result.
Predictability: The predictability is described as a possibility of link cut

between epistemic states. We describe that agent a cannot predicate the
state at the state s as a′s link between state s and state t.

Possibility of avoidance: This is represented as a link cut between the states
of preconditions for the alternative action in Action Model of DEL.
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Table 1. Classification of precedents

Precedents Outline Classified Cases

Accused of injury
resulting in death
case (No. A35,
2003)a

Four people assaulted the victim
repeatedly. He ran away into the
highway nearby and was run over
by a car and died. The judge
admitted a causal relationship
between the assault and the death.

Case1 The
intervention of
the unexpected
action by the
victim or the
third person.

Accused of indecent
document sale
(No. A1713,
1953)

The defendant who translated and
published the “Lady Chatterley’s
Lover” without knowing the legal
meaning of “obscenity”, were
charged with selling obscene
document

Case2 (Normative)
The recognition
of meaning (legal
concept)

Accused of murder
case (No. RE
517, 1923)b

The defendant tried to murder the
victim by strangulation and then
made an attempt to conceal the
crime by burying him in the sand
of the coast, but he died because of
sand absorption. The judge
determined there was an intention
because of the causal relationship.

Case3 The mistake
of a process or
causality

Dealing with stolen
goods case (No.
RE238, 1947)c

The defendant bought stolen clothes
without knowing that they were
originally stolen. The judge applied
the crime of illegal acquisition of
the stolen goods.

Case4 Willful
negligence

Hokkaido University
electric scalpel
case (No. U219,
1974)

The nurse had mistakenly connected
the cable of the scalpel, and the
patient’s right foot was damaged.
The judge ruled professional
negligence resulting in bodily
injury.

Case5 (lapse)
Predictability
(delinquency of
duty of care)

The use of HIV
contaminated
blood in Teikyo
University
hospital (No.
WA1879, 1996)

The doctor used unheated blood and
the patient becomes HIV positive.
The judge applied the innocence to
the doctor.

Case6 (lapse) a
delinquency of
duty of avoiding
the result

aSimilar Case: Accused of unlawful arrest and illegal confinement resulting in death
case (No. A2901, 2005).The defendant imprisoned the victim in a rear trunk of a
passenger car and a car driven by a third person bumped into the rear trunk and
the victim died.
bSimilar Case: Accused of murder and fraud (No. A1625, 2003) The defendant
took the consciousness of the victim with chloroform and tried to murder him by
drowning. The cause of his death is not clear either chloroform or drowning.
cSimilar Case: The Stimulant Drug Control Law violations (No. A1038, 1998) The
defendant carried stimulant drug without knowing the fact.
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Intent: This is represented as an awareness about the prediction, so there is no
link for the agent between an actual state and states where the precondition
is false.

Lapse: Lapse is described as no intent by the defendant, the predictability and
the possibility of avoidance from the view point of an usual person or a judge.

3.3 Classification of Precedents

According to the evaluation process written in the previous section, there are
three main points where predictability or awareness is the issue in the judgement.
The first point is the awareness of the objective facts which includes the problem
of intervention of unexpected actions and a mistake in recognizing causality. The
second is the intent of the defendant and the problem of willful negligence occurs
at this point. The third is the lapse which includes the problem of predictability
and possibility of avoiding results. From precedents often cited [16], some typical
examples are listed below and they are classified into 6 cases from the point of
view of awareness and predictability (Table 1) and these case are mapped to the
three points above (Fig. 3).

4 Implementation and Result

The model checking for these cases is implemented by using DEMO [8]. In this
implementation, the accessibility relations are restricted to S5 relation.

Updating the states is executed in two steps. The first step is by the defen-
dant’s actions during a crime (or the start of a trial where the judge has no
prejudice.) and the second step is by the judge’s actions from the start of a trial
to the final judgement. In updating, the epistemic actions as follows are used.

message which notifies propositions to particular persons and the others may
or may not know whether the message has reached. This corresponds to the
situation that a prosecutor gives new evidence and the judge examines this
evidence and the others don’t know the determination of the judge’s mind.

public which is the same as public announcement. This is used to describe the
common sense which influence the criminal actions.

For example, (message b p) indicates that the judge knows p but the defendant
may or may not know what is going on. (Fig. 4) The product of two states and
two action points consists four states after updating, but there are only three
states according to the preconditions of each action.

When we define the propositions, we take “p” as the primary (or the external
factor) and “q, r, ...” as the subsidiary (the extraneous factor).

4.1 Case1: The Intervention of the Unexpected Action

The defendant committed the assault repeatedly. So the victim ran away into
the highway nearby, was run over by a car and died. In this case, the defendant
is on the crime of inflicting injury and the cause of the victim’s death is an issue.
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Fig. 4. Update by message

– Proposition p: The victim is injured.
– Proposition q: The victim is driven to the emotional corner.
– Agent a: The defendant (in the following all cases).
– Agent b: The judge (in the following all cases).

We set the proposition p (external factor) as the injury and q (substantial ele-
ment) as the cause of a successive action. Four epistemic states are set where
the valuation depends on these two propositions and it’s true/false binary values
respectively.

As the crime proceeds, the defendant takes actions. We interprets these non-
epistemic actions as corresponding (whose preconditions are equivalent) epis-
temic actions which are points of Action Model. In this case there are two non-
epistemic actions.

– “injure the victim” whose precondition is ¬p (for injuring)
– “run into highway” whose precondition is q (for running into the highway)

It is necessary to update the epistemic states by two corresponding epistemic
actions concerning these two non-epistemic actions described above. The defen-
dant can recognize his own action of injuring the victim, so we update the states
by the action of sending a message to himself whose precondition is the same as
of the precondition of his non-epistemic action “injure”. Figure 5 is an image of
updating by this action “message a ¬p”, where the ¬p states (the states agent
a believes ¬p) are copied for agent b because he cannot distinguish these states.
These added states and links are represented as shaded states and doted lines
in Fig. 5.

On the other hand, the victim’s action “run into the highway” cannot be
predicted by the defendant, so no additional information is sent to himself and
the links between states where q is true or false(¬q) remain unchanged. That is
the state at the time of the crime has happened. A part of the program code is
as follows.

intervent = initE[P 0, Q 0] --defines initial epistemic states
initInt = upds intervent [message a (Neg p)] --updating

Then we updates this epistemic state by the action of the judge. This process
is regarded as the proceeding of the trial at the court. The actions for the final
state (Fig. 7) are as follows.
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message b (Neg p) The judge knows the defendant injured the victim.
The result of updating by this action is shown in Fig. 6. The shaded states
and doted lines describe the added ones by this updating.

message b (Disj [p, q]) The judge is informed that the victim was cornered
by the defendant’s action. (If there is a causal relation, the precondition
of the action (assault) implies the result state under the occurrence of this
defendant’s action. And an implication can be represented by the disjunction.
¬p → q ⇔ p ∨ q In the following cases, an implication is translated to a
disjunction.)

message b (K a (Neg p)) The judge is informed that the defendant knows he
injured the victim.

Fig. 5. Case1 updating by message
a ¬p

Fig. 6. Case1 updating by message
b ¬p

4.2 Case2: Recognition of the Meaning (Normative Case)

The defendant who translated and published the novel “Lady Chatterley’s
Lover” were charged with obscene document sale.
The propositions and the states are as follows.

– Proposition p: The novel is obscene (legal meaning). q: The public order is
violated.

– Four initial states (0..3), 0:¬p,¬q, 1:p,¬q, 2:¬p, q, 3:p, q:

The defendant’s actions which update the epistemic states through the crime

public (Disj [Neg q, p]) “It is known that the violation of public order is a
crime.”

message a q “The defendant knows publishing this novel violates the public
order.”

The judge’s actions which update the epistemic states during the trial
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Fig. 7. Case1 the final state after the trial

message b p “The judge is informed that the novel is obscene in the legal
meaning.”

message b (K a q) “The judge is informed that the defendant knows the vio-
lation of the public order.”

After these updates, the judge knows that the defendant knows the illegality
and he can inflict the punishment based on the defendant’s intention. This can
be checked in DEMO as follows.

*DEMO> isTrue (upds initMeaning [message b p, message b (K a q)])
(K b (K a p))
True

The final state becomes like Fig. 8. The shaded circles (states) indicates the
actual state and states which can be reached from the actual state by the agents’
links. These are examined for classification later (in Subsect. 4.7).

4.3 Case3: Mistake of the Causality

The defendant tried to murder the victim by strangulation and then made an
attempt to conceal the crime by burying him in the sand of the coast, but he
did not die at that time and died because of sand absorption.

The propositions and the states are as follows.

– Proposition p: The victim is dead. q: The victim survives. the defendant’s
strangulation.
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Fig. 8. Case2 the final state after the trial

The defendant’s actions which update the epistemic states through the crime

message a (Neg p) “The defendant is conscious about his own action (stran-
gulation).” (But the defendant does not know the victim survives.)

The judge’s actions which update the epistemic states during the trial

message b (Neg p) “The judge knows the defendant strangulated the victim.”
message b (Disj [p, q]) “The judge is informed that the concealment is a part

of the process of strangulation.”
message b (K a (Neg p)) “The judge is informed that the defendant knows he

strangulated the victim.”

The final state is the same as Case1.

4.4 Case4: The Willful Negligence

The defendant bought stolen clothes without knowing that they were originally
stolen. He is accused of paid acquisition of stolen goods.

The propositions and the states are as follows.

– Proposition p: The goods are stolen. q: The probability of being stolen is
high.

– State four states (0..3) 0:¬p,¬q, 1:p,¬q, 2:¬p, q, 3:p, q Agent a, b can not
distinguish these states.
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The defendant’s actions which update the epistemic states through the crime

public (Disj [Neg q, p]) “It is known that the probability is high then the goods
are perhaps stolen.”

message a q “The defendant is informed that the probability of being stolen is
high.”

The judge’s actions which update the epistemic states during the trial

message b p “The judge is informed that the goods are stolen.”
message b (K a q) “The judge is informed that the defendant knows the prob-

ability is high.”

The result is the same as case2. After these updates, the judge knows that the
defendant knows the illegality, which deserves a punishment for the defendant’s
intention. This can be checked by DEMO, too.

*DEMO> isTrue (upds initWilneg [message b p, message b (K a q)])
(K b (K a p))
True

4.5 Case5: The Delinquency of Duty of Care

The doctor and the nurse made a mistake of connecting the cable of the scalpel
incorrectly, and the patient’s right foot below knee was damaged and resulted
in an amputation. The propositions and the states are as follows.

– Proposition p: The patient is injured. q: The wrong connection highly tends
to result in injury. r: The cables are connected wrongly.

– State eight states (0..7): Respectively binary values of P, Q, R.

The defendant’s actions which update the epistemic states through the crime

public (Disj [Neg q, Neg r, p]) “It is common sense that if the cable is con-
nected wrongly and the wrong connection tends to result in injury, then the
patient is damaged.”

The judge’s actions which update the epistemic states during the trial.

message b p “The judge knows the patient is injured.”
message b q “The judge is informed that the probability is high.”
message b r “The judge knows the cable is connected wrongly.”



240 T. Goto and S. Tojo

4.6 Case6: The Delinquency of Duty of Avoidance

The doctor used an unheated blood and the patient becomes HIV positive. The
doctor is innocent.

The propositions and the states are as follows.

– Proposition p: The medicine is infected with HIV. q: The probability of
infection with HIV is high. r: Cryoprecipitate is better than unheated blood
for the patient.

– State eight states (0..7), binary values for P, Q R respectively.

The defendant’s actions which update the epistemic states through the crime

public (Disj [Neg q, r]) “It is common sense that if the probability is high, the
doctor should give the patient cryoprecipitateis.”

message a (Neg q) “The defendant is informed that the probability of infection
isn’t high.”

message a (Neg (Neg r)) “The defendant doesn’t know it isn’t better and
easy to give cryoprecipitate than unheated blood.” (The opposite of the
precedent, because the defendant become innocent in the precedent.)

The judge’s actions which update the epistemic states during the trial

message b p “The judge knows the patient is infected by HIV.”
message b (Neg q) “The judge knows the probability isn’t high.”
message b (Neg r) “The judge is informed that it isn’t better and easy to give

cryoprecipitate than unheated blood.”

The final state after the trial. Model is consists of 32 states and the actual
state is one where the defendant cannot distinguish p from ¬p and r from ¬r.
(he has the possibility of taking the other action.). The judge can distinguish
p, q, r.

4.7 Patterns of the Final States

The final states of six cases after updating can be categorized into three graphical
patterns according to the actual state and the links from this state.

– Intentional case (Case1,2,3,4)

Fig. 9. Fig. 10. Fig. 11.
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• The agent b can distinguish an actual world and there is no link between
the value of primary proposition p and ¬p for the agent a. For the sub-
sidiary proposition q, there is a link between states where q or ¬q for agent
a. (Case1,3) (Fig. 9)

• The agent b can distinguish an actual world and for the agent a, there is
no link between the states where both values of main proposition p and
the subsidiary proposition q respectively. (Case2,4) (Fig. 10)

– Negligent (Lapse) case (Case5,6)
• The agent b can access to worlds where the primary proposition is unique.

But p is not decided for the agent a (the defendant) from b′s states. The
subsidiary propositions q/r are not decided for a too. (Case5,6) (Fig. 11)

4.8 Legal Interpretation of Patterns

For the cases where the crime is committed by the defendant intentionally, the
final state can be summarized to the first two patterns mentioned in the previous
subsection where p can be decided (distinguishable from the ¬p states).

– The judge knows the defendant’s knowledge about his intention (p)
– The judge can distinguish an actual world.
– The defendant can distinguish (knows) the intention about p.

The first pattern is concerning the judge’s awareness about facts (Case1,3) where
the judge can know the defendant’s intention about p directly from him and the
subsidiary elements are examined by the judge.

The second is concerning the defendant’s awareness about the meaning of
his actions (Case2,4) where the judge can find the defendant’s intention based
on the common sense.

On the other hand, the cases where the crime is committed by the defendant’s
lapse, the final state can be summarized to the third pattern in which the judge
knows that the defendant cannot distinguish p from ¬p. (Both worlds (p or ¬p)
are reachable by the defendant’s relation.) The subsidiary element (q or r) is not
distinguishable for the defendant too. But the judge thinks p is distinguishable
from ¬p based on q or r(Case5,6).

5 Conclusion and Further Directions

5.1 Conclusion

We have examined the process of making judgement according to the Penal Code
and found that awareness and predictability are the main factors to decide the
correspondence of the defendant’s action to the external factors. We picked up
the typical six cases and verified these claims in Action Model.

In Action Model the predictability and the awareness in the precedents can
be regarded as the link between epistemic states. If the states or the action is
predictable from a state, there is no link between the two states.
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These process of precedents can be reproduced by using DEMO. In this
model, the epistemic states are updated by epistemic actions which simulates the
change of the judge’s epistemic state. Finally these result states after updating
can be categorized into three patterns focusing on the actual state and it’s links
of the defendant and the judge from this actual state. For some typical and well
cited precedents, the output of DEMO can be interpreted by adopting these
patterns mentioned previously and these judgements can be checked.

5.2 Further Directions

To describe lapse or willful negligence, it is needed to employ the probabil-
ity regarding to the predictability, and in this paper the propositions about
probability are temporarily used. But the border of intent and lapse should be
continuous. To describe that, the link between states should be directional and
states are prioritized. And related to this, a model would require the defeasible
reasoning.

In implementing these precedents, by the number of the states and the points
of actions, the computational complexity increased rapidly, as we can find in
Fig. 7. We can easily guess that if we deal with actual cases, as the number of
factors is much larger, the link between epistemic states would be too compli-
cated to be visible. Some of those actual cases, however, may be the combination
of entangled predictability and awareness.Thus, if we could unravel this entan-
glement by human hand, we can reduce the complexity of actual cases to the
tractable size and thus our classification may become feasible. Now, our contri-
bution to real cases is summarized as follows; we may reduce the complication
of an actual case to a tractable size in finding similarity to typical fundamental
cases, or in other words, our results of six cases may serve as target analyses
from the viewpoint of actual cases.
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Abstract. We describe a legal question answering system which combines
legal information retrieval and textual entailment. We have evaluated our system
using the data from the first competition on legal information extraction/
entailment (COLIEE) 2014. The competition focuses on two aspects of legal
information processing related to answering yes/no questions from Japanese
legal bar exams. The shared task consists of two phases: legal ad hoc infor-
mation retrieval and textual entailment. The first phase requires the identification
of Japan civil law articles relevant to a legal bar exam query. We have imple-
mented two unsupervised baseline models (tf-idf and Latent Dirichlet Allocation
(LDA)-based Information Retrieval (IR)), and a supervised model, Rank-
ing SVM, for the task. The features of the model are a set of words, and scores
of an article based on the corresponding baseline models. The results show that
the Ranking SVM model nearly doubles the Mean Average Precision compared
with both baseline models. The second phase is to answer “Yes” or “No” to
previously unseen queries, by comparing the meanings of queries with relevant
articles. The features used for phase two are syntactic/semantic similarities and
identification of negation/antonym relations. The results show that our method,
combined with rule-based model and the unsupervised model, outperforms the
SVM-based supervised model.

Keywords: Legal text mining � Question answering � Recognizing textual
entailment � Information retrieval � Ranking SVM � Latent dirichlet allocation
(LDA)

1 Task Description

The Competition on Legal Information Extraction/Entailment (COLIEE) 2014 focuses
on two aspects of legal information processing related to answering yes/no questions
from legal bar exams: Legal document retrieval (phase 1) and Yes/No Question
answering for legal queries (phase 2).

Phase 1 is an ad hoc information retrieval (IR) task. The goal is to retrieve relevant
Japan civil law articles that are related to a question in legal bar exams. Here relevant
means, based on the articles, lawyers are able to infer the question’s answer.

We approach this problem with two unsupervised models based on statistical
information. One is the tf-idf model [1], i.e. term frequency-inverse document fre-
quency. The relevance between a query and a document depends on their intersection
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word set. The importance of words is measured with a function of term frequency and
document frequency as parameters.

The other unsupervised model is a topic model-based IR system. The topic model
we employ is the Latent Dirichlet Allocation (LDA) model [2]. The LDA model
assumes that there is a set of latent topics for a corpus. A document can have several
topics, and words in the document are assumed to be generated based on the topic
distribution of such a topic model. The more similar two documents are, the more
similar their topic distributions will be. While the tf-idf model considers only words
that are both in the query and the document, the LDA based IR model also considers
words that are in the query but not in the document. For example, if “seller” is only in
the query and the document is about trading and contains words such as “buy,”
“customer,” etc., then the probability that the document generates “seller” will be high.

In addition to implementing both models for the task, we also incorporate them into
a Ranking SVM model [3]. That model is used to re-rank documents that are retrieved
by the tf-idf model. The model’s features include lexical words, and both tf-idf score
and LDA model score of a document for a given query. The intuition is that, by
including lexical words, the SVM model can re-assign weights to lexical words based
on the training instances instead of solely on statistical information. By including both
statistical models’ scores, the SVM model can take advantage of both models.

Our experiments for phase 1 show that all features contribute to the improvement of
IR results. The Ranking SVM model nearly doubles the Mean Average Precision
(MAP) compared with both baseline models.

The goal of phase 2 is to construct Yes/No question answering systems for legal
queries, by entailment from the relevant articles. The task investigates the performance
of systems that answer “Y” or “N” to previously unseen queries, by comparing
approximations to the semantics of queries and relevant articles.

Our system uses features that depend on the syntactic structure, the presence of
negation, and the semantic similarities of the words. The combined model with rules
and unsupervised learning model shows reasonable performance, which improves the
baseline system, and outperforms an SVM-based supervised machine learning model.

2 Phase 1: Legal Information Retrieval

2.1 IR Models

In this section, we introduce our tf-idf model, our LDA-based IR model, and our
Ranking SVM model. Queries and articles are all tokenized and parsed by the Stan-
ford NLP tool. For the IR task, the similarity of a query and an article is based on the
terms within them. Our terms can be a word or a dependency linked word bigram.

2.1.1 Tf-Idf
One of our baseline models is a tf-idf model implemented in Lucene, an open source IR
system.1

1 Lucene can be downloaded from http://lucene.apache.org/core/.
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The simplified version of Lucene’s similarity score of an article to a query is:

tf -idf ðQ;AÞ ¼
X

t

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tf ðt;AÞ

p
� ð1þ log idf ðtÞÞð Þ2

h i
ð1Þ

The score tf-idf(Q,A) is a measure which computes the relevance between a query
Q and an article A. First, for every term t in the query A, we compute tf(t,A), and idf(t).
The score tf(t,A) is the term frequency of t in the article A, and idf(t) is the inverse
document frequency of the term t, which is the number of articles that contain t. After
some normalization process in the Lucene package, we multiply tf(t,A) and idf(t), and
then we compute the sum of these multiplication scores for all terms t in the
query A. This summation result is tf-idf(Q,A). The bigger tf-idf(Q,A) is, the more relevant
between the queryQ and the article A. The real version has some normalized parameters in
terms of an article’s length to alleviate the functions biased towards long documents.

2.1.2 LDA-Based IR
Our LDA-based IR model was first proposed in [4]. For more details about LDA model
please refer to [2]. The score function is:

LDAðQ;AÞ ¼
Y

t2Q PðtjAÞ ð2Þ

P(t|A) is the probability of the term t given the article A, specified as:

PðtjAÞ ¼
X

z2K
PðtjzÞ � PðzjAÞ ð3Þ

where z is a latent topic in topic set K, P(t|z) is the probability of the term t given topic
z, and P(z|A) is the probability of the topic z given the article A. The two probabilities
are from an LDA-model trained with the Mallet package.2

2.1.3 Ranking SVM
The Ranking SVM model was proposed by [3]. The model ranks the documents based
on user’s click through data. Given the feature vector of a training instance, i.e. a
retrieved article set given a query, denoted by Φ(Q,Ai), the model tries to find a ranking
that satisfies constraints:

UðQ;AiÞ iUðQ;AjÞ ð4Þ

where Ai is a relevant article for the query Q, while Aj is less relevant.
We incorporate four types of features.

– Lexical words: the lemmatized normal form of surface structure of words in both
the retrieved article and the query. In the conversion to the SVM’s instance

2 Mallet is a machine learning software package. It can be downloaded from http://mallet.cs.umass.
edu/.
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representation, this type is converted into binary features whose values are one or
zero, i.e. if a word exists in the intersection word set or not.

– Dependency pairs: word pairs that are linked by a dependency link. The intuition is
that, compared with the bag of words information, syntactic information should
improve the capture of salient semantic content. Dependency parse features have
been used in many NLP tasks, and improved IR performance [5]. This feature type
is also converted into binary values.

– TF-IDF score (Sect. 2.1.1).
– LDA-based IR score (Sect. 2.1.2).

2.2 Experiments

The legal IR task has several sets of queries with the Japan civil law articles as
documents (755 articles in total). Here follows one example of the query and a cor-
responding relevant article.

Question: A person who made a manifestation of intention which was induced by duress
emanated from a third party may rescind such manifestation of intention on the basis of duress,
only if the other party knew or was negligent of such fact.

Related Article: (Fraud or Duress) Article 96 (1) Manifestation of intention which is induced by
any fraud or duress may be rescinded. (2) In cases any third party commits any fraud inducing
any person to make a manifestation of intention to the other party, such manifestation of
intention may be rescinded only if the other party knew such fact. (3) The rescission of the
manifestation of intention induced by the fraud pursuant to the provision of the preceding two
paragraphs may not be asserted against a third party without knowledge.

Before the final test set was released, we received 4 sets of queries for a dry run.
The 4 sets of data include 179 queries, and 223 relevant articles (average 1.25 articles
per query). We used the corresponding 4-fold leave-one-out cross validation evalua-
tion. The metrics for measuring our IR models is Mean Average Precision (MAP):

MAP(Q) ¼ 1
jQj

X

q2Q

1
m

X

k2ð1;mÞ
precision Rkð Þ ð5Þ

where Q is the set of queries, and m is the number of retrieved articles. Rk is the set of
ranked retrieval results from the top until the k-th article. In the following experiments,
we set two values of m, which are 5 and 10, for all queries, corresponding to the
column MAP@5 and MAP@10 in Table 1.

The following experiments compare different IR models on the legal IR task,
verifying whether the ensemble SVM-Ranking model improves the IR performance.

The LDA model is trained on the whole Japan civil law dataset. The parameters
such as number of training iterations and number of topics are set according to the
4-fold cross validation IR performance. SVM’s parameters are in a similar manner.
Given the top 20 articles returned by the tf-idf model, the SVM model extracts features
for every article and trains according to the order that correct articles are ranked higher
than incorrect ones. The LDA values used as a feature in the SVM models are from the
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best LDA-based IR system. Table 1 presents the results of different models. The result
shows that including dependency information slightly improves IR. The ranking SVM
almost doubles the MAP. It does learn a better term weight for IR systems. Including
the baseline tf-idf scores as features slightly improves the performance, and including
LDA-based score further improves the performance.

Table 2 shows the IR result on test data. This result was obtained by using the
model Id 6. We did not use the model Id 8 because of the relatively low performance
gain after adding LDA information. The test data consists of 47 questions and 51
corresponding articles (average 1.09 relevant articles per question). As shown in
Table 2, our system produced 61 relevant articles, and precision of 60.66 %, recall of
72.55 %, and F-measure of 66.07 %. This performance was ranked No. 1 for the phase
1 of the competition.

2.3 Discussion

The baseline tf-idf model’s performance confirms that legal case information retrieval
is a difficult task. One problem is language variability, i.e., different expressions convey
the same meaning. For explanation purposes, consider the following example:

Question: In a demand for compensation based on delayed performance of loan claim, if
person Y gives proof that the delayed performance is not based on the reasons attributable to
him or herself, person Y shall be relieved of the liability.

Table 1. IR results on dry run data with different models.

Id Models MAP@10 MAP@5

1 tf-idf with lemma 0.108 0.154
2 LDA-based 0.105 0.147
3 tf-idf with lemma and dependency pair 0.111 0.158
4 SVM-ranking with lemma 0.199 0.287
5 SVM-ranking with lemma and dependency pair 0.204 0.294
6 model 5 plus tf-idf score 0.211 0.306
7 model 5 plus LDA-based score 0.207 0.298
8 model 5 plus LDA-based score plus tf-idf score 0.214 0.312

Table 2. IR results on test data using the model ID. 6

Participant ID Performance on phase one

Alberta-KXG * The number of submitted articles: 61
* The number of correctly submitted
articles: 37

Precision 0.6066
Recall 0.7255
F-measure 0.6607
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Related Article: (Special Provisions for Monetary Debt) Article 419 (1) The amount of the
damages for failure to perform any obligation for the delivery of any money shall be determined
with reference to the statutory interest rate; provided, however, that, in cases the agreed
interest rate exceeds the statutory interest rate, the agreed interest rate shall prevail. (2) The
obligee shall not be required to prove his/her damages with respect to the damages set forth in
the preceding paragraph. (3) The obligor may not raise the defense of force majeure with
respect to the damages referred to in paragraph 1.

There is no common content word between the question and the article. An expert
can consider several alignments to help decide that the two paragraphs are related:
“force majeure’” can be aligned to the negative of “reasons attributable to him or
herself;” “agreed interest rate shall prevail” can be aligned to “person Y shall be
relieved of the liability;” and “failure to perform” can be aligned to “delay;” etc.

From this example, we can see the difficulty of the task. It cannot solely depend on
lexical information, but also take semantics into consideration. Any approach to
address this problem will require at least a larger corpus from which to build improved
semantic models.

3 Phase 2: Answering ‘Yes’/’No’ Questions
Based on Textual Entailment

Our system combines different kinds of syntactic and semantic information to predict
textual entailment. We exploit syntactic/semantic similarity features, and negation. For
negation and antonym patterns, we use Kim et al. [6] ’s approach.

3.1 Our System

3.1.1 Condition and Conclusion Detection
Previous Textual Entailment systems compute lexical or syntactic similarities between
two whole sentences [7–10]. However, the sentences in this task are more complex; for
example they often contain components like condition (premise), conclusion, and
exceptional case description. Even when two sentences have similar word occurrences,
if condition and conclusion are placed in a different order, or if a condition part matches
an exceptional case, then the result of textual entailment should be ‘no.’ Therefore, we
first need to identify condition, conclusion, and exceptional sentences in civil law
articles, before computing similarity.

We also exploit keywords indicating a condition within dry run data. The keywords
are as follows: “in case(s),” “if,” “unless,” “with respect to,” “when,” and comma. The
sentence which explain exceptional cases also have keywords such as “provided,” and
“not apply,” and those sentences typically appear in the last position in an article.

We can split the articles into three parts using these keywords. Condition and
conclusion are in the first sentence, but an exceptional case is explained in the second
sentence. There also exist articles that do not mention exceptional cases.
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conclusion :¼ segmentlastðfirst sentence; keywordconditionÞ;
condition :¼ Concatenateðsegmentiðfirst sentence; keywordconditionÞÞ ;
exception :¼ second sentence which includes keywordexception

Condition is the concatenation of segments that include the keywords for condi-
tions in the first sentence. Conclusion is the last segment in the first sentence. An
exceptional case is the second sentence that includes the keywords for exceptional
cases.

For example,
<Civil Law Article 295-1 > : If a possessor of a Thing belonging to another person

has a claim that has arisen with respect to that Thing, he/she may retain that thing until
that claim is satisfied. Provided, however, that this shall not apply if such claim has not
yet fallen due.

(1) Condition=> If a possessor of a Thing belonging to another person has a claim that
has arisen with respect to that Thing,

(2) Conclusion=> he/she may retain that thing until that claim is satisfied.
(3)Exception=> Provided, however, that this shall not apply if such claim has not yet

fallen due.

3.1.2 Textual Entailment Between a Query Sentence and Several Articles
Previous textual entailment systems compare two sentences and deduce a result [7–10].
However, in our task, a query sentence can have multiple relevant articles, and one
article consists of several sentences. So, in order to propose the appropriate textual
entailment result, we have to compare the meanings of one query sentence and multiple
article sentences (one sentence vs. multiple articles).

Our approach assumes that there exists one most relevant article amongst relevant
articles which can answer ‘yes’ or ‘no’ for a query sentence. For simplicity, we select
the most relevant article and then try to deduce a textual entailment result by comparing
between a query sentence and most relevant article (one sentence vs. one article). Here,
we will describe how we choose the most relevant article with a query, from previously
identified relevant articles:

most relevant article sentence: ¼
arg max

articlen;j2 articles relevant with queryn
overlapðconditionarticlen;j ; conditionquerynÞ

�

þoverlapðconclusionarticlen;j ; conclusionquerynÞ
�

The basic idea is that sentence articlen,j is the most relevant article if it has max-
imum word overlap with the queryn sentence. conditions is the condition part of the
sentence s, and conclusions is the conclusion of the sentence s. When we compute the
word overlap, we separately compute the word overlap in condition parts and con-
clusion parts, and then use their sum.
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For this approach to textual entailment, we have tried three methods: applying
hand-constructed rules, creating a simple model with unsupervised learning, and then
using an SVM-based supervised learning method.

3.1.3 Applying Rules
Because our language domain is restricted for both the input questions and law articles,
there are some questions that can be answered easily using only negation and antonym
information. If the question and article share the same word as the root in each syntactic
tree, we consider the question as easy, which means it can be answered using only
negation/antonym detection. Here is an example:

Question: If person A sells owned land X to person B, but soon after, sells the same land X to
person C then if the registration title is transferred to B, then person B can assert against C in
the acquisition of ownership of land X.

Article 177: Acquisitions of, losses of and changes in real rights concerning immovable
properties may not be asserted against third parties, unless the same are registered pursuant to
the applicable provisions of the Real Estate Registration Act and other laws regarding
registration.

The conclusion and condition segments obtained from our system are as follows:

Conclusion of the question: then person B can assert against C in the acquisition of
ownership of land X.
Condition of the question: If person A sells owned land X to person B, but soon after,
sells the same land X to person C then if the registration title is transferred to B,
Conclusion of the article: Acquisitions of, losses of and changes in real rights
concerning immovable properties may not be asserted against third parties,
Condition of the article: unless the same are registered pursuant to the applicable
provisions of the Real Estate Registration Act and other laws regarding
registration.

In the above example, the conclusions in both the question and the article use the
root word “assert” of the corresponding syntactic trees. Therefore, this example can be
answered using only the confirming negation and antonym information. If the sum of
the negation levels of a question is the same with that of the corresponding article, then
we determine the answer is “yes,” and otherwise “no.”

The negation level is computed as following: if [negation + antonym] occurs an odd
number of times in a condition (conclusion), its negation level is “1.” Otherwise if the
[negation + antonym] occurs an even number of times, its negation level is “0.” In the
above example, the negation level of the condition of the question is zero, and that of
the conclusion of the question is also zero. The negation level of a condition of the
article is one, and that of a conclusion of the article is also one. Since the sum of the
negation levels of the question is the same with that of the corresponding article, we
determine the answer of the question is “yes.”

A more concise description for this rule is shown in Fig. 1. In this Figure, articlen is
the most relevant article of the query queryn. The output of our rule-based system is
also used below in an unsupervised learning model for assigning labels of condition
(conclusion) clusters.
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3.1.4 Unsupervised Learning
We also try to construct a deeper representation for complex sentences. Fully general
solutions are extremely difficult, if not impossible; for our first approximation for the
non-easy cases, we have developed a method using unsupervised learning with more
detailed linguistic information. Since we do not know the impact each linguistic
attribute has on our task, we first run a machine learning algorithm that learns what
information is relevant in the text to achieve our goal.

The types of features we use are as follows:
Word matching Having the same lemma.
Tree structure features Considering only the dependents of a root.
Lexical semantic features Having the same Kadokawa [11] thesaurus concept

code.
We use our learning method on linguistic features to confirm the following

semantic entailment features:

Feature 1 : if wrootðconditionquerynÞ ¼ wrootðconditionarticlenÞ
Feature 2 : if wrootðconclusionquerynÞ ¼ wrootðconclusionarticlenÞ
Feature 3 : if WdepðconclusionquerynÞ\WdepðconclusionarticlenÞ 6¼ /

Feature 4 : if crootðconditionquerynÞ ¼ crootðconditionarticlenÞ
Feature 5 : if crootðconclusionquerynÞ ¼ crootðconclusionarticlenÞ
Feature 6 : if neg levelðconditionquerynÞ ¼ neg levelðconditionarticlenÞ
Feature 7 : if neg levelðconclusionquerynÞ ¼ neg levelðconclusionarticlenÞ

In the features above, articlen is the most relevant article of the query queryn.
wroot(s) means the root word in the syntactic tree of the sentence s, andWdep(s) is the set
of all the dependents of the root word in the syntactic tree of the sentence s. croot(s) is
the Kadokawa concept code of the root word in the syntactic tree of the sentence s. For
Features 1 and 2, we check if the root word in the syntactic tree of the condi-
tionquery_n(conclusionquery_n) is the same with that of the conditionarticle_n (conclu-
sionarticle_n). For Feature 3, we examine if one of the dependents of the root word in the
syntactic tree of the conclusionquery_n is also a dependent of the root word in the
syntactic tree of the conclusionarticle_n. For Features 4 and 5, we check if the Kadokawa
concept code of the root word in the syntactic tree of the conditionquery_n(conclu-
sionquery_n) is the same with that of the conditionarticle_n(conclusionarticle_n).

if (neg_level(conditionarticle n )+neg_level(conclusionarticle n )
= neg_level(conditionquery n )+neg_level( conclusionquery n )),

Answern := yes,
otherwise,   Answern := no,
where       neg_level() := 1 if negation and antonym occur odd number of 

times.
neg_level() := 0 otherwise. 

Fig. 1. Answering rule for easy questions
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For Features 6 and 7, we compare neg_level() between condition query_n (conclu-
sionquery_n) and conditionarticle_n(conclusionarticle_n). Features 1, 2, 3 consider both
lexical and syntactic information, and Features 4 and 5 consider semantic information.
Features 6 and 7 incorporate negation and antonym information. Features 1 and 2 are
used to check if conditions (conclusions) of a question and corresponding article share
the same root word in the syntactic tree. Feature 3 is used to determine if each
dependent of a root in the conclusion of a question appears in the article. We heu-
ristically limit the number of dependents as those three nearest to the root. Features 4
and 5 confirm if the root words of conditions (conclusions) of the question and cor-
responding article share the same concept code. We use some morphological and
syntactic analysis to extract lemma and dependency information. Details of the mor-
phological and syntactic analyzer are given in Sect. 3.2.

The inputs for our unsupervised learning model are all the questions and corre-
sponding articles. The outputs are two clusters of the questions. The yes/no outputs
based on rules described in Sect. 3.1.3 are used as a key for assigning a yes/no label of
each cluster. The cluster which includes higher portion of “yes” of the easy questions is
assigned the label “yes,” and the other cluster is assigned “no.” We determine their
yes/no answers using their clustering labels.

3.1.5 Supervised Learning with SVM
We compare our method with SVM, as a kind of supervised learning model. Using the
SVM tool included in the Weka [12] software, we performed cross-validation for the
179 questions using 7 features explained in Sect. 3.1.4. We used a linear kernel SVM
because it is popular for real-time applications as they enjoy both faster training and
classification speeds, with significantly less memory requirements than non-linear
kernels because of the compact representation of the decision function.

3.2 Experimental Setup for Phase 2

In the general formulation of the textual entailment problem, given an input text
sentence and a hypothesis sentence, the task is to make predictions about whether or
not the hypothesis is entailed by the input sentence. We report the accuracy of our
method in answering yes/no questions of legal bar exams by predicting whether the
questions can be entailed by the corresponding civil law articles.

There is a balanced positive-negative sample distribution in the dataset (55.87 %
yes, and 44.13 % no) for dry run, so we consider the baseline for true/false evaluation is
the accuracy when returning always “yes,” which is 55.87 %. Our data for dry run has
179 questions, with total 1044 civil law articles.

The original examinations are provided in Japanese and English, and our initial
implementation used a Korean translation, provided by the Excite translation tool
(http://excite.translation.jp/world/). The reason that we chose Korean is that we have a
team member whose native language is Korean, and the characteristics of Korean and
Japanese language are similar. In addition, the translation quality between two lan-
guages ensures relatively stable performance. Because our study team includes a
Korean researcher, we can easily analyze the errors and intermediate rules in Korean.
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We used a Korean morphological analyzer and dependency parser [13], which extracts
enriched information including the use of the Kadokawa thesaurus for lexical semantic
information. We use a simple unsupervised learning method, since the data size is not
big enough to separate it into training and test data.

3.3 Experimental Results

Evaluation of question answering systems is in general almost as complex as the
construction of the question-answering itself. So one must make the choice to consider
several features of QA systems in the evaluation process, e.g., query language diffi-
culty, content language difficulty, question difficulty, usability, accuracy, confidence,
speed and breadth of domain [14].

Table 3 shows our results on the dry run data. A rule-based model showed accuracy
of 53.77 %. We also use a K-means clustering algorithm with K = 2 for unsupervised
learning for the rest of the questions, and it showed accuracy of 60.85 %. The overall
performance when combining the use of rules and unsupervised learning showed
61.96 % of accuracy which outperformed unsupervised learning for all questions, and
even SVM (59.43 %), the supervised learning model we use with a linear kernel.
According to p-value measures (p = 0.01) between the baseline and the combined
model in the true/false determination, the combined model with rule-based model for
easy questions and unsupervised learning model for non-easy questions significantly
outperformed the baseline. Since previous methods use supervised learning with
syntactic and lexical information, we consider the supervised learning experiment with
SVM in Table 2 approximately represents the performance of previous methods.

Table 4 shows our performance of Phase 2 on test data. The test data consists of 41
questions, where 20 questions were ‘Yes’, and 21 questions were ‘No’. The accuracy
on test data is 63.41 %, and it ranked No. 1 on the COLIEE competition.

We also evaluated the performance combining our two systems for phase 1 and
phase 2. Table 5 shows the accuracies of yes/no answers of two different systems. The
first system is our textual entailment system, which receives the legal bar exam queries
and relevant articles as input, and produces yes/no answers for the input queries by
entailment between queries and relevant articles retrieved by legal experts. The second
system is the combined system of legal IR and textual entailment. The combined
system receives only legal bar exam queries as input. Then, our legal IR system

Table 3. Experimental results on dry run data for phase 2

Our method Accuracy
(%)

Baseline 55.87
Rule-based model 53.77
Unsupervised learning (K-means) 60.85
Cross-validation with Supervised learning (SVM) 59.43
Rule-based model for easy questions + unsupervised learning for non-easy
questions (combined)

61.96
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retrieves relevant articles for the queries, and our textual entailment system determines
“yes” or “no” for each query through textual entailment. It is natural that the combined
system shows poorer performance than that using only textual entailment system: this
is because, in the combined system, the relevant articles were retrieved by our legal IR
system, while in the textual entailment system, the relevant articles were confirmed by
human experts.

We used the test data which was released for phase 1 excluding the last query
(we’ve found that the last query was omitted in the translation process), and the
accuracy of ‘Yes/No’ answers for our textual entailment system was 67.39 % as shown
in Table 5. The combined system showed 6.52 % decrease of accuracy in answering
“Yes/No.” But we found some questions which were correctly answered, even though
the retrieved relevant articles were incorrect. There is an obvious need for deeper and
detailed analysis, which will require at least the integration of information extraction
techniques to identify and exploit legal relationships.

3.4 Discussion

From unsuccessful instances, we classified the error types as shown in Table 6. We can
see that the challenge of paraphrasing causes most of the errors of our system. As just
mentioned, the broad challenges of accurate Question Answering are contingent on
legal relationship identification and exploitation. The development of that knowledge
could be addressed by exploiting expert knowledge and much larger corpora, in
companion with existing automatic information extraction methods. One of the most
obvious places to focus on information extraction is the need to do more extensive
temporal analysis.

Table 6 also shows that the error rate attributed to problems of negation/antonym
was 9.68 %. This error mostly arose from the weakness of our antonym dictionary, as
there were no errors of misinterpreted negations in the translation process.

The rate of the incorrectly translated sentences was 15.22 % in the test data.
Because the original sentences are relatively clear and the syntactic characteristics of

Table 4. Experimental results on test data for phase 2

Our model Accuracy on phase 2 (%)

Rule-based model for easy questions + unsupervised learning
for non-easy questions (combined)

63.41

Table 5. Performance after combining two systems for phase 1 and phase 2

Our system Accuracy of ‘Yes/No’ answers (%)

Textual entailment system 67.39
(Input: legal bar exam queries and relevant articles)
Combined system of legal IR and textual entailment 60.87
(Input: legal bar exam queries)
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Japanese and Korean are so similar, there were only a 4.35 % error rate on syntactic
structures in the translated sentences. Most of the errors resulted from the unnatural
translation of a word in a sentence. It will be interesting to compare our performance
using Korean-translated sentences with that using original sentences, in which case we
would expect that using original sentences will show better performance.

In the legal bar exam, the human passing score is usually around 63 % and our
system achieved 60.87 %. We think our performance in the first COLIEE competition
is promising. For more accurate comparison with the human scores, we need to test the
whole legal bar exam of a specific year including all difficult cases (e.g., a query
identifies a legal article that refers to another legal article).

4 Related Work

SemEval 2014 Task 1 [15] evaluates system predictions of semantic relatedness
(SR) and textual entailment (TE) relations on sentence pairs from the SICK dataset,
which consist of 750 images and two descriptions for each image. The top ranked
system (UIUC) [10] in this task uses distributional constituent similarity and denota-
tional constituent similarity features. Their method of comparing constituents between
the whole two sentences are not useful in our task, because our task consists of one
legal query and multiple corresponding article sentences.

There was a textual entailment method from Bdour et al. [16] which provided the
basis for a Yes/No Arabic Question Answering System. They used a kind of logical
representation, which bridges the distinct representations of the functional structure
obtained for questions and passages. This method is not appropriate for our task. If a
false question sentence is constructed by replacing named entities with terms of dif-
ferent meaning in the legal article, a logic representation can be helpful. However, false
questions are not simply constructed by substituting specific named entities, and any
logical representation can make the problem more complex. Kouylekov and Magnini
[17] experimented with various cost functions and found a combination scheme to
work the best for RTE. Vanderwende et al. [18] used syntactic heuristic matching rules
with a lexical-similarity back-off model. Nielsen et al. [19] extracted features from
dependency paths, and combined them with word-alignment features in a mixture of an
expert-based classifier. Zanzotto et al. [20] proposed a syntactic cross-pair similarity
measure for RTE. Harmeling [21] took a similar classification-based approach with
transformation sequence features. Marsi et al. [22] described a system using
dependency-based paraphrasing techniques. All previous systems uniformly conclude
that syntactic information is helpful in RTE: we also use syntactic information com-
bined with lexical semantic information. As further research, we can enrich our

Table 6. Error types in the result of the textual entailment system

Error type Accuracy (%) Error type Accuracy (%)

Negation/antonym 9.68 Paraphrasing 54.84
Exceptional case 12.90 Constraints in condition 9.68
Condition, conclusion mismatch 6.45 Other errors 6.45
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knowledge base with deeper analysis of data, and add paraphrasing dictionary getting
help from experts.

5 Conclusion

We have described our implementation for the Competition on Legal Information
Extraction/Entailment (COLIEE) 2014 Task.

For phase 1, legal information retrieval, we implemented a Ranking-SVM model
for the legal information retrieval task. By incorporating features such as lexical words,
dependency links, tf-idf score, and LDA-based IR score, our model doubles the mean
average precision.

For phase 2, we have proposed a method to answer yes/no questions from legal bar
exams related to civil law. We used the knowledge base of Kim et al. [6] by analyzing
negation patterns and antonyms in the civil law articles. To make the alignment easy,
we first segment questions and articles into condition, conclusion, and exception. We
then extract deep linguistic features with lexical, syntactic information based on
morphological analysis and dependency trees, and lexical semantic information using
the Kadokawa thesaurus. Our method uses a hybrid model that combines a rule-based
model for easy questions and unsupervised learning model for non-easy questions. This
achieved quite encouraging results in both true and false determination. We also show
the performance combining the models for phase 1 and phase 2. To improve our
approach in future work, we need to create deeper representations (e.g., to deal with
paraphrase), and analyze the temporal aspects of legal sentences. In addition, we will
complement our knowledge base with paraphrasing dictionary with the help of experts.
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Abstract. Various logical representations and frameworks have been
proposed for reasoning with legal information. These approaches assume
that the legal text has already been translated to the desired formal rep-
resentation. However, the approaches for translating legal text into for-
mal representations have mostly focused on inferring facts from text or
translating it to a single representation. In this work, we use the NL2KR
system to translate legal text into a wide variety of formal representa-
tions. This will enable the use of existing logical reasoning approaches
on legal text (English), thus allowing reasoning with text.

Keywords: Natural language processing · Natural language under-
standing · Natural language translation

1 Introduction and Motivation

One of the tasks of the Competition on Legal Information Extraction and Entail-
ment [1] consists of finding whether a given statement is entailed by the given
legal article(s) or not. This is similar to the Recognition of Textual Entailment
(RTE) challenge [3]. It has been observed by Bos and Markert [7] that classifica-
tion based on shallow features alone performs better than theorem proving, for
RTE. Androutsopoulos and Malakasiotis [3] state that most approaches for RTE
do not focus on converting natural language to its formal representation. How-
ever, we believe that approaches using statistical or machine learning methods
on shallow features do not offer much explanation about why a certain sentence
is entailed or not, hence providing little insight into the cause of entailment. In
this respect, we consider the approaches based on logical reasoning to be more
promising.

There have been several works that propose logical representations and log-
ics for representing and reasoning with legal information [11–14,21]. Reasoning
rules and frameworks assume that the information given in the form of natural
language can somehow be understood and represented in the required form. How-
ever, current methods to convert legal text to formal representations [4,8,17,18]
either focus on extracting important facts or are not generalizable to a wide
variety of representations. Currently, there is no consensus on a single repre-
sentation to express legal information. Therefore, a system that can translate
c© Springer-Verlag Berlin Heidelberg 2015
T. Murata et al. (Eds.): JSAI-isAI 2014 Workshops, LNAI 9067, pp. 259–273, 2015.
DOI: 10.1007/978-3-662-48119-6 19
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natural language to a wide variety of formal languages, depending on the appli-
cation, is desired. In this paper we show how our NL2KR system can be used for
translation of simple legal sentences in English to various formal representations.
This will facilitate reasoning with various frameworks.

2 Related Work

Some approaches to translate text into formal representations focus on extrac-
tion of specific facts from the text. For example, Lagos et al. [17] present a semi-
automatic method to extract specific information such as events, characters,
roles, etc. from legal text by using the Xerox Incremental Parser (XIP) [2]. The
XIP performs preprocessing, named entity extraction, chunking and dependency
extraction, and combination of dependencies to create new ones. Bajwa et al. [4]
propose an approach to automatically translate specification of business rules in
English to Semantic Business Vocabulary and Rules (SBVR). Their method is
essentially a rule-based information-extraction approach, which identifies SBVR
elements from text. The goal of other approaches like the work by McCarty [18]
is to obtain a semantic interpretation of the complete sentence. This approach
uses the output from the state-of-the-art statistical parser to obtain a semantic
representation called Quasi-Logical Form (QLF). QLF is a rich knowledge rep-
resentation structure which is considered an intermediate step towards a fully
logical form.

There have been similar efforts in other languages. Nakamura et al. [20]
present a rule-based approach to convert Japanese legal text into a logical rep-
resentation conforming to Davidsonian style. They ascertain the structure of
legal sentences and identify cue phrases that indicate this structure, by manu-
ally analyzing around 500 sentences. They also define transformation rules for
some special occurrences of nouns and verbs. In their subsequent work [16], they
propose a method to resolve references that point to other articles or itemized
lists, by replacing them with the relevant content.

As mentioned in the previous section, different legal reasoning frameworks
expect input in different logical representations. Even though Legal Knowledge
Interchange Format (LKIF) [15] was an attempt to standardize the representa-
tion of legal knowledge in the semantic web, currently, no single representation
has been unanimously considered the de-facto standard for legal text. Therefore,
we need a system that can translate natural language to a particular represen-
tation depending on the application.

3 The NL2KR Framework

NL2KR is a framework to develop translation systems that translate natural
language to a wide variety of formal language representations. It is easily adapt-
able to new domains according to the training data supplied. It is based on the
algorithms presented in Baral et al. [5]. The workflow using the NL2KR systems
consists of two phases: (1.) learning and (2.) translation, as shown in Fig. 1.
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Fig. 1. The NL2KR system showing learning (left) and translation (right)

In the learning phase, the system takes training data, an initial dictionary and
any optional syntax overrides, as inputs. The training data consists of a num-
ber of natural language sentences along with their formal representations in the
desired target language. The initial dictionary (or lexicon) contains meanings
of some words. The dictionary is manually supplied to the system. Using these
inputs, NL2KR tries to learn the meanings of as many words as possible. Thus,
the output of the learning phase is an updated dictionary which includes the
meanings of all newly learned words. The translation phase uses the dictionary
created by the learning phase to translate previously unseen sentences.

Table 1. Example
John loves Mary
NP (S\NP )/NP NP
john #y.#x.loves(x, y) mary

S\NP
#x.loves(x,mary)

S
loves(john,mary)

At the core of NL2KR are two very ele-
gant algorithms, Inverse Lambda and Gener-
alization, which are used to find meanings of
unknown words in terms of lambda (λ) expres-
sions. NL2KR is inspired1 by Montague’s app-
roach [19]. Every word has a λ expression
meaning. The meaning of a sentence is suc-
cessively built from the combination of the λ
expressions of words according to the rules of
combination in Lambda (λ) calculus [9]. The
order in which the words should be combined is
given by the parse tree of the sentence accord-
ing to a given Combinatory Categorial Grammar (CCG) [22]. As an example
illustrating this approach, consider the sentence “John loves Mary” shown in
Table 1. The CCG category of “loves” is (S\NP)/NP. This means that this word

1 NL2KR cannot be said to be based on Montague Semantics as it does not use
intensional semantics. The translation of natural language to formal language with
the use of lambda calculus, however, is in the same spirit as Montague’s approach.
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takes arguments of type NP (noun-phrase) from the left and the right, to form
a complete sentence. From the CCG parse, we observe that “loves” and “Mary”
combine first and then their combination combines with “John” to form a com-
plete parse. The λ expression corresponding to “loves” is #y.#x.loves(x, y)2,
which means that this word takes two inputs, #x and #y as arguments and the
application of this word to the arguments results in a λ expression of the form
loves(x, y).

The close correspondence between CCG syntax and λ calculus semantics
is very helpful in applying this method. In the first step, the λ expression for
“loves” is applied to “Mary”, with the former as the function and the latter
as the argument, in accordance with CCG categories. This application, denoted
as #y.#x.loves(x, y)@mary results in #x.loves(x,mary). Proceeding this way,
the meaning of the sentence is generated in terms of λ expressions. This is
a very elegant way to model semantics and has been widely used [5,6,10,23].
The problem, however, is that for longer sentences, λ expressions become too
complex for even humans to figure out. This problem is addressed by NL2KR by
employing the Inverse Lambda and Generalization algorithms to automatically
formulate λ expressions from words whose semantics are known.

Learning Algorithms: The two algorithms used to learn λ semantics of new
words are the Inverse Lambda and Generalization algorithms. When the λ
expressions of a phrase and that of one of its sub-parts (children in the CCG
parse tree) are known, we can use this knowledge to find the λ expression of
the unknown sub-part. The Inverse Lambda operation computes a λ expres-
sion F such that H = F@G or H = G@F given H and G. These are called
Inverse-L and Inverse-R algorithms, respectively. For example, if we know the
meaning of the sentence “John loves Mary” (Table 1) as loves(john,mary) and
the meaning of John as john, we can find the meaning of “loves Mary” using
Inverse Lambda, as #x.loves(x,mary). Going further, if we know the meaning
of “Mary” as mary, we can find the meaning of “loves” using Inverse Lambda.

The Generalization algorithm is used to learn meanings of unknown words
from syntactically similar words with known meanings. It is used when Inverse
Lambda algorithms alone are not enough to learn new meanings of words or when
we need to learn meanings of words that are not even present in the training
data set. For example, we can generalize the meaning of the word “likes” with
CCG category (S\NP )/NP ), from the meaning of “loves”, which we already
know from the previous example. The meaning of “likes” thus generated will be
#y.#x.likes(x, y). We will illustrate learning in later sections with the help of
examples.

For every sentence in the training set, we first use the CCG Parser to obtain
all possible parse trees. Using the initial dictionary supplied by the user, the
system assigns all known meanings to the words (at the leaf) in each parse tree.
Moving bottom up, it combines as many words with each other as possible(in the

2 # is used in place of λ to enable typing into a terminal.
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order dictated by the parse tree) by performing λ applications. The meaning of
each complete sentence is known from the training corpus. We need to traverse
top-down from this known translation, while simultaneously traversing bottom
up, by filling in missing word or phrase meanings. Meanings of unknown words
and phrases are obtained using Inverse Lambda and Generalization, as applica-
ble, until nothing new can be learned.

Dealing with Ambiguity: To deal with ambiguity of words, a parameter
learning method [23] is used to estimate a weight for each word-meaning pair
such that the joint probability of the training sentences getting translated to
their given formal representation is maximized. However, this method might not
work in all cases and more complex approaches, possibly involving word sense
identification from context, might have to be used. Completely addressing this
problem is a part of future work.

Translation Approach: Given a sentence, we consider all the possible parse
trees, consisting of meanings of every word learned by the system or obtained
from Generalization algorithm. Then we use Probabilistic CCG (PCCG) [23] to
find the most probable tree, according to weights assigned to each word.

Availability: NL2KR is freely available for Windows, Linux and MacOSX sys-
tems at http://nl2kr.engineering.asu.edu. It is configurable for different domains
and can be adapted to work with a large number of formal representations.
A tutorial has also been provided.

4 Translating to Formal Legal Representations

NL2KR can be used to translate sentences into various logical representations,
either directly or by using an intermediate language3. It can be customized to
different domains based on the initial dictionary and training data provided.
The quality of these inputs affects NL2KR’s performance. A language class can
be considered a good analogy of NL2KR. The effectiveness of learning depends
on the richness of vocabulary imparted to the students beforehand (similar to
initial lexicon) and the sentences chosen to teach the language (training data).
In our experiments, we observed that learning simpler sentences before complex
ones aided learning. We will also give some guidelines for creating the initial dic-
tionary. Several logics have been proposed in the literature for representing legal
information [11–14,21], from which we have selected a few. In this section, we
will illustrate the method of creating a good initial lexicon and demonstrate how
to use the system to learn new word meanings, with respect to these examples.
We will start with simple examples and progress to more complicated ones.

3 The choice of intermediate language depends on the domain and target languages.
Once an intermediate language has been decided, the conversion can be automated.

http://nl2kr.engineering.asu.edu
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4.1 Translating to First Order Logic Representations

In this section, we demonstrate translating a sentence from the Competition on
Legal Information Extraction and Entailment [1] corpus to a first order logic
representation.

Sentence: Possessory rights may be acquired by an agent.
Translation: rights(X) ∧ type(X, possessory) ∧ agent(Y ) >
acquirable(X,Y,may)

Here > is used to denote implication. The form of an action, for e.g., “acquirable”
is action(X,Y,Z). It denotes X(possessory rights) is being acquired by Y(agent)
and the type of this action is Z. In the given example, acquiring is a possibility,
not an obligation, which is why we use may as its type.

Once we provide this training data and other required inputs to the NL2KR
learning interface (Fig. 2), we can start the Learning process. We will describe
how to create inputs for learning in the next sub-section. The initial dictionary
contains a list of words and their meanings in terms of λ expressions. Even if we
do not know meanings of some words, we can use the system to figure them out on
its own, using Inverse Lambda or Generalization algorithms. Figure 2 shows that
the system learns the meaning of “rights” automatically using Inverse Lambda.

Fig. 2. NL2KR automatically learning the meaning of “rights” using Inverse Lambda
Algorithm : feature = rights : [N] : #x3.#x1.right(x1) ∧ type(x1,x3)
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4.2 Translating Sentences with Temporal Information

Consider the following sentence and translation, which shows an example of tem-
poral ordering.

Sentence: After the invoice is received the customer is obliged to pay.
Translation: implies(receipt(invoice, T1) ∧ (T2 > T1),
obl(pay(customer, T2)))

Here implies(x, y) denotes x → y. The predicate obl denotes that the action
is an obligation (usually marked by words such as obliged to, shall, must, etc.)
in contrast to a possibility (usually marked by words such as may). T1 and T2
are the instances of time at which the two events occurred.

Words that do not contribute significantly to the meaning of the sentence can
be assigned the trivial meaning #x.x in the dictionary. It is a λ expression that
does not affect the meaning of other λ expressions. We can assign it to words such
as “is”, “to” and “the” since these do not carry much meaning in this example.
Next, we can start entering the meanings that are evident from looking at the
target representation. Since “invoice” occurs as itself, we can give it the simple
meaning invoice (similarly for “customer”). From the representation, we observe
that “received” is a function called receipt with two arguments, hence we can
give it the meaning #x.#t.receipt(x, t) (similarly for “pay”). Obliged is a more
complicated function because it takes another function (pay) as its argument
and therefore uses @y@t to carry forward the variables in pay to the next higher
level of the tree, where we obtain the real arguments (customer and T2). Once all
these meanings (Table 2) have been supplied, the system can automatically find
the meaning of the word “after” using Inverse Lambda algorithm (Fig. 3). This is
remarkable from the perspective that the meaning of “after” looks complicated
and it might be tedious for users to supply such meanings manually in the initial
lexicon. This demonstrates one of the advantages of using NL2KR. The meaning
of “after” makes intuitive sense. The λ expression #x12.#x11.implies(x12 @
T1 ∧ T2 >T1,x11 @ T2) means that “after” is a λ function which takes two
inputs:x11 and x12, where the first input event (x12) occurs at time T1, T2 >T1,
the second input event (x11) occurs at time T2 and x12 implies (or leads to) x11.
Hence, we were able to learn a significantly complicated meaning automatically
by providing relatively simple λ expressions in the initial dictionary.

4.3 Translating to Temporal Deontic Action Laws

Giordano et al. [14] have defined a Temporal Deontic Action Language for defin-
ing temporal deontic action theories, by introducing a temporal deontic exten-
sion of Answer Set Programming (ASP) combined with Deontic Dynamic Linear
Time Temporal Logic (DDLTL). This language is used for expressing domain
description laws, for e.g., action laws, precondition laws, causal laws, etc., which
describe the preconditions and effects of actions. It is also used for expressing
obligations, for e.g., achievement obligations, maintenance obligations, contrary
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Table 2. λ expressions and CCG categories in the initial dictionary for the sentence
“After the invoice is received the customer is obliged to pay.”

Word Syntax Meaning

invoice N invoice

is (S\NP)/NP #x.x

received NP #x.#t.receipt(x,t)

customer N customer

obliged NP/NP #x.#y.#t.obl(x@y@t)

to NP/(S\NP) #x.x

pay S\NP #x.#t.pay(x,t)

the NP/N #x.x

to duty obligations, etc. We will take examples of several domain description
laws from the paper and demonstrate how to translate them automatically from
natural language to the Deontic action language, using NL2KR.

Since NL2KR does not support some special symbols used in the Tempo-
ral Deontic Action Language, we first use NL2KR to convert the natural lan-
guage sentences to an intermediate representation which is directly convertible to
the Temporal Deontic Action Language. Then using the one-to-one correspon-
dence between the intermediate language and the action language, we obtain
the desired representation. In the Intermediate representation shown below, we
have defined the predicate creates(x, y), which means x creates y. We have also
changed the representation of until to have two parameters a and b denoting “a
until b” (as defined by Giordano et al. [14]).

Action Law:
Sentence: The action accept price creates an obligation to pay.
Translation: [accept price]O(�U < pay > �)
Intermediate: creates(action(accept price),O(until(a(T),b(pay,T))))

The NL2KR learning component can be used to make the system learn words
and meanings from this sentence. The iterative learning process is depicted in
the screenshot in Fig. 4. We start by giving meanings of simple words first.
We give trivial meanings #x.x to “the”,“an” and “to”, because they do not
significantly affect the meaning of the sentence. Next, we guess the meanings of
words from the target representation. Since “action” is a function that accepts a
single argument, we give it the meaning #x.action(x). Similarly, “accept price”
which occurs as itself is given the meaning accept price. Similarly, Obligation,
O is also a function, but it contains more structure, which can be obtained from
the target representation. We interpret an obligation to also have an implicit
notion of time by having “until” embedded in its meaning. However, the verb
“pay” should be replaceable, because there can be other sentences such as “The
action accept price creates an obligation to ship”. Therefore, we leave it as a
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Fig. 3. NL2KR automatically learning the meaning of “after” using Inverse Lambda
Algorithm : feature = after : [(S/S)/S] : #x12.#x11.implies(x12 @ T1 ∧ T2 >T1,x11
@ T2)

variable input. The word “pay” could have been simply pay but we assign it the
meaning #x.x@pay. This is because the node, “an obligation”, expects “to pay”
to be an argument to it, but their CCG categories dictate otherwise. In cases
where there is such inconsistency, we use meanings prefixed with #x.x@ for the
function (according to CCG categories), so that their role is flipped to that
of arguments4. The λ expressions and CCG categories of the constituent words
are shown in Table 3. After giving these meanings, we find that the meaning
of “creates” is obtained automatically by the system using the Inverse Lambda
algorithm (Fig. 4).

Once the learning process is complete, we can use the Translation component
of NL2KR to translate a new sentence. In this case, we use NL2KR to translate
the following action law.

Action Law:
Sentence: The action cancel payment cancels the obligation to pay.
Translation: [cancel payment]¬O(�U < pay > �)
Intermediate: cancels(action(cancel payment),O(until(a(T),b(pay,T))))

The screenshot of the translation process is shown in Fig. 5. We observe
that the sentence was automatically translated by the system successfully. This
was done by generating the meanings of unknown words (“cancel payment”

4 Let the required function be A and the required argument be B. Let the CCG-
determined function be B and the CCG-determined argument be A. Recall that
@ denotes λ application. By giving a meaning of the form #x.(x@b) to B, and
performing application as determined by CCG, we obtain the result as (#x.(x@b))@a
or a@b.
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Fig. 4. Screenshot of the Learning Process in NL2KR for the sentence “The action
accept price creates an obligation to pay.” The meaning of “creates” is obtained auto-
matically by the system using the Inverse Lambda algorithm

and “cancels”) using Generalization (Fig. 6) on the words learned from the first
action law.

4.4 Translating to Temporal Object Logic in REALM

Regulations Expressed as Logical Models (REALM) [13] is a system that models
regulatory rules in temporal object logic. The concepts and relationships occur-
ring in this rule are mapped to predefined types and relationships in a Unified
Modeling Language (UML) model. Using some examples from this paper, we will
show how NL2KR can be used to translate rules specified in natural language
to this temporal object logic representation.

Table 3. λ expressions and CCG categories for the words in the action law “The action
accept price creates an obligation to pay.”

Word Syntax Meaning

the NP/N #x.x

action N/N #x.action(x)

accept price N accept price

an NP/N #x.x

obligation N #x.O(until(a(T),b(x,T)))

to (S\NP)/(S\NP) #x.x

pay S\NP #x.x@pay
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Fig. 5. Screenshot of the Translation Process in NL2KR for the sentence “The action
cancel payment cancels the obligation to pay.”

Fig. 6. Generating the meanings of unknown words (cancel payment and cancels) using
Generalization during the Translation Process in NL2KR for the sentence “The action
cancel payment cancels the obligation to pay.”

As in the previous section, we have created an intermediate representation
which can directly be converted to the desired temporal object logic representa-
tion. This is needed due to unavailability of certain symbols in NL2KR’s vocab-
ulary. We also assume that coreference in sentences has been resolved. For exam-
ple, in the following sentence, the second occurrence of “bank” has replaced the
pronoun “it”.
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Sentence: Whenever a bank opens an account bank must verify customers iden-
tity within two days
Translation: �topen(DoOnF (bank, open, a) →
♦tverify(DoInputF (bank, verify, a.customer.record) ∧ tverify − topen ≤ 2[day])
Intermediate: implies(g(do(bank, open, a, T1)),
f(do(bank, verify, a customer record, T2)
∧equals(difference(T2, T1), two days)))

Similar to the previous examples, we use NL2KR to learn unknown words
from these sentences. We do not give the meaning of “verify” for the second sen-
tence (which is different from its meaning in the first sentence) but the system is
able to figure it out on its own. Moreover, it also generalizes the correct meaning
of three days using the meaning of two days from the previous sentence.

Sentence: Whenever a bank can not verify an identity bank has to close the
account within three days

Table 4. Initial Lexicon containing λ expressions and CCG categories for both REALM
examples

Word[Syntax] Meaning

whenever [(S/S)/S] #y.#x.implies(g(y@T1),f((x@T1)@T2))

a [NP/N] #x.x

bank [N] bank

opens [(S\NP)/NP] #y.#x.#t1.do(x,open,y,t1)

an [NP/N] #x.x

account [N] a

must [(S\NP)/(S\NP)] #x.x

verify [(S\NP)/NP] #x.x@#x1.#x2.#x3.#x4.#x5.(do(x3,verify,x1,x5)

∧ x2@x4@x5)

customers [NP/N] #x.x

identity [N] a customer record

within [(NP\NP)/NP] #z.#y.#x.x@y@#t1.#t2.equals(difference(t2,t1),z)

has [(S\NP)/(S\NP)] #x.x

to [(S\NP)/(S\NP)] #x.x

the [NP/N] #x.x

can [(S\NP)/(S\NP)] #x.x

close [(S\NP)/NP] #x.x@#x1.#x2.#x3.#x4.#x5.(do(x3,close,x1,x5)

∧ x2@x4@x5)

not [(S\NP)/(S\NP)] #y.#x.#t1.(y @ x @ t1 ∧ isfalse)

two days [N] two days
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Translation: �topen(DoOnF (bank, open, a) →
♦tverify(DoInputF (bank, verify, a.customer.record) ∧ tverify − topen ≤ 2[day])
Intermediate: implies(g(do(bank, verify, a customer record, T1) ∧ isfalse),
f(do(bank, close, a, T2) ∧ equals(difference(T2, T1), three days)))

We observe that the initial dictionary for this case (Table 4) looks more com-
plicated than the one in Sect. 4.3. This is because the target language in this
case is such that the functions which would have been intuitive according to
their natural language meanings, for e.g., “opens”, “verify”, etc. are not func-
tions but arguments of an artificially created function, “do”. It is obvious that
the language of REALM was designed for different purposes than that of trans-
lation, which is why such a situation exists. Our motivation here is to give the
reader an explanation of why some languages are easy for NL2KR to translate,
while others are more difficult.

5 Conclusion and Future Work

Although legal text is written in natural language, one needs to do some kind
of formal reasoning with it to draw conclusions. The first step to do that is
to translate legal text to an appropriate logical language. At present there is
no consensus on a single logical language to represent legal text. Therefore,
one cannot develop a translation system targeted to a single language. Thus, a
platform that can translate legal text to the desired logical language depending
on the application, is needed. We have developed such a system called NL2KR.
In this paper, we showed how NL2KR is useful in translating sentences from
legal texts in English to various formal representations defined in various works,
thereby bridging the gap from language to logical representation and enabling
the use of various logical frameworks over the information contained in such
texts.

So far we have experimented with a few small sentences picked from the
literature on logical representation of legal texts. However, we need to expand
this approach to capture nuances of legal texts used in real laws and statutes.
Further enhancements are needed in NL2KR to equip it to deal with longer
and more complicated sentences. One approach that can be used would involve
breaking the sentence into smaller parts and subsequently dealing with each
part separately. Such a parser, called L-Parser is available at http://bioai8core.
fulton.asu.edu/lparser. We also plan to combine statistical and logical methods
in the future. In particular, we are considering using a combination of distribu-
tional semantics and hand curated linguistic knowledge to characterize content
words (especially, noun, verbs and adjectives) and use logical characterization
for grammatical words (prepositions, articles, quantifiers, negation, etc.).
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Abstract. Reliability among agents plays a significant role in both
human and agent communications. An agent may change her reliabil-
ity for the other agents, when she receives a new piece of information
from one of them. In order to analyze such reliability change, this paper
proposes a logical formalization with two dynamic operators, i.e., down-
grade and upgrade operators. The downgrade operator allows an agent to
downgrade some specified agents to be less reliable in terms of the degree
of reliability, while the upgrade operator allows the agent to upgrade
them to be more reliable. Furthermore, we demonstrate our formaliza-
tion by a legal case from Thailand.

Keywords: Reliability change · Belief · Legal case · Modal logic ·
Signed information

1 Introduction

In agent communication, an agent needs some criteria to decide which informa-
tion she should believe. A common criterion is to consider the reliability of an
information source. If the agent considers that a source of received information
is reliable, she would accept and might believe the received information. On the
other hand, the agent may reject the received information if she considers that
the source is not reliable.

In legal proceedings, since a consideration of reliability has a strong influence
on a judge’s decision, the judge also needs a concept of the reliability of an
information source. That is, when the judge receives a piece of information from
a witness, the judge should consider if the witness is reliable or not. In addition,
when the judge receives new information, she might change her reliability of the
witness. This paper aims to investigate an effect of reliability change of the judge
in legal judgment.

Recently, many studies [1–3] presented the use of logic-based approaches in
the legal systems. Dynamic epistemic logic (DEL) [4,5] is a logical tool to study
reasoning about information change due to communication between agents.
Based on these frameworks, several works [6–9] proposed to formalize the notion
of reliability. Among of them, Lorini et al. [8] introduced a modal framework
for reasoning about signed information. In their framework, the agents can keep
track of the information source by using the notion of signed statement. They
c© Springer-Verlag Berlin Heidelberg 2015
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also considered the notion of reliability over the information sources. However,
they did not deal with any dynamics of reliability relations among agents.

For this reason, we propose to formalize reliability change of an agent. First,
we apply a concept of signed statement based on [8] to formalize the source
of information. Then, we introduce two dynamic operators, i.e. downgrade and
upgrade operators, in order to capture the change of reliability ordering between
agents. The downgrade operator is used to downgrade some specified agents to
be less reliable in terms of the degree of reliability, while the upgrade operator is
used for upgrading. Finally, we reformulate a careful policy [8] in terms of DEL
and employ it to consider which pieces of received signed information an agent
should believe. Moreover, we demonstrate our formalization in an example of a
legal case from Thailand.

The remainder of this paper is organized as follows. Section 2 describes the
target legal case. Then, a formal tool for analyzing the legal case is presented in
Sect. 3. In Sect. 4, we propose a dynamic logical analysis of the target legal case.
Finally, our conclusion and future works are stated in Sect. 5.

2 Target Legal Case

Firstly, we summarize a story of our target legal case that occurred on 26th
January 2003 in Trang province, Thailand1 as follows:

One day, a victim v had a drink with his friends f1, f2 and d at f2’s
house. After that, v was punched and stabbed with a hand scraper in
the back by an offender, and as a result, v had bleeding in the lung.
However, v was still alive.

In the inquiry stage, a police po, who is an inquiry official, interviewed four
witnesses v, f1, f2, mo that gave the following statements.

(I1) v told that d was the offender who punched and stabbed v.
(I2) f1 also told that d was the offender who punched and stabbed v.
(I3) f2 stated that v and d had a dispute, but did not have any fighting.
(I4) mo, who is v’s mother, told that d was the offender according to v’s saying.

More details can be shown as follows:
At night of the accident, mo visited v in the hospital. Then, v told her
that v went to have a drink with d, f1 and f2 at f2’s house. During
drinking, v and d had a dispute, then d punched v and stabbed with
a hand scraper in the back of v.

From the interview, po accused d of attempting to kill v.
In the Civil Court, v and f1 changed their statements as follows. First, v told

that one of a group of unknown teenagers was the offender who punched and
stabbed v with a knife. More details can be shown as follows:

1 This legal case can be referred from http://deka2007.supremecourt.or.th/deka/web/
search.jsp (in Thai).

http://deka2007.supremecourt.or.th/deka/web/search.jsp
http://deka2007.supremecourt.or.th/deka/web/search.jsp
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At 19 o’clock, v and f1 were invited to drink by x who was their neigh-
bor. After drinking, v and f1 went to a market. While f1 was riding a
motorcycle from x’s house, a group of unknown teenagers came to punch
v. Then, one of them stabbed with a knife in the back of v.

Second, f1 only stated that v was punched by d, but could not state that v was
stabbed by d or not. More details can be shown as follows:

At 18 o’clock, v and f1 were invited to drink by d. Then, v and f1 went
to f2’s house by a motorcycle (v was a rider), and d also followed them.
Next, v had a drink with f1, f2, d and two other friends at f2’s house.
Around 21 o’clock, v and d had a dispute and then d punched v. f2 came
to forbid them from fighting, while f1 went to bring the motorcycle. After
that, v came to sit behind f1’s motorcycle and said that he was stabbed.

Moreover, po was called to be a witness for testifying all statements in the inquiry
stage.

Thus, there are six testimonies in the Civil Court as follows:

(T1) v told that one of a group of unknown teenagers was the offender who
punched and stabbed v with a knife.

(T2) f1 only stated that v was punched by d, but could not state that v was
stabbed by d or not.

(T3) po stated that v told that d was the offender who punched and stabbed v.
(T4) po stated that f1 told that d was the offender who punched and stabbed v.
(T5) po stated that f2 stated that v and d had a dispute, but did not have any

fighting.
(T6) po stated that mo told that d was the offender according to v’s saying.

From the above testimonies, testimonies of v and f1 in the inquiry stage (T3

and T4) are more reliable than that in the Civil Court (T1 and T2) because of
the following reasons. First, the judge believed that po and f2 had never had
any arguments against d. So, there is no reason that they will allege or testify
against d to be punished. Second, according to T1 and T2, the judge believed
that v and f1 tried to distort the facts in order to prevent d who is their friend
from the punishment. Therefore, the judge decided that d was the offender and
intended to kill v by the following reasons.

– Since the hand scrapper was a dangerous weapon, d used it in a possibly lethal
attack. This shows that d intended to kill v.

– d stabbed v while v was turning back. At that time, d could choose other
alternative positions for attacking. Nevertheless, d strongly stabbed v in the
lung that is a vital organ. It is obvious that d intended to kill v.

– From the statement of the doctor, v was seriously injured, i.e., there was
air leaking and bleeding in the chest cavity and the lung, and would be dead
unless v got the treatment in time. This shows that the attack of d was possibly
lethal.
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For this reason, the Civil Court judged d to be sentenced to ten years’ impris-
onment by Article 288 and Article 80 of Penal Code: 2

Article 288 (offence causing death): Whoever, murdering the other per-
son, shall be punished by death or imprisoned as from fifteen years to
twenty years.

Article 80 (commitment): Whoever commences to commit an offence,
but does not carry it through, or carries it through, but does not achieve
its end, is said to attempt to commit an offence. Whoever attempts to
commit an offence shall be liable to two-thirds of the punishment as
provided by the law for such offence.

In the Appeal Court and the Supreme Court, d appealed that he did not
intend to kill v; in fact, he only intended to attack v. However, the judge agreed
with the decision of the Civil Court and adopted the result, i.e., d was imprisoned
for ten years by Articles 288 and Article 80 of Penal Code.

3 Formal Tool for Analyzing Target Legal Case

3.1 Static Logic of Agents’ Beliefs for Signed Information

To analyze the previous legal case from a logical point of view, we introduce a
modal language, based on previous work [8], which enables us to formalize each
agent’s belief, the reliability of information sources, and signed information.

Let G be a fixed finite set of agents. Our syntax L consists of the following
vocabulary: (i) a countably infinite set Prop = {p, q, r, ...} of propositional letters,
(ii) Boolean connectives: ¬, ∧, (iii) the belief operators Bel(a, ·) (a ∈ G), (iv)
the signature operators Sign(a, ·) (a ∈ G), and (v) the constants for reliability
ordering b �a c (a, b, c ∈ G). A set of formulas of L is inductively defined as
follows:

ϕ ::= p | ¬ϕ |ϕ ∧ ϕ |Bel(a, ϕ) |Sign(a, ϕ) | b �a c,

where p ∈ Prop and a, b, c ∈ G. For intuitive readings of formulas, the reader
can be referred to Table 1. Note that b <a c stands for b is strictly more reliable
than c, i.e., (b �a c) ∧ ¬(c �a b), and b ≈a c which stands for b and c are
equally reliable can be defined as (b �a c) ∧ (c �a b). We define ∨, →, ↔ as
ordinary abbreviations. Our syntax is different from [8] in at least two respects.
First, we do not introduce the universal quantifier for agents. This is because
we considered that it is redundant and most of the ideas in [8] are done without
quantifiers for agents when the set of agents is finite, i.e., the universal quantifier
for a finite domain is just reduced to a finite conjunction. Second, we relativize
the notion of reliability ordering � to each agent. In order to analyze our example
from a logical perspective, we need to formalize belief change of a judge of the
2 An English translation of articles can be referred from http://www.thailaws.com/.

http://www.thailaws.com/
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Table 1. Examples of Static Logical Formalization

Civil Court and we regard that belief change is induced by reliability change.
However, there is no need for us to change the reliability ordering of the other
agents other than the judge of the Civil Court. This is why we propose the
notion of reliability ordering between agents depending on a particular agent’s
perspective.3

Let us provide Kripke semantics for our syntax. A model M is a tuple

M = (W, (Ra)a∈G, (Sa)a∈G, (�a)a∈G, V ),

where W is a non-empty set of states, called domain, Ra ⊆ W × W is an
accessibility relation representing beliefs, Sa ⊆ W ×W is an accessibility relation
representing signatures, �a is a function which maps from W to P(G × G)
representing agent a’s reliability ordering between agents, and V : Prop → P(W )
is a valuation. In what follows, we simply write b �w

a c for (b, c) ∈�a (w). For
any binary relation X on W and any state w ∈ W , we write X(w) to mean
{v ∈ W |(w, v) ∈ X}.

Given any model M, any state w ∈ W , and any formula ϕ, we define the
satisfaction relation M, w |= ϕ inductively as follows:

M, w |= p iff w ∈ V (p)
M, w |= ¬ϕ iff M, w 	|= ϕ
M, w |= ϕ ∧ ψ iff M, w |= ϕ and M, w |= ψ
M, w |= b �a c iff b �w

a c
M, w |= Sign(a, ϕ) iff M, v |= ϕ for all states v such that wSav
M, w |= Bel(a, ϕ) iff M, v |= ϕ for all states v such that wRav

A formula ϕ is valid in a model M if M, w |= ϕ for all states w of M.

Definition 1. A model M = (W, (Ra)a∈G, (Sa)a∈G, (�a)a∈G, V ) is a si-model
(a model for signed information) if the following conditions are satisfied:
3 Ghosh et al. [9] also proposed the agent-dependent notion of reliability between

agents, but the agent-dependent reliability in [9] is rigid in the sense that the same
reliability relations from agent a’s perspective hold for all states, while we relativize
the notion of reliability to both agents and states, and also equip it with dynamics.
We note that Ghosh et al. [9] considered several modal operators for positive and
negative opinions for propositions and agents.
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(i) Ra is transitive ( wRv and vRu jointly imply wRu for all states w, v, u )
and Euclidean ( wRv and wRu jointly imply vRu for all states w, v, u ).

(ii) Sa is serial (for any state w, there is some state v such that wSav ), tran-
sitive and Euclidean.

(iii) �w
a ⊆ G × G is a total pre-ordering between agents, i.e., �w

a is reflexive
( b �w

a b for all agents b ), transitive, and comparable (for any agents b and
c, b �w

a c or c �w
a b ).

The first and second items of this definition ensure us that we never sign a con-
tradiction (due to seriality of Sa), and Bel(a, ·) and Sign(a, ·) are both positively
and negatively introspective. Corresponding to these constraints, we can obtain
the following validities.

Proposition 1. The following are valid in all si-models: for all a, b, c ∈ G,

(i) Bel(a, p) → Bel(a,Bel(a, p)) and ¬Bel(a, p) → Bel(a,¬Bel(a, p)).
(ii) ¬Sign(a,⊥), Sign(a, p) → Sign(a,Sign(a, p)), and

¬Sign(a, p) → Sign(a,¬Sign(a, p)).
(iii) b �a b, (b �a c ∧ c �a d) → b �a d, and b �a c ∨ c �a b.

Based on Definition 1 and the idea of [8], we can rank agents by giving a
partition (Ca

i )i≤M to G, where M is a natural number representing the maximum
rank (such M always exists because G is finite) and we read c ∈ Ca

i as ‘from agent
a’s viewpoint, the rank of agent c is i’. As a result, the agents who are equally
reliable are categorized in the same group. We define (Ca

i )i≤M inductively as
follows. Ca

1 which stands for ‘a group of agents which is the most reliable from
a’s perspective’ can be defined by the following formula:

c ∈ Ca
1 :=

∧

b∈G
(c �a b),

where we recall that G is a finite set of agents and a, b, c ∈ G. Then, we can rank
the group of agents Ca

i such that i > 1 as follows:

c ∈ Ca
i :=

(( ∧
1≤j≤i−1

¬(c ∈ Ca
j )

)
∧
( ∧

b∈G

(( ∧
1≤j≤i−1

¬(b ∈ Ca
j )
)→ (c �a b)

)))
.

This implies that all agents in Ca
i are equally reliable, and if i <N j then c <a b

for all agents c ∈ Ca
i and agent b ∈ Ca

j . Note that we relativize the notion Ca
i

to a specified agent a because the notion of reliability ordering �a depends on
a. This is a difference from [8] because [8] did not consider Ci depending on a
specified agent.

Theorem 1. The set of all valid formulas on all si-models is axiomatized by:

– All instances of propositional tautologies
– Bel(a, p → q) → (Bel(a, p) → Bel(a, q)) (a ∈ G)
– Sign(a, p → q) → (Sign(a, p) → Sign(a, q)) (a ∈ G)
– From ϕ we may infer Bel(a, ϕ) (a ∈ G)
– From ϕ we may infer Sign(a, ϕ) (a ∈ G)
– Uniform substitution and modus ponens,

as well as all listed formulas of Proposition 1.
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Fig. 1. Downgrading and Upgrading. (iii) is an effect of downgrading [H ⇓a
ϕ] to (ii),

and (iv) is an effect of upgrading [H ⇑a
ϕ] to (ii).

3.2 Downgrade and Upgrade Operations for Agents

In order to change a reliability ordering between agents from a particular agent’s
perspective, we introduce two dynamic operators, i.e., the downgrade operator
[H ⇓a

ϕ] and the upgrade operator [H ⇑a
ϕ], where H ⊆ G is a set of agents. Our

intended reading of [H ⇓a
ϕ]ψ is ‘after the agent a downgraded such agents who

sign the statement ϕ in H , ψ holds’, and we can read [H ⇑a
ϕ]ψ as ‘after the agent

a upgraded such agents who sign the statement ϕ in H , ψ holds’. Semantically
speaking, [H ⇓a

ϕ] makes such agents who sign ϕ in H less reliable than all the
other agents, and [H ⇑a

ϕ] makes such agents who sign ϕ in H more reliable
than all the other agents.

Before giving a detailed semantics, let us demonstrate the effects of [H ⇓a
ϕ]

and [H ⇑a
ϕ] by figures. Firstly, we assume that a rectangle G of Fig. 1(i) represents

a fixed finite set of agents. Secondly, we will select a specified set of agents in
order to change their reliability ordering that can be represented by a rectangle
H, and we assume that b1 ≈a b2 <a c1 ≈a c2 holds, i.e., agents b1 and b2 which
are equally reliable are more reliable than agents c1 and c2 which are equally
reliable from agent a’s perspective. In this sense, b1, b2, c1 and c2 are situated
as in Fig. 1 (i). Then, if we focus on the agents who sign the statement ϕ, H is
divided into two equal vertical parts by Sign(x, ϕ) as in Fig. 1(ii), namely by the
set {x ∈ H | M, w |= Sign(x, ϕ)} and the set {x ∈ H | M, w |= ¬Sign(x, ϕ)}.
Next, if agent a downgrades all the agents signing the statement ϕ in H , we
downgrade all of them less reliable than the other agents as in Fig. 1(iii). On the
other hand, if agent a upgrades all the agents signing the statement ϕ in H , we
upgrade all of them more reliable than the other agents as in Fig. 1(iv).4

4 When b < c (read: “b is more reliable than c”) holds in a partial (pre-) ordering,
then the first argument b comes into the lower position than the second argument
c, e.g., in Hasse diagram (cf. [10]). This is the same usage as in Lorini et al. [8]. To
keep our geometric intuition for ‘up-’ or ‘downgrading’, b < c may be read as “c is
more reliable than b”, but this would make the reader difficult to see differences and
connections from the previous work.
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Definition 2. Given a Kripke model M = (W, (Ra)a∈G, (Sa)a∈G, (�d)d∈G, V ),
a semantic clause for [H ⇓a

ϕ] on M and w ∈ W is defined by:

M, w |= [H ⇓a
ϕ]ψ iff MH⇓a

ϕ , w |= ψ,

where MH⇓a
ϕ = (W, (Ra)a∈G, (Sa)a∈G, (�′

d)d∈G, V ) and �′
d is defined as: for all

u ∈ W :

– if d 	= a, we put �′u
d = �u

d .
– otherwise (if d = a), we define b �′u

a c iff
(
b, c ∈ H and M, u |= Sign(b, ϕ) ∧ Sign(c, ϕ) and b �u

a c
)
or(

b, c ∈ (G \ H) ∪ {x ∈ H | M, u |= ¬Sign(x, ϕ)} and b �u
a c
)
or(

b ∈ (G \ H) ∪ {x ∈ H | M, u |= ¬Sign(x, ϕ)} and c ∈ H and M, u |= Sign(c, ϕ)
)
.5

Definition 3. Given a Kripke model M = (W, (Ra)a∈G, (Sa)a∈G, (�d)d∈G, V ),
a semantic clause for [H ⇑a

ϕ] on M and w ∈ W is defined by:

M, w |= [H ⇑a
ϕ]ψ iff MH⇑a

ϕ , w |= ψ,

where MH⇑a
ϕ = (W, (Ra)a∈G, (Sa)a∈G, (�′

d)d∈G, V ) and �′
d is defined as: for all

u ∈ W :

– if d 	= a, we put �′u
d = �u

d .
– otherwise (if d = a), we define b �′u

a c iff
(
b, c ∈ H and M, u |= Sign(b, ϕ) ∧ Sign(c, ϕ) and b �u

a c
)
or(

b, c ∈ (G \ H) ∪ {x ∈ H | M, u |= ¬Sign(x, ϕ)} and b �u
a c
)
or(

c ∈ (G \ H) ∪ {x ∈ H | M, u |= ¬Sign(x, ϕ)} and b ∈ H and M, u |= Sign(b, ϕ)
)
.

(see Footnote 5)

Proposition 2. If M is a si-model, then both MH⇑a
ϕ and MH⇓a

ϕ are si-models.

Proposition 3 (Recursive Validities). The following are valid on all models.
Moreover, if ψ is valid on all models, then [H ⇓a

ϕ]ψ is also valid on all models.

[H ⇓a
ϕ]p ↔ p

[H ⇓a
ϕ] (b �d c) ↔ b �d c (d �= a)

[H ⇓a
ϕ] (b �a c) ↔ b �a c (b, c ∈ G \ H)

[H ⇓a
ϕ] (b �a c) ↔ (

Sign(b, ϕ) ∧ Sign(c, ϕ) ∧ (b �a c)
)∨(¬Sign(b, ϕ) ∧ ¬Sign(c, ϕ) ∧ (b �a c)
)∨(¬Sign(b, ϕ) ∧ Sign(c, ϕ)

)
(b, c ∈ H)

[H ⇓a
ϕ] (b �a c) ↔ Sign(c, ϕ) ∨ (¬Sign(c, ϕ) ∧ (b �a c)

)
(c ∈ H, b ∈ G \ H)

[H ⇓a
ϕ] (b �a c) ↔ ¬Sign(b, ϕ) ∧ (b �a c) (b ∈ H, c ∈ G \ H)

[H ⇓a
ϕ]¬ψ ↔ ¬[H ⇓a

ϕ]ψ
[H ⇓a

ϕ] (ψ1 ∧ ψ2) ↔ [H ⇓a
ϕ]ψ1 ∧ [H ⇓a

ϕ]ψ2

[H ⇓a
ϕ]Sign(b, ψ) ↔ Sign(b, [H ⇓a

ϕ]ψ)
[H ⇓a

ϕ]Bel(b, ψ) ↔ Bel(b, [H ⇓a
ϕ]ψ)

5 In this case, since there is no relation between agents b and c, b �u
a c is omitted.
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Proposition 4 (Recursive Validities). The following are valid on all models.
Moreover, if ψ is valid on all models, then [H ⇑a

ϕ]ψ is also valid on all models.

[H ⇑a
ϕ]p ↔ p

[H ⇑a
ϕ] (b �d c) ↔ b �d c (d �= a)

[H ⇑a
ϕ] (b �a c) ↔ b �a c (b, c ∈ G \ H)

[H ⇑a
ϕ] (b �a c) ↔ (

Sign(b, ϕ) ∧ Sign(c, ϕ) ∧ (b �a c)
)∨(¬Sign(b, ϕ) ∧ ¬Sign(c, ϕ) ∧ (b �a c)
)∨(

Sign(b, ϕ) ∧ ¬Sign(c, ϕ)
)

(b, c ∈ H)
[H ⇑a

ϕ] (b �a c) ↔ ¬Sign(c, ϕ) ∧ (b �a c) (c ∈ H, b ∈ G \ H)
[H ⇑a

ϕ] (b �a c) ↔ Sign(b, ϕ) ∨ (¬Sign(b, ϕ) ∧ (b �a c)
)

(b ∈ H, c ∈ G \ H)
[H ⇑a

ϕ]¬ψ ↔ ¬[H ⇑a
ϕ]ψ

[H ⇑a
ϕ] (ψ1 ∧ ψ2) ↔ [H ⇑a

ϕ]ψ1 ∧ [H ⇑a
ϕ]ψ2

[H ⇑a
ϕ]Sign(b, ψ) ↔ Sign(b, [H ⇑a

ϕ]ψ)
[H ⇑a

ϕ]Bel(b, ψ) ↔ Bel(b, [H ⇑a
ϕ]ψ)

3.3 Private Announcements

This section introduces a new dynamic operator for private announcement [ϕ �
a] (whose reading is “after a private announcement of ϕ to agent a”), where
the idea is realized by the property that the other agent than a will not notice
a’s belief change. One of the merits of this operator is that a sender of message
ϕ is not specified, while a recipient is defined as agent a. This means that we
may use this operator also for self-decision of agent a, i.e., the sender and the
recipient are the same. This section demonstrates that [ϕ � a] can capture both
(i) the tell-action [Tell(b, a, ϕ)] from [8]: “agent b tells to agent a that a certain
statement ϕ is true” and (ii) one of aggregation policies from [8] called the careful
policy. We note that Lorini et al. [8] did not propose a logical treatment from
dynamic epistemic viewpoints for any aggregation policies. Moreover, we note
that the sender and the recipient are regarded as the same to capture the careful
policy by our new operator [ϕ � a].

Action Model for Private Announcements. In order to capture this pri-
vate action, we introduce the following special structure (called action model in
dynamic epistemic logic, the reader may find a similar structure in [4,11]).

Definition 4. The action model for private announcements of ϕ to agent a
is a tuple (E, (Dc)c∈G, (Ua)a∈G,pre) such that E consists of two actions: ϕ-
announcing action !ϕ to agent a and non-announcing action 
, and Da =
{(!ϕ, !ϕ), (
,
)} and Dc = {(!ϕ,
), (
,
)} if c 	= a, Uc = {(!ϕ,
), (
,
)}
for all c ∈ G, and pre assigns a precondition to each action by pre(!ϕ) = ϕ and
pre(
) = 
.

Definition 5. Given a Kripke model M = (W, (Rc)c∈G, (Sc)c∈G, (�c)c∈G, V ), a
semantic clause for [ϕ � a]ψ on M and w ∈ W is defined as follows:

M, w |= [ϕ � a]ψ iff Mϕ�a, (w, !ϕ) |= ψ,
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where Mϕ�a = (W ′, (R′
c)c∈G, (S′

c)c∈G, (�′
c)c∈G, V ′) is the updated model by the

action model of Definition 4, i.e.,

– W ′ := W × E = W × {!ϕ,
}.
– (w, e)R′

c(v, f) iff wRcv and (e, f) ∈ Dc and M, v |= pre(f) (for all c ∈ G).
– (w, e)S′

c(v, f) iff wScv and (e, f) ∈ Uc (for all c ∈ G).
– d �′(w,e)

c d′ iff d �w
c d′.

– (w, e) ∈ V ′(p) iff w ∈ V (p).

Proposition 5. If M is a si-model, then Mϕ�a is also a si-model.

Proposition 6 (Recursive Validities). The following are valid on all models.
Moreover, if ψ is valid on all models, then [ϕ � a]ψ is also valid on all models.

[ϕ � a]p ↔ p
[ϕ � a]d �c d′ ↔ d �c d′

[ϕ � a]¬ϕ ↔ ¬[ϕ � a]ϕ
[ϕ � a](ψ ∧ θ) ↔ [ϕ � a]ψ ∧ [ϕ � a]θ
[ϕ � a]Bel(a, ψ) ↔ Bel(a, ϕ → [ϕ � a]ψ)
[ϕ � a]Bel(c, ψ) ↔ Bel(c, ψ) (a 	= c)
[ϕ � a]Sign(c, ψ) ↔ Sign(c, ψ)

Note that the axiom [ϕ � a]Bel(c, ψ) ↔ Bel(c, ψ) captures that the action of a’s
privately receiving message ϕ will not affect of the other agents’ beliefs than a.

Theorem 2. The set of all valid formulas of the expanded syntax of L with
[H ⇓a

ϕ], [H ⇑a
ϕ] and [ϕ � a] is axiomatized by the axiomatization of Theorem 1

as well as the axioms and the rules of Propositions 3, 4, and 6.

First Application: Tell Action. An underlying idea of tell-action is that
agent b privately tells ϕ to agent a, that is, the other agents than a would not
notice this action. As a result, only agent a would change her belief by ϕ but
the other agents than a would not change their beliefs. After the action, agent
a would update her belief not only by the statement ϕ but also by the signed
statement Sign(b, ϕ). Now we define:

[Tell(b, a, ϕ)]ψ := [Sign(b, ϕ) � a]ψ.

Then, we can recover all recursion axioms in [8] by Proposition 6. Especially, we
obtain the following.

Proposition 7 ( Successful Telling [8]). [Tell(b, a, ϕ)]Bel
(
a,Sign(b, ϕ)

)
is valid

in all si-models.

This proposition is the essential aspect of tell-action. That is, after agent b tells
to agent a information ϕ, agent a believes that agent b signs ϕ.



284 P. Jirakunkanok et al.

Second Application: Careful Policy. Lorini et al. [8] introduced several
policies, as meta-logical principles, in order to decide which pieces of signed
information an agent should believe. A common and rational policy is called a
careful policy. An idea of this policy is to accept, as beliefs, the statements which
are universally signed by a group of agents who are equally reliable. Firstly,
we define Sign(Ca

i , ϕ) which stands for ‘all agents who are in the set Ca
i sign

statement ϕ’ by:

Sign(Ca
i , ϕ) :=

∧

c∈Ca
i

(
Sign(c, ϕ)

)
.

We also introduce the following abbreviation, whose reading is “a believes that
ϕ is universally signed by a group of agents who are equally reliable”:

UniSign(ϕ, a) :=
∨

i≤M

(
Bel
(
a, Sign(Ca

i , ϕ)
) ∧ Bel

(
a,
∧

1≤j≤i−1
¬Sign(Ca

j , ¬ϕ)
))

,

where M is the maximum natural number of {i ≤ #G | Ca
i 	= ∅}. Then, Lorini

et al. [8]’s definition of careful policy is introduced as the following implication:

UniSign(ϕ, a) → Bel(a, ϕ).

However, Lorini et al. did not discuss how we can handle the idea of careful
policy in terms of dynamic operators, while they used the policy as a meta-
logical principle. With the help of our private announcement operator [ϕ � a],
we now define the careful policy as a dynamic operator as follows:

[Careful(a, ϕ)]ψ := UniSign(ϕ, a) → [ϕ � a]ψ,

where we may read [Careful(a, ϕ)]ψ as ‘after agent a aggregates signed informa-
tion about ϕ by the careful policy, ψ holds.’ By Proposition 6, we obtain the
following.

Proposition 8. The following are valid in all si-models.

(i) [Careful(a, p)]Bel(a, p).
(ii) [Careful(a,Sign(b, ϕ))]Bel(a,Sign(b, ϕ)).

The first item of this proposition says that after agent a aggregates information
about p by the careful policy, agent a now believes p. However, we cannot gen-
eralize the first item to an arbitrary formula ϕ,6 while the second item of this
proposition still holds.

6 For example, if we define a formula ϕ by p ∧ ¬Bel(a, p), then [Careful(a, ϕ)]Bel(a, ϕ)
cannot hold, since the rewritten equivalent formula (by Proposition 6) becomes
UniSign(ϕ, a) → Bel(a, (p → Bel(a, p))), which is not valid in all si-models.
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4 Dynamic Logical Analysis of Target Legal Case

Let us move back to our legal case. In order to analyze reliability change from the
judge’s perspective, we will only focus on the Civil Court. We will not consider
the inquiry stage because there is no change of reliability. The Appeal Court and
the Supreme Court are also excluded because they only adopted the result of
the Civil Court. Furthermore, we will simplify the target legal case by removing
agent f1 in order to avoid an unnecessary complication (this is not an essential
point for our analysis).

In the Civil Court, the set G of agents is {po, v, f2,mo, j}, where we recall
that po, v, f2, mo are agents of four witnesses, and j is a judge of the Civil Court.
For the statement involving the legal case, we consider only one propositional
letter p whose reading is “d is the offender” that provides information who is
the offender. We assume at first that all witnesses are equally reliable for j as
follows:

M, w |= Bel(j, v ≈j f2 ≈j mo ≈j po).

In the trial, the witness v told a piece of information which is different from the
inquiry stage to j. The first action is T1 := Tell

(
v, j,¬p

)
. Then, po was called to

be a witness and told the received information in the inquiry stage to j that can
be represented by the following tell-actions.

T2 := Tell
(
po, j, Sign(v, p)

)
, T3 := Tell

(
po, j, Sign(f2, ¬p)

)
, T4 := Tell

(
po, j, Sign(mo, p)

)

After that, j will believe the following information by Proposition 7.

M, w |= [T1][T2][T3][T4]Bel
(

j, Sign
(
v,¬p

)
∧

Sign
(
po,Sign(v, p) ∧ Sign(f2,¬p) ∧ Sign(mo, p)

)
)

Based on these pieces of information alone, j cannot decide which pieces
of information should believe. This is firstly because (P1) if j considers the
reliability of information sources, j cannot distinguish all witnesses in terms of
the reliability ordering because they are equally reliable. Moreover, (P2) there is
contradicting pieces of signed information about p from witnesses. So, j cannot
decide which signed information should be in j’s belief, i.e., p or ¬p. We use the
following two ideas: (i) reliability change, and (ii) aggregation policy, to resolve
the above problems (P1) and (P2).

(i) Reliability change: The downgrade and upgrade operators of Sect. 3 are
applied in order to simulate the effect of reliability change of the judge
in the Civil Court.7 This allows us to solve the above problem (P1). We
also note that, if we apply a framework based on [8], a reliability relation
between agents is fixed, i.e., the reliability relation between agents cannot
be changed.

7 In this work, we will not analyze how an agent decides to change the reliability
ordering between the other agents, as this is a psychological issue and is out of our
scope.
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Fig. 2. Downgrading by [H1 ⇓j
Sign(v,¬p)]

(ii) Aggregation policy: The reformulation of the careful policy (in Sect. 3) is
employed in order to allow the judge of the Civil Court to decide which
pieces of the received signed information should believe.

Now let us apply our two ideas to dissolve the judge’s difficulty in deciding
which pieces of information she should believe. In what follows, we assume that
j is the judge in the Civil Court, and define M′ by the updated model of M
after the tell-actions T1–T4.

From the tell-actions T1–T4, there is conflicting information about p. That
is, v told statement ¬p (by T1), while po told signed statement p by v (by T2).
So, j now believes both Sign(v,¬p) and Sign(po,Sign(v, p)). Since the signa-
ture operator Sign(a, ·) is positively introspective, note that Sign(v,¬p) implies
Sign(v,Sign(v,¬p)). From Sect. 2, we may regard that j believes that the signed
information of v in the Civil Court is less reliable than that in the inquiry
stage. This means that Sign(v,¬p) is not reliable information for j, and so, we
regard that j downgrades all agents between po and v who sign the statement
Sign(v,¬p) by [H1 ⇓j

Sign(v,¬p)], where we define H1 = {v, po} is a set of agents of
witnesses in the Civil Court (see Fig. 2(i)). Let us see a process of downgrading
step by step (see Fig. 2). When we consider the agents who sign the statement
Sign(v,¬p), H1 is divided into two equal vertical parts by Sign

(
x,Sign(v,¬p)

)

as in Fig. 2(ii). Next, j downgrades all agents in H1 who sign Sign(v,¬p) (recall
that Sign(v,Sign(v,¬p)) holds), and the result can be shown as in Fig. 2(iii).
That is, the agent v becomes less reliable than all the other agents. Note that
the agents who are in the same part are equally reliable. Thus, j changes her
belief about the reliability ordering as follows:

M′, w |= [H1 ⇓j
Sign(v,¬p)]Bel(j, po <j f2 ≈j mo <j v).

Since po now becomes the most reliable agent according to j, j can accept the
signed statements by po by our careful policy as follows:
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Fig. 3. Upgrading by [H2 ⇑j
p]

M′, w |= [H1 ⇓j
Sign(v,¬p)][Careful

(
j,Sign(v, p) ∧ Sign(f2,¬p) ∧ Sign(mo, p)

)
]

Bel
(
j, Sign(v, p) ∧ Sign(f2,¬p) ∧ Sign(mo, p)

)
,

where we also note that the assumption of the careful policy holds, i.e.,
M′, w |= [H1 ⇓j

Sign(v,¬p)]UniSign(Sign(v, p)∧Sign(f2,¬p)∧Sign(mo, p), j) holds.
Let us denote M′′ by the updated model of M′ after the above downgrading and
the careful policy.

Since j believes that the signed information of v in the Civil Court is less
reliable than that in the inquiry stage, we can regard that j believes that the
signed information p of v in the inquiry stage is more reliable. Thus, j upgrades
all agents who sign the statement p by [H2 ⇑j

p], where H2 is defined by {v, f2,mo}
as in Fig. 3(ii) (because j focuses on the inquiry stage). Figure 3(i) is the initial
reliability ordering for j before upgrading. When we consider the statement p,
H2 is divided into two equal vertical parts by Sign(x, p) as in Fig. 3(iii). By
[H2 ⇑j

p], agents v and mo who sign the statement p are upgraded to be more
reliable than all the other agents as in Fig. 3(iv). Consequently, j changes her
reliability ordering between all witnesses as follows:

M′′, w |= [H2 ⇑j
p]Bel( j, v ≈j mo <j po <j f2).

Since now mo and v become most reliable agents according to j, j now success-
fully aggregates information p by the careful policy again and will believe that
d is the offender (p) as follows:

M′′, w |= [H2 ⇑j
p][Careful(j, p)] Bel(j, p).

Let us denote M′′′ by the updated model of M′′ after [H2 ⇑j
p] and [Careful(j, p)].

Therefore, M′′′, w |= Bel(j, p).

5 Conclusion

This work has proposed logical analysis for formalizing reliability change of an
agent. We introduced two dynamic operators: downgrading [H ⇓a

ϕ] and upgrad-
ing [H ⇑a

ϕ]. The first operator downgrades such agents who sign ϕ in H, while
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the second operator upgrades them. Based on these operators, we have formal-
ized an example of a legal case. In the trials, the judge first believed that all
witnesses are equally reliable. Then, the judge changed her belief about the reli-
ability ordering between witnesses. We can successfully analyze this process by
downgrading and upgrading the reliability of the witnesses. Moreover, we refor-
mulated the careful policy [8], which allows an agent to decide which signed
information should believe, in terms of dynamic operators, i.e., [Careful(a, ϕ)].
Our contribution is to formalize the change of the reliability ordering between
the other agents depending on an agent’s perspective.

In this work, we only capture an effect of reliability change on belief change,
i.e., when a judge changed her reliability ordering between some witnesses, she
may change her beliefs about information from those witnesses. On the other
hand, belief change may affect reliability change. In this sense, our work just
supposes that the judge changes her reliability based on her belief change, but
does not analyze how belief change affects reliability change. Therefore, we plan
to formalize an effect of belief change on reliability change by applying the
notion of preference upgrade in [12]. Furthermore, this work only formalizes the
reliability of agents, but does not consider the reliability of statements. That is,
this work assumes that when agent a received a statement ϕ from agent b, agent
a has already decided if the statement ϕ is reliable or not. If agent a considers
that the statement ϕ is not reliable, then she believes that agent b who gives
the statement ϕ will be unreliable. However, we may analyze such reliability
change of statements by employing a preference modality based on [12] or the
framework by [9].8

A Complete Axiomatization of Dynamic Logic

A.1 Proof of Theorem 1

Proof. Let us write our axiomatization by BS�. We show that any unprovable
formula ϕ in BS� is falsified in some si-model and we basically follow the stan-
dard techniques, e.g. found in [13]. Let ϕ be an unprovable formula in BS�.
We define the canonical model M where ϕ is falsified at some point of M. We
say that a set Γ of formulas is BS�-consistent (for short, consistent) if

∧
Γ ′

is unprovable in BS�, for all finite subsets Γ ′ of Γ , and that Γ is maximally
consistent if Γ is consistent and ϕ ∈ Γ or ¬ϕ ∈ Γ for all formulas ϕ. Note that
ψ is unprovable in BS� iff ¬ψ is BS�-consistent, for any formula ψ. We define
the canonical model M = (W, (Ra)a∈G, (Sa)a∈G, (�a)a∈G, V ), for BS� by:

– W is the set of all maximal consistent sets;
– ΓRaΔ iff (Bel(a, ψ) ∈ Γ implies ψ ∈ Δ) for all ψ;
– ΓSaΔ iff (Sign(a, ψ) ∈ Γ implies ψ ∈ Δ) for all ψ;
8 We would like to give our thanks to the anonymous reviewers, who gave useful

comments on this paper. We also thank the participants at JURISIN 2014 who
commented on our draft. The work of the second author was partially supported by
JSPS KAKENHI, Grant-in-Aid for Young Scientists (B) 24700146.



Analyzing Reliability Change in Legal Case 289

– b �Γ
a c iff b �a c ∈ Γ ;

– Γ ∈ V (p) iff p ∈ Γ .

Then, we can show the following equivalence (Truth Lemma [13, Lemma 4.21]):
M, Γ |= ψ iff ψ ∈ Γ for all formulas ψ and Γ ∈ W . Given any unprovable
formula ϕ in BS�, we can find a maximal consistent set Δ such that ¬ϕ ∈ Γ .
Then, by the equivalence above, ϕ is falsified at Δ of the canonical model M
for BS�, where we can assure that M is our intended si-model by axioms of
Proposition 1. ��

A.2 Proof of Theorem 2

Proof. By � ψ (or �+ ψ), we mean that ψ is a theorem of the axiomatization
BS� in the previous proof (or, the axiomatization BS+

� given in the statement
of Theorem 2, respectively.) As for the completeness part, we can reduce the
completeness of our dynamic extension to the static counterpart (i.e., Theorem
1) as follows. With the help of the axioms of Propositions 3, 4, and 6, we can
define a mapping t sending a formula ψ of the expanded syntax (we denote
this by L+ below) possibly with three kinds of dynamic operators (i.e., [H ⇓a

ϕ],
[H ⇑a

ϕ], and [ϕ � a]) to a formula t(ψ) of the original syntax L. For this aim,
we employ inside-out strategy, i.e., we start rewriting the innermost occurrences
of three kinds of dynamic operators. (So, we do not need to consider an axiom
for iterated dynamic operators such as [ϕ � a][ψ � a] or [ϕ � a][H ⇑a

ϕ].) For
example, if one of the innermost dynamic operators is [ϕ � a], then we cannot
find any occurrences of three kinds of dynamic operators. For inside-out strategy,
we need to have the following inference rules for dynamic operators:

ψ ↔ ψ′

[H ⇓a
ϕ]ψ ↔ [H ⇓a

ϕ]ψ′
ψ ↔ ψ′

[H ⇑a
ϕ]ψ ↔ [H ⇑a

ϕ]ψ′
ψ ↔ ψ′

[ϕ � a]ψ ↔ [ϕ � a]ψ′ ,

to assure the replacement of equivalent formulas inside of a formula. But, these
rules are derivable from the corresponding necessitation laws and the reduction
axioms for the negation and the conjunction in Propositions 3, 4, and 6. Then,
for this mapping t, we can show that ψ ↔ t(ψ) is valid on all si-models and
�+ ψ ↔ t(ψ). Then, we can proceed as follows. Fix any formula ψ of L+ such
that ψ is valid on all si-models. By the validity of ψ ↔ t(ψ) on all si-models, we
obtain that t(ψ) is valid on all si-models. By Theorem 1, � t(ψ), which implies
�+ t(ψ). Finally, it follows from �+ ψ ↔ t(ψ) that �+ ψ, as desired. ��
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1 The Workshop

The Workshop on Graph-based Algorithms for Big Data and its Applica-
tions (GABA2014) was held on November 23rd at Keio University in the 6th
JSAI International Symposia on AI (JSAI-isAI 2014), sponsored by the Japan
Society for Artificial Intelligence (JSAI). GABA2014 is the first workshop on
subjects related to developing algorithms or data structures for discovering
knowledge from large-scale graphs. Intelligent pre/post-processing plays a cru-
cial role in knowledge discovery from big data. Counting of words, compres-
sion/decompression of row data, and segmentation of time series, etc. are those
concrete examples and are embedded in many important applications. However,
such a task becomes a critical part when processing whole data along with an
increase of the data size. For this problem, many researchers have proposed
novel data structures, algorithms, and frameworks for data use. Besides, we
need a new approach for handling dynamic data streams and reconstructing
veracious knowledge. We welcomed interesting results and ideas based on, but
not restricted to, graph structures including string, tree, bipartite- and di-graph
and their applications to Machine Learning and Knowledge Discovery. We first
organized the program committee consisting of 11 researchers concerning with
subjects in the workshop scope, and announced a call for papers. By the PC
members, 14 submitted papers were accepted. More information on GABA2014
is available at the workshop Web site1. The proceedings were published from
JSAI2.

1 https://sites.google.com/site/graph2014workshop.
2 ISBN 978-4-915905-65-0 C3004(JSAI).
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2 Post-workshop Proceedings

Five papers out of 14 papers presented in the workshop were selected to be
published in this post-workshop proceedings after revision. Each of them was
peer reviewed by three PC members, and external reviewers, which consists of
two PC members previously assigned plus another. Two of the papers are focused
on the problem of tree edit distance. One is about the anchored alignment tree
and the other is the mapping kernels between ordered trees. The rest of the
papers are related to the dimension reduction techniques applicable to the central
point selection from data objects in database, the ambiguous pattern matching
in compressed data, and the anomaly detection from structured graph. The
abstracts of the five papers are following.

Ishizaka et al. formulated the anchored alignment problem, given two rooted
labeled trees and an anchoring between them, to output an anchored alignment
tree if it exists, where the notion of anchoring in trees was introduced in the
context of forest alignments in bioinformatics. They showed that the problem
can be solved in O(ha2 + n + m) time and in O(ha) space where n,m are the
number of nodes in the two trees, h is the height of the trees, and a is the
cardinality of an anchoring.

Jin et al. proposed a binary quantization to select central points in database.
The Simple-Map uses the distances between central points and objects as the
coordinate values, and, in the previous researches, the candidates for central
points are randomly selected from data objects. They improved this selection.
As they reported, the coordinate value of central points obtained after the local
search tend to be the maximum or minimum ends of the space. Consequently,
the computation time of the Simple-Map is reduced to one-sixth compared with
the conventional method.

Hirata et al. investigated several mapping kernels to count all of the map-
pings on beyond ordered trees: the cyclically ordered trees. They designed the
algorithms to compute the corresponding mapping kernels in a polynomial-time
in n,m: the number of nodes in two trees, D: the maximum degree of the trees,
and d: the minimum degree of the trees. They also showed the �P -completeness
of two variants of the mapping kernel.

Maeda et al. developed the algorithm for the ambiguous pattern matching on
compressed string. Given a grammar compressed string S, a pattern P , and a
threshold d ≥ 0, the problem is to find all occurrences of P ′ in S with d(P ′, P ) ≤ d
where d(, ) is the Hamming distance. They proposed the algorithm for this in
O(lg lg n lg∗ N(m + doccd lg m

d N)) time, where N = |S|, m = |P |, n is the size of
the grammar, and occd is an approximated occurrences of P . They implemented
this algorithm and compared with a naive filtering on grammar compression.

Sugiyama and Otaki introduced the method for detecting anomalies from
structured graph. To date, there exists no efficient method that works on mas-
sive attributed graphs with millions of vertices for detecting anomalous sub-
graphs with an abnormal distribution of vertex attributes. Using the recent
graph cut-based formulation, this problem was solved efficiently. They exam-
ined the method using various sizes of synthetic and real-world datasets and
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show that their method is more than five orders of magnitude faster than the
state-of-the-art method.

Acknowledgments. GABA2014 was closed successfully. We are grateful for the great
support received from the program committeemembers: Hiroki Arimura,Kouichi Hirata,
NobuhiroKaji,MiyukiKoshimura,YoshiakiOkubo,TakeshiShinohara,YasuoTabei, and
Akihiro Yamamoto.They and other anonymous reviewers belong to the Special Interest
GrouponFundamentalProblems inAI (SIG-FPAI).Without their cooperation, thework-
shop have failed. We are thankful to Prof. Tsuyoshi Murata for his organization of JSAI-
isAI 2014.We also thankProf. Daisuke Bekki andProf. KojiMineshima for their arrange-
ment to publish the LNAI volume of these post-workshop proceedings. Finally, we thank
all speakers and all audiences who attended the workshop.
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Abstract. An anchored alignment tree between two rooted labeled trees
with respect to a mapping that is a correspondence between nodes in two
trees, called an anchoring , is an alignment tree which contains a node
labeled by a pair of labels for every pair of nodes in the anchoring. In
this paper, we formulate an anchored alignment problem as the problem,
when two rooted labeled trees and an anchoring between them are given
as input, to output an anchored alignment tree if there exists; to return
“no” otherwise. Then, we show that the anchored alignment problem
can be solved in O(hα2 + n + m) time and in O(hα) space, where n
is the number of nodes in a tree, m is the number of nodes in another
tree, h is the maximum height of two trees and α is the cardinality of an
anchoring.

1 Introduction

An anchored alignment tree between two rooted labeled trees (trees, for short)
with respect to a mapping that is a correspondence between nodes in two trees,
called an anchoring , has been introduced by Schiermer and Giegerich [5] in the
context of forest alignments in bioinformatics. Then, the anchored alignment
tree is an alignment tree which contains a node labeled by a pair of labels for
every pair of nodes in the anchoring. By using an anchoring whose number is
α, we can obtain the anchored alignment tree in α times faster than the case
without using an anchoring [5].

Note first that an arbitrary anchoring between two trees does not always
provide an anchored alignment tree; If an anchoring is not less-constrained [4],
then there exists no alignment tree between them, because the less-constrained
mapping coincides with an alignable mapping [3], and then we can construct an
alignment tree from no less-constrained anchoring. Then, in this paper, we deal
with the following anchored alignment problem.

This work is partially supported by Grant-in-Aid for Scientific Research 24240021,
24300060, 25540137, 26280085 and 26370281 from the Ministry of Education, Cul-
ture, Sports, Science and Technology, Japan.
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AnchoredAlignment
Instance: Two trees T1 and T2, and a mapping M ⊆ V (T1) × V (T2),
called an anchoring .
Solution: Find an anchored alignment tree T of T1 and T2 such that T
contains a node labeled by (l(v), l(w)) for every (v, w) ∈ M if T exists;
return “no” otherwise.

Note that the anchored alignment tree as output is not necessary to be optimum
in the sense of the alignment distance or the minimum cost alignment [2]; it is
just an alignment tree between two trees containing nodes labeled by every pair
of labels in an anchoring.

In order to solve the anchored alignment problem, in this paper, we provide
an alternative proof that a less-constrained mapping coincides with an alignable
mapping [3]. In this proof, first we introduce the cover sequences consisting of
nodes of complete subtrees from a node in a mapping to the root. Then, we show
that a mapping is less-constrained if and only if, for every pair of nodes in the
mapping, the cover sequence of a tree and one in another tree are comparable.
By using this property, we can prove the above theorem, according to following
algorithm to solve the problem of AnchoredAlignment. Here, n is the number
of nodes in T1, m is the number of nodes in T2, h is the maximum height of T1

and T2 and α is the cardinality of an anchoring M .
First, we compute cover sequences of an anchoring and determine whether or

not they are comparable in O(hα) time and space. If so, then next we construct
an alignment subtree by aligning these cover sequences and by merging them
in O(h2α) time. Finally, we complete an anchored alignment tree by adding
appropriate alignment subtrees to the merged alignment subtree in O(n + m)
time. Hence, we can solve the problem of AnchoredAlignment in O(hα2 +
n + m) time and in O(hα) space.

Schiermer and Giegerich [5] have introduced the anchoring to divide the
dynamic programming to compute the alignment distance [2] into α parts and
claimed to reduce the time complexity from O(nmD2) time [2] to O(nmD2/α)
time, where D is the maximum degree of two trees. However, since the anchoring
is not always less-constrained, we cannot guarantee that the division is correct.
On the other hand, this paper determines whether or not the anchoring is less-
constrained and, if so, then uses it to find the anchored alignment tree directly
and correctly in O(hα2 + n + m) time. When n ≥ m, we can roughly estimate
that O(nmD2/α) = O(hα2 + n + m) = O(n3). Hence, we can find the anchored
alignment tree as fast as [5] even if an anchoring is less-constrained.

2 Preliminaries

A tree is a connected graph without cycles. For a tree T = (V,E), we denote
V and E by V (T ) and E(T ), respectively. We sometimes denote v ∈ V (T ) by
v ∈ T . We denote an empty tree by ∅.

A rooted tree is a tree with one node r chosen as its root . We denote the root
of a rooted tree T by r(T ). For each node v in a rooted tree with the root r, let
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UPr(v) be the unique path from v to r. If UPr(v) has exactly k edges, then we
say that the depth of v is k and denote it by d(v) = k. The height of T , denoted
by h(T ), is defined as max{dep(v) | v ∈ T}. The parent of v(�= r), which we
denote by par(v), is its adjacent node on UPr(v) and the ancestors of v(�= r)
are the nodes on UPr(v) − {v}. We say that u is a child of v if v is the parent
of u. In this paper, we use the ancestor orders < and ≤, that is, u < v if v is
an ancestor of u and u ≤ v if u < v or u = v. In particular, we denote neither
u ≤ v nor v ≤ u by u # v. We say that w is the least common ancestor of u and
v, denoted by u � v, if u ≤ w, v ≤ w and there exists no w′ such that w′ < w,
u ≤ w′ and v ≤ w′. A (complete) subtree of T = (V,E) rooted at v, denoted by
T [v], is a tree T ′ = (V ′, E′) such that r(T ′) = v, V ′ = {u ∈ V | u ≤ v} and
E′ = {(u,w) ∈ E | u,w ∈ V ′}.

A rooted tree is labeled if every node is labeled by some alphabet. A rooted
tree is ordered if a left-to-right order among siblings is fixed; unordered otherwise.
In particular, for nodes u and v in an ordered tree, u is to the left of v, denoted
by u 	 v, if pre(u) ≤ pre(v) and post(u) ≤ post(v) for the preorder number pre
and the postorder number post . In this paper, we call a rooted labeled tree a tree
simply. If it is necessary to distinguish, we call either ordered trees or unordered
trees.

We say that two sets A and B are incomparable if none of A ⊂ B, A = B
and B ⊂ A holds, that is, there exist both a ∈ A \ B and b ∈ B \ A; comparable
otherwise. Also we say that two sequences A1, . . . , An and B1, . . . , Bm of sets
are incomparable if there exist i and j (1 ≤ i ≤ n, 1 ≤ j ≤ m) such that Ai

and Bj are incomparable; comparable otherwise. Furthermore, we call a sequence
A1, . . . , An of sets such that Ai ⊆ Ai+1 (1 ≤ i ≤ n − 1) increasing .

3 Less-Constrained Mapping

In this section, we introduce a less-constrained mapping and characterize it as
cover sequences.

Definition 1 (Mapping [6]). Let T1 and T2 be trees and M ⊆ V (T1)×V (T2).
We say that a triple (M,T1, T2) is a Tai mapping between T1 and T2 if every
pair (v1, w1) and (v2, w2) in M satisfies the following conditions.

1. v1 = v2 iff w1 = w2 (one-to-one condition).
2. v1 ≤ v2 iff w1 ≤ w2 (ancestor condition).
3. v1 	 v2 iff w1 	 w2 (sibling condition).

For unordered trees, the condition 3 is omitted. We will use M instead of
(M,T1, T2) when there is no confusion. Furthermore, we denote the set {v ∈
T1 | (v, w) ∈ M} by M |1 and the set {w ∈ T2 | (v, w) ∈ M} by M |2.

Definition 2 (Less-Constrained Mapping [3,4]). Let T1 and T2 be trees.
We say that a mapping M between T1 and T2 is a less-constrained mapping if
M satisfies the following condition.
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Fig. 1. Trees T0, T1, T2 and T3 (upper), mappings M1, M2 and M3 (center) and
mappings M4, M5 and M6 (lower) in Example 1.

∀(v1, w1), (v2, w2), (v3, w3) ∈ M
(
v1�v2 < v1�v3 =⇒ w2�w3 = w1�w3

)
.

Or equivalently [3]:

∀(v1, w1), (v2, w2), (v3, w3) ∈ M
(
w1�w2 < w1�w3 =⇒ v2�v3 = v1�v3

)
.

Example 1. Consider trees T0, T1, T2 and T3 in Fig. 1 (upper). Also suppose
that Mi is a mapping {(v1, w1), (v2, w2), (v3, w3), (v4, w4)} between T0 and Ti

(i = 1, 2, 3) in Fig. 1 (center). Then, M1 and M2 are less-constrained mapping,
while M3 is not, because v1 � v2 < v1 � v3 but w2 � w3 < w1 � w3.

Furthermore, let M4 = M3 − {(v1, w1)}, M5 = M3 − {(v2, w2)} and
M6 = M3 − {(v3, w3)} in Fig. 1 (lower). Then, we can show that M4, M5 and
M6 are less-constrained.

Definition 3 (Cover Set and Cover Sequence). Let T be a tree with the
root r, v a node in T and U a set of nodes in T . Also suppose that UPr(v) is
v = v1, . . . , vn = r.

Then, we call a set {w ∈ T [v] | w ∈ U} (or equivalently, T [v] ∩ U) the
cover set of v in T w.r.t. U and denote it by CT (v, U). Also we call a sequence
C1, . . . , Cn such that Ci = CT (vi, U) for every i (1 ≤ i ≤ n) the cover sequence
of v in T w.r.t. U and denote it by ST (v, U).

In particular, we use the cover sequences concerned with a mapping M
between T1 and T2, that is, ST1(v,M |1) and ST2(w,M |2) for (v, w) ∈ M . For
r1 = r(T1) and r2 = r(T2), we call UPr1(v) and UPr2(w) paths of ST1(v,M |1)
and ST2(w,M |2), respectively, and denote them by PT1(v) and PT2(w),
respectively.
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Example 2. Consider mapping M1, M2 and M3 in Example 1. For mapping Mi

(i = 1, 2, 3), we identify vj ∈ Mi|1 with wj ∈ Mi|2 (j = 1, 2, 3, 4) and both of
them are denoted by the index j. Then, the cover sequences ST0(j,Mi|1) and
STi

(j,Mi|2) are described as follows.

ST0(1,Mi|1) = {1}, {1, 2}, {1, 2, 3, 4}.
ST0(2,Mi|1) = {2}, {1, 2}, {1, 2, 3, 4}.
ST0(3,Mi|1) = {3}, {1, 2, 3, 4}.
ST0(4,Mi|1) = {1, 2, 3, 4}.
ST1(1,M1|2) = {1}, {1, 2}, {1, 2, 3, 4}.
ST1(2,M1|2) = {2}, {1, 2}, {1, 2, 3, 4}.
ST1(3,M1|2) = {3}, {1, 2, 3, 4}.
ST1(4,M1|2) = {1, 2, 3, 4}.

ST2(1,M2|2) = {1}, {1, 2, 3, 4}.
ST2(2,M2|2) = {2}, {1, 2, 3, 4}.
ST2(3,M2|2) = {3}, {1, 2, 3, 4}.
ST2(4,M2|2) = {1, 2, 3, 4}.
ST3(1,M3|2) = {1}, {1, 2, 3, 4}.
ST3(2,M3|2) = {2}, {2, 3}, {1, 2, 3, 4}.
ST3(3,M3|2) = {3}, {2, 3}, {1, 2, 3, 4}.
ST3(4,M3|2) = {1, 2, 3, 4}.

Since {1, 2} and {2, 3} are incomparable, so are ST0(2,M3|1) and
ST3(2,M3|2). On the other hand, ST0(j,Mi|1) and STi

(j,Mi|2) are comparable
for (i, j) ∈ {1, 2, 3} × {1, 2, 3, 4} − {(3, 2)}.

Furthermore, consider mappings M4, M5 and M6 in Example 1. Then, the
cover sequences ST0(j,Mi|1) and ST2(j,Mi|2) are described as follows, where
j ∈ Ii and I4 = {2, 3, 4}, I5 = {1, 3, 4} and I6 = {1, 2, 4}. All of them are
comparable.

ST0(2,M4|1) = {2}, {2}, {2, 3, 4}. ST3(2,M4|2) = {2}, {2, 3}, {2, 3, 4}.
ST0(3,M4|1) = {3}, {2, 3, 4}. ST3(3,M4|2) = {3}, {2, 3}, {2, 3, 4}.
ST0(4,M4|1) = {2, 3, 4}. ST3(4,M4|2) = {2, 3, 4}.
ST0(1,M5|1) = {1}, {1}, {1, 3, 4}. ST3(1,M5|2) = {1}, {1, 3, 4}.
ST0(3,M5|1) = {3}, {1, 3, 4}. ST3(3,M5|2) = {3}, {3}, {1, 3, 4}.
ST0(4,M5|1) = {1, 3, 4}. ST3(4,M5|2) = {1, 3, 4}.
ST0(1,M6|1) = {1}, {1, 2}, {1, 2, 4}. ST3(1,M6|2) = {1}, {1, 2, 4}.
ST0(2,M6|1) = {2}, {1, 2}, {1, 2, 4}. ST3(2,M6|2) = {2}, {2}, {1, 2, 4}.
ST0(4,M6|1) = {1, 2, 4}. ST3(4,M6|2) = {1, 2, 4}.

Theorem 1. Let T1 and T2 be trees. Also let M be a mapping between T1 and
T2. Then, M is not a less-constrained mapping between T1 and T2 if and only
if there exists a pair (v, w) ∈ M such that ST1(v,M |1) and ST2(w,M |2) are
incomparable.

Proof. Suppose that there exists a pair (v1, w1) ∈ M such that cover sets C1 ∈
ST1(v1,M |1) and C2 ∈ ST2(w1,M |2) are incomparable. Then, there exist v2 ∈
M |1 and w3 ∈ M |2 such that v2 ∈ C1 − C2 and w3 ∈ C2 − C1. Let v∗ and w∗

be nodes v1 � v2 and w1 � w3, respectively. Then, we can assume that C1 =
CT1(v

∗,M |1) and C2 = CT2(w
∗,M |2). Also consider v3 and w2.

Since v3 �∈ C1, it holds that v∗ < v1 � v3. Since w2 �∈ C2, it holds that w∗ <
w2�w3. Hence, even if v∗ = v1�v2 < v2�v3, it holds that w∗ = w1�w3 < w2�w3,
which implies that M is not a less-constrained mapping.

Conversely, suppose that M is not a less-constrained mapping. Then, there
exist v1, v2, v3 ∈ M |1 and w1, w2, w3 ∈ M |2 such that (1) v1 � v2 < v1 � v3 holds
and either (2) w2 � w3 < w1 � w3 or (3) w2 � w3 > w1 � w3 holds.
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By the condition (1), the cover sequences ST1(v1,M |1) and ST1(v2,M |1) con-
tain a cover set C1 such that {v1, v2} ⊆ C1 and v3 �∈ C1. On the other hand, by
the condition (2), the cover sequence ST2(w2,M |2) contains a cover set C2 such
that {w2, w3} ⊆ C2 and w1 �∈ C2, which implies that C1 and C2 are incompara-
ble. Also, by the condition (3), the cover sequence ST2(w1,M |2) contains a cover
set C3 such that {w1, w3} ⊆ C3 and w2 �∈ C3, which implies that C1 and C3 are
incomparable. ��

Corollary 1. Let T1 and T2 be trees. Also let M be a mapping between T1 and
T2. Then, M is a less-constrained mapping between T1 and T2 if and only if, for
every pair (v, w) ∈ M , ST1(v,M |1) and ST2(w,M |2) are comparable.

4 Alignable Mapping and Alignment Tree

Let T1 and T2 be trees. We say that I is a root-preserving mapping from T1 to T2

if I is a mapping between T1 and T2 and r(T1) ∈ I|1 always holds. In particular,
for v ∈ T1, we denote the node w ∈ T2 such that (v, w) ∈ I by I(v). Note that
T2 is not necessary to be labeled.

Definition 4 (Alignable Mapping [3]). Let T1 and T2 be trees. We say that
M is an alignable mapping between T1 and T2 if there exist a tree T (not
necessary to be labeled) and root-preserving mappings I1 from T1 to T and I2
from T2 to T satisfying that I1(v) = I2(w) for every (v, w) ∈ M . In particular,
we call the tree T an aligned tree between T1 and T2 and the root-preserving
mappings I1 and I2 side mappings of M from T1 and T2, respectively.

Let M be an alignable mapping between T1 and T2 and Ii a side mapping of
M from Ti (i = 1, 2). Then, it holds that M |1 = {v ∈ T1 | I1(v) = I2(w)} and
M |2 = {w ∈ T2 | I1(v) = I2(w)}. For an aligned tree T , we denote the inverse
image of Ii from V (T ) to V (Ti) by I−1

i . In particular, when no v ∈ Ti such that
Ii(v) = u exists for a node u ∈ T , we denote I−1

i (u) by ∅ and l(I−1
i (u)) by ε.

Definition 5 (Alignment Tree [2]). Let M be an alignable mapping between
T1 and T2, Ii a side mapping of M from Ti (i = 1, 2) and T an aligned tree
between T1 and T2. Then, we call the tree obtained by replacing every label of
u ∈ T with (l(I−1

1 (u)), l(I−1
2 (u))) an alignment tree between T1 and T2. For an

alignment tree T , we denote a mapping M between T1 and T2 constructed from
T such that (v, w) ∈ M iff (l(v), l(w)) ∈ T by MT .

Example 3. Consider mappings Mi (i = 4, 5, 6) in Example 1 (Fig. 1). Then,
every mapping Mi is an alignable mapping. Also, the tree T i in Fig. 2 is an
alignment tree between T0 and T3 in Example 1 corresponding to Mi.

Let ε �∈ Σ denote a special blank symbol and define Σε = Σ ∪ {ε}. Then,
we define a cost function γ : (Σε × Σε − {(ε, ε)}) �→ R+ on pairs of labels. We
constrain γ to be a metric, that is, γ(l1, l2) ≥ 0, γ(l1, l1) = 0, γ(l1, l2) = γ(l2, l1)
and γ(l1, l3) ≤ γ(l1, l2) + γ(l2, l3). In particular, the unit cost function μ such
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Fig. 2. The alignment trees T i between T0 and T3 in Example 1.

that μ(a, b) = 0 if a = b and μ(a, b) = 1 if a �= b is the most famous cost function.
The cost of an alignment tree T under γ, denoted by γ(T ), is the sum of the
costs of all labels in T . The minimum cost of all the possible alignment trees is
known to an alignment distance [2].

5 An Alternative Proof of Theorem 2

In this section, by using the cover sequence, Theorem 1 and Corollary 1, we give
an alternative proof of the following Theorem 2.

Theorem 2 (Kuboyama [3]). Let T1 and T2 be trees and M a mapping
between T1 and T2. Then, M is less-constrained if and only if M is alignable.

First, we show the if-direction of Theorem 2.

Lemma 1. Let T1 and T2 be trees and M an alignable mapping between T1 and
T2. Then, M is also a less-constrained mapping.

Proof. For an alignable mapping M , there exists an alignment tree T such that
M = MT . Also suppose that M is not a less-constrained mapping. By Theorem 1,
there exists a pair (v, w) ∈ M such that cover sets C1 ∈ ST1(v,M |1) and C2 ∈
ST2(w,M |2) are incomparable. Then, there exist v1 ∈ M |1 and w2 ∈ M |2 such
that v1 ∈ C1−C2 and w2 ∈ C2−C1. Let v′ and w′ denote v�v1 and w�w2. Then,
we can assume that C1 = CT1(v

′,M |1) and C2 = CT2(w
′,M |2). Also consider

w1 and v2 such that (v1, w1) ∈ M and (v2, w2) ∈ M .
Since M = MT , both (l(v1), l(w1)) and (l(v2), l(w2)) occur in T . Since v1 ∈

C1, it holds that (l(v), l(w)) < (l(v1), l(w1)) in T . Since w2 ∈ C2, it holds
that (l(v), l(w)) < (l(v2), l(w2)) in T . Furthermore, since v1 ∈ C1 − C2 and
w2 ∈ C2 − C1, we can show that (l(v1), l(w1)) # (l(v2), l(w2)) in T as follows.
Note here that we identify vi with wi (i = 1, 2).

If (l(v1), l(w1)) < (l(v2), l(w2)) in T , then it holds that v < v1 < v2 in
T1 and w < w1 < w2 in T2. Then, since v′ = v1 and w′ = w2, it holds that
C1 = CT1(v

′,M |1) ⊆ CT1(v2,M |1) = CT2(w
′,M |2) = C2. If (l(v2), l(w2)) <

(l(v1), l(w1)) in T , then it holds that v < v2 < v1 in T1 and w < w2 < w1

in T2. Then, since v′ = v1 and w′ = w2, it holds that C2 = CT2(w
′,M |2) ⊆

CT2(w1,M |2) = CT1(v
′,M |1) = C1. These imply a contradiction that C1 and C2

are incomparable.
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Hence, it holds that (l(v), l(w)) < (l(v1), l(w1)), (l(v), l(w)) < (l(v2), l(w2))
and (l(v1), l(w1)) # (l(v2), l(w2)) in T for (l(v), l(w)), (l(v1), l(w1)), (l(v2), l(w2))
∈ T , which is a contradiction that T is a tree. ��

In order to show the only-if-direction of Theorem 2, we start the following
lemma.

Lemma 2. Let T1 and T2 be trees and M a less-constrained mapping between T1

and T2. Then, for (v, w) ∈ M , both ST1(v,M |1) and ST2(w,M |2) are comparable
increasing such that the last element of ST1(v,M |1) (resp., ST2(w,M |2)) is M |1
(resp., M |2).

Let M be a mapping between T1 and T2. Then, for every (vj , wj) ∈ M , we
sometimes identify vj ∈ M |1 with wj ∈ M |2 and both of them are denoted by
the index j. Under such an identification, we can regard that M |1 = M |2. Then,
we introduce the following aligned sequence and aligned path for comparable
increasing sequences of sets.

Definition 6 (Aligned Sequence, Aligned Path). Let S1 = A1, . . . , An and
S2 = B1, . . . , Bm be comparable increasing sequences of sets such that An = Bm.
Then, we call the sequences S′

1 = A′
1, . . . , A

′
k and S′

2 = B′
1, . . . , B

′
k obtained from

S1 and S2 by the procedure AlnSq in Algorithm 1 aligned sequences of S1 and
S2. Furthermore, for the aligned sequences S′

1 = A′
1, . . . , A

′
k and S′

2 = B′
1, . . . , B

′
k

of S1 and S2, we define the aligned path of S1 and S2 as a rooted labeled path
P = (V,E) such that V = {p1, . . . , pk}, E = {(pi, pi+1) | 1 ≤ i ≤ k−1}, the root
of P is p1 and the label of pi is (A′

k−i+1, B
′
k−i+1) for 1 ≤ i ≤ k. We sometimes

denote such a path by [p1, . . . , pk].

Example 4. Consider a mapping M2 in Example 1. By Lemma 2, ST0(j,M2|1)
and ST2(j,M2|2) in Example 2 are comparable increasing. Then, we can obtain
the aligned sequences S′

T0
(j,M2|1) and S′

T2
(j,M2|2) illustrated in Fig. 3 (upper).

Also, for an aligned path PM2(j) = [p1, p2, p3] of ST0(j,M2|1) and ST2(j,M2|2),

procedure AlnSq(S1, S2)
/* S1 = A1, . . . , An, S2 = B1, . . . , Bm */
i ← 1; j ← 1; k ← 1;1

while i ≤ n + 1 and j ≤ m + 1 do2

if i = n + 1 then A′
k ← λ; B′

k ← Bj ; j++;3

else if j = m + 1 then A′
k ← Ai; B′

k ← λ; i++;4

else if Ai = Bj then A′
k ← Ai; B′

k ← Bj ; i++; j++;5

else if Ai ⊂ Bj then A′
k ← Ai; B′

k ← λ; i++;6

else if Ai ⊃ Bj then A′
k ← λ; B′

k ← Bj ; j++;7

k++;8

return S′
1 = A′

1, . . . , A
′
k and S′

2 = B′
1, . . . B

′
k;9

Algorithm 1. AlnSq.
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Fig. 3. The aligned sequences S′
T0(j, M2|1) and S′

T2(j, M2|2) of ST0(j, M2|1) and
ST2(j, M2|2) (upper) and the labels in aligned path PM2(j) of ST0(j, M2|1) and
STi(j, M2|2) (lower) in Example 4.

every label l(pi) of a vertex pi (i = 1, 2, 3) in PM2(j) is illustrated in Fig. 3
(lower).

Consider mappings M4, M5 and M6 in Example 1. By Lemma 2, ST0(j,Mi|1)
and ST2(j,Mi|2) (i = 4, 5, 6, j ∈ Ii) in Example 2 are comparable increasing.
Then, we can obtain the aligned sequences S′

T0
(j,Mi|1) and S′

T2
(j,Mi|2) illus-

trated in Fig. 4 (upper). Also, for an aligned path PMi
(j) = [p1, p2, p3, p4] of

ST0(j,Mi|1) and ST2(j,Mi|2), every label l(pi) of a vertex pi in PMi
(j) are illus-

trated in Fig. 4 (lower).

Let M be a less-constrained mapping between T1 and T2, where r1 = r(T1)
and r2 = r(T2). By Lemma 2, for ST1(v,M |1) = A1, . . . , An and ST2(w,M |2) =
B1, . . . , Bm for every (v, w) ∈ M , there exist paths PT1(v) = v1, . . . , vn and
PT2(w) = w1, . . . , wm such that v1 = v, w1 = w, vn = r1 and wm = r2.
Also, by identifying v′ ∈ M |1 with w′ ∈ M |2 for (v′, w′) ∈ M , it holds that
A1 = B1 = {v} = {w} and An = Bm = M |1 = M |2.

Furthermore, suppose that the aligned sequences S′
T1

(v,M |1) of ST1(v,M |1)
and S′

T2
(w,M |2) of ST2(w,M |2) are of the forms A′

1, . . . , A
′
k and B′

1, . . . , B
′
k,

respectively. Then, we denote the corresponding path of S′
T1

(v,M |1) in T1 includ-
ing λ by P ′

T1
(v) = v′

1, . . . , v
′
k such that v′

i = λ if A′
i = λ and v′

i = vi′ otherwise,
where i′ = |{l | 1 ≤ l ≤ i, v′

l �= λ}|. Also we denote the corresponding path
of ST2(v,M |1) in T2 including λ by P ′

T2
(w) = w′

1, . . . , w
′
k such that w′

j = λ if
B′

j = λ and w′
j = wj′ otherwise, where j′ = |{l | 1 ≤ l ≤ j, w′

l �= λ}|.

Lemma 3. Let M be a less-constrained mapping between T1 and T2. Also, for
(v1, w1), (v2, w2) ∈ M , let:
S′

T1
(v1,M |1) = A′

1, . . . , A
′
k, S′

T2
(w1,M |2) = B′

1, . . . , B
′
k,

S′
T1

(v2,M |1) = C ′
1, . . . , C

′
h, S′

T2
(w2,M |2) = D′

1, . . . , D
′
h.

Then, for the maximum indices i and j (2 ≤ i ≤ k, 2 ≤ j ≤ h) such that
(A′

i, B
′
i) = (C ′

j , B
′
j) and (A′

i−1, B
′
i−1) �= (C ′

j−1, B
′
j−1), it holds that (A′

a, B′
a) �=

(C ′
b, B

′
b) for every a (1 ≤ a ≤ i − 1) and b (1 ≤ b ≤ j − 1).
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Fig. 4. The aligned sequences S′
T0(j, Mi|1) and S′

T2(j, Mi|2) of ST0(j, Mi|1) and
ST2(j, Mi|2) (upper) and the labels in aligned path PMi(j) of ST0(j, Mi|1) and
ST2(j, Mi|2) (lower) in Example 4.

Proof. Let A = A′
1 ∪ · · · ∪A′

i−1 −{λ}, B = B′
1 ∪ · · · ∪B′

i−1 −{λ}, C = C ′
1 ∪ · · · ∪

C ′
j−1 − {λ} and D = D′

1 ∪ · · · ∪ D′
j−1 − {λ}. Then, we show that A ∩ C = ∅ and

B ∩ D = ∅.
Suppose that A∩C �= ∅. Then, there exist a vertex v ∈ T1 such that v ∈ A∩C.

Then, it holds that v ∈ P ′
T1

(v1) and v ∈ P ′
T1

(v2). Since T1 is a rooted tree, v1 �v
and v2 � v satisfy one of the statements of v1 � v < v2 � v, v2 � v < v1 � v and
v1 � v = v2 � v. For P ′

T1
(v1) = p′

1, . . . , p
′
k and P ′

T1
(v2) = q′

1, . . . , q
′
h such that

p′
1 = v1, q′

1 = v2, p′
k = q′

h = r(T1), let v∗ = p′
i′+1 = q′

j′+1 ∈ T1. Then, it holds
that v1 � v2 = v∗.

If v1 � v < v2 � v holds, then it holds that v1 � v < v∗, which means that
v �∈ C. If v2 � v < v1 � v holds, then it holds that v2 � v < v∗, which means that
v �∈ A. If v1 � v = v2 � v, then it holds that v∗ ≤ v1 � v = v2 � v, which means
that v �∈ A ∩ C. Hence, it holds that A ∩ C = ∅.

By the same way, we can show that B ∩ D = ∅. Hence, the statement holds.
��

Definition 7 (Merged Graph). For a less-constrained mapping M between
T1 and T2, let PM be the set of all aligned paths concerned with M . Then, we
define the merged graph GM of M as a rooted graph obtained by identifying
vertices with the same labels in PM , where the label of the root is (M |1,M |2).
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Fig. 5. The merged graphs GMi
(i = 2, 4, 5, 6) in Example 5.

Lemma 4. Let T1 and T2 be trees and M a less-constrained mapping between
T1 and T2. Then, the merged graph GM of M is a rooted labeled tree.

Example 5. Consider the mappings M2, M4, M5 and M6 in Example 1. By
Example 4, it holds that PM2 = {PM2(1), PM2(2), PM2(3), PM2(4)} and PMi

=
{PMi

(j) | j ∈ Ii} (i = 4, 5, 6). Then, the merged graphs GMi
of PMi

are illus-
trated in Fig. 5.

Let T1 and T2 be trees, M a less-constrained mapping between T1 and T2

and GM the merged graph of M . Then, we denote the tree obtained by removing
all of the labels in GM by G−

M . Also, for a vertex u ∈ GM , the label of u is of
the form (A,B), where A ⊆ M1 or A = λ and B ⊆ M2 or B = λ. When A �= λ
(resp., B �= λ), there exists a unique vertex in T1 corresponding to A (resp., in T2

corresponding to B), which we denote such a vertex by vT1(A) (resp., vT2(B)).
For every vertex u ∈ GM , consider to replace the label (A,B) of u with

(l(vT1(A)), l(vT2(B))) if A �= λ and B �= λ; (ε, l(vT2(B))) if A = λ and B �=
λ; (l(vT1(A)), ε) if A �= λ and B = λ. We denote the tree obtained by this
replacement of labels in every u ∈ GM from GM by G∗

M .

Lemma 5. Let T1 and T2 be trees, M a less-constrained mapping between T1

and T2 and GM the merged graph of M . Then, G−
M is a subtree of the aligned

tree between T1 and T2, and G∗
M is a subtree of the alignment tree between T1

and T2.

Proof. Note that the labels of vertices in GM are of the form (A,B). Then, by
the definition of GM and Lemma 4, we obtain a subtree of T1 (resp., T2) by first
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connecting vT1(A) (resp., vT2(B)) for every A (resp., B) and then by deleting λ
and, for a vertex v whose label is λ, connecting the children of v to the parent
of v. Hence, the statement holds. ��

Let P1 be the set of all rooted maximal paths in T1 − {PT1(v) | v ∈ M |1}
and P2 the set of all rooted maximal paths in T2 − {PT2(w) | w ∈ M |2}. For
every P = [p1, . . . , pk] ∈ P1 such that r(P ) = p1, there exists a vertex v ∈ T1

such that v is a parent of p1 in T1, which we denote by parT1
(P ). Similarly, for

every Q = [q1, . . . , qk] ∈ P2 such that r(Q) = q1, there exists a vertex v ∈ T2

such that v is a parent of q1 in T2, which we denote by parT2
(Q).

Furthermore, for every P = [p1, . . . , pk] ∈ P1, we denote a labeled path
obtained by replacing l(pi) with (l(pi), ε) by 〈P, ε〉, and, for every Q =
[q1, . . . , qk] ∈ P2, we denote a labeled path obtained by replacing l(qi) with
(ε, l(qi)) by 〈ε,Q〉.

Lemma 6. Let T1 and T2 be trees and M a less-constrained mapping between
T1 and T2. Then, M is also an alignable mapping.

Proof. It is sufficient to construct an alignment tree between T1 and T2 from M .
By Lemma 5, G∗

M is a subtree of the alignment tree between T1 and T2. In order
to complete the alignment tree, it is necessary to insert the paths not “covered
by” M , which are denoted by the above P1 and P2. Hence, by inserting paths
〈P, ε〉 to the appropriate child of parT1

(P ) in G∗
M for every P ∈ P1 and 〈ε,Q〉

to the appropriate child of parT1
(P ) in G∗

M for every Q ∈ P2, we can obtain the
alignment tree between T1 and T2. ��

It is not necessary for Theorem 2 to distinguish that trees are ordered or
unordered.

6 Anchored Alignment Problem

Finally, we discuss the anchored alignment problem introduced in Sect. 1.

Theorem 3. Let n = |T1|, m = |T2|, h = max{h(T1), h(T2)} and α = |M |.
Then, the problem of AnchoredAlignment can be solved in O(hα2 + n + m)
time and in O(hα) space for both ordered and unordered trees.

Proof. Since the correctness is shown in Sect. 5, it is sufficient to show the time
complexity. We use α-bits {0, 1} vectors for set operations in totally O(hα) space,
which we can prepare in O(hα) time.

For an anchoring M , first check whether or not M is less-constrained by using
Corollary 1. If M is not less-constrained, then return “no,” which runs in O(hα)
time. Otherwise, construct a partial alignment tree T between T1 and T2 by using
the algorithm AlnSq in Algorithm 1. We can check whether Ai = Bj , Ai ⊂ Bj

or Ai ⊃ Bj in Algorithm 1 in O(α) time, so the running time of Algorithm 1 is
O(hα) and the total running time in this process is O(hα2). Next, construct the
merged graph GM and the replacement G∗

M of GM , which runs in O(hα) time
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for ordered trees (just checking adjacent nodes in postorder) and in O(hα2) time
for unordered trees. Finally, add 〈P, ε〉 and 〈ε,Q〉 to T according to Lemma 6,
which runs in O(n + m) time.

Hence, the time complexity is O(hα)+O(hα2)+O(hα)+O(n+m) = O(hα2+
n + m) for ordered trees and O(hα) + O(hα2) + O(hα2) + O(n + m) = O(hα2 +
n + m) for unordered trees. ��

7 Conclusion

In this paper, first we have provided an alternative proof that a mapping is less-
constrained iff it is alignable, by using cover sequences and merged graphs. Then,
we have formulated the problem of AnchoredAlignment and then shown that
we can solve it in O(hα2 +n+m) time and in O(hα) space for both ordered and
unordered trees. Note that, if a given anchoring is optimum, that is, the cost of
a given anchoring is minimum [2], then the problem of AnchoredAlignment
is corresponding to the traceback of the alignment.

As stated in Sect. 1, an anchored alignment tree as output is not necessary
to be optimum; it is just an alignment tree between two trees containing nodes
labeled by pairs of labels in an anchoring. For example, consider the trees T0 and
T3 in Fig. 1 and let M7 in Fig. 6 (left) be an anchor between T0 and T3. Then,
the anchored alignment tree of M7 is T 7 in Fig. 6 (right) such that μ(T 7) = 8
under a unit cost function μ. On the other hand, T 5 in Fig. 2 is the optimum
alignment tree between T0 and T3 such that μ(T 5) = 4.

Fig. 6. A mapping M7 and the anchored alignment tree of M7.

Then, it is a future work to discuss the problem of AnchoredAlignment
such that the anchored alignment tree is optimum. Also, it is a future work to
investigate whether or not we can improve the time complexity to find the align-
ment distance for ordered trees, by using the algorithm to solve the problem of
AnchoredAlignment. Furthermore, it is a future work to discuss the relation-
ship between the results of this paper and the maximum agreement supertrees [1].
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Abstract. A Simple-Map (S-Map, for short), which is one of dimension
reduction techniques applicable to any metric space, uses the distances
between central points and objects as the coordinate values. S-Map with
multiple central points is a projection to multidimensional L∞ space.
In the previous researches for S-Map, the candidates for central points
are randomly selected from data objects in database, and the summation
of projective distances between sampled pairs of points is used as the
scoring function to be maximized. We can improve the above method
to select central points by using local search. The coordinate values of
central points obtained after local search tend to be the maximum or
the minimum ends of the space. By focusing on this tendency, in this
paper, we propose a binary quantization to select central points divided
into the maximum values and the minimum values based on whether the
coordinate value of an object in database is greater than the threshold
or not.

1 Introduction

At present, it is possible for computers to process large numbers of multi-
dimensional media data such as sound and image because of an enormous
increase of the computing power and storage capacity. Under such circumstances
that a great deal of data mixed in the world, it is necessary to master information
retrieval techniques that just search large numbers of data for what you need.

To search the multi-dimensional media data for query points by computer, it
is more important to search for approximated data points than exactly identical
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ones only because there were many instances of such data deterioration and
processing by compression techniques and others. We can determine by precise
indications such as the distance if we search approximately by computer. Index
structures such as R-trees [3] which are extended to multi-dimension from B-trees
[1] are typically used if we search through large numbers of multi-dimensional
media data approximately at high speed. However, the efficiency of search would
be worse if an R-tree processed high-dimensional feature data. Therefore, we
make use of dimension reduction which projects onto low-dimensional space to
prevent index structure from worsening of the efficiency of search.

In this paper we make use of a method of dimension reduction named Simple-
Map (S-Map, for short) [4]. It is necessary to consider how the distances in the
projective space are kept from the corresponding distances in the original space.
S-Map, which is applicable to any metric space, uses the distances between
central points and objects as the coordinate values. S-Map with multiple central
points is a projection to multi-dimensional L∞ space. We use a heuristic method
on S-Map because there is no analytical technique which determines the optimum
projection such as principle component analysis [2]. In this paper we investigate
methods to select central points for increasing the performance of S-Map.

In the previous researches [5,6] for the S-Map, the candidates for central
points are randomly selected from data objects in database, and the summation
of projective distances between sampled pairs of points is used as the scoring
function to be maximized. We can improve the above method to select central
points by using local search. The coordinate values of central points obtained
after local search tend to be the maximum or the minimum ends of the space.
By focusing on this tendency, in this paper, we propose binary quantization to
select central points divided into the maximum values and the minimum values
based on whether the coordinate value of an object in database is greater than
the threshold or not. As experimental results, by using image data extracted
from video, we observe that binary quantization approach reduces the search
time about 30 % than using objects in database as are. Unfortunately, it has
almost no difference between conventional approach and binary quantization by
using local search.

2 Preliminaries

Approximate search is to draw out data which is approximated with query points
using dissimilarity (namely, distance) of data. Make all of feature space which is
based on database of approximate search to be U = R

n. R is for all real numbers
and n is the number of dimensions of feature data here. In this paper, to search
approximately, the following conditions, distance axiom about distance function
d must be present when d indicated by index of the dissimilarity between any
two objects is d : U × U → R

+ and metric space is D = (S, d).

– d(X,Y ) ≥ 0 (Non-negativity)
– d(X,Y ) = d(Y,X) (Symmetry)
– d(X,Y ) ≤ d(X,Z) + d(Z, Y ) (Triangle inequality)
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– d(X,Y ) = 0 ⇔ X = Y (Identity)

X,Y,Z ∈ D here. Triangle inequality is the most important one in the above
conditions.

And then, let us introduce distance measurement in this experiment. If any
object in feature space is x, the feature of x is expressed by (x(1), x(2), . . . , x(n)),
a set of n real numbers. The following three functions of distance measurement
satisfy the distance axiom.

– L1 distance :D(x, y) =
n∑

i=1

|x(i) − y(i)|

– L2 distance :D(x, y) =

√
n∑

i=1

(x(i) − y(i))2

– L∞ distance :D(x, y) =
n

max
i=1

|x(i) − y(i)|

There are two approaches, range queries and neighborhood queries, princi-
pally used in approximate search. In this paper, we make use of nearest neighbor
queries NN(D, Q) in the neighborhood queries, obtained from the object which
has the least distance from query point Q to experiment.

– NN(D, Q) = {Oi ∈ S | Oi is the smallest one in d(Oi, Q)}
It is set that search range r is infinity for nearest neighbor queries in the begin-
ning period. And then it starts searching thus, shrinks search range to the dis-
tance between query point and interim solution that the object is logged on if
there is one found in search range. Repeat the above steps until the new one
could not be found in search range.

R-tree is a type of balanced tree with multi-branches that it is possible to
insert and delete objects dynamically. As a target, space is cut up in
n-dimensional ultra-rectangular named MBR (Minimum Bounding Rectangle).
Here n is the number of dimensions of feature. Every node contains MBR which
includes all of the child-nodes, and child-pointer, except that leaf nodes contain
tuple-identifiers, pointers to objects in database. It is necessary to pay attention
that it is possible for MBRs which include different nodes each other to super-
pose. In higher dimensional space, the performance of search would be worse as
a result of the phenomenon named curse of dimensionality. We consider that it
is because the form of MBR is no longer a normalized form and overlap redun-
dantly in higher dimensional space. In this paper, we make use of dimension
reduction technique to project from higher dimensional feature space to lower
dimensional space in order to alleviate the worsening of retrieval performance in
higher dimensional space.

In the search of R-tree, the nodes that queries range intersects with MBR are
only visited in accordance with the order of distance between query point and
MBR. If dimension reduction technique is used in constructing R-tree, to inves-
tigate the distance in projective space before calculating the distance between
query point and object in leaf nodes, the efficient search will be achieved because
the number of times to calculate actual range is decreased to the minimum.
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3 Simple Map: Dimension Reduction Projection

It is well known that the performance of search would be worse as a result of
curse of dimensionality if spatial index structure such as R-tree is used in higher
dimensional feature space. Dimension reduction technique which projects from
feature space to lower dimensional space is a method to alleviate the curse of
dimensionality. In this paper, dimension reduction we used is S-Map. We call
feature space before projecting the original space and space after projecting the
projective space.

An actual distance between a central point and an object is used for projec-
tion function in S-Map. S-Map also applies to any metric space which satisfies
the distance axiom. The distance between any two points of object images in
projective space may be shrunk much more than the one in the original space.
It is called shrinkage of distance.

If central point used to project is p, the coordinate value of any object O
in projective space is defined as ϕp(O) = d(p,O). By triangle inequality, the
distance d(X,Y ) between any two points X and Y of objects may be shrunk in
projective space. That is, if the distance in projective space is d′(X,Y ), then

– d′(X,Y ) = |ϕp(X) − ϕp(Y )| ≤ d(X,Y ).

When n′ central points are used, n′ is the dimensionality of projective space by
S-Map. If the set of central points is P = {p1, p2, . . . , pn′}, then the projection
function is

– fP (X) = (ϕp1(X), ϕp2(X), . . . , ϕpn′ (X)).

The distance between two points in projective space is

– d′(X,Y ) = max
p∈P

|ϕp(X) − ϕp(Y )| ≤ d(X,Y ).

Thus, the distance in projective space is measured by L∞ distance. The larger
number of central points, the more information of distances in projective space
is kept. Namely the more central points, the less shrinkage of the distance it
has. However, too high dimensionality of projective space makes the costs of
computing projected distances large.

Search efficiency widens the gap according to the selected central point when
high dimensional data projects to low dimensional space. Therefore, it is impor-
tant for fast search to take hold of a method for selecting the central point. Score
is used in the indication of performance of central points. The method of scoring
is used with projection distance between any pairs of objects in database. The
higher score, the better central points they are.

The above method of central point selection is to choose candidates randomly
from the objects in database. However, it is greatly possible that more suitable
central points were missed because points existed in data is too few in the whole
space.

Thus, in local search, we vary the value of each dimension little by little,
around the objects selected as the candidates for central points, in order to find
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the more suitable central points. If it is found that the point which has the higher
score than the candidate of central points, we make that point to be the new
one of candidate and repeat the process.

After applying local search to S-Map, the coordinate values of central points
tend to be the maximum or the minimum ends of the space. Based on this fact,
we propose a method of binary quantization to select central points divided into
the maximum values and the minimum values based on whether the coordinate
value of an object in database is greater than the threshold or not. In fact, the
limitation of feature data could be relaxed easily, which is to be calculated in any
L1 distance with coordinate display. Furthermore, in term of feature subjects,
the metric space used to calculate could be L1 distance, L2 distance and any
other data without coordinate display besides, such as edit distance.

4 Experimental Results

We use, as objects in database, about 7 million image feature data extracted from
about 2800 videos in experiments. Image feature is a 2 dimensional frequency
spectrum in 64 dimensions, each of which is represented by an 8-bit integer from
0 to 255. We first reduce dimensions of objects by S-Map with the conventional
and the proposed methods. For the image features, we adopt 8 as the most
effective dimension of projective space by S-Map. Then we construct R-trees for
projective space to search through nearest neighbor queries. Finally we compare
two methods of selecting central points for S-Map, the conventional and the
proposed binary quantization. Three types of queries are prepared. Near queries
for which there exist very close image flames in database, quasi near queries for
which there exist relatively close image flames, and far queries for which there
exist only far away image flames. The number of each query types is about 30
thousand. Our computer environment is that CPU is Intel Core i7-975 3.33 GHz
and RAM is 9 GB.

First, we compare efficiencies of S-Maps by binary quantization with several
thresholds. The experimental result is indicated in Table 1, where shrinkage of
distance shows the percentage of projective distance to original and the ratio of
speeding up indicates the percentage decreased from search time in the conven-
tional approach. The bold one shows the peak performance. As a consequence,
we recognize that the best performance could improve about 32 % of search time
if the quantization threshold value is 88.

We run another experiment to effectiveness of local search. We compare three
methods (1), (2) and (3) for selecting central points.

(1) The binary quantization with threshold value 88.
(2) The binary quantization improved by local search.
(3) The conventional method improved by local search.

The results are indicated in Table 2, where computation time is time to select
central points. As a consequence, we recognize that the computation time of (1)
is shorter but the search time is longer than (3). Unfortunately, there are almost
no differences of computation time and search time between (2) and (3).
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Table 1. Shrinkage of distance and ratio of speeding up search in each threshold value

Threshold value Shrinkage of distance (%) Ratio of speeding up (%)

68 49.84 20.34

78 53.57 30.52

88 54.11 32.20

92a 53.72 31.66

98b 53.27 30.84

108 52.53 27.79

118 50.03 18.42

128c 47.18 1.39
amedian, baverage, ccenter.

Table 2. The comparison of the methods of selecting central points

Method Computation time (min) Shrinkage of distance (%) Ratio of speeding up (%)

(1) 2.5 54.11 32.20

(2) 16.2 56.82 40.73

(3) 16.2 56.25 39.68

5 Conclusion and Future Works

The computation time for S-Map by binary quantization without local search is
one-sixth compared with the conventional approach using local search. The ratio
of speeding up is about 8 % inferior to the conventional approach. Thus, pro-
posed method can select relatively efficient S-Maps in short computation time.
Furthermore, if the proposed method and the local search are used simultane-
ously, both the search time and the computation time are almost equal with the
ones by the conventional approach with local search, even though the better one
of central points has been selected before doing local search.

As the challenge for future, we will make use of sound data instead of image
data for verification, and establish the method to select the appropriate threshold
value from the database of objects searched. And also, it may not be restricted
to binary discretization but others such as ternary-valued or quaternary-valued.
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Abstract. In this paper, we investigate several mapping kernels to
count all of the mappings between two rooted labeled trees beyond
ordered trees, that is, cyclically ordered trees such as biordered
trees, cyclic-ordered trees and cyclic-biordered trees, and degree-bounded
unordered trees. Then, we design the algorithms to compute a top-down
mapping kernel, an LCA-preserving segmental mapping kernel, an LCA-
preserving mapping kernel, an accordant mapping kernel and an isolated-
subtree mapping kernel for biordered trees in O(nm) time and ones for
cyclic-ordered and cyclic-biordered trees in O(nmdD) time, where n is
the number of nodes in a tree, m is the number of nodes in another tree,
D is the maximum value of the degrees in two trees and d is the mini-
mum value of the degrees in two trees. Also we design the algorithms to
compute the above kernels for degree-bounded unordered trees in O(nm)
time. On the other hand, we show that the problem of computing label-
preserving leaf-extended top-down mapping kernel and label-preserving
bottom-up mapping kernel is #P-complete.

1 Introduction

A tree kernel is one of the fundamental method to classify rooted labeled trees
(trees, for short) through support vector machines (SVMs). Many researches to
design tree kernels for ordered trees, in which an order among siblings is fixed,
have been developed (cf., [2,6,14–17]). We call them ordered tree kernels.

A mapping kernel [15–17] is a powerful and general framework for tree kernels
based on counting all of the mappings (and their variations) as the set of one-
to-one node correspondences [18]. It is known that the minimum cost of (Tai)
mappings coincides with an edit distance between trees. Also, as the properties
of mapping kernels, almost ordered tree kernels are classified into the framework
of mapping kernels [15], and a mapping kernel is positive definite if and only if
the mapping is transitive, that is, closed under the composition [16,17].
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On the other hand, few researches to design tree kernels for unordered trees,
in which an order among siblings is arbitrary, have been developed. We call them
unordered tree kernels. One of the reasons is that the problem of counting all of
the subtrees for unordered trees is #P-complete [6].

In order to avoid such difficulty, the unordered tree kernel have been developed
as counting all of the specific substructures. For example, Kuboyama et al. [9] and
Kimura et al. [7] have designed the unordered tree kernel counting all of the bifoliate
q-grams and all of the subpaths, respectively.

As a tractable mapping kernel for unordered trees, Hamada et al. [3] have
introduced an agreement-subtree mapping kernel for phylogenetic trees (leaf-
labeled binary unordered trees). Also they have given a new proof of intractabil-
ity of computing a mapping kernel for unordered trees, simpler than Kashima
et al. [6], such that the problem of counting the number of leaves with the same
labels in leaf-labeled tree is #P-complete, which is based on the problem of
counting all of the matchings in a bipartite graph.

It is known that, by introducing several conditions to mappings, we deal
with several variations of mappings and they form the hierarchy of mappings
[5,8,21,23]. Every variation of mappings provides not only a variation of the
edit distance as the minimum cost of all the mappings [5,8,22,23] but also a
tree kernel as the number of all the mappings [8,10,15].

Note that the problem of computing the tractable variations of the edit
distance between unordered trees such as a top-down distance [1,13], an
LCA-preserving segmental distance [23], an LCA-preserving distance [27], an
accordant distance [8,10,22] and an isolated-subtree distance [25,26] is essential to
solve the minimum weighted maximum matching in a bipartite graph [22,26,27].
On the other hand, it is essential for the above #P-completeness [3,6] to reduce
from the problem of counting all of the matchings in a bipartite graph.

Recently, as trees extended from ordered trees and restricted to unordered
trees, Yoshino and Hirata [24] have introduced the following three kinds of a
cyclically ordered tree that is an unordered tree preserving the adjacency among
siblings in a tree as possible. Let v1, . . . , vn be siblings from left to right. We say
that a tree is biordered if it allows two orders v1, . . . , vn and vn, . . . , v1. Also we
say that a tree is cyclic-ordered if it allows a cyclic order vi, . . . , vn, v1, . . . , vi−1

for every i (1 ≤ i ≤ n). Furthermore, we say that a tree is cyclic-biordered if it
allows cyclic orders vi, . . . , vn, v1, . . . , vi−1 and vi−1, . . . , v1, vn, . . . , vi for every i
(1 ≤ i ≤ n). Then, they have designed the algorithm to compute an alignment
distance [4] between cyclically ordered trees in polynomial time. Note that the
algorithm does not use the maximum matching for a bipartite graph. It is a
simple extension of the algorithm (or recurrences) of computing the alignment
distance between ordered trees [4].

Hence, in this paper, we first investigate several mapping kernels such as
a top-down mapping kernel, an LCA-preserving segmental mapping kernel, an
LCA-preserving mapping kernel, an accordant mapping kernel and an isolated-
subtree mapping kernel for cyclically ordered trees. Then, we design the algo-
rithms to compute all of the above mapping kernels for biordered trees in O(nm)
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time and ones for cyclic-ordered and cyclic-biordered trees in O(nmdD) time,
where n is the number of nodes in a tree, m is the number of nodes in another
tree, D is the maximum value of the degrees in two trees and d is the minimum
value of the degrees in two trees.

Next, by focusing that the agreement subtree mapping kernel is applied to
full binary trees, we investigate the above kernels for bounded-degree unordered
trees. Then, we design the algorithms to compute all of the above mapping
kernels in O(nm) time, which follows from the algorithms to compute ones for
unordered trees in O(nmDD) time, which is exponential to D.

On the other hand, for unordered trees, we show that the problem of com-
puting the label-preserving leaf-extended top-down mapping kernel and the label-
preserving bottom-up mapping kernel is #P-complete. Note here that the proof
of the above #P-completeness [3,6] cannot apply to top-down and bottom-up
mapping kernels for unordered tree directly. Also, the degrees of unordered trees
in this proof are not bounded.

2 Preliminaries

A tree is a connected graph without cycles. For a tree T = (V,E), we denote
V and E by V (T ) and E(T ), respectively. Also the size of T is |V | and denoted
by |T |. We sometime denote v ∈ V (T ) by v ∈ T . We denote an empty tree by ∅.

A rooted tree is a tree with one node r chosen as its root. We denote the
root of a rooted tree T by r(T ). A(n ordered) forest is a sequence [T1, . . . , Tn]
of trees which we denote by T1 • · · · • Tn or •n

i=1Ti. In particular, for two forests
F1 = T1•· · ·•Tn and F2 = S1•· · ·•Sm, we denote the forest T1•· · ·•Tn•S1•· · ·•Sm

by F1 • F2. For a forest F , we denote the tree rooted by v whose children are
trees in F by v(F ).

For each node v in a rooted tree with the root r, let UPr(v) be the unique
path (as trees) from v to r. The parent of v(�= r), which we denote by par(v),
is its adjacent node on UPr(v) and the ancestors of v(�= r) are the nodes on
UPr(v) − {v}. We denote the set of all ancestors of v by anc(v). We say that
u is a child of v if v is the parent of u. The set of children of v is denoted by
ch(v). A leaf is a node having no children. We denote the set of all leaves in T
by lv(T ). A node that is neither a leaf nor a root is called an internal node. We
call the number of children of v the degree of v and denote it by d(v), that is,
d(v) = |ch(v)|. Also we define d(T ) = max{d(v) | v ∈ T} and call it the degree
of T .

In this paper, we use the ancestor orders < and ≤, that is, u < v if v is an
ancestor of u and u ≤ v if u < v or u = v. We say that w is the least common
ancestor (LCA for short) of u and v, denoted by u�v, if u ≤ w, v ≤ w and there
exists no w′ such that A (complete) w′ < w, u ≤ w′ and v ≤ w′. A (complete)
subtree of T = (V,E) rooted by v, denoted by T [v], is a tree T ′ = (V ′, E′) such
that r(T ′) = v, V ′ = {u ∈ V | u ≤ v} and E′ = {(u,w) ∈ E | u,w ∈ V ′}.

We say that a rooted tree is labeled if each node is assigned a symbol from
a fixed finite alphabet Σ. For a node v, we denote the label of v by l(v), and
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sometimes identify v with l(v). Also let ε �∈ Σ denote a special blank symbol
and define Σε = Σ ∪ {ε}.

Let v ∈ T and vi, vj ∈ ch(v) such that vi the i-th child of v and vj the
j-th child of v. Then, we say that vi is to the left of vj if i ≤ j. Then, for
every u, v ∈ T , u � v if either u is to the left of v (when both u and v are the
children of the same node in T ) or there exist u′, v′ ∈ ch(u�v) such that u ≤ u′,
v ≤ v′ and u′ is to the left of v′. Hence, we say that a rooted tree is ordered if a
left-to-right order among siblings is fixed; unordered otherwise. Furthermore, in
this paper, we introduce cyclically ordered trees by using the following functions
σ+

p,n(i) and σ−
p,n(i) for 1 ≤ i, p ≤ n.

σ+
p,n(i) = ((i + p − 1) mod n) + 1, σ−

p,n(i) = ((n − i − p + 1) mod n) + 1.

Definition 1 (Cyclically Ordered Trees). Let T be a tree and suppose that
v1, . . . , vn are the children of v ∈ T from left to right.

1. We say that T is biordered if T allows the orders of both v1, . . . , vn and
vn, . . . , v1.

2. We say that T is cyclic-ordered if T allows the orders vσ+
p,n(1), . . . , vσ+

p,n(n) for
every 1 ≤ p ≤ n.

3. We say that T is cyclic-biordered if T allows the orders vσ+
p,n(1), . . . , vσ+

p,n(n)

and vσ−
p,n(1), . . . , vσ−

p,n(n) for every 1 ≤ p ≤ n.

Sometimes we use the scripts o, b, c, cb, u, and the notation of π ∈ {o, b, c, cb, u}.
It is obvious that the cyclically ordered trees are an extension of ordered trees

and a restriction of unordered trees. The number of orders among siblings of a
node v in ordered trees, biordered trees, cyclic-ordered trees, cyclic-biordered
trees and unordered trees is 1, 2, d(v), 2d(v) and d(v)!, respectively. Also it
holds that, when d(T ) = 2, T is unordered iff it is biordered, cyclic-ordered or
cyclic-biordered, and when d(T ) = 3, T is unordered iff it is cyclic-biordered.

3 Mapping

In this section, we introduce a Tai mapping and its variations, and then the
distance as the minimum cost of all the mappings.

Definition 2 (Tai Mapping [18]). Let T1 and T2 be trees and M ⊆ V (T1) ×
V (T2).

1. We say that a triple (M,T1, T2) is an ordered Tai mapping from T1 to T2,
denoted by M ∈ Mo

Tai(T1, T2), if every pair (u1, v1) and (u2, v2) in M satisfies
the following conditions.
(i) u1 = u2 iff v1 = v2 (one-to-one condition).
(ii) u1 ≤ u2 iff v1 ≤ v2 (ancestor condition).
(iii) u1 � u2 iff v1 � v2 (sibling condition).
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2. We say that a triple (M,T1, T2) is an unordered Tai mapping from T1 to T2,
denoted by M ∈ Mu

Tai(T1, T2), if M satisfies the conditions (i) and (ii).

In the following, let u1, u2, u3, u4 ∈ ch(u) and v1, v2, v3, v4 ∈ ch(v).

3. We say that a triple (M,T1, T2) is a biordered Tai mapping from T1 to T2,
denoted by M ∈ Mb

Tai(T1, T2), if M satisfies the above conditions (i) and (ii)
and the following condition (iv).
(iv) For every u ∈ T1 and v ∈ T2 such that (u1, v1), (u2, v2), (u3, v3) ∈ M ,

one of the following statements holds.
1. u1 � u2 � u3 iff v1 � v2 � v3.
2. u1 � u2 � u3 iff v3 � v2 � v1.

4. We say that a triple (M,T1, T2) is a cyclic-ordered Tai mapping from T1 to
T2, denoted by M ∈ Mc

Tai(T1, T2), if M satisfies the above conditions (i) and
(ii) and the following condition (v).
(v) For every u ∈ T1 and v ∈ T2 such that (u1, v1), (u2, v2), (u3, v3) ∈ M , one

of the following statements holds.
1. u1 � u2 � u3 iff v1 � v2 � v3.
2. u1 � u2 � u3 iff v2 � v3 � v1.
3. u1 � u2 � u3 iff v3 � v1 � v2.

5. We say that a triple (M,T1, T2) is a cyclic-biordered Tai mapping from T1 to
T2, denoted by M ∈ Mcb

Tai(T1, T2), if M satisfies the above conditions (i) and
(ii) and the following condition (vi).
(vi) For every u ∈ T1 and v ∈ T2 such that (u1, v1), (u2, v2), (u3, v3), (u4, v4) ∈

M , one of the following statements holds.
1. u1 � u2 � u3 � u4 iff v1 � v2 � v3 � v4.
2. u1 � u2 � u3 � u4 iff v2 � v3 � v4 � v1.
3. u1 � u2 � u3 � u4 iff v3 � v4 � v1 � v2.
4. u1 � u2 � u3 � u4 iff v4 � v1 � v2 � v3.
5. u1 � u2 � u3 � u4 iff v4 � v3 � v2 � v1.
6. u1 � u2 � u3 � u4 iff v3 � v2 � v1 � v4.
7. u1 � u2 � u3 � u4 iff v2 � v1 � v4 � v3.
8. u1 � u2 � u3 � u4 iff v1 � v4 � v3 � v2.

We will use M instead of (M,T1, T2) simply and call a Tai mapping a mapping
simply.

Definition 3 (Variations of Tai Mapping). Let T1 and T2 be trees, π ∈
{o, b, c, cb, u} and M ∈ Mπ

Tai(T1, T2). Here, we denote M − {(r(T1), r(T2))} by
M−.

1. We say that M is a top-down mapping [1,13] (or a degree-1 mapping), denoted
by M ∈ Mπ

Top(T1, T2), if M satisfies the following condition.

∀(u, v) ∈ M−
(
(par(u), par(v)) ∈ M

)
.

2. We say that M is an LCA-preserving segmental mapping [23], denoted by
M ∈ Mπ

LcaSg(T1, T2), if there exists a pair (u, v) ∈ T1 × T2 such that M ∈
Mπ

Top(T1[u], T2[v]).
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3. We say that M is an LCA-preserving mapping (or a degree-2 mapping [27]),
denoted by M ∈ Mπ

Lca(T1, T2), if M satisfies the following condition.

∀(u1, v1), (u2, v2) ∈ M
(
(u1 � u2, v1 � v2) ∈ M

)
.

4. We say that M is an accordant mapping [8] (or a Lu’s mapping [12]), denoted
by M ∈ Mπ

Acc(T1, T2), if M satisfies the following condition.

∀(u1, v1), (u2, v2), (u3, v3) ∈ M
(
u1 � u2 = u1 � u3 ⇐⇒ v1 � v2 = v1 � v3

)
.

5. We say that M is an isolated-subtree mapping [21] (or a constrained map-
ping [25,26]), denoted by M ∈ Mπ

Ilst(T1, T2), if M satisfies the following
condition.

∀(u1, v1), (u2, v2), (u3, v3) ∈ M
(
u3 < u1 � u2 ⇐⇒ v3 < v1 � v2

)
.

6. We say that M is a bottom-up mapping [8,20,22], denoted by M ∈
Mπ

Bot(T1, T2), if M satisfies the following condition.

∀(u, v) ∈ M

⎛

⎝
∀u′ ∈ T1[u]∃v′ ∈ T2[v]

(
(u′, v′) ∈ M

)

∧∀v′ ∈ T2[v]∃u′ ∈ T1[u]
(
(u′, v′) ∈ M

)

⎞

⎠.

Proposition 1 (cf. [8,23]). For π ∈ {o, b, c, cb, u} and trees T1 and T2, the
following statement holds:

Mπ
Top(T1, T2) ⊂ Mπ

LcaSg(T1, T2) ⊂ Mπ
Lca(T1, T2)

⊂ Mπ
Acc(T1, T2) ⊂ Mπ

Ilst(T1, T2).

Furthermore, for A ∈ {Top,LcaSg,Lca,Acc, Ilst}, Mπ
Bot(T1, T2) is incom-

parable with Mπ
A (T1, T2)

4 Mapping Kernels

Let π ∈ {o, b, c, cb, u} and A ∈ {Top,LcaSg,Lca,Acc, Ilst} unless otherwise
noted. A mapping between forests F1 and F2 is defined as a mapping M between
trees v(F1) and v(F2) such that (v, v) �∈ M . We define Mπ

A (F1, F2) as similar
as Mπ

A (T1, T2). Let σ : Σ × Σ → R+ be a similarity function. The similarity
σ(M) of a mapping M ∈ Mπ

A (T1, T2) between two trees T1 and T2 is defined
as σ(M) =

∏

(u,v)∈M

σ(l(u), l(v)). The similarity between two forests F1 and F2 is

defined as follows:

Kπ
A (F1, F2) =

∑

M∈Mπ
A (F1,F2)

σ(M).
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Corollary 1. For π ∈ {o, b, c, cb, u} and A ∈ {Top,LcaSg,Lca,Acc, Ilst},
Kπ

A is positive definite.

Proof. Since Mπ
A is closed under the composition [8,23,27] and by [16], the

statement holds. ��

Kuboyama [8] has introduced the recurrences to compute Ko
A(T1, T2) for

A ∈ {Top,LcaSg,Lca} implicitly and A ∈ {Acc, Ilst} explicitly illustrated
in Fig. 1. Note the underlined formulas that denote the difference between simi-
lar formulas.

Fig. 1. The recurrences of computing Ko
A(T1, T2) for A ∈ {Top,LcaSg,Lca,Acc,

Ilst} [8].
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Theorem 1 (cf., Kuboyama [8]). For A ∈ {Top,LcaSg,Lca,Acc, Ilst},
the recurrences in Fig. 1 correctly compute Ko

A(T1, T2) in O(nm) time, where
n = |T1| and m = |T2|.

4.1 Mapping Kernels for Cyclically Ordered Trees

In this section, we extend the recurrences in Fig. 1 to the recurrences to compute
Kπ

A (T1, T2) for π ∈ {o, b, c, cb} and A ∈ {Top,LcaSg,Lca,Acc, Ilst}.
For u(F1) and v(F2), let F1=[T1[u1], . . . , T1[us]] and F2=[T2[v1], . . . , T2[vt]],

that is, ch(u) = {u1, . . . , us}, ch(v) = {v1, . . . , vt}, d(u) = s and d(v) = t. Also
let 1 ≤ p ≤ s and 1 ≤ q ≤ t. We denote the forests [T1[uσ+

p,s(1)
], . . . , T1[uσ+

p,s(s)
]]

and [T2[vσ+
q,t(1)

], . . . , T2[vσ+
q,t(t)

]] by F p
1 and F q

2 . Furthermore, we denote the

forests [T1[uσ−
p,s(1)

], . . . , T1[uσ−
p,s(s)

]] and [T2[vσ−
q,t(1)

], . . . , T2[vσ−
q,t(t)

]] by F−p
1 and

F−q
2 . It is obvious that F1 = F 1

1 and F2 = F 1
2 .

Furthermore, the values of p and q in F p
1 , and F q

2 are (1) p = q = 1 if π = o,
(2) p = ±1 and q = ±1 if π = b, (3) 1 ≤ p ≤ s and 1 ≤ q ≤ t if π = c and
(4) 1 ≤ p ≤ s, −s ≤ p ≤ −1, 1 ≤ q ≤ t and −t ≤ q ≤ −1 if π = cb. Hence,
we prepare the following sets: (1) o(s) = o(t) = {1}, (2) b(s) = b(t) = {−1, 1},
(3) c(s) = {1, . . . , s}, c(t) = {1, . . . , t}, and (4) cb(s) = {−s, . . . ,−1, 1, . . . , s},
cb(t) = {−t, . . . ,−1, 1, . . . , t}. We refer these sets to π(s) and π(t) for π ∈
{o, b, c, cb}.

Then, we design the recurrences to compute Kπ
A (T1, T2) illustrated in Fig. 2.

Theorem 2. For A ∈ {Top,LcaSg,Lca,Acc, Ilst}, the recurrences in Fig. 2
correctly compute Kb

A(T1, T2) in O(nm) time and Kc
A(T1, T2) and Kcb

A (T1, T2) in
O(nmdD) time, where n = |T1|, m = |T2|, d = min{d(T1), d(T2)} and D =
max{d(T1), d(T2)}.

Proof. In the formulas of Kπ
Top and T π

Lca, the number of Fπ
Top(F

p
1 , F q

2 ) and
Fπ

Lca(F
p
1 , F q

2 ) is 1 if π = o, 4 if π = b, d(u) · d(v) if π = c and 2d(u) · 2d(v)
if π = bc. Also in the formulas of T π

Acc and T π
Ilst, the number of Fπ

Acc(F
p
1 , F q

2 )
and Fπ

Ilst(F
p
1 , F q

2 ) is 1 if π = o, 4 + 2 + 2 + 4 = 12 if π = b, d(u) ·
d(v) + d(u) + d(v) + d(u) · d(v) = 2d(u) · d(v) + d(u) + d(v) if π = c and
2d(u) · 2d(v) + 2d(u) + 2d(v) + 2d(u) · 2d(v) = 8d(u) · d(v) + 2d(u) + 2d(v)
if π = bc. Then, we can compute these recurrences in O(1) time if π ∈ {o, b},
whereas in O(d(u) · d(v)) = O(dD) time if π ∈ {c, cb}. Hence, the time com-
plexity in the statement holds. Also we can show the correctness by extending
Theorem 1. ��

4.2 Mapping Kernels for Bounded-Degree Unordered Trees

In this section, we extend the recurrences in Fig. 1 to the recurrences to compute
Ku

A (T1, T2) for A ∈ {Top,LcaSg,Lca,Acc, Ilst}.
For nonnegative integers s and t, let Bs,t be a complete bipartite graph

(X ∪Y,E) such that X = {1, . . . , s} and Y = {1, . . . , t}, and BM (s, t) the set of



Mapping Kernels Between Rooted Labeled Trees Beyond Ordered Trees 325

Fig. 2. The recurrences of computing Kπ
A (T1, T2) for π ∈ {o, b, c, cb} and A ∈

{Top,LcaSg,Lca,Acc, Ilst}.

all maximum matchings in Bs,t. For every M ∈ BM (s, t), it holds that M ⊂ E
and |M | = min{s, t}.

For u(F1) and v(F2), let F1 = [T1[u1], . . . , T1[us]] and F2 = [T2[v1], . . ., T2[vt]],
that is, ch(u) = {u1, . . . , us}, ch(v) = {v1, . . . , vt}, d(u) = s and d(v) = t. Then,
for M ∈ BM (s, t), we denote the ordered forests •(i,j)∈MT1[ui] and •(i,j)∈MT2[vj ]
by FM

1 and FM
2 , where we assume that trees in a forest are ordered along the

order of M . Furthermore, for an ordered forest F , let pm(F ) be the set of all
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Fig. 3. The recurrences of computing Ku
A (T1, T2) for A ∈ {Top,LcaSg,Lca,Acc,

Ilst}.

permuted forests of F . Then, Fig. 3 illustrates the recurrences of computing
Ku

A (T1, T2).

Theorem 3. For A ∈ {Top,LcaSg,Lca,Acc, Ilst}, the recurrences in Fig. 3
correctly compute Ku

A (T1, T2) in O(nmDD) time, where n = |T1|, m = |T2| and
D = max{d(T1), d(T2)}. Hence, if the degrees of unordered trees are bounded by
some constant, then we can compute Ku

A (T1, T2) in O(nm) time.
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Proof. Since |BM (s, t)| = sPt and the number of all permuted forests of
F1 (resp., F2) is sP1 (resp., tP1), the number of occurrences of the formula
Fu

A (FM
1 , FM

2 ) is bounded by DD and the number of occurrences of the formu-
las Fu

A (u(F1), F ′
2) and Fu

A (F ′
1, v(F2)) for A ∈ {Acc, Ilst} is bounded by DD. In

both cases, the number of occurrences of the formulas is O(DD). Since every pair
(u, v) ∈ T1×T2 is called just once, we can compute Ku

A (T1, T2) in O(nmDD) time
by using dynamic programming. Hence, the time complexity in the statement
holds. Also we can show the correctness by extending Theorem 1. ��

5 #P-Completeness for Unordered Trees

Since we cannot apply the #P-completeness of [3,6] to the top-down mapping
kernel for unordered trees directly, in this section, we show that the problem of
counting all the specific top-down mappings (or bottom-up mappings) is #P-
complete.

Let M be a mapping between T1 and T2. We say that M is label-preserving (or
an indel mapping) if it always holds that l(u) = l(v) for every (u, v) ∈ M . Also
we say that M is leaf-extended if, for every (u, v) ∈ M , there exists (u′, v′) ∈ M
such that u ∈ anc(u′), v ∈ anc(v′), u′ ∈ lv(T1) and v′ ∈ lv(T2). Then, we deal
with a label-preserving leaf-extended top-down mapping M between unordered
trees T1 and T2, which we denote M ∈ Mu

llTop(T1, T2).

Theorem 4 (cf., [3]). The problem of counting all the mappings in
Mu

llTop(T1, T2) is #P-complete.

Proof. Valiant [19] has shown that the problem of counting all the matchings
in a bipartite graph, which we denote #BipartiteMatching, is #P-complete.
Then, we give two trees such that the number of all the label-preserving leaf-
extended top-down mapping between them is equal to the output of #Bipartite
Matching. Here, for a forest F and a node v such that l(v) = a, we denote
v(F ) by a(F ).

Let G = (X ∪ Y,E) be a bipartite graph. For v ∈ X ∪ Y , we denote a
neighbor of v by N(v). It is obvious that N(v) ⊆ Y if v ∈ X and N(v) ⊆ X
if v ∈ Y . Then, we construct Tx = a({xy | y ∈ N(x)}) for every x ∈ X and
T1 = a({Tx | x ∈ X}). Similarly, we construct Ty = a({xy | x ∈ N(y)}) for every
y ∈ Y and T2 = a({Ty | y ∈ Y }). Here, we regard an edge xy in G as the label
of a leaf in Tx and Ty. Figure 4 illustrates an example of the above construction
of T1 and T2 from a bipartite graph G.

For a matching B ⊆ E in G we construct the label-preserving leaf-extended
top-down mapping M between T1 and T2 such that:

M =

⎧
⎨

⎩

∅ if B = ∅,

{(r(T1), r(T2))} ∪
⋃

xy∈B

Mxy if B �= ∅,

Mxy =

⎧
⎨

⎩

(u1, v1), (u2, v2)
∈ V (Tx) × V (Ty)

∣
∣
∣
∣
∣
∣

u1 = par(u2), v1 = par(v2),
u2 ∈ lv(Tx), v2 ∈ lv(Ty)
l(u1) = l(v1) = a, l(u2) = l(v2) = xy

⎫
⎬

⎭
.
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G

T1 T2

Fig. 4. A bipartite graph G and the trees T1 and T2.

T1 T2

Fig. 5. Trees T1 and T2 in Corollary 2.

For example, let B be a matching {12, 21, 33} in G illustrated in Fig. 4 as think
lines. Then, the label-preserving leaf-extended top-down mapping M between
T1 and T2 is illustrated by dashed lines.

Note that, by the definition of Tx and Ty, Mxy is a label-preserving leaf-
extended top-down mapping between Tx and Ty. Also Mxy is corresponding
to an element xy in a matching of G. Furthermore, no label-preserving leaf-
extended top-down mapping Mxy between T1 and T2 contains more than one
path from the root to leaves in Tx or Ty, that is, Mxy contains zero or one path
in Tx and Ty.

Hence, a matching B in G determines the label-preserving leaf-extended top-
down mapping M between T1 and T2 uniquely and vice versa. Then, the number
of all the matchings in G which is the output of #BipartiteMatching is
equal to the number of all the label-preserving leaf-extended top-down mappings
between T1 and T2. Hence, the statement holds. ��

Finally, we denote all the label-preserving bottom-up mappings between
unordered trees T1 and T2 by Mu

lBot(T1, T2). Then, the proofs of [3,6] or the above
proof imply the following corollary. Here, it is sufficient to construct a matching B

in Fig. 4 to a mapping
⋃

xy∈B

{(u, v) ∈ lv(Tx) × lv(Ty) | l(u) = l(v) = xy} as Fig. 5,

for example.

Corollary 2 (cf., [3,6]). The problem of counting all the mappings in
Mu

lBot(T1, T2) is #P-complete.
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6 Conclusion

In this paper, for mapping A ∈ {Top,LcaSg,Lca}, we have designed the recur-
rences to compute Ko

A(T1, T2) and Kb
A(T1, T2) in O(nm) time and to compute

Kc
A(T1, T2) and Kcb

A (T1, T2) in O(nmdD) time. Also, we have designed the recur-
rences to compute Ku

A (T1, T2) in O(nmDD) time, which implies that we can
compute Ku

A (T1, T2) in O(nm) time if the degrees of T1 and T2 are bounded
by some constant. On the other hand, we show that the problem of computing
Ku

llTop(T1, T2) and Ku
lBot(T1, T2) are #P-complete.

For MAln (alignable mapping [8], less-constrained mapping [11]), from [4,24],
we conjecture that we can compute Kb

Aln(T1, T2) in O(nmD2) time, Kπ
Aln(T1, T2)

in O(nmdD3) time (π ∈ {c, cb}) and Ku
Aln(T1, T2) in polynomial time if the

degrees of T1 and T2 are bounded by some constant. Hence, it is a future work
to investigate whether or not the above conjecture is correct.

In the proof of Theorem 4 and Corollary 2, the condition of label-preserving
and leaf-extended are essential. If these condisions are not met, we must
count all the other (standard) top-down or bottom-up mappings that are not
label-preserving or leaf-extended. In order to show that the problem of count-
ing all the mappings in Mu

Top(T1, T2), Mu
Bot(T1, T2) and then Ku

A (T1, T2) for
A ∈ {LcaSg,Lca,Acc, Ilst,Aln} are all #P-complete, we must use the Cook-
reduction [6,19] from #BipartiteMatching, which is more complex than the
proof of Theorem 4. On the other hand, this paper has shown that we can com-
pute Ku

A (T1, T2) for bounded-degree unordered trees. Hence, it is an important
future work to investigate whether or not the problem of computing Ku

A (T1, T2)
is #P-complete when degrees are unbounded.
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Abstract. Given a grammar compressed string S, a pattern P , and
d

compression, and occd is the frequency of an evidence of a substring of
P . We implement this algorithm and compare with a naive filtering on
the grammar compression.
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1 Introduction

In this paper, we consider an approximate pattern matching on grammar com-
pressed data. A sting S is represented by a CFG G beforehand, where S is
derived from G deterministically. Given G, a pattern P ∈ Σ∗, and d ≥ 0, the
algorithm is required to output all occurrences of P ′ in S such that d(P,P ′) ≤ d
where d(P,P ′) means the Hamming distance between patterns P and P ′.

In the last decade, many algorithms for grammar compression have been
proposed [1,5,8,10,11,13,14], and based on them, grammar based self-index have
been also proposed [2,4,7,9,12]. A self-index is a data structure that efficiently
supports the following operations without explicitly holding the original text S:
counting/locationg of a pattern P , and extractiong a segment S[i, j].

ESP-index [9] is one of such grammar compressed self-indexes using a special
parsing technique called edit-sensitive parsing (ESP) [3]. When the ESP tree
TS for S is constructed, for any substring P of S, we can obtain the evidence
as a necessary and sufficient condition for the occurrence of P = S[i, j]. An
evidence is a sequence of substrees in TS with length k, say, it is represented as
E = (e1, . . . , ek) by the roots ei of subtrees. Then, it holds that P = S[i, j] iff E
is adjacently embedded into TS [i, j] where T [i, j] denotes the maximal subtree
c© Springer-Verlag Berlin Heidelberg 2015
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decomposition for the range [i, j] of leaves. Moreover, it also holds that the length
of E is significantly smaller than m = |P |, i.e., k = O(lg∗ N lg m)(N = |S|) [9],
where lg∗ is the number of iteration of lg untill being smaller than one1.

Using this mechanism, we can achieve a faster locating/counting for the com-
pressed S than naive pattern search. The searching algorithm is, however, not
directly applicable to the ambiguity matching since the ESP cannot obtain evi-
dences from patterns containing mismatch symbols. Thus, we improve the algo-
rithm that allows the ambiguity search for Hamming distance.

Given P ∈ Σ∗, TS , and d, for a candidate occurrence S[i, j], a naive algorithm
will try to embed the evidence E of P into TS [i, j]. In this problem, however,
mismatch between P and S[i, j] might occur, and then, the algorithm expands
the whole TS to compare P and S[i, j]. To reduce this time consumption, we
propose a pruning algorithm to avoid expanding whole subtrees in TS [i, j]. In
our method, P is decomposed into d+1 blocks P0, . . . , Pd, where by the pigeon-
hole principle, there is at least one Pk with no mismatch with S[i, j]. Then,
the algorithm finds all occurrences Pk = S[i, j], and then, it tries to search the
embedding P0, . . . , Pk−1 to the left and Pk, . . . , Pd to the right allowing at most
distance d. Here, the embedding of the prefix and suffix are executed by expand-
ing the corresponding subtrees where a subtree rooted by et can be embedded,
it is not expanded since there is no mismatch.

We estimate the time complexity of the proposed algorithm. We implement
proposed algorithm using ESP-index and additional hash table for maintaining
all position for the decomposed Pk. We compare the improvement with the naive
algorithm and empirical results are shown.

2 Preliminary

2.1 Grammar Compression

Σ is a set of alphabet symbols. Let X be a set of variables with Σ ∩ X = ∅.
A sequence of symbols from Σ ∪ X is called a string. The set of all possible
strings from Σ is denoted by Σ∗. For a string S, the expressions |S|, S[i], and
S[i, j] denote the length of S, the i-th symbol of S, and the substring of S from
S[i] to S[j], respectively. Let [S] be the set of symbols composing S. A string of
length two is called a digram.

A CFG (context-free grammar) is represented by G = (Σ,V, P,Xs), where
V is a finite subset of X , P is a finite subset of V × (V ∪ X )∗, and Xs ∈ V .
A member of P is called a production rule. The set of strings in Σ∗ derived
from Xs by G is denoted by L(G). A CFG G is called admissible if exactly one
X → α ∈ P exists for any X ∈ V and |L(G)| = 1. An admissible G deriving S
is called a grammar compression of S for any X ∈ V . The size of G, |G|, is the
sum of |α| for all X → α ∈ P .

We consider only the case where |α| = 2 for any production rule X → α
because any grammar compression with n variables can be transformed into such

1 In practical sense, lg∗ N is a constant for sufficiently large N .
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a restricted CFG with at most 2n variables. Moreover, this restriction is useful
for practical applications to compression algorithms, e.g., LZ78 [16], REPAIR [8]
and LCA [10], and indexes e.g. SLP [2] and ESP [9].

The derivation tree of G is represented by a rooted ordered binary tree such
that internal nodes are labeled by variables in V and the yields, i.e., the sequence
of labels of leaves is equal to S. In this tree, any internal node Z ∈ V has a left
child labeled X and a right child labeled Y , corresponding to the Z → XY ∈ P .

If a CFG is obtained from any other CFG by a permutation π : Σ ∪ V →
Σ ∪ V , they are identical to each other because the string derived from one is
transformed to that from the other by the renaming. For example, P = {Z →
XY, Y → ab,X → aa} and P ′ = {X → Y Z,Z → ab, Y → aa} are identical each
other. Thus, we assume the following canonical form of grammar compression.

Definition 1 ([6]). An SLP is a grammar compression over Σ ∪ V whose pro-
duction rules are formed by either Xi → a or Xk → XiXj , where a ∈ Σ and
1 ≤ i, j < k ≤ |V |.

2.2 ESP-index

Edit-Sensitive Parsing: We review the method for constructing a deriva-
tion tree by Cormode and Muthukrishnan [3], called ESP (Edit-Sensitive Pars-
ing), satisfying the condition: When ESP trees TS and TP for strings S and
P are given, P occurs in S iff there is a sequence of subtrees in TP of length
O(lg∗ |P | lg |P |) that are embedded adjacently into TS . Using this characteristics,
we can develop a self-index on grammar compression.

The basic idea is to (i) start from a string S ∈ Σ∗, (ii) replace as many as
possible of the same digrams in common substrings by the same variables, and
(iii) iterate this process until |S| = 1.

In each iteration, S is divided into the maximal non-overlapping substrings
such that S = S1S2 · · · S� and each Si belongs to one of three types: (1) a rep-
etition of a symbol; (2) a substring not including a type1 substring and of length
at least lg∗ |S|; (3) a substring being neither type1 nor type2 substrings. Substrings
of Si is parsed by A → XY (2-tree) or A → XY Z (2-2-tree), where A → XY Z is
further transformed to A → XB and B → Y Z to obtain a binary tree.

Si is parsed according to its type. In case Si is a type1 or type3 substring,
it is parsed by the typical left aligned parsing where 2-trees are built from left
to right in Si and a 2-2-tree is built for the last three symbols if |Si| is odd, as
follows:

– If |Si| is even, ESP builds A → Si[2j − 1, 2j], j = 1, ..., |Si|/2,
– Otherwise, it builds A → Si[2j − 1, 2j] for j = 1, ..., (	|Si|/2
 − 1), and builds

A → BSi[2j + 1] and B → Si[2j − 1, 2j] for j = 	|Si|/2
.
In case Si is a type2 substring, Si is partitioned into several substrings such that
Si = s1s2...s� (2 ≤ |sj | ≤ 3) using alphabet reduction [3], which is detailed below.
ESP builds A → sj if |sj | = 2, or builds A → sj [2, 3], B → sj [1]A otherwise for
j = 1, ..., �. After transforming Si to S′

i, the concatenated string S′
i (i = 1, . . . , �)

is parsed at the next level.
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AlphabetReduction: Given a type2 substringS, considerS[i] andS[i−1] as the
binary integers. Let p be the position of the least significant bit in which S[i] differs
from S[i − 1], and let bit(p, S[i]) ∈ {0, 1} be the value of S[i] at the p-th position,
where p starts at 0. Then, L[i] = 2p+bit(p, S[i]) is defined for any i ≥ 2. Since S is
type2, so is the resulted string L = L[2]L[3] . . . L[|S|]. We note that if the number
of different symbols in S is n which is denoted by [S] = n, clearly [L] ≤ 2 lg n.
Setting S := L, the next label string L is iteratively computed until [L] ≤ lg∗ |S|,
where lg∗ n = min{i| lg(i) n ≥ 1}. We can consider lg∗ n as constant in practical
sense, since lg∗ n ≤ 5 for n ≤ 265536. At the final L∗, S[i] of the original S is called
landmark if L∗[i] > max{L∗[i − 1], L∗[i + 1]}. After deciding all landmarks, if S[i]
is a landmark, it is parsed by a 2-tree or 2-2-tree.

TP is divided into a sequence of maximal adjacent subtrees rooted by nodes
v1, . . . , vk such that yield(v1 · · · vk) = P , where yield(v) denotes the string rep-
resented by the leaves of v and yield(v1 · · · vk) is analogous. If z is the low-
est common ancestor of v1 and vk, denoted by z = lca(v1, vk), the sequence
(v1, . . . , vk) is said to be embedded into z, denoted by (v1, . . . , vk) ≺ z. When
yield(v1 · · · vk) = P , z is called an occurrence node of P .

Definition 2 ([9]). An evidence of P is defined as a string Q ∈ (Σ ∪ V )∗ of
length k satisfying the following condition: There is an occurrence node z of P
iff there is a sequence (v1, . . . , vk) such that (v1, . . . , vk) ≺ z, yield(v1 · · · vk) = P ,
and L(v1 · · · vk) = Q, where L(v) is the variable of node v and L(v1 · · · vk) is its
concatenation.

This is well defined because a trivial Q with Q = P always exists. An evidence
Q transforms the problem of finding an occurrence of P into that of embedding
a shorter string Q into TS .

Evidence Extraction: The evidence Q of P is iteratively computed from the
parsing of P as follows. Let P = αβ for a maximal prefix α belonging to type1,
2 or 3. For i-th iteration of ESP, α and β of P are transformed into α′ and β′,
respectively. In case α is not type2, define Qi = α and update P := β′. In this
case, Qi is an evidence of α and β′ is an evidence of β. In case α is type2, define
Qi = α[1, j] with j = min{p | p ≥ lg∗ |S|, P [p] is landmark} and update P := xβ′

where x is the suffix of α′ deriving only α[j+1, |α|]. In this case, Qi is an evidence of
α[1, j] and xβ′ is an evidence of α[j+1, |α|]β. Repeating this process until |P | = 1,
we obtain the evidence of P as the concatenation of all Qi.

Counting, Locating, and Extracting: A node z in TS is an occurrence node
of P iff ∃(v1, . . . , vk) ≺ z and L(v1 · · · vk) = Q. It is sufficient to adjacently embed
all subtrees of v1, . . . , vk into TS . We recall the fact that the subtree of v1 is left
adjacent to that of v2 iff v2 is a leftmost descendant of right child(lra(v1)) where
lra(v) denotes the lowest right ancestor of v, i.e., the lowest ancestor of v such
that the path from v to it contains at least one left edge. Because z = lra(v1)
is unique and the height of TS is O(lg |S|), we can check whether (v1, v2) ≺ z
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in O(lg |S|) time. Moreover, (v1, v2, v3) ≺ z′ iff (z, v3) ≺ z′ (possibly z = z′).
Therefore, when |Qi| = 1 for each i, we can execute the embedding of whole Q
in t = O(lg |P | lg |S| lg∗ |S|) time. For general case of Qi ∈ q+i , the same time
complexity t is obtained.

Theorem 1 ([9,15]). Let |S| = N , |P | = m, and |G| = n. Counting time of
ESP-index is O((m + occ lg m lg N) lg lg n lg∗ N) with 2n + n lg n + o(n lg n) bits
of space. With auxiliary n lg N + o(n) bits of space, ESP-index supports locating
in the same time complexity and also supports extracting in O((m+lg N) lg lg n)
time, where occ is the frequency of the largest embedded subtree for P .

3 Algorithm

We propose the algorithm for the compressed Hamming distance problem: given
a grammar compressed string S, a pattern P , and d ≥, enumerating all similar
substrings P ′ = S[i, j] such that d(P ′, P ) ≤ d. The proposed algorithm is an
improvement of the baseline method (Fig. 1).

3.1 Baseline Algorithm

The string S is preprocessed beforehand and represented by the ESP-index.
Without loss of generality, we can assume d < m. For a pattern P and its
evidence Q, if P = S[i, j], we can embed Q into TS . We express this embedding
by Q ≺ TS [i, j].

Theorem 2. The time of the Algorithm1 isO(occd lg lg n lg N(d lg m
d lg∗ N +m))

where occd is the frequency of the largest embedded subtree for a Pk (0 ≤ k ≤ d+1).

Proof. Since d < m = |P |, if d(S[i, j], P ) ≤ d, then there is at least one Pk

such that Pk exactly matches with the kth block in S[i, j]. By Theorem1, after
t1 = O(m

d lg lg n lg∗ N) preprocessing time for Pk, occurrences of Pk in S can be
found in t2 = O(occd lg m

d lg N lg lg n lg∗ N) search time. For each candidate of
S[i, j] = P with d(S[i, j], P ) ≤ d , the time to check whether P0 · · · Pk−1 and
Pk+1 · · · Pd can be embedded together is t3 = O(m · occd lg N lg lg n). Since, the
number of blocks is d + 1, the total time of preprocessing and searching for P is
O(d(t1 + t2) + t3) = O(occd lg lg n lg N(d lg m

d lg∗ N + m)). 
�
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Fig. 1. An example for 3 blocks of P = P0P1P2.

3.2 The Improvement

We show the computation of d(X,SX) + d(Y, SY ) ≤ d in Algorithm 1 can be
reduced to the embedding of evidences of X as follows.

Lemma 1. Given TP and TS and a substring P ′ of S with m = |P | = |P ′|. The
time for checking d(P,P ′) ≤ d is O(d lg m

d lg lg n lg N lg∗ N).

Proof. We assume P ′ = e1x1e2x2 · · · edxded+1 for the mismatch symbol xi. Since
each ei appears in S in this order, there is an evidence of length O(lg m

d lg∗ N).
Thus, the time of checking d(P,P ′) ≤ d is t4 = O(d lg m

d lg lg n lg N lg∗ N). 
�

Theorem 3. The time complexity of Algorithm1 is O(lg lg n lg∗ N(m +
d occd lg m

d lg N)).

Proof. Lemma 1 shows the time for checking d(X,SX) ≤ d for a single block
X = P� (0 ≤ � ≤ k − 1) in Algorithm 1. Thus, taking account into the time for
the preprocessing of the input pattern P and the frequency occd, the time bound
is O(d(t1 + t2) + occd t4) = O(lg lg n lg∗ N(m + d occd lg m

d lg N)). 
�

4 Experiments

We implement the proposed algorithms: one is the baseline algorithm and
the other is the improved algorithm presented in the previous section. We
also compared proposed algorithms to FM-index (https://code.google.com/p/
fmindex-lus-plus/) and LZ-index. We prepare LZ-index (http://pizzachili.dcc.
uchile.cl/indexes/LZ-index/LZ-index-1.tar.gz) which is applied pigeonhole prin-
ciple. Locating time of LZ-index is not obtained because LZ-index cannot return
exact location.

https://code.google.com/p/fmindex-lus-plus/
https://code.google.com/p/fmindex-lus-plus/
http://pizzachili.dcc.uchile.cl/indexes/LZ-index/LZ-index-1.tar.gz
http://pizzachili.dcc.uchile.cl/indexes/LZ-index/LZ-index-1.tar.gz
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We evaluate their performance on the following environment: one core of an
eight-core Intel Xeon CPU E7-8837 (2.67GHz) machine with 1024 GB memory.
The dataset of DNA sequence (E-Coli, 107MB) is obtained from the text col-
lection: Pizza&Chili (http://pizzachili.dcc.uchile.cl/). The pattern length is set
from 100 to 1000, and for each length, 1000 substrings are randomly extracted
from the sequence as the test patterns.

Table 1 indecates index size and construction time. Memory consumption
depends on index size. We show memory consumption of these algorithms (Fig. 2).
Memory consumption of baseline altorithm is the same as improved algorithm.
These indicate that our algorithm can operate on small memory. We show the
number of extracted substrings for Hamming distance 2 ≤ d ≤ 4 (Fig. 3). Next,
we measured the locating time of all occurrences of patterns within Hamming dis-
tance d ≤ 4 for a given pattern. The results are all average time for 1000 trials.
Besides, we also show the computation time of checking mismatch blocks in com-
parison to the two algorithms. The locating time is not much faster than the pre-
vious algorithm (Figs. 4, 6 and 8). However, the time of checking mismatch blocks
is up to 2.3 times faster than the naive algorithm (Figs. 5, 7 and 9). Especially, our
algorithm is efficient for long patterns and the small Hamming distance because
our algorithm can reduce searching nodes for such that settings.

Table 1. About Index

Algorithm Index size[MB] Construction time[sec]

ESP-index 27.1 16.9

FM-index 210.5 33.5

LZ-index 119.9 26.7

Fig. 2. Memory consumption Fig. 3. The number of substrings

http://pizzachili.dcc.uchile.cl/
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Fig. 4. Fig. 5. The time of checking
mismatch blocks when

Fig. 6. Locating time when Fig. 7. The time of checking
mismatch blocks when

Fig. 8. Locating time when Fig. 9. The time of checking
mismatch blocks when

5 Conclusion

We proposed a framework of Hamming distance computation in grammar com-
pressed strings. Our algorithm can locate a pattern faster than a naive extracting
algorithm. By the experiments, it is expected that pattern matching for a long
pattern with small Hamming distance is much faster. However, total locating
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time is not significantly faster than the naive algorithm because the locating
time is mainly dominated by locating blocks not by embedding of trees. As an
important future works, we would improve the bottleneck developing another
data structure. On the other hand, computing harder edit distance problem on
grammar compression is an interesting challenge.
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Abstract. Detecting anomalies from structured graph data is becoming
a critical task for many applications such as an analysis of disease infec-
tion in communities. To date, however, there exists no efficient method
that works on massive attributed graphs with millions of vertices for
detecting anomalous subgraphs with an abnormal distribution of ver-
tex attributes. Here we report that this task is efficiently solved using
the recent graph cut-based formulation. In particular, the full hierarchy
of anomalous subgraphs can be simultaneously obtained via the para-
metric flow algorithm, which allows us to introduce the size constraint
on anomalous subgraphs. We thoroughly examine the method using vari-
ous sizes of synthetic and real-world datasets and show that our method
is more than five orders of magnitude faster than the state-of-the-art
method and is more effective in detection of anomalous subgraphs.

1 Introduction

Anomaly detection is one of crucial tasks in data mining as anomalous objects
(outliers) causes serious problems across applications [1]. Despite recent devel-
opment of anomaly detection methods on multivariate datasets [5,6,25,27] that
efficiently find sparsely populated objects, anomaly detection on structured data,
in particular on graphs, is still developing. The main difficulty is accounting for
inter-dependencies between objects to find anomalous regions in which objects
are connected to each other, which makes the task of anomaly detection on
graphs largely different from that on multi-dimensional feature vectors.

Rapid technological advances produce massive amount of attributed graphs,
where each vertex is associated with a label/attribute, and an anomalous sub-
graph corresponds to a densely connected region in which a distribution of
attributes is significantly different from the rest of the region. Moreover, in many
cases, such vertex attribute directly shows whether or not the vertex is anom-
alous, that is, they can be used as partially supervised information of anomalous
subgraphs. Thus, in this situation, our task is to detect potentially (or hidden)
anomalous regions on the given graph structure using the attribute information
(see Fig. 1). This task therefore corresponds to transductive learning [8] in the
c© Springer-Verlag Berlin Heidelberg 2015
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field of machine learning, where we aim at predicting labels of unlabeled data
in a given dataset. For example in an analysis of disease infection on a social
network, people are annotated as whether or not they are already infected and,
to understand the cause of disease infection and to find potentially infected peo-
ple, the goal is to detect an anomalous local community with the high rate of
infected people.

To date, several methods including the current state-of-the-art gAnomaly [18]
have been proposed that try to solve the above task of detecting anomalous
subgraphs on attributed graphs. However, the following two problems remain
unsolved: (1) scalability; massive graphs with millions of vertices cannot be treated
in a reasonable time; (2) cardinality constraint; the size of anomalous subgraphs
cannot be specified by the user, which is an important requirement in real-world
applications. In gAnomaly, we have to rerun it many times by changing its para-
meter in small steps until reaching at a subgraph with the desirable size.

Our goal in this paper is to overcome the above two issues. The key technique of
our proposal is to use the recently proposed graph cut-based formulation [4], where
the method, called SConES, has been proposed and used for feature selection on
networks (weighted graphs). SConES uses the fact that the optimal features cor-
respond to the minimum cut on a given graph, and hence it can be solved by a
maximum flow algorithm in an efficient and exact manner. Although the original
SConES cannot directly handle the size constraint on the resulting subgraph, we
solve the problem by applying the parametric flow algorithm proposed by Gallo
et al. [11], which gives the entire regularization path along with changes in a reg-
ularization parameter. Since the size of subgraphs depends on the regularization
parameter, we can pick up the best solution that fulfills the size constraint from
the set of possible solutions obtained by the parametric flow algorithm.

This paper is organized as follows: Sect. 2 describes our method; we first
formulate our problem in Sect. 2.1 and introduce the cardinality constraint in
Sect. 2.2, followed by achieving ranking and visualization of anomalous subgraphs
in Sect. 2.3. Related work is discussed in Sect. 3, and our proposal is evaluated
by experiments in Sect. 4. We conclude the paper with summarizing our contri-
bution in Sect. 5.

Fig. 1. Our problem setting. Open and filled circles denote normal and anomalous
vertices, respectively, given by attributes. Our goal is to find an anomalous subgraph,
denoted by a dotted line, where two normal vertices in the subgraph are potential
anomalies.
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2 Anomalous Subgraph Detection

Given an weighted graph G = (V,E), where V is a set of vertices and E is a
set of edges, and a weight w(e) is assigned to each edge e ∈ E. We consider the
situation in which the degree of anomalousness of each vertex is given through
an attribute function A from V , where its range, denoted by range(A), can be
either binary (range(A) = {0, 1}) or real-valued (range(A) = R). In the binary
case, a vertex v is anomalous if A(v) = 1 and is normal if A(v) = 0, while v is
more and more anomalous if A(v) gets a larger and larger value in the real-valued
case. In the following, we treat the graph G = (V,E) and an attribute function
A as a triplet G = (V,E,A) and call G an attributed graph. In this setting, the
function A can be viewed as partial information of anomalies, and our objective
is to recover potentially anomalous regions from together with A and the given
graph structure G. Notations used in the paper is summarized in Table 1.

One of the most direct mathematical formulation of this problem is as follows:
Find a subset S ⊂ V which maximizes the sum of values

∑
v∈S A(v) under two

constraints that the vertices in S of G are connected to each other by edges
and the cardinality |S| = k, which is specified by the user. Unfortunately, this
problem is infeasible to solve in practice because the maximum-weight connected

Table 1. Notation

G = (V, E, A) Attributed graph

V Set of vertices of G

E Set of edges of G

A Attribute function from V to {0, 1} or R

S Subset of V

G[S] Subgraph of G induced by S

v, u Vertex; v, u ∈ V

e Edge; e ∈ E

w(e) Weight of edge e

C(S) Cut set of S, i.e., C(S) = {{v, u} ∈ E | v ∈ V \ S, u ∈ S}
λ Parameter for connectivity

η Parameter for sparsity

n Number of vertices

m Number of edges

G′ = (V ′, E′) s-t graph constructed from G

k Size constraint (upper bound of the number of vertices of subgraph)

γ Parameter of parametric network

S1, S2, . . . , Sl Optimal solutions obtained by the parametric flow algorithm

q Scoring function from V to [0, 1]

i(v) Natural number such that v �∈ Si(v)−1 and v ∈ Si(v) for all v ∈ V
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graph (MCG) problem:

max
S⊂V

∑

v∈S

A(v) such that G[S] is connected and |S| = k

is known to be strongly NP-complete [17] (G[S] denotes the subgraph of G
induced by S ⊂ V ). Thus, instead of tackling this hopeless problem, we focus on
local connectivity rather than conducting an exhaustive search over all connected
subgraphs. Our formulation, which is introduced in the next subsection, allows
the user to pick up more than one subgraph at the same time.

2.1 Formulation

To achieve our objective and find anomalous subgraphs, here we define the fol-
lowing problem based on the SConES formulation [4]: Given an attributed graph
G = (V,E,A), the anomalous subgraph finding problem is to find the optimal
subgraph G[S] induced by a subset S ⊂ V , which is the solution of

max
S⊂V

∑

v∈S

A(v) − λ
∑

e∈C(S)

w(e) − η |S|, (1)

where w(e) is the weight of the edge e,

C(S) = {{v, u} ∈ E | v ∈ V \ S, u ∈ S}

is the set of edges that have one of two endpoints in S (i.e., the cut set of S),
and λ and η are two real-valued regularization parameters. The first term is
for quantifying the anomalousness of a subgraph G[S], which coincides with the
cardinality of the set {v ∈ S | A(S) = 1} in the binary case. The second and
third terms are penalties, where the second is to enforce the connectivity of S
as it penalizes selecting a vertex without selecting all of its neighbors, and the
third is to enforce the sparsity of the subgraph. Note that SConES has been
originally proposed for supervised feature selection on graphs, and we transfer it
into the problem of anomalous subgraph detection, where anomalous subgraphs
correspond to selected features.

The notable advantage of this formulation is that this is exactly and efficiently
solved by the maximum flow algorithm. For a graph G = (V,E,A), we construct
an s-t graph G′ = (V ′, E′) as follows: V ′ = V ∪ {s, t} by adding a source node
s and a sink node t, E′ = E ∪ {{u, v} | u ∈ {s, t}, v ∈ V }, and the capacity
c : E′ → R is given as

c({u, v}) =

⎧
⎪⎨

⎪⎩

A(v) − η if u = s and v ∈ V,

η − A(v) if u = t and v ∈ V,

λ w({v, u}) if u, v ∈ V.

An example of transformation into an s-t graph is shown in Fig. 2. For mathemat-
ical convenience, a capacity of an edge can be negative in the above definition.
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Fig. 2. Example of a graph (left) and its corresponding s-t graph (right) for the maxi-
mum flow problem. Numbers in circles denote attribute values A(v) and those on edges
denote weights (left) and capacities (right). In this example, λ = 0.5 and η = 0.2.

Such edges with negative capacities are ignored in the maximum flow algorithm.
We have the following powerful property for this s-t graph.

Theorem 1 ([4]). Given an attributed graph G. Let (S∪{s}, V \S∪{t} ) be the
minimum s-t cut of the s-t graph G′. Then the set S coincides with the solution
of Problem (1) on G.

Since the s-t minimum cut problem is solved as a maximum flow problem, thanks
to the famous max-flow min-cut theorem [23, Chap. 6.1], the optimal subgraph
G[S] is exactly obtained by simply applying a maximum flow algorithm to the
transformed s-t graph G′, whose time complexity is O(nm log(n2/m)) [13], where
n = |V ′| and m = |E′|.

2.2 Parametric Flow on Anomalous Subgraphs

In Formulation (1), which is fundamentally the same as SConES, it is not intu-
itive how to set two parameters, in particular η that controls the size of S.
However in anomalous subgraph detection, it is desirable to allow the user to
input the constraint on the size of subgraphs. Here we achieve this requirement
by solving the following modified problem:

max
S⊂V, η∈R

∑

v∈S

A(v) − λ
∑

e∈C(S)

w(e) − η |S|, (2)

subject to: |S| ≤ k,

where k is a natural number specified by the user.
Interestingly, we can obtain all possible minimum cuts simultaneously along

with changes of the parameter η without increasing the time complexity of the
maximum flow algorithm O(nm log(n2/m)). This is achieved by applying the
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Algorithm 1. paraAnomaly
Input: Attributed graph G = (V, E, A), size constraint k, connectivity parameter λ
Output: Anomalous subgraph of G
1: Construct the s-t graph G′ from G
2: Apply the parametric flow algorithm to G′ and obtain the set of optimal solutions

S1, S2, . . . , Sl along with changes of the sparsity parameter η
3: Output G[Si], where |Si| ≤ k and |Si+1| > k

parametric flow algorithm presented by Gallo et al. [11]1 since the s-t graph G′

always becomes a parametric network.
A parametric network is a specific type of networks equipped with a real-

valued parameter γ satisfying the following three conditions:

1. The capacity c({s, v}) is a non-decreasing function of γ for all v ∈ V \ {t}.
2. The capacity c({t, v}) is a non-increasing function of γ for all v ∈ V \ {s}.
3. The capacity c({u, v}) is constant for all u, v ∈ V with u �= s and v �= t.

From the definition of the s-t graph G′, we can easily confirm the following fact
by letting γ = −η.

Lemma 1. The s-t graph G′ is a parametric network with respect to (−η).

Notice that the weight w(e) of edges e ∈ E is used to construct the s-t graph
G′, while it is treated as a constant in the parametric network because it is
independent from η.

For a parametric network, it is known that the maximum flow value takes
a continuous piecewise linear function of γ = −η. Then there must be a finite
number of breakpoints γ1 < γ2 < · · · < γl−1, and for each interval [γi−1, γi),
the optimal solution Si does not change for any γ ∈ [γi−1, γi). Hence a finite
sequence of optimal solutions (subsets of vertices) S1, S2, . . . , Sl is produced by
the parametric flow algorithm, where l−1 is the number of breakpoints uniquely
determined from the property of a given graph.

Here an important property of the sequence of solutions is that they always
have the nesting property:

∅ ⊂ S1 ⊂ S2 ⊂ · · · ⊂ Sl−1 ⊂ Sl ⊂ V

with increasing the corresponding parameter values γ1, γ2, . . . , γl (i.e., decreasing
the parameter values η1, η2, . . . , ηl such that γi = −ηi). The optimal solution of
Problem (2) is therefore computed by simply choosing Si such that |Si| ≤ k and
|Si+1| > k. The entire process, which we call paraAnomaly, is summarized in
Algorithm 1.

1 This fact is pointed out in [26] but has not been used in any applications. A related
result is theoretically analyzed in [16].
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2.3 Parametric Flow to Rank

The proposed method paraAnomaly can go one step further: It achieves not only
binary discrimination of anomalous subgraphs from the entire graph but also
ranking of anomalous subgraphs, which is often desirable in anomaly detection.
This is directly achieved from the hierarchical structure of the optimal solutions
S1 ⊂ S2 ⊂ · · · ⊂ Sl, that is, a smaller subgraph with a larger regularization
parameter η is more anomalous than a larger subgraph.

Moreover, this ranking can be visualized by designing a scoring function for
vertices by focusing on the difference between consecutive subgraphs. Let us
denote by i(v) a natural number such that v �∈ Si(v)−1 and v ∈ Si(v) for any
vertices v ∈ V . Define a scoring function q : V → [0, 1] as

q(v) :=
l − i(v) + 1

l
,

where the numerator l − i(v)+1 is the number of solutions containing v and the
denominator l is the normalizer so that the resulting value q(v) ∈ [0, 1]. Then
vertices in a highly anomalous subgraph receives a higher score than those in
a low anomalous subgraph. This visualization reveals the hierarchical structure
of anomalous regions. We will show an example of visualization of a real-world
dataset in Sect. 4.

3 Related Work

Anomaly detection on graphs is roughly divided into two settings: on plain (unla-
beled) graphs and attributed (labeled) graphs. In this section we briefly discuss
related work about anomaly detection on graphs, mainly focusing on anomaly
detection on attributed graphs, and point out the difference between our method
and the existing methods. A comprehensive survey is given by [3].

On plain graphs, the objective is to detect regions that have rare structural
patterns. Various approaches have been proposed [2,7,14,15,19], for example,
Akoglu et al. [2] introduced the concept of an egonet, which is a subgraph with
its neighbors, and measured the abnormality of vertices by checking whether
their egonets obey some power-low extracted from real-world graph data.

Followed by studies on plain graphs, anomaly detection on attributed graphs
have been also heavily studied. Noble and Cook [22] were the first to investigate
anomaly detection on attributed graphs, where the Minimum Description Length
(MDL) principle was used to define abnormal substructures through measuring
the compression quality of frequent subgraphs. Eberle and Holder [10] tried to
define the degree of anomalousness based on the structure of subgraphs with
their attributes. Gao et al. [12] introduced community outliers, which signifi-
cantly deviate from the rest of the local community members, and proposed an
algorithm CODA to find them, but the algorithm strongly depends on the ini-
tialization step and the convergence is not guaranteed [3]. A node outlier ranking
technique GOutRank was proposed by Müller et al. [20], although it does not
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aim at finding densely connected subgraphs. The concept of focused clustering
and outlier detection was introduced by Perozzi et al. [24], where only clusters
and outliers focused by the user through their exemplars are detected.

Despite the detailed studies of anomaly detection on attributed graphs, none
of the above methods aggressively treat attributes as supervision of anomalous-
ness. This means that their setting is basically unsupervised, and hence attributes
are not directly associated with the degree of anomalousness. In contrast, recently,
Li et al. [18] have considered the transductive setting and tried to recover anom-
alous subgraphs from partially labeled vertices by estimating probability distrib-
utions of anomalous attributes by the EM algorithm. This is the problem setting
that we are considering in this paper, and their method, called gAnomaly, is com-
pared to our proposed method paraAnomaly in the next section as it is the current
state-of-the-art.

Clustering techniques on attributed graphs, which do not focus on detecting
anomalies, can be used for anomaly detection since the task of anomaly detection
can be achieved by dividing the whole vertices into two clusters of normal and
abnormal vertices. A representative method GBAGC [29] is also compared to
our method in our experiments.

4 Experiments

In this section, we examine our method paraAnomaly on synthetic and real-
world graph datasets. First we describe our experimental setting, followed by
discussing the results.

4.1 Experimental Methods

Environment. We used Mac OS X version 10.9.4 with a 3.5 GHz Intel Core
i7 CPU and 32 GB of memory. Our method paraAnomaly is implemented in R,
version 3.1.1, which calls the parametric flow algorithm2 written in C++ and
compiled by gcc version 4.9.0.

Comparison Partners. Our main comparison partner is the state-of-the-art
method gAnomaly [18]. We re-implemented gAnomaly in R since the official code
is not available. Note that the most expensive optimization part of gAnomaly
is done by an R function optim, in which the core part is implemented in C.
Thus comparison of running time between paraAnomaly and gAnomaly is fair.
The function R

(2)
N (see [18, Eq. (3.7)] for its definition) was used as a network

regularizer because the author claims that it is more robust to the parameter
setting than the other regularize R

(1)
N .

2 Source code is available at http://research.microsoft.com/en-us/downloads/d3adb
5f7-49ea-4170-abde-ea0206b25de2/. Since the code can handle only integers for para-
meters, we first transform every parameter to an integer by multiplying some con-
stant value.

http://research.microsoft.com/en-us/downloads/d3adb5f7-49ea-4170-abde-ea0206b25de2/
http://research.microsoft.com/en-us/downloads/d3adb5f7-49ea-4170-abde-ea0206b25de2/
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In addition, a clustering method GBAGC is also included as a comparison
partner because it is used as the solo comparison partner of gAnomaly in [18].
The official implementation3 was used.

Datasets. We generated various sizes of attributed graph datasets in the follow-
ing manner: First, we generated graphs according to the Watts-Strogatz network
model [28] using the R igraph package. Second, we took the largest dense sub-
graph using a method proposed by Clauset et al. [9] and assumed that this
community is an anomalous subgraph, that is, a vertex is labeled as 1 if it is
in the subgraph and 0 otherwise. Although our method can handle real-valued
attributes, we systematically examine only the binary case as gAnomaly cannot
treat real-valued attributes.

We used three real-world datasets: CORA4, DBLP, and Amazon. DBLP and
Amazon were obtained from SNAP5. In CORA, we used the largest cluster
“Neural Networks” as an anomalous subgraph, which is the same protocol as
in [18]. In DBLP and Amazon, we chose the largest community given by [30] and
assigned it as anomalous. Moreover, we used a small subset of DBLP (denoted
as DBLP(s)) by taking the four largest communities. Statistics of datasets are
summarized in Table 2.

Evaluation. To investigate the performance of detection methods, in each syn-
thetic and real-world graph dataset, we randomly chose 20 % of vertices from
the anomalous subgraph and assigned the label 0 to them. Hence the task is to
recover those hidden anomalous vertices from the rest of 80 % anomalous ver-
tices. Precision and recall were computed, and the F-measure was also computed
from them to summarize the performance. In addition, we used the gain of the
modularity [21] to evaluate the goodness of division of resulting subgraphs with-
out label information. We report the mean and the standard deviation of these
values in 20 repeats in every case.

4.2 Results and Discussion

Efficiency. First we examine the efficiency using synthetic datasets. Figure 3
shows results of running time of each method with respect to the number of
vertices. The number of edges are fixed as twice the number of vertices. We
could not finish GBAGC when the number of vertices is larger than 105 as it
run out of memory. This means that GBAGC cannot treat large graphs, although
such graphs are now emerging and needed to be analyzed.

We can clearly see that paraAnomaly is much faster than gAnomaly, and it is
the only method that can be applied to large graphs with more than 105 vertices
in a reasonable time. The running time scales sub-quadratically with the number

3 http://www.cais.ntu.edu.sg/∼chi/software.html.
4 http://www.cs.umd.edu/∼sen/lbc-proj/LBC.html.
5 http://snap.stanford.edu/index.html.

http://www.cais.ntu.edu.sg/~chi/software.html
http://www.cs.umd.edu/~sen/lbc-proj/LBC.html
http://snap.stanford.edu/index.html
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Fig. 3. Running time (seconds). GBAGC run out of memory and broke down when
the number of vertices is larger than 105.

Table 2. Statistics of real-world datasets. In the table, “Ratio” denotes the ratio of
the number of anomalous vertices in each graph

Data |V | |E| Average degree Ratio

CORA 2708 5429 4.010 0.302

DBLP(s) 3194 8714 5.456 0.202

Amazon 334863 925872 5.530 0.160

DBLP 317080 1049866 6.622 0.024

of vertices in paraAnomaly, while quadratically in gAnomaly. In real datasets in
Table 3, our method is also the fastest and more than five orders of magnitude
faster than gAnomaly. We can therefore say that paraAnomaly is the first method
that can handle massive graphs with millions of vertices in detecting anomalous
subgraphs.

Sensitivity. Next we analyze the sensitivity of our method with respect to
changes in the parameter λ. Since gAnomaly also has a regularization parameter
λ, we also analyze the sensitivity of gAnomaly and compare it to our method. We
used synthetic graphs of 1000 vertices and 2000 edges. We also applied GBAGC
to synthetic data, but it could not find any anomalous subgraph in any setting,
i.e., all vertices are always in the same cluster. The reason might be that their
framework is too sensitive to labels of neighbors and cannot handle our setting.

Results are plotted in Fig. 4. These plots show that our method is robust to
changes in the parameter λ if it is smaller than 1, and is not stable if it gets
larger than 1. This is why the penalty with respect to the connectivity is too
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Fig. 4. Performance with respect to changes in regularization parameter λ.

strong, resulting in choosing too small anomalous subgraphs if λ is large. Thus
both precision and recall become low values while the modularity increases. If
λ is sufficiently small (around 0.1), the performance of paraAnomaly in terms
of both the F-measure and the modularity is always better than gAnomaly. In
addition, if λ = 0, precision stays high while recall gets lower again. The reason
is that, in such a case, there is no regularization and the method just picks up
all given 80 % of vertices and does not pick up any hidden anomalous vertices.
To summarize, these results indicate that we do not need to be carefully tune
the parameter λ and just set to a small value. In the following, we always set
λ = 0.01 in paraAnomaly.

In gAnomaly, if the parameter λ is small (from 0.01 to 1), it cannot regularize
the detection, that is, it just chooses vertices labeled as anomalous like the case
of λ = 0 in paraAnomaly. But once λ gets larger than 1, regularization effect
becomes suddenly too strong and the performance gets worse in terms of both
the F-measure and the modularity. When λ is larger than 30, it did not find any
anomalous subgraph. This result indicates that in practice it is not easy to find
a good setting of λ. In the following, we always set λ = 1 in gAnomaly.
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Fig. 5. Performance on synthetic data

Effectiveness. We investigate the performance on various sizes of synthetic
graphs and real-world graphs. Results on synthetic data are shown in Fig. 5 and
those on real data are in Table 3.

In synthetic data, we can see that our method paraAnomaly is always supe-
rior to gAnomaly in terms of both the F-measure and the modularity on every
data size. In real data, paraAnomaly shows the best scores on all datasets in
the F-measure, while gAnomaly is the best in the modularity. However, note
that gAnomaly is not scalable and takes more than five orders of magnitude
slower than paraAnomaly, thereby we could not finish gAnomaly on Amazon
and DBLP. The clustering method GBAGC shows the worst score on every
dataset. From those results, we can again confirm that our paraAnomaly is the
only method that can efficiently and effectively find anomalous subgraphs from
large scale graph data.

Visualization. Finally, we demonstrate visualization on the CORA dataset.
The original anomalous vertices, corresponds to the cluster “Neural Networks”,
are shown in Fig. 6 and the resulting visualization by paraAnomaly is shown in
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Table 3. Results on real-world datasets. In the table, “paraAno” and “gAno” denote
paraAnomaly and gAnomaly, respectively.

Data Precision Recall F-measure
paraAno gAno GBAGC paraAno gAno GBAGC paraAno gAno GBAGC

CORA 0.969 0.977 0.20 0.867 0.822 0.078 0.915 0.892 0.112
DBLP(s) 0.955 0.918 0.16 0.858 0.670 0.108 0.904 0.775 0.129
Amazon 0.951 — — 0.951 — — 0.951 — —
DBLP 0.868 — — 0.828 — — 0.848 — —

Data Gain of modularity Runtime (s)
paraAno gAno GBAGC paraAno gAno GBAGC

CORA 0.062 0.107 −0.272 0.124 32861.436 0.358
DBLP(s) 0.059 0.085 −0.031 0.171 39450.032 0.279
Amazon 0.078 — — 26.649 — —
DBLP 0.011 — — 48.626 — —

Fig. 6. CORA dataset. Anomalous vertices are colored by red (Color figure online).
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Fig. 7. CORA dataset. Vertices are colored according to the score q obtained by
paraAnomaly.

Fig. 7. Here we can confirm that vertices that are close to (i.e., densely connected
to) anomalous vertices are claimed to be anomalous according to their anomalous
scores. Thus, by our method paraAnomaly, one can visualize interesting anom-
alous communities from the given attributed graphs, which are simultaneously
ranked according to their degree of anomalousness.

5 Conclusion

In this paper we have presented a scalable method paraAnomaly, which detects
anomalous subgraphs from attributed graphs. This method is based on the
SConES formulation [4], thereby it is exactly and efficiently solved by the max-
imum flow algorithms through a minimum cut reformulation. Moreover, using
the parametric flow algorithm [11], we have achieved to introduce the cardinality
constraint, that is, the user can specify the desirable number of vertices. Exper-
iments have shown that our method is much faster than the state-of-the-art
method gAnomaly and is more effective on synthetic and real graph datasets.
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Currently, paraAnomaly can handle only one-dimensional attributes, while
some methods including GBAGC can use multi-dimensional attributes. Thus
extending our formulation to multi-dimensional attributes, that is, how to design
the attribute function A, is an interesting future work.
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