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Preface

Since the Harmony Search Algorithm (HSA) was first introduced in 2001, it has
drawn a world-wide attention which comes to the citations of over 2,000 citations in
the domain of not only soft computing but also engineering optimization. The first
International Conference on HSA (ICHSA) was held in February of 2014 out of an
acknowledged need to bring together researchers who study on and with HSA.

The second ICHSA, which will be held in Korea University in Seoul, South
Korea from 19 to 21 August, 2015, is intended to be an international forum for
researchers in the area of developing, design, variants, and hybrid methods of HSA.
The Conference created an excellent opportunity to introduce various aspects of
HSA to junior researchers as well as professors in various disciplines. Topics
ranged from the most recent variants of HSA to the application to new engineering
problems.

This proceedings contain many interesting papers each of which has a lot of
potential to be extended to a journal paper in high-quality journals. The papers can
be divided into seven groups: various aspects of optimization algorithms, large
scale applications of HSA, recent variants of HSA, other nature-inspired algorithms,
related areas and computational intelligence, optimization in civil engineering, and
multi-objectives variants of HSA. We hope that you gain a deeper insight into HSA
and other optimization algorithms and enjoy reflecting and discussing the pro-
ceedings with your colleagues.

In the first part, the papers on various aspects of optimization algorithms are
included. In the following chapters, large scale applications and recent variants of
HSA, other nature-inspired algorithms, and computational intelligence are included.
Finally, multi-objectives variants of HSA are introduced after optimization in civil
engineering.

The editors would like to express our deep gratitude to the ICHSA 2015 patron,
keynote speakers, members of International Steering Committee and International
Scientific Committee, and Reviewers. The Conference would not have been suc-
cessful without their support. We are also grateful to Springer and its team for their
work in the publication of this proceedings.

v



Finally, financial support from National Research Foundation and Korea
University was absolutely essential to the Conference. Our sincere appreciation
goes to the two sponsors of ICHSA 2015.

August 2015 Joong Hoon Kim
LOC Chair
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Investigating the Convergence Characteristics 
of Harmony Search  

Joong Hoon Kim, Ho Min Lee and Do Guen Yoo 

Abstract Harmony Search optimization algorithm has become popular in many 
fields of engineering research and practice during the last decade. This paper in-
troduces three major rules of the algorithm: harmony memory considering (HMC) 
rule, random selecting (RS) rule, and pitch adjusting (PA) rule, and shows the 
effect of each rule on the algorithm performance. Application of example bench-
mark function proves that each rule has its own role in the exploration and exploi-
tation processes of the search. Good balance between the two processes is very 
important, and the PA rule can be a key factor for the balance if used intelligently. 

Keywords Harmony search · Convergence · Exploration and exploitation ·  
Harmony memory considering · Pitch adjustment 

1 Introduction 

Optimization is the process of selecting the best element from some sets of available 
alternatives under certain constraints. In each iteration of the optimization process, 
choosing the values  from within an allowed set is done systematically until the 
minimum or maximum result is reached or when the stopping criterion is met [1]. 
Meta-heuristic algorithms are well known approximate algorithms which can solve 
optimization problems with satisfying results [2, 3]. The Harmony Search (HS) 
algorithm [4, 5] is one of the most recently developed optimization algorithm and at 
a same time, it is one the most efficient algorithm in the field of combinatorial  
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optimization [6]. The HS algorithm can be conceptualized from a musical perfor-
mance process involving searching for a best harmony. In the HS algorithm, random 
selecting (RS) rule, harmony memory considering (HMC) rule, and pitch adjusting 
(PA) rule are used for generation of new solution, and then adopts two parameters of 
harmony memory considering rate (HMCR) and pitch adjustment rate (PAR), which 
mean a selection probability of one of the processes. In addition, harmony memory 
size (HMS) representing the size of memory space (harmony memory, HM) and 
band width (BW) meaning the adjustment width during the pitch adjustment are 
used as the parameters. Recently, the HS algorithm’s three rules were analyzed by 
using various parameters for applications of continuous benchmark functions by 
Ahangaran and Ramesani [7]. In this study, six benchmark functions have varied 
characteristics (e.g., continuous, discrete and mixed discrete functions) were used 
for analysis of the effect of each rule on the algorithm performance.  

2 Three Rules of Harmony Search Algoritm 

2.1 Random Selecting (RS) Rule 

In the RS operation, the values of decision variables are generated randomly in the 
boundary condition with probability of (1-HMCR). The RS rule is one of the ex-
ploration (global search) parts in the optimization process. The role of the RS rule 
is inducement to escaping from local optima for new solution by using sketchy 
search with whole solution domain for each dicision variable. 

2.2 Harmony Memory Considering (HMC) Rule 

The HMC rule selects the solution value for each decision variable from the mem-
ory space (HM) of the HS algorithm. The probability of selecting HMC rule is 
HMCR and it can have a value between 0 and 1. In general, in the cases with be-
tween 0.70 and 0.95 of HMCR produce good results. The HMC rule is exploita-
tion (local search) part in the optimization process of the HS algorithm.  

2.3 Pitch Adjusting (PA) Rule 

After finish the HMC operation, the PA operation can be selected with probability 
of PAR. In the PA operation, a selected solution value of decision variable from 
HMC operation is adjusted with upper or lower value. The parameter PAR can 
have a value between 0 and 1 and it is usually set between 0.01 and 0.30. The PA 
rule has composite role in the HS algorithm. It is an exploration part for escaping 
from local optima, and it is also an exploitation part in the optimization process 
for finding exact optimal point by using fine tuning of decision variables. 

3 Methodology 

In this study, the HS algorithm with various parameter combinations was applied 
for solving six unconstrained benchmark functions widely examined in the 
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literature (two continuous benchmark functions, two descrete bechmark functions, 
and two mixed descrete benchmark functions). The optimization task was carried 
out using 30 individual runs for problems.  

Table 1 Benchmark Functions (BFs) 

BF 1 (continuous) : Six-hump camel back function 

( )2 4 2 2 2

1 1 1 1 2 2 2
Minimize ( ) 4 2.1 / 3 ( 4 4 )f x x x x x x x x= − + + + − +  

1 2
3 3 , 2 2 , min ( ) 1.0316x x f x− ≤ ≤ − ≤ ≤ = −  

BF 2 (continuous) : Goldstein price’s function 

( ) ( )
( ) ( )

2 2 2

1 2 1 1 2 1 2 2

2
2 2

1 2 1 1 2 1 2 2

Minimize ( ) 1 1 19 14 3 14 6 3

30 2 3 18 32 12 48 36 27

f x x x x x x x x x

x x x x x x x x

= + + + − + − + + +

× + − − + + − +

  

  
 

2 2 , {1, 2} , min ( ) 3
i

x i f x− ≤ ≤ ∈ =  

BF 3 (discrete) : Gear function 

1 2

3 4

1
Minimize ( )

6.931

x x
f x

x x
= −
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x i f x≤ ≤ ∈ =  

BF 4 (discrete) : Simpleton-25 function 

1

Minimize ( )
n

i
i

f x x
=

= −  

0 10 ( , {1, 2, , } , 25, min ( ) 250integer variables)
i

x i n n f x≤ ≤ ∈ ⋅ ⋅ ⋅ = = −  

BF 5 (mixed discrete) : Mixed Griewank function 

2

1 1

Minimize ( ) (1 / 4000) cos( / ) 1
nn

i i
i i

f x x x i
= =

= − + ∏  
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i
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BF 6 (mixed discrete) : Mixed Ackley function 
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1 1
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Table 2 Applied Parameters 

Cases HMS HMCR PAR BW NFEs 
Case 1 

10  
(for BFs 1-3), 

 
30 

(for BFs 4-6) 

1.0 

0.2 

0.01 20,000 

Case 2 0.8 
Case 3 0.5 
Case 4 0.2 
Case 5 0.0 
Case 6 

0.8 

1.0 
Case 7 0.8 
Case 8 0.5 
Case 9 0.2 
Case 10 0.0 

 
Tables 1 and 2 show the definitions and specifications of benchmark functions and 

applied parameter combinations of HS algorithm in this study respectively. In this 
case study, HMS of 10 and 30 were applied to bechmark functions respectively in 
consideration of the number of decision variables in each function. HMCR and PAR 
were applied differently in each case as shown in Table 3. The total number of 
function evaluations (NFEs) was fixed value 20,000 and also BW is fixed value 0.01.  

Case 1 has HMC and PA rules, Cases 2-4, 7-9 have RS, HMC and PA rulse in 
accordance with HMCR and PAR, Case 5 only has RS rule, Case 6 has RS and PA 
rules, and Case 9 has RS and HMC rules respectively. Cases 2 and 9 are same case 
as a default parameter combination for the comparison criterion of Cases 1-5 and 
Cases 6-9 respectively.  

4 Results and Discussions 

Table 3 and Figures 1-3 show the analysis results from appications of HS 
algorithm with various combinations of parameters for becnmark functions 
(Figure 1 for BFs 1, 2, Figure 2 for BFs 3, 4, and Figure 3 for BFs 5, 6).  

Table 3 Analysis Results Comparison 

Cases 
BF 1 BF 2 BF 3 BF 4 BF 5 BF 6 

Avg. error Avg. error Avg. error Avg. error Avg. error Avg. error 
Case 1 1.09E-01 1.67E+01 9.19E-05 1.67E+00 1.10E+01 1.03E+01 
Case 2 0.00E+00 7.88E-06 2.36E-05 0.00E+00 2.77E-01 2.18E-01 
Case 3 0.00E+00 4.33E-05 3.03E-05 2.52E+01 2.34E+00 5.31E+00 
Case 4 4.53E-06 6.73E-04 4.19E-05 5.55E+01 1.60E+01 1.34E+01 
Case 5 3.23E-01 1.76E+01 6.71E-05 7.47E+01 9.38E+01 1.84E+01 
Case 6 6.33E-07 2.76E-04 5.43E-05 1.29E+01 7.77E-01 2.80E+00 
Case 7 0.00E+00 9.43E-06 1.85E-05 7.57E+00 7.47E-01 2.82E+00 
Case 8 0.00E+00 4.76E-06 1.74E-05 9.60E+00 4.97E-01 1.64E+00 
Case 9 0.00E+00 7.88E-06 2.36E-05 0.00E+00 2.77E-01 2.18E-01 

Case 10 1.95E-04 7.71E-03 1.31E-04 8.67E-01 4.04E-01 1.22E+00 
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In most benchmark functions, the combined cases with three rules of the HS 
algorithm (Cases 2-4, 7-9) showed better efficiency than combined cases with two 
rules (Cases 1, 6 and 10) and cases with one rule (Cass 5). This results mean the 
importance of each rule in the HS algorithm and each rule has own role in the 
optimization process of HS algorithm. Meanwhile, the cases with the value of 
HMCR above 0.5 and the cases with the value of PAR below 0.5 showed better 
results of average error stably than other cases.  

 

Fig. 1 Average Error Results for BFs 1, 2 (continuous functions) 

Average error results of benchmark functions with parameter combination Case 
1, only includes RS rule, showed the effect of the RS rule in early stages is far 
more than the final iterations. Therfore, we can conclude that in early stages of 
optimization process RS and PA rules work together as an exploration part, and 
during optimization progresses the influences of HMC and PA rules are increased 
gradually for exploitation. 
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Fig. 2 Average Error Results for BFs 3, 4 (discrete functions) 

Meanwhile, for the optimization results of BF 4 (Figure 2), Case 1 without RS 
rule and Case 10 without HMC rule produced second ranking results among Cases 
1-5 and Cases 6-10 respectivley. The reason is characteristics of BF 4. This 
function has 25 dicision variables, more dicision variables than other benchmark 
functions, however BF 4 does not include local optima. Moreover BF 4 is discrete 
problem with 10 possible solutions for each dicision variable. Therefor we should 
consider the problem characteristics in the optimization when we apply 
optimization algorithms for particular problem. 
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Fig. 3 Average Error Results for BFs 5, 6 (mixed discrete functions) 

In this study the varied combinations of parameters HMCR and PAR were 
applied to benchmark functions to compare the convergence characteristics. 
However, the HS algorithm includes two more parameters HMS and BW, also 
important parameters in optimization process. Therfore the anlysis of results by 
considering various combinations of HMS and BW should be studied on our 
future research. 

5 Conclusion 

Optimization is the process of selecting the best solution among available alterna-
tives under certain constraints. Meta-heuristic algorithms are well known approx-
imate algorithms which can solve optimization problems with satisfying results 
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and have own rules for finding best solution. The Harmony Search (HS) algorithm 
is one of the most recently developed optimization algorithm, and it has three rules 
in the optimization. The optimization process of HS algorithm includes three op-
eration rules, harmony memory considering (HMC) rule, random selecting (RS) 
rule, and pitch adjusting (PA) rule. In this study, six benchmark functions have 
varied characteristics were selected for analysis of the effect of each rule on the 
algorithm performance.  

Applications of benchmark functions prove that each rule has its own role in 
the exploration and exploitation processes of the optimization. In addition, the 
selection of suitable parameter combination with considering characteristics of 
object problem is essential for using optimization algorithms. In early stages of 
optimization process RS and PA rules have a leading role for exploration, and as 
optimization progresses the roles of HMC and PA rules are important for exploita-
tion. Good balance between exploration and exploitation is very important for 
every optimization algorithm, and the intelligent use of PA rule can be a key fac-
tor for the balance in the HS algorithm. 
 
Acknowledgement This work was supported by the National Research Foundation of Korean 
(NRF) grant funded by the Korean government (MSIP) (NRF-2013R1A2A1A01013886). 
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Performance Measures  
of Metaheuristic Algorithms 

Joong Hoon Kim, Ho Min Lee, Donghwi Jung and Ali Sadollah 

Abstract Generally speaking, it is not fully understood why and how metaheuristic 
algorithms work very well under what conditions. It is the intention of this paper to 
clarify the performance characteristics of some of popular algorithms depending on 
the fitness landscape of specific problems. This study shows the performance of 
each considered algorithm on the fitness landscapes with different problem characte-
ristics. The conclusions made in this study can be served as guidance on selecting 
algorithms to the problem of interest. 

Keywords Fitness landscape · Metaheuristic algorithms · Nature-Inspired  
algorithms · Optimization · Performance measures 

1 Introduction 

Numerous optimization algorithms have been proposed to tackle a number of 
problems that cannot be solved analytically. Generally, a newly developed algo-
rithm is compared with a set of existing algorithms with respect to their perfor-
mances on a set of well-known benchmark functions. The development is  
considered as a success if the new algorithm outperforms the existing algorithms 
considered. However, conventional benchmark test problems have a limited range 
of fitness landscape structure (e.g., the number and height of big valley), which 
makes it difficult to investigate the performance of newly developed algorithm on 
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the landscape with specific geometric property [1-2]. Therefore, previous studies 
provided little guidance for practitioners on selecting the best-suitable algorithm to 
the problem of interest [3-4]. 

Recently, a fitness landscape generator proposed by Gallagher and Yuan [5] 
has drawn attention in the study of various nature-inspired algorithms. The pro-
posed landscape generator is used to generate optimization solution surfaces for 
continuous, boundary-constrained optimization problems and parameterized  
by a small number of parameters each of which controls a particular geometric 
feature of the generating landscapes. Therefore, by using the generator, a number 
of fitness landscapes of various geometric features can be generated and used  
for the full investigation of relative strengths and weaknesses of algorithms. Gen-
eral guidance on the algorithm selection can be extracted from the results of the 
investigations. 

This paper compared the performances of eight optimization algorithms using 
fitness landscapes generated by a modified Gaussian fitness landscape generator 
originally proposed in Gallagher and Yuan [5]. Eight algorithms are compared 
with respect to their expected performance and the performance variation (perfor-
mance reliability). Radar plots of several algorithms were drawn and compared to 
indicate the level of the two performance measures. 

2 Methodology 

The following sections describe the selected eight algorithms, methodologies for 
test problem generation, and performance measures and its visualizations. 

2.1 Algorithm Selection 

In this study, total of eight optimization algorithms are compared with respect to 
their performances on generated fitness landscapes. Eight algorithms are listed as 
follows: random search (RS) as a comparison target, simulated annealing (SA) [6], 
particle swarm optimization (PSO) [7], water cycle algorithm (WCA) [8], genetic 
algorithms (GAs) [9], differential evolution (DE) [10], harmony search (HS) [11, 
12], and cuckoo search (CS) [13]. Most algorithms were inspired by nature phe-
nomena or animal behavior and their fundamental optimization mechanisms are 
based on generating new solutions while adopting different strategies for the task.  

RS keeps randomly generating new solutions within the allowable range until 
stopping criteria are met. SA, inspired by annealing process in metallurgy, moves 
the current state (solution) of a material to some neighboring state with a probabil-
ity that depends on two energy states and a temperature parameter. PSO simulates 
social behavior of organisms in a bird flock or fish school in which particles in a 
swarm (solutions in a population) are guided by their own best position as well as 
the entire swarm's best known position. WCA mimics the river network genera-
tion process where streams are considered as candidate solutions. GAs has gained 
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inspiration from natural adaptive behaviors, i.e., "the survival of the fittest". In 
DE, a new solution is generated by combining three existing randomly selected 
solutions from the population. HS was inspired by the musical ensemble and con-
tains a solution storage function called harmony memory. CS was inspired by the 
obligate brood parasitism of some cuckoo species and their various strategies for 
choosing the nest to lay their eggs.  

For more details on the algorithm, please refer to the references supplied above.  

2.2 Test Problem Generation 

To test and compare a newly developed metaheuristic algorithm, several well-
known benchmark problems (e.g., Ackley and Rosenbrock functions) have been 
used [14-17]. In this study, however, a set of fitness landscapes was generated 
using a Gaussian fitness landscape generator proposed in Gallagher and Yuan [5] 
and used for testing the reported algorithms. In the generator, a set of n-
dimensional Gaussian functions are combined to generate a n-dimensional fitness 
landscape where "the value of a point is given by the maximum value of any of 
the Gaussian components at that point" [5].  

There are several advantages of using such fitness landscape generators com-
pared to using classical benchmark problems [3]. First, the structure of test prob-
lems can be easily tunable by a user by altering a small number of parameters. 
Therefore, general conclusions on the performance of an algorithm can be made 
by relating its performance to the fitness landscapes in the specific structures. 
Finally, a large number of fitness landscapes in similar structure can be generated 
and used to increase the reliability of comparison results. The generated landscape 
provides a platform for consistent comparison of the eight algorithms listed in 
Section 2.1.  

We considered two new parameters in the Gallagher and Yuan's Gaussian land-
scape generator to additionally manipulate the structure of big valley and the range 
of optimums. The modified generator has six input parameters: n, m, ul, r, w, and 
d. n indicates the dimensionality of the generated landscape, while m sets the 
number of local optimum. ul defines the rectangular boundary of the solution 
space. r indicates the ratio between the fitness values of the best possible local 
optimum and the global optimum. w is an identical component in the covariance 
matrix of the Gaussian functions and controls the orientation and shape of each 
valley in the landscape. Finally, d defines the boundary of the centers of Gaussian 
components. 

Total of twenty-four landscapes were generated using the default parameters 
(bold numbers in Table 1) of four dimensions (n = 4), three local optimums (m = 3), 

the Euclidean distance between the upper and lower limits of 20 (-10≤
xx ≤10 for 

the 2-D problem), average ratio of local optimum to global optimum of 0.3, w = 
0.03, and d = 0.6, with only changing a single parameter's value for each landscape.  
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Table 1 Parameters in the modified Gaussian fitness landscape generator 

Parameter Values used 
n (dimensionality) [2, 4, 6, 8] 
m (number of local optima) [0, 3, 6, 9] 
ul (interval span of side constraints) [10, 20, 30, 40] 
r (ratio of local optima) [0.1, 0.3, 0.6, 0.9] 
w (valley structure coefficient) [0.01, 0.03, 0.06, 0.09] 
d (peak density ratio) [0.4, 0.6, 0.8, 1.0] 

Fig. 1 shows the 2-D fitness landscape generated using the maximum parame-
ters (m = 9, ul = 40, r = 0.9, w = 0.09, and d = 1.0). Therefore, there exist ten 
peaks that include nine local optimums and one global optimum. As entered in-
puts, the heights of nine local optimums were lower than 0.9, while global maxi-
mum is 1.0. The range of two decision variables varies from -20 to 20, while the 
height of peaks is bounded within ±20 (i.e., ±1.0�20). 

(a)  (b) 

Fig. 1 A 2-D landscape generated by the Gaussians landscape generator: (a) surface plot, 
and (b) contour plot 

2.3 Performance Measures and Their Visualizations 

We ran each algorithm for 20 times on each landscape in the twenty-four landscapes 
each of which represents each particular characteristic structure. Stochastic natures of 
the algorithms result in the different optimal solution from each optimization. In this 
study, therefore, we compared the expected performance and reliability of each algo-
rithm to changing landscape structures, in the form of a radar plot as shown in Fig. 2. 
The former is measured by the averaged fitness distance (error) of final solutions 
from the known global optimum. On the other hand, the reliability of each algorithm 
is quantified by the standard deviation (SD) of the average error. Therefore, more 
robust algorithm results in smaller standard deviations of the error. 

A radar plot is in the form of hexagon where six axes connect the center  
and corners of hexagon. The values of performance measures decrease from the 
center to the corners of hexagon. Algorithm's performance on a particular charac-
teristic structure is represented by positioning each corner of the colored hexagon. 
Therefore, an algorithm with larger surface area has better performance. 
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3 Optimization Results 

For each of the twenty optimization trials, independent initial population is ran-
domly generated. The maximum number of function evaluations (NFEs) was set 
as 2,500 and consistently used as a stopping criterion for each reported algorithm.  

Fig. 2 shows radar plots indicating average error (blue areas in Fig. 2) and the 
standard deviation (SD) of the average error (red areas in Fig. 2) for each of eight 
algorithms with respect to different landscape features. Values close to the corners 
of the hexagon indicate a smaller value of the average error and the SD in the blue 
and red areas, respectively. Therefore, a robust algorithm has a large surface area. 

 
Fig. 2 Radar plots indicating average error (blue surfaces) and the SD of the average error 
(red surfaces) for each of eight algorithms with respect to different landscape features 
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The largest surface area was observed from DE. The average errors in DE are 
very close to zero for all fitness landscapes, also showing robust performances for 
SD (standard deviations are close to zero). PSO, GAs, and HS have shown overall 
good performances and outperformed the rest of the algorithms. HS was especially 
good in the fitness landscape with wide-spreading local optimums. The perfor-
mance of PSO and WCA were variable in the wide fitness landscapes compared to 
its performances in other landscapes. CS performed poorly at the high dimensional 
landscapes (its performance variation was also large). The worst algorithm with 
the smallest surface area in the blue and red radar plots was RS. Its average errors 
are around 0.6 regardless of the landscape features. SA with having the largest 
values of average error and standard deviation has been placed in one before the 
last ranking after RS.  

In this paper, all reported algorithms do not use the derivative information for 
finding the global solution. Therefore, by altering the ratio of local optima, we 
should witness no meaningful change in their performances. As can be seen from 
Fig. 2, for all ratio parameters, RS demonstrates similar performances as it selects 
new solutions randomly from the entire search space. Algorithms with possessing 
features of strong global search such as DE and GAs show better performances to 
avoid being stuck in local optima. 

4 Conclusions 

This paper has compared the performances of eight optimization algorithms using 
fitness landscapes generated by a modified Gaussian fitness landscape generator. 
The modified generator can produce a fitness landscape with particular geometric 
features. The eight algorithms, namely as RS, SA, PSO, WCA, GAs, DE, HS, and 
CS, are compared with respect to their expected performances and performance 
variations (performance reliability). A radar plot was drawn to indicate the level of 
the two performance measures. 

This study has several limitations that future research should be addressed. 
First, this study has compared the original version of the algorithms, while a num-
ber of improved versions have been released in the last two decades. Therefore, 
the most effective improved versions should be selected for each algorithm and 
compared to investigate the impact of the improvement on the original algorithm 
performance. Second, in order to provide full guidance for selecting an algorithm, 
more algorithms including recently developed algorithms need to be included for 
having comprehensive comparison. Finally, the optimization results presented in 
this study were obtained under fixed value for number of function evaluations 
(NFEs). Because the allowed NFEs limits the performance of some algorithms, 
therefore, the sensitivity analyses on different NFEs (i.e., higher NFEs) will be 
performed to examine the radar plots and efficiency of the algorithms. 
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Harmony Search Algorithm with Ensemble  
of Surrogate Models 

Krithikaa Mohanarangam and Rammohan Mallipeddi 

Abstract Recently, Harmony Search Algorithm (HSA) is gaining prominence in 
solving real-world optimization problems. Like most of the evolutionary algo-
rithms, finding optimal solution to a given numerical problem using HSA involves 
several evaluations of the original function and is prohibitively expensive. This 
problem can be resolved by amalgamating HSA with surrogate models that ap-
proximate the output behavior of complex systems based on a limited set of com-
putational expensive simulations. Though, the use of surrogate models can reduce 
the original functional evaluations, the optimization based on the surrogate model 
can lead to erroneous results. In addition, the computational effort needed to build 
a surrogate model to better approximate the actual function can be an overhead. In 
this paper, we present a novel method in which HSA is integrated with an ensem-
ble of low quality surrogate models. The proposed algorithm is referred to as 
HSAES and is tested on a set of 10 bound-constrained problems and is compared 
with conventional HSA. 

Keywords Harmony search algorithm · Surrogate modeling · Ensemble · Global 
optimization · Polynomial regression model 

1 Introduction 

Harmony Search Algorithm (HSA) is a meta-heuristic algorithm that emulates  
the music improvisation process by musicians.  In other words, finding rapport 
between pitches to achieve a better state of harmony in music and searching for 
optimality in optimization process using HSA is much alike. This comprehensible 
nature of HSA has led to its application in many optimization problems including 
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the traveling salesperson problem [1], the layout of pipe networks [1,2], pipe capaci-
ty design in water supply networks [3,4], hydrologic model parameter calibrations 
[3,4], cofferdam drainage pipe design [5], and optimal school bus routings [1]. 

Surrogate models are used to mimic the complex behavior of the underlying 
simulation model by using the evolution history of the population members and 
thus help in reducing original fitness evaluations [6-8]. Like most of the evolutio-
nary algorithms, finding optimal solution to a given numerical problem using HSA 
is expensive. To overcome this, HSA can be integrated with surrogate model. 
Though, the use of surrogate model can reduce the original functional evaluations, 
the use of approximate model during the evolution can lead to erroneous results. 
Surrogate models can be built using a variety of techniques, such as, radial basis 
functions [7], artificial neural networks, Kriging models [8], support vector ma-
chines, splines, and polynomial approximation models.  

In this paper, we tried to reduce the number of actual evaluations of the func-
tion to be optimized and widen the probability of getting optimal solution by 
commingling HSA with ensemble of low quality surrogate models. In other 
words, we use an ensemble of low quality surrogates instead of an expensive sur-
rogate model to estimate the quality of newly developed harmony vectors. The 
proposed algorithm is referred as Harmony Search Algorithm with ensemble of 
surrogates (HSAES). In the current work, to build the low quality surrogate mod-
els we employed polynomial regression (PR) technique which is one of the best 
methods to solve problems with fewer dimensions, uni or low-modality, and 
where data are inexpensive to procure [12]. In PR, polynomials are used as an 
approximation function for its austere simplicity. We employ an ensemble com-
prising of cubic and quadratic polynomial models to accelerate convergence of 
Harmony search (HS). The efficiency of the proposed algorithm is tested on a set 
of 10 bound-constrained problems. 

The reminder of this paper is organized as follows: Section 2 presents a literature 
survey on HSA and surrogate modeling using polynomial regression. Section 3 
presents the proposed HSA with ensemble of surrogates. Section 4 presents the  
experimental results and discussions, while Section 5 concludes the paper. 

2 Literature Review  

2.1 Harmony Search Algorithm 

Harmony Search is homologous with music improvisation phenomenon where 
musicians improvise the pitch of their instruments by searching for a perfect state 
of harmony. These prominent characteristics of HS are used to distinguish it from 
other metaheuristics [1]: 1) all the existing solution vectors are contemplated 
while generating a new vector, and (2) each decision variable are independently 
considered and examined singly in a solution vector. Standard HSA is presented in 
Table 1. 
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Table 1 Standard Harmony Search Algorithm  

STEP 1: Initialize the HM with HMS randomly generated solutions. Set generation 
count 0G = .   
STEP 2: WHILE stopping criterion is not satisfied  

     /*Generate a new solution*/         
     FOR each decision variable DO   
          IF rand1 < HMCR 
            Pick the value from one of the solutions in HM 
              IF rand2 < PAR             
                Pertub the value picked    /*New solution generated*/ 
             END IF 
          END IF 
     END FOR 
       
   IF new solution better than the worst solution in HM (in terms of fitness)       
     Replace the worst solution in HM with new solution 
   END IF 
Increment the generation count G = G + 1 

STEP 3: END WHILE 
 
Musicians, notes, harmonies, and harmony memory are the key concepts of HSA 

[9]. Each musician is correlated with a decision variable; pitch range in the musical 
instrument’s pertain to the alphabet of the decision variable; the musical harmony 
extemporized at a certain period corresponds to a solution vector at a given iteration; 
and Objective function to measure the fitness of solutions corresponding to the op-
timization problem is represented by audience's aesthetic impression [10]. A New 
Harmony vector is produced every time by a set of new optimization parameters in 
the HM, which provides an estimation of optimal solution. 

Harmony search has captured much attention and gained a wide range of accep-
tance in various engineering applications. Based on the requirements of the prob-
lem different researchers have proposed improvements related to HS and can be 
classified as [11]: (1) HS improvement by appropriate parameters setting; and (2) 
improvement of HS by hybridizing with other metaheuristic algorithms.  

2.2 Surrogate Modeling  

Surrogate model bear’s semblance of underlying simulation model. These low-end 
models are used to replace computationally extortionate original function evalua-
tions. The integration of surrogate models with harmony search is used to solve 
expensive optimization problems.  The surrogate model helps in acquiring a  
better harmony in every generation with minimum number of samples. Many ap-
proximation models are used to construct surrogate model in engineering design 
optimization. Polynomial Regression (PR), Artificial Neural Network (ANN), 
Radial Basis Function (RBF), and Gaussian Process (GP) are the most eminent 
and commonly used techniques [13], [14], [15]. Here we use polynomial regres-
sion model to productize surrogate models. 
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Polynomial models are useful to approximate functions which has complex 
nonlinear relationship. It is the Taylor series expansion of the unknown function. 
In general, polynomial regression is used to fit complex nonlinear relationship 
model to the data. These models are very popular as they are comprehensible and 
have well known properties, easy mapping of raw data to a polynomial model and 
more importantly computationally inexpensive. A nonlinear phenomenon of a 
dependent variable `y  can be modeled in terms of an independent variable `  as 
an nth degree polynomial as below in (1). 

 y    (1) 

Where, `  is the order of the polynomial, `  is the coefficient of the corres-
ponding order term and `  is unobserved random error of independent variable. For 
instance, polynomial regression with one variable of order 2 (quadratic form) and 3 
(cubic form) takes the following forms as shown in (2) and (2) respectively [16]. 

 y  (2) 

 y   (3) 

3 Harmony Search with Ensemble of Surrogate Models 

During the evolution process, the process of evaluating the newly produced har-
mony vector to obtain information regarding its fitness in comparison with the 
members in the harmony memory is a computationally expensive task at least in 
real-world engineering applications. Therefore, to reduce the number of actual 
function evaluations that are computationally expensive it would helpful to know 
if the produced harmony vector is capable of replacing the worst vector in the 
harmony memory without actually evaluating. In other words, if we have some 
idea that the produced harmony vector can replace the worst in the memory by 
some means prior to the actual evaluation then the actual number of computation-
ally expensive function evaluations can be reduced. 

In literature, researchers employed surrogate models to reduce the actual num-
ber of function evaluations.  However, most of the researchers try to build a sur-
rogate model that is good approximation of the function that is being optimized. 
To build a surrogate model that is as good as the actual function is tedious and 
computationally expensive since it requires large number of samples. 

In this paper, we propose to reduce the actual number of function evaluations 
using an ensemble of low quality surrogate models. The term “low quality” means 
that the surrogate models are built with minimum number of samples that are pro-
duced during the evolution. Since the surrogate models are of low quality, we use 
an ensemble of surrogate models so that the probability of classifying the harmony 
vector as the one that can replace the worst one in the memory is high. In each 
generation, every original evaluation is preceded by an ensemble of surrogate 
function evaluations. In other words, if the produced harmony vector is said to be 
better than the worst one in the memory based on the surrogate function evalua-
tions in the ensemble then the solution is evaluated using the actual function.  
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This process culminates towards a better search direction with lesser number of 
original functions. In each generation, the available members in the memory are 
used to construct surrogate model. Due to this reason, there is no need for an extra 
memory as compared to some of the surrogate assisted models [7], where the pop-
ulation members corresponding to the earlier generations are stored. 

The outline of the proposed HSAES is presented in Table 2. HM is initialized 
and the sample points are randomly generated. A new solution vector is generated 
which is computed using the surrogate models in the ensemble. Based on the  
 
Table 2 Outline of proposed HSAES  

STEP 1: Initialize the HM with HMS randomly generated solutions. Set generation 
count 0G = .   
STEP 2: WHILE stopping criterion is not satisfied  
 

             Build Surrogate Models using vectors in HM 
 

    /*Generate a new solution*/         

    FOR each decision variable DO   

         IF rand1 < HMCR 

           Pick the value from one of the solutions in HM 

             IF rand2 < PAR             

                Perturb the value picked    /*New solution generated*/ 

            END IF 

        END IF 

    END FOR 

       
  Evaluate the produced harmony vector using the Surrogate Models 

 

  IF min(fs,new for all s) < fworst    
 

   Evaluate the harmony vector using the actual objective function 
 

  END IF 
 

          IF fnew < fworst 
 

   Replace the worst solution in HM with new solution 
 

   END IF 
 

Increment the generation count G = G + 1 
 

STEP 3: END WHILE 
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surrogate model evaluation if the new vector is better the worst member in the 
memory the vector is evaluated using the actual objective function. Based on the 
actual objective function evaluation, if the new solution is better than the worst 
one stored in HM, the algorithm will progress to the next step of replacing the 
worst solution with the new vector.  

4 Optimization Results and Discussions 

In this section, we try to evaluate and compare the performance of the proposed 
algorithm with standard HSA. In addition, to highlight the need of an ensemble of 
surrogate models we also compare the performance of the proposed HSAES with 
HSA with one surrogate model. To evaluate the performance of the algorithms, we 
have used the 10D version of the test problems presented in Appendix. The  
maximum number of function evaluations used is 1000 for all the instances of the 
algorithms. 

For all the algorithm instances, the parameters of the HSA such as HM, HMCR 
and PR are set to be 10, 0.8 and 0.4 respectively. HSAES contains an ensemble of 
two low quality surrogate models built using polynomial regression with quadratic 
and cubic orders. The results of the algorithms on 10D are summarized in terms of 
min, max, median, mean and standard deviation (std.) values in Tables 3. The best 
results in terms of mean and standard deviation values are highlighted in Table 3. 
In Table 3, HSAcub and HSAquad refers to HAS algorithm employing PR with cubic 
and quadratic order polynomials to construct the surrogate models which help in 
the evolution process. In other words, HSAcub and HSAquad use single surrogate 
models unlike HSAES that employs both the surrogate models. 

Table 3 The Performance results of different algorithms on 10D test functions  

  Min Max Median Mean Std 

f1 

HS 4.4647E+01 6.6156E+02 1.8907E+02 2.3107E+02 1.3483+02 

HSAcub 3.6776E+01 5.4381E+01 1.5344E+01 1.7964E+01 1.2257E+01 

HSAquad 2.003E  01 3.8555E +01 1.1265E+01 1.1617E+01 6.9185E+00 

HSAES 3.8743E 01 2.2534E+01 5.0317E+00 6.2099E+00 4.9005E+00 

f2 

HS 9.6735E+04 6.5062E+06 1.0492E+06 1.3961E+06 1.3355E+06 

HSAcub 4.5932E+02 2.7894E+05 1.6532E+04 3.8901E+04 6.1430E+04 

HSAquad 6.8194E+02 1.9865E+05 9.6770E+03 2.2292E+04 3.9583E+04 

HSAES 1.3775E+02 2.7143E+04 4.1957E+03 5.4966E+03 5.4625E+03 

f3 

HS 3.7362E+00 9.4201 E+00 6.3699 E+00 6.4346 E+00 1.2157 E+00 

HSAcub 1.8654E+00 5.1958 E+00 3.0999 E+00 3.1470 E+00 6.6822 E 01 

HSAquad 1.4994 E+00 4.2557 E+00 2.7754 E+00 2.8271 E+00 6.3901E 01 

HSAES 1.1756 E+00 3.2535 E+00 2.6739 E+00 2.6624 E+00 4.5920E 01 



Harmony Search Algorithm with Ensemble of Surrogate Models 25 

Table 3 (Continued) 

  Min Max Median Mean Std 

f4 

HS 1.7727 E+00 4.8065 E+00 2.8202 E+00 3.0056 E+00 9.1251E 01 

HSAcub 5.464E 01 1.3229 E+00 9.128E 01 9.0540E 01 2.3072E 01 

HSAquad 3.665E 01 1.7997 E+00 8.529E 01 9.0540E 01 3.5151E 01 

HSAES 1.7532 01 1.0278 E+00 5.586E 01 6.0753E 01 2.5593E 01 

f5 

HS 7.2332 E+00 2.0013E+01 1.1766 E+01 1.2392E+01 3.1575 E+00 

HSAcub 6.417E 01 9.4587 E+00 4.1175 E+00 4.3264E+00 2.0383 E+00 

HSAquad 8.943E 01 1.0481E+01 3.7188 E+00 4.1445E+00 2.4647 E+00 

HSAES 1.300E 01 9.9796 E+00 3.0367 E+00 3.2702E+00 1.9014 E+00 

f6 

HS 2.1928E+03 1.3800E+04 5.1439E+03 6.1099E+03 3.0689E+03 

HSAcub 2.5650E+02 1.5322E+03 4.9863E+02 6.0313E+02 3.1741E+02 

HSAquad 1.1797E+02 1.3190E+03 3.5110E+02 4.3391E+02 2.6380E+02 

HSAES 1.1402E+02 7.8640E+02 2.5545E+02 3.1436E+02 1.9264E+02 

f7 

HS 8.5306E+02 5.5028E+03 2.5342E+03 2.7770E+03 1.2712E+03 

HSAcub 4.0174E+02 5.0331E+03 1.2463E+03 1.4409E+03 8.9298E+02 

HSAquad 4.5663E+02 4.9231E+03 2.0745E+03 2.1011E+03 1.0593E+03 

HSAES 4.3069E+02 4.5642+03 1.6212E+03 1.8822E+03 1.0699E+03 

f8 

HS 1.7435E+04 2.9157E+06 5.7169E+05 8.2204E+05 8.0983E+05 

HSAcub 5.1778E+03 3.8892E+05 2.7811E+04 6.6735E+04 8.6896E+04 

HSAquad 3.0105E+03 8.2352E+06 2.3642E+04 3.2960E+05 1.4951E+06 

HSAES 7.5127E+02 5.8096E+05 1.3654E+04 3.7971E+04 1.0507E+05 

f9 

HS 1.9940 E+00 4.1886 E+00 2.8960 E+00 2.9852E+00 6.082E 01 

HSAcub 8.602E 01 2.3624 E+00 1.7644 E+00 1.7035E+00 3.9382E 01 

HSAquad 6.755E 01 2.3913 E+00 1.4969 E+00 1.4734E+00 3.5853E 01 

HSAES 5.184E 01 2.2300 E+00 1.1924 E+00 1.2482E+00 3.8363E 01 

f10 

HS 1.5336 E+00 4.0344 E+00 2.5480 E+00 2.5453E+00 6.668E 01 

HSAcub 2.148E 01 1.4271 E+00 7.991E 01 8.2200E 01 3.2551E 01 

HSAquad 2.129E 01 1.0598 E+00 6.709E 01 6.671E 01 2.1902E 01 

HSAES 1.771E 01 1.3471 E+00 3.856E 01 5.058E 01 2.6732E 01 

 
From the results in Table 3, it can be observed that HSA algorithms assisted 

with surrogate models HSAcub, HSAquad and HSAES show improved performance 
compared to standard HS on all the problems. The performance of HSA algorithm 
is accepted to improve compared to the standard HSA since the algorithms eva-
luate the newly generated vectors using surrogate model(s) to check in advance if 
it necessary to evaluate using the actual function which is expensive.  
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In addition, it can also be observed that HSAES that uses ensemble of surrogate 
models perform better than HSAcub and HSAquad. From the results it can be observed 
that HSAES is better than HSAcub and HSAquad in terms of mean performance on all 
the cases. However, in some cases (f1, f2 and f8) the improvement is statistically 
significant and is verified using statistical t-test. The improved performance of 
HSAES can be attributed the ensemble of surrogate models which can better in-
formation regarding quality of the newly generated vector compared to a single 
surrogate model. In other words, since the surrogate models employed are of low 
quality the use of ensemble can provide strong evidence compared to a single 
surrogate model regarding the quality of the newly generated harmony vector. 
Then the algorithm can decide to evaluate the generated vector using the actual 
function evaluation or not. 

Based on the experimental results, we can observe that low quality surrogate 
models generated using the solution vectors present the harmony memory alone 
can be good enough to improve the performance of HSA algorithm within a li-
mited number of function evaluations.  

5 Conclusions 

In this paper, we propose to improve the convergence speed of Harmony Search 
Algorithm (HSA) by reducing the number of actual evaluations that is being opti-
mized using an ensemble of low quality surrogate models (HSAES). In the pro-
posed algorithm, the surrogate models are generated using the solution vectors in 
the harmony memory and no addition memory is used. The performance of 
HSAES is compared with standard HSA and HSA with single surrogate model on 
10D versions of 10 bound constrained optimization problems present in the litera-
ture to demonstrate the advantage of the proposed algorithm. Based on the results, 
we would like to apply the proposed algorithm to solve computational expensive 
optimization problems in the future. 

 
Acknowledgement This research was supported by BK21 plus, Kyungpook National Uni-
versity, Daegu, South Korea. 

References 

1. Geem, Z.W., Kim, J.H., Loganathan, G.V.: A new heuristic optimization algorithm: 
harmony search. Simulation 76(2), 60–68 (2001). doi:10.1177/003754970107600201 

2. Geem, Z.W., Kim, J.H., Loganathan, G.V.: Harmony search optimization: application 
to pipe network design. Int. J. Model. Simul. 22(2), 125–133 (2002) 

3. Geem, Z.W., Tseng, C.L.: Engineering Applications of Harmony Search. In: GECCO 
Late Breaking Papers, pp. 169–173, July 2002 

4. Geem, Z.W., Tseng, C.L.: New Methodology, Harmony Search, its Robustness. In: 
GECCO Late Breaking Papers, pp. 174–178, July 2002 



Harmony Search Algorithm with Ensemble of Surrogate Models 27 

5. Paik, K.R., Jeong, J.H., Kim, J.H.: Use of a harmony search for optimal design of cof-
fer dam drainage pipes. J. KSCE 21(2-B), 119–128 (2001) 

6. Jin, Y.: A comprehensive survey of fitness approximation in evolutionary computation. 
Soft Computing 9(1), 3–12 (2005) 

7. Zhang, J., Sanderson, A.C.: DE-AEC: a differential evolution algorithm based on 
adaptive evolution control. In: IEEE Congress on Evolutionary Computation, CEC 
2007, pp. 3824–3830, September 2007 

8. Díaz-Manríquez, A., Toscano-Pulido, G., Gómez-Flores, W.: On the selection of sur-
rogate models in evolutionary optimization algorithms. In: 2011 IEEE Congress on 
Evolutionary Computation (CEC), pp. 2155–2162, June 2011 

9. Diao, R., Shen, Q.: Feature selection with harmony search. IEEE Transactions on Sys-
tems, Man, and Cybernetics, Part B: Cybernetics 42(6), 1509–1523 (2012) 

10. Manjarres, D., Landa-Torres, I., Gil-Lopez, S., Del Ser, J., Bilbao, M.N., Salcedo-
Sanz, S., Geem, Z.W.: A survey on applications of the harmony search algorithm. Eng. 
Appl. Artif. Intell. 26(8), 1818–1831 (2013) 

11. Moh’d Alia, O., Mandava, R.: The variants of the harmony search algorithm: an over-
view. Artif. Intell. 36(1), 49–68 (2011) 

12. Forrester, A.I., Keane, A.J.: Recent advances in surrogate-based optimization. Prog. 
Aerosp. Sci. 45(1), 50–79 (2009) 

13. Giunta, A.A., Watson, L.T., Koehler, J.: A comparison of approximation modeling 
techniques: polynomial versus interpolating models. AIAA paper, 98–4758 (1998) 

14. Daberkow, D.D., Mavris, D.N.: New approaches to conceptual and preliminary aircraft 
design: A comparative assessment of a neural network formulation and a response sur-
face methodology (1998) 

15. Jin, R., Chen, W., Simpson, T.W.: Comparative studies of metamodelling techniques 
under multiple modelling criteria. Struct. Multidiscip. Optim. 23(1), 1–13 (2001) 

16. Quinn, G.P., Keough, M.J.: Experimental design and data analysis for biologists. 
Cambridge University Press (2002) 

Appendix 

1) Sphere function :  

2
1

1

( )
D

i
i

f x x
=

=    

                                                 
2) Generalized Rosenbrock’s function  

1
2 2 2

2 1
1

( ) (100( ) ( 1) )
D

i i i
i

f x x x x
−

+
=

= − + −
 

3) Ackley function  

2
3

1 1

1 1
( ) 20exp( 0.2 ) exp( cos(2 )) 20

D D

i i
i i

f x x x e
D D

π
= =

= − − − + + 
 

 



28 K. Mohanarangam and R. Mallipeddi 

4) Griewank’s function  
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7) Shifted Schwefel’s Problem 1.2 with Noise in Fitness 
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Precision Motion Control Method  
Based on Artificial Bee Colony Algorithm 

Jinxiang Pian, Dan Wang, Yue Zhou, Jinxin Liu and Yuanwei Qi 

Abstract The parameters of traditional PID controller cannot varies with load and 
environment for the precision motion control system. In this paper, an efficient 
scheme for proportional-integral-derivation (PID) controller using bee colony 
algorithm is applied to precision motion control system. The simulation results 
show that the feasibility of bee colony PID control algorithm in precision motion 
field. Furthermore, the bee colony PID control algorithm make the precision 
motion control system has faster response speed, high positioning accuracy, and 
its parameters can optimize automatically. 

Keywords Precision motion control · PID controller · Bee colony algorithm 

1 Introduction 

As human beings continue to explore in the field of micro-scale, precision motion 
positioning technology has become one of the key technologies in the 21st century. 
The precision motion positioning technology is widely used in ultra-precision 
machining and ultra-precision measurement. Its various technical indicators have 
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become one of the important indicators that measure high-tech development level of 
the nation [1,2]. At present, nPoint company of United States and Physik Instrument 
(PI) company of Germany are famous precision motion control system 
manufacturers in the foreign. Harbin Core Tomorrow Science & Technology Co., 
Ltd. has produced relatively mature nanoscale precision positioning platforms in the 
domestic.  

MCS is used as the main chip for precision motion control systems in the early. 
Its execution speed is slow and control cycle is long, so it is difficult to meet the 
requirements of fast and accurate positioning of ultra-precision positioning 
system. In order to improve the positioning performance of the platform, DSP that 
is used as the master controller chip is becoming popular [3].Texas instruments of 
United States, Free scale, Motorola, Intel, IBM, ARM, Hitachi, Sun, MIPS are 
main companies for producing DSP chips. In the process of DSP application, it is 
particularly important to select the appropriate control strategy. Due to simple 
structure and high reliability of PID control, it has become the most common 
control strategy in precision motion control system. How to select controller 
parameters is the core of PID controller. Adaptive control method of the micro 
displacement platform is proposed in the reference [4], which improves the 
performance of traditional PID controller and the displacement accuracy of 
platform. Neural network adaptive PID control method of micro displacement 
platform is put forward on the basis of neural network theory in the reference [5] 
and [6]. It has both the advantages of high reliability and good robustness of 
traditional PID controller and embodies the characteristics of self-learning and 
self-organization of neural network, so the tracking error of system can be reduced 
effectively [5,6]. The fuzzy PID algorithm is applied to nano positioning stage in 
the reference [7]. The designed fuzzy controller dynamically adjusts the 
incremental of PID parameters, which improves the dynamic performance of 
micro displacement platform system effectively and can make the positioning 
accuracy of platform be up to 10nm under certain disturbances [7]. The 
identification method of micro displacement platform is proposed based on 
genetic algorithm in the reference [8], and can improve the performance of the 
identification structure of neural network. Neural network adaptive PID control 
algorithm based on genetic algorithm can compensate the displacement error 
effectively and further improve the precision of output of micro displacement 
platform [8].  

Artificial bee colony (ABC) algorithm proposed by simulating the behavior of 
the honey is a kind of swarm intelligence optimization algorithm. It has a potential 
parallelism and can make many points search simultaneously. When dealing with 
optimization problem, the position of food source represents feasible solution of 
optimization problem and the food source with the largest yield rate represents 
optimal solution.  

The parameters of traditional PID controller cannot change with the 
environment and load. ABC PID controller of precision motion positioning 
platform is designed by combining ABC algorithm with traditional PID control, 
and the effectiveness of its can be proved by experiments. The experimental 
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results show that ABC PID compared with the traditional PID control and 
adaptive PID control can make precision positioning platform acquire better static 
and dynamic performance. When the environment changes, ABC PID can also 
achieve online real-time high precision control for the platform.  

2 The Description of the Micro-displacement Platform 
Motion Process 

Micro-displacement system is mainly composed of three parts: the control system, 
the executing agency and the detection mechanism. Its structure is shown in Fig. 1.  

 

Fig. 1 Micro-displacement system structure 

The control system of micro-displacement platform includes computer and 
controller. The controller utilizes the PID control algorithm and other advanced 
control algorithm to control the displacement of the platform, and it sends 
commands to implement positioning control. The executive mechanism drives 
micro-displacement platform to locate. The detection includes displacement 
sensors and hardware circuit. It achieves closed-loop control through detecting 
current position of the platform and giving feedback to the control system [9,10]. 
The control system of micro-displacement platform selects DSP as the core of the 
controller, and USB as an interface between the PC and the controller. 

3 PID Control Method Based on ABC Algorithm  

3.1 Objective Function 

In order to improve system performance and reduce positioning errors, the 
performance index that is used to evaluate the performance of the optimum PID 
controller is a weighted combination, which includes the ISE, three times settling 
time, and the maximum overshoot in percent for the step response as follow.  

 

   (1) 

 

σ++= )(3)(10 stISEJ
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The fitness function is expressed as:  

   (2) 

where .  is steady-state error of the 

system.  is the objective function of solution . The system requires that the 

objective function is minimum, therefore the fitness function is maximum.  
The physical meaning of the above-mentioned objective function is that PID 

control parameters are determined by the ABC PID control optimization for given 
points. PID control parameters sent to the traditional PID controller make the 
controller have a good step response output, which reflected in the precision 
motion positioning platform is a control point with the minimum error, at the 
fastest speed to approach the given point.  

3.2 PID Control Algorithm Based on ABC Algorithm 

At the first step of the algorithm, the artificial employed bees are randomly 
scattered in the search domain producing  initial solutions 

. Here  represents the number of food sources. It is 

notable that any of these solutions  is a 3-dimensional vector 

representing 3 design parameters constructing the PID controller of precision 
motion control system. The ABC generates a candidate food position from the old 
one by: 

  (3) 

where , , ,  is a new solution comes 

from food source  and its neighbor . Therefore, the search comes close to 

optimum solution in the search space. 
An employed bee starts neighborhood search firstly depending on the local 

information and tests the nectar amount of new sources replace the previous one if 
better than previous position, otherwise keep the position of previous one. This 
method is called greedy selection mechanism.  
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After the search process is completed by all employed bees, an onlooker bee 
evaluates the nectar information taken from all employed bees and then it chooses 
a food source by using roulette wheel. It is expressed as:  

     (4) 

After the search process is completed by all onlooker bees, if a solution cannot 
be improved by employed or onlooker bees after certain iterations called limit, 
then the solution is abandoned and the bee becomes a scout. In that case, the scout 
bee searches randomly for a new solution within the search space as follow:  

   (5) 

where . ,  are lower and upper boundary of the 

abandoned source respectively [11-13]. 
The steps of the ABC algorithm are given below. 
 
1) Initialization of the parameters , t and limit.  

2) In the search space, randomly generated  food sources.  
3) According to the formula (3), the employed bees attempt to find new food 

source in the neighbor of the previous one. They selected by greedy 
selection mechanism.  

4) Calculate fiti for food source by using (2). Onlooker bees choose a food 
source by using (4).  

5) The onlooker bees attempt to find new food source in the neighbor of the 
previous one. They selected by greedy selection mechanism.  

6) The number of mining of same food source is determined. If the number is 
larger than limit, the employed bee becomes scout bee. The scout bee 
searches randomly for a new solution within the search space by using (5). 
Otherwise, the previous food source continue to be exploited.  

7) Recording to ,  and  representing the parameters of PID 

controller.  
8) The number of iteration is determined. If the number of iteration is larger 

than t, output 、 、  as control parameter for PID controller 

Otherwise, return to step 4).  

Basic flow chart of ABC PID algorithm is shown in fig. 2. 
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Fig. 2 Basic flow chart of ABC PID algorithm 

4 Simulation 

In order to study the effectively of the ABC PID algorithm in the control system 
of precision motion. We designed a simulation experiment. The experimental 
results of ABC PID algorithm were compared with the traditional PID algorithm 
and the adaptive PID algorithm [14]. =20, t=40, limit=20 were set as the 
Initialization of the parameters.  

The change curves of settling time, steady-state error, overshoot and integral 
square error in iterative process for ABC PID algorithm are shown in fig. 3.  
The change curves of objective function and fitness function are shown in fig. 4. 
The change curves of kp, ki and kd are shown in fig. 5. 
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a. Change curves of ts   b. Change curves of e(t) 

  
c. Change curves of σ   d. Change curves of ISE 

Fig. 3 Change curves of ts, e(t), σ and ISE 

 
a. Change curves of J   b. Change curves of fit 

Fig. 4 Change curves of J and fit 

From the figures above, these parameters are unchanged after 27 iterations. 
e(t)=0.0217µm, ts=4.2913ms, σ%=5.37%. The objective function is determined by 
these three parameters. J=36.9073, fit=0.0264. The fitness function is the 
maximum value in the iterative process. Therefore, select the current kp, ki and kd 
as the optimized control parameters of the ABC PID algorithm, where kp=0.0407, 
ki=0.0227, kd=0.0201.  

Simulation of step response curve for control system of precision motion is 
carried out with the optimal kp, ki and kd  parameters above. When the system is 
stable, we add interference to it. The experimental results of ABC PID algorithm 
were compared with the traditional PID algorithm and the adaptive PID algorithm 
proposed by reference [14]. The simulation results are shown in Fig. 6. The 
performance is shown in Tab.1. 
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a. Change curves of kp   b. Change curves of ki 

 
         c. Change curves of kd 

Fig. 5 Change curves of kp, ki and kd 

 

Fig. 6 Step response of traditional PID, adaptive PID and ABC PID 

Table 1 PID parameters and performance indicators 

 kp ki kd e(t) ts σ% J fit 

traditional PID 0.0326 0.0216 0.0152 0.0472 6.7142 7.63 46.7524 0.0214 
adaptive PID 0.0351 0.0220 0.0176 0.0325 6.1361 6.41 43.0257 0.0232 

ABC PID 0.0407 0.0227 0.0201 0.0217 4.2913 5.37 36.9073 0.0264 

 
The experimental results show that the step response of ABC PID algorithm are 

better than the traditional PID algorithm and the adaptive PID algorithm, which 
has a smaller overshoot, settling time and steady-state error. The ABC PID 
algorithm makes the precision motion control system has faster response speed 
and higher positioning accuracy. When the time is 25ms, we add interference to 
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the system. The ABC PID can automatically adjust the parameters and make the 
system return to optimal working condition. When the external environment or 
load changes, if you still want precision motion control system with fast, accurate 
position performance, you need to change the control parameters of the controller. 
The traditional method is to adjust by using experience, but the ABC PID 
algorithm can realize automatic optimization.  

5 Conclusions 

This paper used the parallelism of ABC algorithm and combined it with the 
traditional PID controller to realize automatic optimization of PID controller 
parameters, and applied it in the precision motion control system. The simulation 
results proved the effectiveness of the algorithm. The designed precision motion 
control system has a more favorable static and dynamic performance. The certain 
reference value for the construction of nanoscale positioning control system.  
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A Scatter Search Hybrid Algorithm  
for Resource Availability Cost Problem  

Hexia Meng, Bing Wang, Yabing Nie, Xuedong Xia and Xianxia Zhang 

Abstract  This paper discusses the resource availability cost problem (RACP) 
with the objective of minimizing the total cost of the unlimited renewable 
resources by a prespecified project deadline. A tabued scatter search (TSS) 
algorithm is developed to solve the RACP. The deadline constraint is handled in 
coding. A tabu search module is embedded in the framework of scatter search. A 
computational experiment was conducted and the computational results show that 
the proposed TSS hybrid algorithm is effective and advantageous for the RACP. 

Keywords RACP · Scatter search · Tabu search 

1 Introduction 

The resource-constrained project scheduling problem (RCPSP) is one of the main 
branches of project scheduling, which is known to be NP-hard [1]. It involves 
minimizing the completion time or time cost of the project subject to precedence 
relations and the limited resources. The RCPSP has been studied extensively and 
several effective exact [2] and heuristic [3,4] algorithms have been proposed. 
Among these algorithms, tabu search has been proved to be an efficient algorithm 
to solve the RCPSP [5,6]. 

This paper discusses the resource availability cost problem (RACP), which 
aims to minimize the total cost of the unlimited renewable resources required to 
complete the project by a prespecified project deadline. It was introduced by 
Möhring [7] as an NP-hard problem. The RACP is a variant of the RCPSP [8], but 
it differs from the RCPSP in the sense that the time for completing the project is 
limited and the resources are unlimited at a non-decreasing discrete cost function. 
Because RACP and RCPSP are closely related and the RCPSP has been well 
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studied, it is natural to think of solving the RACP by iteratively solving a serial of 
RCPSPs. We call it the indirect way. The literature on solution methods for the 
RACP is relatively scarce. 

Möhring [7] proposed an exact procedure based on graph theoretical 
algorithms, Demeulemeester [9] proposed an exact cutting plane procedure, and 
Rangaswamy [10] proposed a branch-and-bound for the RACP. Rodrigues and 
Yamashita [11] developed a hybrid method in which an initial feasible solution is 
found heuristically, and proposed new bounds for the branching scheme. Drexl 
and Kimms [12] proposed two lower bounds for the RACP using Lagrangean 
relaxation and column generation techniques. Shadrokh and Kianfar [13] 
presented a genetic algorithm to solve the RACP, where tardiness is permitted 
with defined penalty. Yamashita et al. [14] used scatter search to solve the RACP, 
and computational results show that scatter search is capable of providing high-
quality solutions of the RACP in reasonable computational time. Further, 
Yamashita et al. [15] adopted scatter search to solve the RACP with uncertain 
activity durations and created robust optimization models. 

However, Qi et al. [16] pointed that the process of solving the RACP in indirect 
way is very complicated and inefficient. He presented two methods to improve the 
efficiency of solving the RACP, one of which is directly solving the RACP instead 
of transforming it to the RCPSP. We shall refer to this way as the direct way. In 
the RACP, the completion time and total cost of the project are determined by the 
start time of each activity. Therefore, determining the start time of each activity is 
the key to the direct way to solve the RACP. Qi et al. [16] predigested the process 
of solving the RACP by using the start times to code the schedule. Then he 
proposed a pseudo particle swarm optimization (PPSO) to make the process of 
looking for the best solution efficiently. Ranjbar et al. [17] developed two 
metaheuristics, path relinking and genetic algorithm to tackle the RACP. The 
problem is represented as a precedence feasible priority list and converted to a real 
schedule directly using an available schedule generation scheme. 

The direct way can simplify the process of solving the RACP by avoiding 
transforming the RACP to the RCPSP. In this paper, we study the solution method 
for the RACP based on the direct way. Firstly, we use the start time of each 
activity to code the schedule and handle the deadline constraint by coding. Then, a 
tabued scatter search (TSS) algorithm combined with scatter search and tabu 
search is developed to solve the RACP.  

The remainder of this paper is organized as follows. The RACP is described in 
Section 2. Section 3 describes the proposed TSS algorithm and its components for 
the RACP. Section 4 shows the computational results on the benchmark problem 
instances. The conclusions of this study are given in Section 5. 

2 The Resource Availability Cost Problem 

The RACP can be stated as follows. A project consists of 2n +  activities subject 
to finish-start precedence relations ( , )i j H∈ , where activities 0 and 1n +   

are dummy activities that indicate the start and finish of the project respectively. 
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For each activity i , it is started at time ist  and requires ikr  units of renewable 

resource type ( 1,..., )k k m=  in every time unit of its deterministic and non-

preemptive duration id . Let D  represent the project deadline, which is 

prespecified and the project must be completed before the deadline. Let tA  denote 

the set of activities in progress during the time interval ( 1, ]t t−  and ka  represent 

the availability of resource type k .The RACP can be conceptually modeled as 
follows: 

 
min ( )k k

k

C a                                                          (1) 

s.t.  ( , )i i jst d st i j H+ ≤ ∀ ∈                                            (2) 

0 0st =                                                                (3) 

1 1n nst d D+ ++ ≤                                                        (4) 

1,..., , 1,...,
t

ik k
i A

r a k m t D
∈

≤ = =                                       (5) 

 
The objective function (1) is to minimize the total resource cost of the project, 

wherein ( )k kC a  denotes a discrete non-decreasing cost function associated with 

the availability ka  of resource type k . Constraint (2) takes the precedence 

relations among the activities into account, where activity i  immediately precedes 
activity j . Constraint (3) denotes that the project should be started at time zero 

and constraint (4) indicates that the project must be completed before the deadline. 
Constraint (5) shows that the renewable resource constraints are satisfied.  

From the model, it can be seen that both the resource availability values 
( 1,..., )ka k m=  and the start times ( 1,..., )ist i n=  of the activities are variables, 

and the decision variables of the RACP are ( 1,..., )ka k m= . Indeed, the value of 

ka  depends on the start time of each activity, i.e. 
1,...,

max
t

k ik
t D

i A

a r
= ∈

=  . Different start 

times of activities may result in different values of ka . This is also the main basis 

of the direct way to solve the RACP. The objective of the RACP is to find a 
precedence feasible schedule, such that the project can be completed before the 
deadline and the total resource cost is minimized.

 
 

3 TSS for RACP 

In this section, a tabued scatter search (TSS) algorithm combined with scatter 
search and tabu search is developed to solve the RACP based on the direct way. 
We use the start time of each activity to code the schedule, so that the RACP can 
be solved directly. The specific coding and the proposed TSS algorithm will be 
introduced in the following. 
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3.1 Coding  

To solve the RACP directly, we adopt the direct coding method. The start time of 
each activity is used to code the schedule. Let s  denote a solution of the RACP, 
then 1( ,..., )nst st=s . In 1( ,..., )nst st=s , each component ( 1,..., )ist i n= is the start 

time of activity ( 1,..., )i i n= . For the RACP, if the start time of each activity 

( 1,..., )ist i n=  in s  satisfies the precedence relations and the completion time of 

the project does not exceed the deadline D , then s  is a feasible solution of the 
RACP. 

Fig. 1 Procedure to obtain [ , ]i iest lst  

For a given solution s , the completion time of the project can be determined 
directly. To satisfy the deadline constraint of the project, we handle the deadline 
constraint in coding in this paper. Let iest  and ilst  denote the earliest and latest 

start time of activity i  respectively, then i i iest st lst≤ ≤ . Interval [ , ]i iest lst  is 

called the effective value interval of ist  by us. It contains all possible values of 

ist , and the value of ist  can only be selected from [ , ]i iest lst  when generating 

new solutions. The procedure to obtain [ , ]i iest lst  is shown in Fig. 1. The earliest 

start time iest  of each activity from 1i = to n  is calculated according to the 

critical path method (CPM) [18] in step 1. The latest start time of activity 1n +  is 
initialized with the deadline D , i.e. 1nlst D+ =  in step 2. Finally, the latest start 

time  of each activity from  to 1 is calculated according to CPM in step 3. 

By setting effective value interval [ , ]i iest lst  for ist , the deadline constraint of 

the project is transformed to the restrictions of the start times of the activities. 
However, for 1( ,..., )nst st=s , [ , ]( 1,..., )i i ist est lst i n∈ =  cannot guarantee that s  is 

feasible due to that the precedence relations may not be satisfied. For the solution 
which is infeasible, check up the start time of each activity successively and 
update the start times which do not satisfy the precedence relations. For a solution 
s  which satisfies the precedence relations, a theorem is given as follows. 

Theorem 1. If solution s  satisfies the precedence relations, then the completion 
time makespan of the project must not exceed the deadline D , i.e. makespan D≤ . 

Proof. Because s satisfies the precedence relations, then 1nmakespan st += . As 

1 1n nst lst+ +≤  and 1nlst D+ = , then 1nst D+ ≤ , i.e. makespan D≤ . 

ilst i n=

Step 1. Calculate the earliest start time iest  of each activity 

from 1i =  to n ; 
Step 2. Let 1nlst D+ = ; 

Step 3. Calculate the latest start time ilst  of each activity 

from i n=  to 1; 
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Theorem 1 gives the relationship between the precedence relations and the 
deadline. If s  satisfies the precedence relations, it must satisfy the deadline constraint 
and thus it is a feasible solution of the RACP. The completion time and total cost of 
the project can be determined directly without transforming the RACP to RCPSP. 

3.2 TSS Algorithm 

Scatter search (SS) is an evolutionary method based on heuristic proposed by 
Glover [19]. Glover [20] further identified a template for SS. Martí et al. [21] 
provided the fundamental concepts and principles of SS. According to the 
template [20], SS contains five systematic methods, i.e. diversification generation 
method, improvement method, reference set update method, subset generation 
method and solution combination method. The implementation of SS is based on 
these methods. SS considers both intensification and diversification in search 
process, thus it has strong global search capability. SS has been successfully 
applied to solve the RACP [14,15]. 

Tabu search (TS) was initially proposed by Glover [22] and has been applied to 
many combinatorial optimization problems. It can avoid falling into local 
optimum by introducing tabu list and has proved to have strong search ability. 
However, TS depends on the initial solution strongly and the search process is 
serial. In project scheduling, the application of TS focuses on the RCPSP. 

To solve the RACP more efficiently, we develop a tabued scatter search (TSS) 
algorithm combined with SS with TS in this paper. A tabu search module (denoted 
as M-TS) is embedded in the framework of SS. The framework of TSS algorithm 
is presented in Fig. 2. 

Fig. 2 Framework of TSS algorithm 
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As shown in Fig. 2, TSS starts with generating and repairing initial solutions. 
Then select b  solutions from the initial solutions to build the reference set RefSet , 

including 1b  high-quality solutions and 2b  diverse solutions. If the stopping 

condition is not satisfied, i.e. the number of evaluated solutions k  does not exceed 

the maximum number of solution evaluations MaxSol , select a solution 0s  from 
RefSet  randomly and remove it. To ensure the size of RefSet , generate a new 

solution news  and add it to RefSet . After that, M-TS is carried out with the initial 

solution 0s  and the best solution of this process bests  is got. Then update RefSet  

with bests . If RefSet  is not updated, rebuild it. Finally, output the optimization 

result.  
From Fig. 2, we can see that TSS takes SS as the main framework and replaces 

subset generation and solution combination with M-TS. Compared with SS [14], 
TSS differs in initial solutions, M-TS and reference set update.  

3.2.1 Initial Solutions 

Generate PSize  initial solutions with the diversification generation method [14]. 
For the start time ist  of activity i，divide interval [ , ]i iest lst  in g  sub-intervals. 

Let [ ][ ], 1,..., , 1,...,M i h i n h g= = denote a frequency matrix. Each sub-interval is 

selected with probability inversely proportional to its frequency in M , and then a 
value for ist  is randomly generated in this interval. The procedure to generate 

diverse solutions can refer to [14]. If the new generated solution is infeasible, 
repair it. The quality of a solution is evaluated by objective function (1) and the 
diversity of a solution is evaluated by the minimum distance from the solution to 
the reference set [14].  
 

3.2.2 M-TS 

In TSS, M-TS is introduced to replace the subset generation and solution 
combination of SS. It takes 0s  from RefSet  as initial solution and the best solution 

bests  obtained by M-TS is used to update RefSet . The flowchart of M-TS is shown 

in Fig. 3. 
 
(1) Initial solution of M-TS 
TS depends on the initial solution strongly. To improve the search quality and 

efficiency of M-TS, the initial solution 0s of M-TS is selected randomly from 
RefSet . Because RefSet  contains both high-quality and diverse solutions, taking 

the solution in RefSet  as the initial solution of M-TS can ensure the 

intensification and diversification of TSS algorithm. 
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Fig. 3 Flowchart of M-TS 

To avoid the search process trapping into circulation, remove the selected 
solution 0s  from RefSet . Then generate a new feasible solution news  according to 

diversification generation method. If news  is better than the worst solution in 
RefSet  ether in quality or diversity, add it to RefSet . Otherwise, generate a new 

solution again until a new solution is added to RefSet . 

 
(2) Neighborhood structure 
Neighborhood structure is an important element for TS. In this paper, a kind  
of neighborhood structure is constructed based on the coding. For a current 
solution 1( ,..., )nst st=s , the procedure of constructing neighborhood is presented 

in Fig. 4. 
 

Fig. 4  Procedure of constructing neighborhood 

As shown in Fig. 4, a neighbor solution is got by performing move operation on 
the selected activities of the current solution, and neighborhood ( )N s  includes 

Step 1. Select NSize  activities randomly from the current solution s ;  
Step 2. for each selected activity i , 

perform the move operation on s  and get a new neighbor solution cs ; 
   if cs  is infeasible then  
      repair cs ; 

end if  
add the neighbor solution cs  into the neighborhood ( )N s . 

end for  
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NSize  neighbor solutions. The move operation means that generate a random 
value random from [ , ]i iest lst which is not equal to ( )ist s  and then let 

( )ist random=s . If the neighbor solution is infeasible, repair it and then add it 

into ( )N s . The value of NSize  will be determined experimentally. 

(3) Tabu element and move selection 
Because the neighborhood is constructed based on move operations on activities, 
the tabu elements are the selected activities. When a neighbor solution is selected 
as the new current solution, the corresponding moved activity is put into the tabu 
list. 

The move selection rule is to select the move that is non-tabu that has the 
lowest cost or satisfies the aspiration criterion. When all of the possible moves are 
tabu and none of them can satisfy the aspiration criterion, select any solution 
randomly as the current solution. 

In each iteration of TSS, M-TS stops when the number of continuous search 
steps k  exceeds the maximum number of search steps maxiter . The best solution 

bests  is obtained and further used to update RefSet . The value of maxiter  and the 

tabu list length L will be determined in experiments. 

3.2.3 Reference Set Update 

The reference set plays an important role in SS. The reference set update method is 
used to build and maintain a RefSet . In SS [14], RefSet  is updated by the solutions 

produced by subset generation and solution combination. In each iteration, several 
new solutions are used to update RefSet . In TSS, RefSet  is updated by the bests  

obtained by M-TS. As M-TS is serial, only one solution is obtained to update 
RefSet  in each iteration, which is quite different with that in SS [14]. M-TS takes 

the solution in RefSet  as the initial solution and constructs an effective 

neighborhood for the current solution, and the best solution of the search process is 
saved as bests . Then bests  is further used to update RefSet , which improves the 

quality of the solution used to update RefSet  and reduces the number of updates. 

The performance of TSS will be tested in the following experiment. 

4 Optimization Results and Discussions 

This section tests the effectiveness of the TSS algorithm proposed in this paper. 
The computational experiments consist of two parts. In the first part, we tuned the 
TSS algorithm. In the second part, the effectiveness of TSS for the RACP was 
tested by comparing TSS with SS [14]. All algorithms will be performed for 10 
runs for each instance and the best solution among 10 runs is taken as the result. 
All procedures were coded in C++ language under the Microsoft Visual 
Studio 2012 programming environment. All computational experiments were 
performed on a PC Pentium G630 2.7 GHz CPU and 2.0 GB RAM. 
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4.1 Generation of Problem Instances 

The RACP and RCPSP share common data, thus it is easy to adapt existing 
instances of the RCPSP to the RACP. Progen [23] is an instance generator for 
RCPSP, which was used to generate the project scheduling problem library 
(PSPLIB) involving 30, 60, 90 and 120 activities and four resource types. In this 
paper, the tested instances are directly obtained from the PSPLIB and there are 
three important parameters as follows: 

• Resource factor (RF): reflects the density of the different resource types 
needed by an activity and takes the values 0.25, 0.5, 0.75 and 1.0. 

• Network complexity (NC): reflects the average number of immediate 
successors of an activity and takes the values 1.5, 1.8 and 2.1. 

• Deadline factor (DF): reflects the deadline of the project such that 

1,...,
max i
i n

D DF eft
=

= ⋅ . In this paper, DF is fixed at 1.2 according to [14]. 

Each combination of n , m , RF , NC , DF  gives one instance, resulting in a 
total 4 1 4 3 1 48× × × × =  instances. For TSS, the parameters are set as below: 

The number of initial solutions 50PSize = , the size of the reference set 10b = , 
the number of high-quality solutions 1 7b = , the number of diverse solutions 

2 3b =  and 4g = . Stopping condition 2MaxSol m nβ= ⋅ ⋅ , where β  is a 

coefficient used to adjust the value of MaxSol . When n  and m  are determined, 
the value of MaxSol  is determined by β . β  is a positive integer and its value 

will be tuned in the experiment. For each instance, the costs ( 1,..., 4)kC k =  are 

drawn from a uniform distribution [1,10]U randomly. To make comparison easier, 

( 1,..., 4)kC k =  are fixed at 2,8,5,1 in this paper. For the M-TS of TSS, we set the 

tabu list length L  experimentally for each instance as follows: 

/30[5 1.2 ]nL = ×                                                         (6) 

The coefficient 5 was obtained by tuning and the value of  L  is decided by n . 
The neighborhood size NSize  is set to 3,4,5,6 for 30,60,90,120n =  respectively 
and the maximum number of search steps maxiter  is set to 20 experimentally. 

4.2 Determining the Termination Condition 

This section is designed to determine the termination condition MaxSol  by testing 
the performance of TSS under different MaxSol . For the 12 instances with 30 

activities, 24 30MaxSol β= ⋅ ⋅ . β  is set to 5, 10, 15 and 25, the corresponding 

values of MaxSol  and the obtained best results under different values of MaxSol  
are presented in Table 1. In Table 1, Cost represents the objective value of the 
solution, and CPU represents the CPU time consumed by TSS. The symbol “*” 
marks the best obtained Cost which cannot be improved with the increment of 
MaxSol . 
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From Table 1, we can see that TSS performed quite differently in 12 instances. 
Different instances got the obtained best solution under different values of MaxSol . 
For example, Instance 2 and 6 got their best solutions under 25 4 30MaxSol = ⋅ ⋅ , and 

Instance 5 got the best solution under 215 4 30MaxSol = ⋅ ⋅ . However, there are 7 
instances (Instance 1, 3, 4, 9, 10, 11, 12) in 12 instances got their best solutions under  

210 4 30MaxSol = ⋅ ⋅  with small time cost. For instances with 60, 90 and 120 
activities, TSS can also get better solutions in reasonable time under 

210MaxSol m n= ⋅ ⋅ . Therefore, 210MaxSol m n= ⋅ ⋅  can achieve a compromise 
between solution quality and CPU time, and it would be adopted in the TSS and SS in 
the following. 

Table 1 The performance of TSS under different MaxSol  

Instances 
25 4 30⋅ ⋅  210 4 30⋅ ⋅  215 4 30⋅ ⋅  225 4 30⋅ ⋅  

Cost CPU Cost CPU Cost CPU Cost CPU 
1 156 0.9 149* 1.7     
2 227* 1.0       
3 297 1.0 294* 1.9     
4 466 0.7 453* 1.4     
5 194 1.0 194 1.7 189* 2.6   
6 231* 1.1       
7 238 1.1 236 2.1 236 3.1 226* 5.0 
8 321 1.0 308 2.0 308 2.9 303* 4.7 
9 132 1.1 130* 2.2     

10 269 1.0 266* 1.8     
11 294 1.0 283* 2.7     
12 325 1.0 314* 1.8     

4.3 Comparing TSS with SS 

To investigate the effectiveness of TSS, we compared it with SS [14]. For SS, the 
parameters PSize , b , 1b , 2b , MaxSol and g take the same values with that in TSS. 

Fig. 5 and Fig. 6 respectively show the comparisons on solution quality and 
computational efficiency between TSS and SS. 

In Fig. 5, Ave. Cost denotes the average cost of the 12 instances with the same 
activity number . For , the Ave. Cost obtained by TSS is 
smaller than that obtained by SS, demonstrating that TSS outperforms SS on 
solution quality. In Fig. 6, Ave. CPU denotes the average CPU time of the 12 
instances with the same activity number . For , the Ave. CPU 
consumed by TSS is larger than that consumed by SS, which demonstrates that 
TSS is worse than SS on computational efficiency. From the above analysis, it can 
be seen that the proposed TSS algorithm is able to obtain better solutions by 
spending relatively large CPU time. Thus the TSS algorithm proposed in this 
paper is an effective algorithm to solve the RACP. 

n 30,60,90,120n =

n 30,60,90,120n =
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Fig. 5 Comparison on solution quality 

 
Fig. 6 Comparison on computational efficiency 

5 Conclusions 

In this paper, we have presented the TSS algorithm combined with SS and TS for 
solving the RACP. To solve the RACP directly, we use the start times of activities 
to code the schedule. The deadline constraint is handled in coding by setting an 
effective value interval for the start time of each activity. In computational 
experiments, TSS is compared with SS and the results show that TSS can obtain 
better solutions by spending relatively larger CPU time than SS, and it is an 
efficient method for the RACP. 

For further research, TSS is recommended to solve other project scheduling 
problems. The RACP could be extended to the multi-mode RACP and the RACP 
with uncertainty, which is more practical. 
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A Study of Harmony Search Algorithms: 
Exploration and Convergence Ability 

Anupam Yadav, Neha Yadav and Joong Hoon Kim 

 

Abstract Harmony Search Algorithm (HSA) has shown to be simple, efficient and 
strong optimization algorithm. The exploration ability of any optimization 
algorithm is one of the key points. In this article a new methodology is proposed 
to measure the exploration ability of the HS algorithm. To understand the 
searching ability potential exploration range for HS algorithm is designed. Four 
HS variants are selected and their searching ability is tested based on the choice of 
improvised harmony. An empirical analysis of the proposed method is tested 
along with the justification of theoretical findings and experimental results. 

Keywords Harmony search · Exploration · Convergence 

1 Introduction 

Harmony Search algorithm is one of the nature inspired optimization algorithms 
which is inspired from music improvisation process. Geem et. al. [1] proposed the 
very first idea of Harmony Search. It was an outstanding idea to design 
optimization algorithms which is inspired from the tuning of music over music 
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instruments. Many developments of the HS algorithm have been recorded in 
literature from the very first inception of this novel method. Mahadavi et. al. [2] 
designed an improved version of HS algorithm for solving optimization problems, 
later on may more versions of HS algorithm has been proposed to improve the 
performance of the algorithm on real life applications as well as benchmark 
problems. Few of them are, Self adaptive HSA [3,4] , Global best Harmony  
search [5], Adaptive binary HSA [6] and Novel global HSA [7]. Some of the 
hybridization based HS algorithms are also recorded for various purposes, 
Feshanghary [8] has hybridized HSA with sequential quadratic programming for 
engineering optimization problems. Some of the application such as blocking 
permutation flow shop scheduling problem [9], total flow time on a flow shop [10] 
and water resource engineering problems are also solved using many variants of 
HS algorithm. In the mean time some the research has been carried out on  
the mathematical foundations and characteristics of HSA.  Das et. al. [11] and  
Gao et. al. [12] have developed some exploratory & convergence behavior of HSA 
based on expected variance of the harmonies. These articles provide a significant 
mathematical formulation of HSA.  

In the current article the exploratory power of some the variants are analyzed 
and discussed along with their convergence. To understand the exploration power 
of HSA, potential exploration range of the improvised harmony is defined. This 
study provides the exact nature of exploration of HSA variants due to improvised 
harmonies. A class of competent HS algorithms has been collected from  
the literature and based on their designing of the improvised harmony vector; the 
potential exploration range is designed to analyze the possible exploration of the 
harmonies during a run.  

2 Potential Exploration Range of Harmony Search   

To understand the exploration power of HS algorithm due to improvised harmony 
vector a novel approach is defined. The proposed methodology provides  
a measure of exploitation ability of a harmony search algorithm. Let , , …  is the initially generated harmony where  varies  
from 1: . The very first harmony search proposed by Geem et. al. [1] follows 
the following  strategy for generation of new harmony ( , , … ). 

If , , …  is the  harmony vector from all the initialized 
harmony vectors then the improvised harmony is generated based on the following 
rule: 

′ , , …                     1  (1) 

This follows the pitch adjustment  
 0, 1 .                       1  (2) 
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Eq. (1) and (2) provides the implementation of new improvised harmony and 
all the parameters are the standard parameters of the HS algorithm. This new 
improvised harmony is the key vector for providing a good exploration to the 
entire search space. In this continuation to measure the total volume searched by 
the harmonies due to improvised harmony, an exploration range equation is 
proposed for original harmony search. The following algorithm is used to design 
the potential exploration range equation for harmony search  

Initialize the harmony  of size HMS 
Generate improvised harmony  with concern strategy of the particular 

harmony search variant 
 

 for : _  
                    for :  
                    , :      –     
                   end of i  |  , : |; 

   
end of  
 
In the next section a brief idea of few state-of-the-art harmony search algorithms 
is presented based on their strategy of improvised harmony generation. 

2.1 Harmony Search Algorithm [1] 

Based on the need and new ideas many variants and hybrid versions of HS 
algorithm has been proposed in last decade throughout the globe. State-of-the-art 
of HS algorithms are collected to understand their exploration and convergence 
power.   

It was the very first inception of harmony search by Geem et. al. [1]. The idea 
of generation of improvised harmony for this version of harmony search is 
explained in previous section. Based on the algorithm defined in section 2, let the 
following equation provides the potential exploration range for Harmony Search. 

 , , … _  (3) 
 

where  is the maximum volume covered by improvised harmony at  iteration.  

2.2 Global Best Harmony Search [5] 

Mahamed and Madhavi [5] proposed a global best harmony search algorithm 
which was designed on the line of Particle Swarm Optimization. It follows the 
following approach for the generation of improvised harmony 
for each   1:  
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do 
if 0,1   then /* memory consideration */ 

begin 
                            ,  where ~ 1, 2, … , . 

if 0,1    then /* pitch adjustment */ 
begin 

  where best is the index of the best harmony in the HM and 
 ~ 1,  

endif 
else /* random selection */ 

              0,1  
endif 

done 
 
Again, based on the algorithm defined in section 2, the potential exploration range 
for global best harmony search will be defined as  , , … , _  (4) 

where  is the maximum volume covered by improvised harmony at  iteration. 

2.3 Improved Harmony Search [2] 

Mahadavi et. al. [2] proposed an improved harmony search algorithm. The major 
finding of the improved harmony search is to use dynamic values of  and  
in place of their fixed values as coined in original harmony search. The dynamic 
choices of  and  are made based on the following two equations 

 

 

(5) 

exp .  
 

(6) 

Where   

 : pitch adjusting rate for each generation 
 : minimum pitch adjusting rate 
 :maximum pitch adjusting rate 

: number of solution vector generations 
: generation number 

With this change of choice of  and   values, the proposed potential search 
range and potential search volume of improved harmony search will be , , … , _  (7) 

where  is the maximum volume covered by improvised harmony at  iteration. 



A Study of Harmony Search Algorithms: Exploration and Convergence Ability 57 

2.4 Self Adaptive Global Best HS Algorithm [3] 

Kuan-ke et. al. [3] proposed a self adaptive global best harmony search algorithm. 
The major modification was to provide a self adaptive nature to the parameters of 
global best harmony search algorithm [5]. The parameter values  and   
are advised to choose statistically as well as based on harmony memory. The 
choice of  is provided by using the following formulation 2 /2/2  (8) 

Where  and  are the bounds for ,  is the current iteration and  
is the total number of iterations. All the parameter values are exactly inherited as 
they are in the original article. Based on this approach the defined potential search 
range and potential search volume for self adaptive Harmony search algorithm 
will be 
 , , … , _  (9) 
 

where  is the maximum volume covered by improvised harmony at  iteration. 
In the next section the potential search range and volume is calculated and 
discussed over various benchmark problems. 

3 Experimental Results of Potential Exploration Range 

In order to understand the exploration power of HS algorithms on experimental 
problems, the following problems are solved with the HS algorithms and detailed 
study of the potential exploration range is discussed based on the results. The 
benchmark problems and experimental setup is presented in Table 1. 

Table 1 Benchmark problems and experimental setup 

Sr. 
No. 

Problems Dim Algorithm   
1.  Sphere 

Rastrigin 
Schewfel 
Greiwank 

 
20 

HS [1] 100  
As per the original setup 2.  GBHS [5] 100 

3.  IHS [2] 100 
4.  SGHS [3] 100 

 
The maximum iteration ( _ ) is set 10000. The values of , , ,   and  used in corresponding algorithms is taken as 
suggested by the authors of their original articles. The size of  is fixed for all 
the algorithms which is 100. The search range for all the functions is kept 100, 100 . 
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Fig. 1 Potential exploration behavior of HS, GBHS, IHS and SGHS over Sphere function 
with 20D against iterations 

 

 

Fig. 2 Potential exploration behavior of HS, GBHS, IHS and SGHS over Rastrigin function 
with 20D against iterations 
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Fig. 3 Potential exploration behavior of HS, GBHS, IHS and SGHS over Schewfel function 
with 20D against iterations 

 

 

Fig. 4 Potential exploration behavior of HS, GBHS, IHS and SGHS over Griewank 
function with 20D against iterations 

4 Expected Population Variance 

Das et. al. [11] provides a formula for the calculation of expected population 
variance. This formula is designed based on the theoretical findings and statistical 
measures of HS algorithm. Eq. 10 presents this formula 
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1 . . . 1 .13 . . 3 . 1  
(10) 

 

Where  is the intermediate harmony and  is Harmony population.  
An empirical study based on this equation is performed. The expected variance 

of improved harmony search [2] is evaluated and a plot of expected variance of 
the New Harmony is presented in Fig. 5 

 

Fig. 5 Expected variance of the New Harmony against iterations 

The expected variance of the new improvised harmony depicted in Fig 5, 
justifies the exploration ability of the improved harmony search as it was analyzed 
with the help of potential exploration range of the same.  

5 Discussions 

The exploration range of the each algorithm is plotted against iteration for all four 
functions with fixed number of Harmony Size. Fig. 1 provides the plot of the 
maximum volume covered by HS, IHS, GBHS and SGHS algorithms against the 
progressive iterations. It is observed that the volume covered by HS and GBHS 
algorithms is little more than other two algorithms but the IHS and SGHS are 
having better convergence approach towards a point. This analysis provides an 
idea that over unimodal function the behavior if HS algorithms is alike. In Fig. 2 it 
has been observed that the behavior of SGHS is slightly better than other three 
algorithms since it is constantly having a better exploration rate in comparison to 
others. The important point is before execution point the chaotic nature of the 
SGHS gives a good edge over others because this kind of behavior is helpful for 
the algorithms to clear the local minima. The Fig. 3 repeats the same kind of 
behavior for each algorithm, but on careful observation it is observed that HS and 
GBHS are having good exploration rate but their converging ability is poor in 
comparison to other two algorithms. The strong converging nature of SGHS and 
IHS provides a better convergence which is of the order 10 . In Fig. 4, again it 
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has been observed that the exploration of SGHS is very excellent, the continuous 
better value of the exploration shows its strong ability over multimodal 
optimization problems. The other three algorithms are also having the satisfactory 
performance. On the other hand the convergence of SGHS and IHS is again much 
better than other two.  

Over all it is observed that the exploration and convergence power of original 
HS algorithm is good while its convergence is not up to the mark when we deal 
with multimodal problems. The supremacy of the SGHS is well recorded on each 
kind of the problems and shows an edge over other HS algorithms based on this 
study. 

6 Conclusions 

In this article a novel approach is proposed to measure the exploration ability of 
HS algorithms based on the new improvised harmony. The potential exploration 
range is defined for original HS algorithm as well as three other improved variants 
of the harmony search. The exploration ability and convergence is measured by 
calculating the volume explored by the improvised harmony in each algorithm. 
The idea of potential exploration range is tested numerically over four benchmark 
problems and the results are plotted against each iteration. The plot of expected 
variance of the population is also plotted against iterations which justify the 
availability of the designed potential exploration range. Based on this study the 
exploration ability of SGHS is found better than other select algorithms. In future 
this theory may be applied to check the exploration ability of other HS variants 
and the idea may be extended by incorporating theoretical finding and some more 
function can be tested.  
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Design of the Motorized Spindle Temperature 
Control System with PID Algorithm 

Lixiu Zhang, Teng Liu and Yuhou Wu 

Abstract  The thermal error of the motorized spindle has great influence on the 
accuracy of the NC machine tools. In order to reduce the thermal error, the 
increase type PID control algorithm is adopted for the control system which can 
make the temperature controlled in reasonable range. In accordance with the 
control object features, the Application of the control algorithm is realized in 
MCU System. Finally, the experiments are carried out which verified the validity 
and effectiveness of the design of temperature control system by analysis of the 
experimental data. 

Keywords PID control · Temperature measurement · Control algorithm · 
Motorized spindle 

1 Introduction 

PID control is one of the earliest control strategies. Today, most of the industrial 
control loop still use PID control or improved PID control strategy [1]. In the PID 
control model, three factors was considered include the system errors , the error 
change and error accumulation and it was widely used in industrial process control 
for the simple algorithm, good robustness and high reliability. And especially 
suitable for the accurate mathematical model and deterministic control system [2]. 

In the actual running environment of the motorized spindle, the heat exchange 
between the inner system and the external is difficult to control. The interference 
of other heat sources is also unable to accurate calculation [3]. It is important to 
control the temperature of the motorized spindle to reduce the thermal error. To 
achieve control accuracy a temperature controlled cooling control system based on 
PID has been developed. 
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2 PID Temperature Control System Theory and Principle 
Analysis 

2.1 PID Temperature Control System Theory 

PID controller is a linear controller [4], and it constitutes control deviation e(t) 
according to the given value r(t) and the actual output value y(t). 

 ( ) ( ) ( )e t r t y t= −    (1) 

Through the linear combination, Proportional, Integral and Derivative of the 
deviation e(t) constitute control quantity, and to control the controlled object. So 
called PID control. Its control law is: 

 
0

1 ( )
( ) [ ( ) ( ) ]

T

P D
I

de t
U t K e t e t dt T

T dt
= + +   (2) 

In the equation, 

           PK : proportional coefficient 

           IT : integral time constant 

           DT : Derivative time constant 

2.2 Principle Analysis of PID Temperature Control System 

2.2.1 General Structure of Temperature Control System 

System consists of 1 set of PID controller, cooling water valve, temperature 
sensor, and cooling water flow meter, etc. The overall structure of the system is 
shown in Fig. 1 

 

Fig. 1 The general structure of based on PID temperature control system 

Fig. 1 is based on the PID temperature control system block diagram. In the 
temperature control system, it can take advantage of continuous PID control more 
complex operations, to achieve the requirements of the motorized spindle temperature 
control. Motorized spindle cooling control system are designed on the basis of 
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motorized spindle temperature as main parameters, cooling water flow rate as 
adjustable parameters, with temperature regulator output as adjusted value of the 
cooling water flow regulator with broken accidentally alarm function [5]. Site 
controller is based on AT89C52 microcontroller as the core temperature controller. 

2.2.2 PID the Temperature Control System Control Theory 

The main controlling unit: When measured by thermocouple acquisition 
temperature deviation to the given value, the PID control based on the 
measurement signal control signals as the next section, adjusting unit of a given 
value [6].Deputy controlling unit: The unit is cooling water regulation, given the 
value of the signal from the upper level PID adjustment output. By comparing the 
values of cooling water flux with the self-defining values, PID, which is based on 
deviation values, for proportion(P), integral (I) and differential (D) operation, to 
output a control signal, to the control actuator (cooling water flow regulating 
valve), so as to achieve the aim of the automatic control of cooling water flow 
rate. The whole adjustment system can automatically control the cooling water 
flow according to a certain flow rate, and finally achieve the purpose of 
controlling the temperature of motorized spindle automatically. 

3 PID Control Algorithm 

There are three simple PID control algorithms which include incremental 
algorithm, position algorithm and differential ahead algorithm. The incremental 
PID control algorithm is easy to get better control effect by weighting treatment 
which good for the system security system safety operation. So, the incremental 
algorithm is used in this system. 

3.1 PID Incremental Algorithm 

T is now the sampling period, At a series of sampling points KT represents a 
continuous time t, In order to sum data to replace the integral approximately. After 
the first order, take the difference to replace the integral approximately [7]. To do 
the following approximate transformation: 

 T=KT  (3) 

 

0 0

( ) ( ) ( )
0

k k

j j

t
e t T e jT T e T

= =

= =      (4) 

 ( ) ( ) [( 1) ] ( ) ( 1)de t e KT e K T e K e K

dt T T

− − − −= =    (5) 
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Among them, T is the sampling period, e(k) for the system of the deviation of 
the sampling time of the K, e(k-1) for the system of the deviation of the sampling 
time of the K-1, K for sample serial number, k=0, 1, 2,…Take the above type (4) 
and (5) into equation (2), You can get the discrete PID expression: 

 
0

( ) { ( ) ( ) [ ( ) ( 1)]}
k

D
P

jI

TT
U K K e k e j e k e k

T T=

= + + − −   (6) 

Take ΔU(k)= U(k)- U(k-1), Then 

 
0 1 2( ) ( ) ( 1) ( 2)U K a e k a e k a e kΔ = + − + −   (7) 

Among them, 0 (1 / 1 / )a KP T T TD T= + +  1 (1 2 / )a KP TD T= +   

2 /a KPTD T=  

Type (7) is the incremental PID control algorithm. Its program flow chart is 
shown in Fig. 2 below. 

 
Fig. 2 Incremental PID control algorithm program flow chart 
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4 Temperature Control Experiment 

The controlled object of this experiment is motorized spindle (no load is 
10000r/min, ambient temperature is 15℃) Surface temperature is given value. On 
the basis of the control block diagram, intelligent PID controller controlled by 
programming, achieve control effect. The design of software interface include the 
programming of control process are used VB software programmed. The main 
control interface is shown as Fig. 3, the thermocouple sensor what is fixed in 
motorized spindle case is shown as Fig. 4. 

 
Fig. 3 The temperature test system control interface 

 
Fig. 4 Thermocouple sensor on motorized spindle 

The surface temperature of motorized spindle is set as 30°C, the temperature of the 
motorized spindle what is controlled by PID controller is changed as shown in Fig. 5. 

Figure 5 shows that the temperature of the motorized spindle case starts at low to 
high and stable at about 30°C. The experimental temperature of the motorized spindle 
is close to the temperature of the system setting and the errors are within ±0.5°C.  
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Fig. 5 Temperature changeof the motorized spindle shell 

The results of the experiment are slightly less than the results of the system, but the 
relative error is relatively small. So, The PID cooling control system has a good 
control on the temperature of the motorized spindle. 

5 Conclusion 

The system is made up of PID algorithm and the whole adjustment system can 
automatically control the cooling water flow according to a certain flow rate, and 
finally achieving the expected goal of controlling the temperature of motorized spindle 
automatically. The PID cooling control system have good practical control effect. 
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The Design of Kalman Filter  
for Nano-Positioning Stage 

Jing Dai, Peng Qu, Meng Shao, Hui Zhang and Yongming Mao 

Abstract The noise signal influences the stage positioning accuracy in the process 
of the nano stage motion, for which designs a Kalman filter to filter out noise 
effectively. The model of nano-positioning stage is established. Then the motion 
of stage is estimated by using Kalman filtering model, and the filtering effect of 
Kalman filter can be observed in the Matlab. Experimental results show that 
Kalman filtering can effectively reduce the positioning deviation, which is less 
than 4nm, and positioning accuracy has been improved significantly. Kalman filter 
has a good effect on filtering and can meet the requirement of positioning 
precision for nano-positioning stage. 

Keywords Nano-positioning stage · Kalman filter · Matlab 

1 Introduction 

With the development of the science and technologies, precision motion control 
technology has played an important role in the national defense industry, 
microelectronics engineering, aerospace, biological engineering and other 
fields[1,2]. The nano-positioning stage consists of driver, detector, actuator and 
control system[3-4]. Generally, the piezo is used for driver and the capacitive 
sensor is used for detector[5]. The edge of the capacitive sensor is nonlinear[6], 
and the signal detected by capacitive sensor is weak and signal to noise ratio is 
small. Hence, it is necessary to improve the signal to noise ratio by filtering. 
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The resonance occurs because of the inherent frequency of mechanical stage, 
which produces noise in the process of nano stage motion[7]. Moreover, there are 
also quantization noise, sampling noise and random noise etc. The traditional 
frequency-selective filter cannot meet the requirement of high-precision, so it is 
more suitable for nano stage to select the filtering algorithm that combines with 
the system model and has better self-adaptive. Kalman filter is relative simple in 
mathematical structure and is optimal linear recursive filtering method. Kalman 
filter is suitable for real time operation system and can be combined with the state 
equation model, so it is used for filtering out the noise of nano stage.  

2 Establish the Model of Nano-Positioning Stage 

Nano-positioning stage approximates to a linear system after nonlinear 
compensation. Kalman filter estimation model of nano stage is built. The motion 
of stage is estimated by using Kalman filtering model, which can improve the 
observation accuracy of stage motion. Supposing that the model state vector X(k) 
at time point k consists of the state noise and the state transition function of  the 
vector X(k-1) at time point k-1. However, and observation vector consists of the 
observation noise and the observation function of the state vector X(k) at time 
point k. Assuming system state sequence is X(k) and system excitation noise is 
W(k). The equation of state for Kalman filter model is:  

( ) ( ) ( ) ( ) ( )11 −+−= kWkBkXkAkX    (1) 

Observation sequence is defined as Y(k), and observation noise is defined as 
V(k). The observation equation is: 

( ) ( ) ( ) ( )kVkXkCkY +=     (2) 

According to state equation and observation equation of the Kalman filtering, 
the signal model of Kalman filtering can be obtained. As it is shown in Fig. 1.  

+

( )kA

( )kC
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( )kY
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Fig. 1 The signal model of Kalman filtering 
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In the Fig. 1, the system excitation noise W(k-1) at time point k-1 is input 
signal. The state vector X(k-1) is obtained via the unit lags of the state vector X(k) 
at time point k. The state vector X(k) gets through C(k), then superimposes with 
the observed noise V(k) to obtain  observation vector Y(k)  

The statistics results determine that the state noise W(k) and the observed noise 
V(k) are Gaussian white noise of zero mean and uncorrelated. Q and R are 
covariance matrix corresponding to W(k) and V(k) respectively. W(k) and V(k) 
subject to the normal distribution: W(k) ~N(0,Q), V(k)~N(0,R), further to get: 

( ) { }TEQ ωωω == cov     (3) 

( ) { }TvvEvR == cov     (4) 

A(k), B(k) and C(k) are all referred as the state transformation matrix. Assume 
that adjustment coefficients are constant in the process of state transformation. 
Because of the nano-positioning stage moving on X-axis or Y-axis, it is a two-
dimensional positioning stage. The stage is observed when it moves on X-axis or 
Y-axis. State vector X(k) is expressed by the formula (5): 

( ) 







=

dL

L
kX      (5) 

In the formula (5), L is the motion displacement of the barycentre between two 
sampling points, dL is unit displacement in corresponding direction. Y(k) is one-
dimensional observation vector, namely: 

( ) [ ]LkY =      (6) 

The time interval T is small due to the high sampling frequency, so the stage 
can be considered moving at a constant speed. Among them: 

( ) 
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0
kB      ( ) [ ]01=kC      Q=0.01     R=4*10-6 

The state equation and observation equation of the nano-positioning stage 
model are obtained based on formula (1) and formula (2). Reasonable covariance 
matrix of state noise and observation noise are determined by the simulation, then 
the value of next moment can be estimated based on the current value. 

3 Research on Kalman Filtering Algorithm  

3.1 Description of Filtering Algorithm 

The excitation noise W(k) is not related with the observed noise V(k). At time point 

k, the predictive estimation value ( )1|ˆ −kkY  of system observed value Y(k) is: 
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( ) ( ) ( )1|ˆ1|ˆ −=− kkXkCkkY    (7) 

( )1|ˆ −kkX  of the formula (7) is state-step predictive value, and it can be 

obtained by the formula (8).  

( ) ( ) ( )1ˆ1|ˆ −=− kXkAkkX     (8) 

The observed value Y(k) is obtained at time k. There is an error between Y(k) 

and predictive estimation value ( )1|ˆ −kkY . The predictive error is: 

( ) ( ) ( ) ( ) ( ) ( )1|ˆ1|ˆ1|
~ −−=−−=− kkXkCkYkkYkYkkY  (9) 

The reason for this predictive error is that the state step prediction value 

( )1|ˆ −kkX  and the observed values Y(k) both have error. In order to obtain the 

state estimation value ( )kX̂  of the X(k), the predictive error ( )1|
~ −kkY  is used 

to amend the original state-step predictive value ( )1|ˆ −kkX , then there is the 

formula (10). 

( ) ( ) ( ) ( ) ( )[ ]1|ˆ1|ˆˆ −−+−= kkXkYkHkkXkX   (10) 

H(k) is the filtering gain matrix, which can be obtained by the formula (11).  

( ) ( ) ( ) ( ) ( ) ( ) ( )[ ] 1
1|1|

−
+−−= kRkCkkPkCkCkkPkH TT     (11) 

In the formula (11), ( )1| −kkP  is step budget error variance matrix, and it can 

be obtained by the formula (12).  

( ) ( ) ( ) ( ) ( ) ( ) ( )kBkQkBkAkPkAkkP T111| −+−=− Τ
  

(12) 

The filtering error variance matrix P(k) can be expressed as: 

( ) ( ) ( )[ ] ( )1| −−= kkPkCkHIkP    (13) 

Formula (8) is to predict the state estimation value at time point k based on  
the state estimation value at time point k-1, and formula (12) is to make the 
quantitative description for this prediction. From the point of view of time, the 
time changes from k-1 time to k time, which is achieved by the two formulas. 
Therefore, the equation (8) and (12) are the time update process. However, the 
equation (10), (11) and (13) are used to calculate the correction of the time 
correction value, and the observation information Y(k) is used correctly and 
rationally by these formulas. Therefore, the equation (10), (11) and (13) are state 

update process. If the filtering initial values P(0) and ( )0X̂  are given, the mean 

square error and the optimal estimation value can be calculated at any time by 
repeating the above steps according to the observation value at time k.  
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The equation (8) and (10) are called the Kalman filter equations, and the block 
diagram of Kalman filter can be obtained by the two formulas. It is shown in Fig. 2. 

( )kC

( )kH

( )1|ˆ −kkX

( )kY ( )1k|
~ −kY

( )kA

( )kX̂

( )1ˆ −kX

1−Z

 

Fig. 2 The structure diagram of Kalman filter 

In the Fig. 2, the observation value Y(k) of the system is the input of the filter, 

and the state estimation value ( )kX̂  of the X(k) is the output of the filter. The 

state estimation value ( )1ˆ −kX  is obtained via the unit lags of the state estimation 

value ( )kX̂ . The estimation value ( )kX̂  gets through C(k) to obtain state-step 

predictive value ( )1|ˆ −kkX . The predictive error ( )1|
~ −kkY  is decided by the 

input signal Y(k) and the state-step predictive value. 
The filtering algorithm from formula (8) to formula (13) can be shown in Fig. 3. 
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Fig. 3 The block diagram of Kalman filter algorithm 

Kalman filtering algorithm consists of two computing circuits shown in Fig. 3, 
which are gain calculation circuit and filtering calculation circuit. Gain calculation 
circuit can be calculated independently, while filtering calculation circuit depends 
on the gain calculation circuit.  
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3.2 The Simulation of Kalman Filtering Algorithm in the Matlab 

In the ideal case, the output displacement of piezo actuator is proportional to the 
applied voltage. Because of the piezo actuator driving nano stage to move, motion 
displacement of the nano stage is proportional to the voltage. Because of the 
driving voltage of nano stage ranges from -10V to +10V, however, the motion 
range of the stage is from -50μm to +50μm. Step signal superimposing random 
signal is seen as input signal. When the voltage value of the input signal is 0.4V, 
output waveform of the nano-positioning stage is shown in Fig. 4. Sampling 
frequency of the signal is 50kHz.  

 

Fig. 4 Output waveform of the positioning stage without any filtering process 

As can be seen from Fig. 4 in the time period of 100ms, ideal value of the 
output signal is 2μm. Because of the existence of random noise, the vibration of 
stage centers around the step signal of 2μm and the maximum deviation can be up 
to 400nm. The same input signal after Kalman filtering can get the output 
waveform of the stage, which is shown in Fig. 5.  

 

Fig. 5 Output waveform of the positioning stage after the Kalman filtering 
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In Fig. 5, the Kalman estimate curve and the truth curve have the maximum 
deviation, which is 4nm. Positioning accuracy meets the requirement of nano-
positioning stage. The Kalman estimate curve and the observations curve are basic 
coincidence [9].  

4 Conclusion 

Kalman filter algorithm is applied to nano-positioning stage by establishing the 
system model of stage, which mostly consists of some basic formulas. The 
Klaman filtering results can be obtained by these basic fomulas and the filtering 
effect of Kalman filter can be observed in the Matlab. Experimental results show 
that maximum deviation of the output signal is from 400nm down to 4nm after 
Kalman filter, which can meet the precision requirement of stage.  
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Research on Adaptive Control Algorithm  
of Nano Positioning Stage 

Jing Dai, Tianqi Wang, Meng Shao and Peng Qu 

Abstract  The mechanical structure and load changes of nano positioning stage 
cause a poor accuracy of the control system. For solving the problem, Adaptive 
PID control algorithm was applied to control the nano positioning stage. The 
model of nano positioning stage was established on the basis of Controlled Auto-
regressive Moving Average model (CARMA). The parameters of controller were 
identified based on Recursive Extended Least Squares algorithm (RELS). The 
control system of nano positioning stage was steady through 4ms after parameters 
identification, which static error was less than 5nm. The experimental results 
demonstrated that adaptive PID control algorithm was able to identify the parame-
ters of controlled object and calculate the parameters of controller. The accuracy 
of control system can be at nanometer resolution. 

Keywords Nano positioning stage · Adaptive control algorithm · Parameters  
identification · PID control 

1 Introduction 

Modern science and technology rely increasingly on the development of precision 
instruments. As a key and generic technology in precision instruments, the applica-
tion of nano positioning system is extremely broad, such as semiconductor processing 
and testing equipment, LCD/LED and other display manufacturing facilities,  
laser equipment, biomedical microscopy and operating instruments, all kinds of pre-
cision machine tools, aerospace technology and so on. As an essential stage for the  
development of nano positioning technology, nano positioning stage is required with 
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high accuracy and excellent dynamic performance [1]. For meeting the requirement, 
an appropriate intelligent control algorithm is needed. There are many ways to control 
the nano positioning stage, including feed-forward control, PID control, fuzzy control, 
neural control and so on. Basing on a determinate hysteretic model, JUNG and KIM 
controlled piezoelectric actuator using feed-forward algorithm, and improved the 
scanning accuracy by 10 times than traditional open-loop control [2]. HANZ and 
EDUAROO deduced the step response rising time of piezoelectric actuator to 3-4ms 
by PI control algorithm [3]. Fuzzy control was used by Xiaodong Hu, Xiaotang Hu  
et al to study the control of XYZ micro-displacement driven by piezoelectric actuator, 
and improved the positioning accuracy and dynamic response of micro-displacement 
[4]. LU, CHEN et al researched a neural network integrated control system with adap-
tive and self-learning performance by combining single neural network control with 
PID control [5]. The neural network integrated control system achieved a high posi-
tioning accuracy. Feedforward control and PID control algorithm are convenient, but 
difficult to get good dynamic properties and positioning accuracy when the load 
changes. The performances of fuzzy control and neural network integrated control are 
better; however, algorithms are more complex [6]. Adaptive PID control algorithm is 
the synthesis of adaptive control and PID control algorithm [7]. In this paper, Adaptive 
PID control algorithm solves the issue caused by load changes. 

2 Design of Nano Positioning Stage Control System 

In this paper, the moving range of nano positioning stage driven by piezoelectric 
actuator is 100μm x 100μm. Drive voltage is -10V to 10V, and control two-axis 
displacement of X and Y independently. The structure of nano positioning stage 
control system is shown in Fig. 1. Analog-to-digital converter (ADC) converts 
actual position signal detected by capacitance sensor to feedback signal y(k) [8]. 
Error signal e(k)  is obtained by comparing y(k) with r(k)which is given by per-
sonal computer (PC). PID controller receives the control parameters and error 
signal, and then calculates the controlled variable u(k). Thus, PID controller can 
be able to take stage to the commanded position by controlling piezoelectric actua-
tor. In the system, identification of stage model parameters and controller parame-
ters calculation are completed by PC. 
 

 
 
 
 
 
 
 
 

 
 
 

Fig. 1 The structure diagram of nano positioning stage control system 
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3 Adaptive PID Control Algorithms 

Controlled autoregressive moving average model (CARMA) is an auxiliary model 
which is established based on the measurable information [9]. By choosing its 
parameters, makes the output of auxiliary model approach the actual output, and 
achieves the consistent estimate of system parameters. We use actual position 
signal and control variable to build CARMA model for nano positioning stage. 
The CARMA model can be expressed in equation (1) 

              (1) 

where d is lag coefficient, v(k) and y(k) are disturbance and actual position at k 
moment, respectively. 、   and v(k)  are expressed in equation 
(2), equation (3), and equation (4), respectively. 1                  (2) 

                (3) 

                           (4) 1                    (5) 

3.1 Parameters Identification 

Least square estimation method is used to identify the parameters of auxiliary 
model, including recursive least squares (RLS), recursive extended least squares 
(RELS)， generalized least squares(GLS) and so on. When disturbance v(k)  is 
colored noises, the identification of RLS method is biased estimation, either RELS 
or GLS can obtain the unbiased estimation of the parameters. Due to the com-
plexity of GLS method, RELS method is used in this paper. Based on feedback 
y(k) and control variable u(k), parameters estimator module online estimates the 
parameters of auxiliary model   which is the coefficient of    and 

 using RELS method [10].  
Recursive extended least squares: 
                                         

                                                               
 

 
where β is a forgetting factor, initial value is  I (a is sufficiently large 
positive number),  consist of feedbacks and control variables filtered by a 
linear system. 
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4 The Experiments of Control Simulation 

Fig. 3 and Fig. 4 are the square-wave response of nano positioning stage in X axis 
before and after the changes of stage model in adaptive PID control system. In 
Fig. 5, the control accuracy of adaptive PID control system for square-wave signal 
can be achieved to 3.7nm. The steady-state characteristics are very well. When 
stage model varies in Fig. 6, the control system identifies the new parameters and 
calculates a new control variable automatically. After the process of identification, 
the system comes back into the stable, and static error is 5.3nm. The control  
accuracy has a difference of 1.6nm with before changes. 

 

Fig. 3 The square-wave response of adaptive PID control system 

 

Fig. 4 The square-wave response of adaptive PID control system after the changes of stage 
model 
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5 Conclusions 

The loads of nano positioning stage are variable. If the load changes, the control 
system should update stage model parameters and calculate the new controller 
parameters. PID controllers receive the new controller parameters and control the 
system. In simulations, the system comes back into stable after changes of stage 
model and makes the static error less than 5.3nm. In conclusion, adaptive PID 
control algorithm realizes the real-time control.  
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Two Frameworks for Cross-Domain Heuristic  
and Parameter Selection Using Harmony Search 

Paul Dempster and John H. Drake 

Abstract  Harmony Search is a metaheuristic technique for optimizing problems 
involving sets of continuous or discrete variables, inspired by musicians searching 
for harmony between instruments in a performance. Here we investigate two 
frameworks, using Harmony Search to select a mixture of continuous and discrete 
variables forming the components of a Memetic Algorithm for cross-domain heu-
ristic search. The first is a single-point based framework which maintains a single 
solution, updating the harmony memory based on performance from a fixed start-
ing position. The second is a population-based method which co-evolves a set of 
solutions to a problem alongside a set of harmony vectors. This work examines the 
behaviour of each framework over thirty problem instances taken from six differ-
ent, real-world problem domains. The results suggest that population co-evolution 
performs better in a time-constrained scenario, however both approaches are ulti-
mately constrained by the underlying metaphors. 

Keywords Harmony search · Hyper-heuristics · Combinatorial optimisation ·  
Metaheuristics · Memetic algorithms 

1 Introduction 

Harmony Search (HS) is a population-based metaheuristic technique introduced 
by Geem et al [1], inspired by the improvisation process of musicians. HS is an 
Evolutionary Algorithm (EA) which seeks to optimise a given set of parameters, 
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analogous to musicians searching for a ‘harmonious’ combination of musical 
notes. Using a short-term memory, a population of vectors representing a set of 
decision variables is maintained and updated over time. At each step, a new vector 
is generated and compared to the existing vectors within the memory based on a 
given quality measure, and if the new vector is deemed to be of better quality than 
one of the existing vectors it replaces that vector within the memory. 

Over recent years, many variants of HS have been proposed and applied to combi-
natorial optimisation problems including educational timetabling [2], flow shop sche-
duling [3] and the travelling salesman problem [1]. For the interested reader, a survey 
of the applications HS has been applied to is provided by Manjarres et al. [4]. 

Cowling et al. [5] introduced the term ‘hyper-heuristic’ to the field of combina-
torial optimisation, defining hyper-heuristics as ‘heuristics to choose heuristics’. 
Unlike traditional search and optimisation techniques, hyper-heuristics operate 
over a space of low-level heuristics or heuristic components, rather than directly 
over a search space of solutions. More recently, changes in research trends have 
led to a variety of hyper-heuristic approaches being developed for which this orig-
inal definition does not provide the scope to cover. Burke et al. [6,7] offered a 
more general definition covering the two main classes of hyper-heuristics, selec-
tion hyper-heuristics (e.g. [8,9]) and generation hyper-heuristics (e.g. [10,11]): 

‘A hyper-heuristic is a search method or learning mechanism for selecting or 
generating heuristics to solve computational search problems.’ 

Hyper-heuristics have been applied successfully to a variety of problems such 
as bin packing [12], dynamic environments [13], examination timetabling [14,15], 
multidimensional knapsack problem [9,16], nurse scheduling [14], production 
scheduling [17], sports scheduling [18] and vehicle routing [19]. 

In this paper we investigate two frameworks for using Harmony Search to 
choose the components and parameter settings of a selection hyper-heuristic  
applied to multiple problem domains. 

2 Selection Hyper-Heuristics and Cross-Domain  
Heuristic Search 

Many optimisation problems create a search space which is too large to enumerate 
exhaustively to check every possible solution. A variety of heuristic and metaheu-
ristic methods have been used previously to solve such problems. A disadvantage 
of these methods is the lack of flexibility to solve different types of problem in-
stances or problem class. Typically this will result in the need to tune the proposed 
method each time a new type of problem is encountered. The goal of cross-domain 
heuristic search is to develop methods which are able to find high quality solutions 
consistently over multiple problem domains, operating over a search space of  
low-level heuristics. Hyper-heuristics, as introduced previously, are high-level 
search methodologies that operate at a higher level of abstraction than traditional 
search and optimisation techniques [20], searching a space of heuristics rather than 
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solutions. Single-point based selection hyper-heuristics typically rely on two com-
ponents, a heuristic selection method and a move acceptance criteria [21]. Hyper-
heuristics using this framework iteratively select and apply low-level heuristics to 
a single solution with a decision made at each step as to whether to accept the 
move. This process continues until some termination criteria is met.  

The experiments in this paper will use the HyFlex framework [22] as a benchmark 
for comparison. Originally developed to support the first cross-domain heuristic 
search challenge (CHeSC2011) [23], HyFlex provides a common software interface 
with which high-level search methodologies can be implemented and compared. In 
addition, due to the nature of the framework, a direct comparison can be made to a 
large number of existing methods from the literature. The core HyFlex framework 
provides support for six widely studied real-world problems: MAX-SAT, one-
dimensional bin packing, personnel scheduling, permutation flow shop, the travel-
ling salesman problem and the vehicle routing problem. For each of these problem 
domains, a set of low-level heuristics is implemented, defining the search space 
within which a selection hyper-heuristic can operate. Each of these low-level heuris-
tics belongs to one of four categories: mutation, hill-climbing, ruin-recreate or cros-
sover. All low-level heuristics take a single solution as input and give a single solu-
tion as output, with the exception of crossover where two solutions are required for 
input. The number of low-level heuristics of each type varies, depending on the 
problem domain being considered. For the sake of our experimentation in this paper, 
we consider ruin-recreate heuristics within the set of mutation operators as both take 
a solution as input, perform some perturbation and return a new solution with no 
guarantee of quality. In addition to this, two continuous variables  [0, 1] are used 
to modify the behaviour of certain low-level heuristics. The intensity of mutation 
parameter defines the extent to which a mutation or ruin-recreate low-level heuristic 
modifies a given solution, with a value closer to 1 indicating a greater amount of 
change. The depth of search parameter relates to computational effort afforded to the 
hill-climbing heuristic, with a value closer to 1 indicating that the search will contin-
ue to a particular depth limit. 

2.1 Memetic Algorithms within the HyFlex Framework 

In addition to the single-point framework described above, it is also possible to 
implement population-based methods within the HyFlex framework. A Genetic 
Algorithm (GA) evolves a population of solutions to a problem, using crossover 
and mutation operators to recombine and modify solutions, inspired by the natural 
process of evolution and the concepts of selection and inheritance. A Memetic 
Algorithm (MA) [24] is an extension of a general GA which introduces memes [25] 
into the evolutionary process, where a meme is a ‘unit of cultural transmission’. A 
basic MA simply introduces a hill-climbing phase into a GA after crossover and 
mutation have been applied. MAs are not the only approach to include an explicit 
hill-climbing phase into a search method. Özcan et al. [21] tested a number of 
frameworks for selection hyper-heuristics. Their work found that improved  
performance could be achieved on a set of benchmark functions by applying a 
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Table 1 Median and minimum objective value obtained by Harmony Search MA variants 

Single-point Population-based 

Instance Median Min Median Min 

SAT0 29 20 29 19 

SAT1 57 46 57 40 

SAT2 42 18 42 19 

SAT3 30 22 32 15 

SAT4 17 13 20 14 

BP0 0.076754703 0.063377656 0.063257737 0.055634589 

BP1 0.011526797 0.007252416 0.008133224 0.006673 

BP2 0.027774455 0.013815935 0.014645751 0.012569296 

BP3 0.111261704 0.109816678 0.10926376 0.108950592 

BP4 0.045656986 0.037023311 0.029869874 0.023851741 

PS0 33 21 27 20 

PS1 10688 10243 9850 9556 

PS2 3327 3200 3232 3130 

PS3 1830 1485 1685 1443 

PS4 355 320 350 320 

FS0 6287 6252 6267 6237 

FS1 26847 26755 26813 26754 

FS2 6367 6323 6345 6303 

FS3 11436 11382 11409 11336 

FS4 26658 26579 26639 26534 

TSP0 48286.76001 48194.9201 48194.9201 48194.9201 

TSP1 21308223.69 21076767.44 20794298.01 20729164.65 

TSP2 6853.294645 6823.87626 6822.783065 6798.088796 

TSP3 67692.9665 66570.50774 67050.91033 66423.61825 

TSP4 53699.5647 52272.74022 54049.52449 52561.08631 

VRP0 91485.99596 86722.503 62722.29739 60850.09874 

VRP1 14395.55092 13317.12627 13383.59972 13334.93593 

VRP2 201800.2381 147303.8795 148281.8064 144058.3475 

VRP3 21672.79408 20658.96394 21658.21568 20658.96815 

VRP4 178263.89 166947.0722 147932.5119 146313.0592 
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shows the median and minimum values observed over 31 runs for each of the 30 
problem instances tested. The best values for each instance are marked in bold. 
From this table we can quickly see that the population-based version is performing 
better in the majority of cases in terms of both median and minimum objective 
value observed. Overall the population method achieves a better median value for 
24 of the 30 instances tested and a better minimum value in 23 of the 30 instances. 
Whilst both methods show similar performance in the SAT instances, the objec-
tive values obtained are poor when compared to the literature standard. This will 
be discussed further in the following section. 

4.2 Comparison to CHeSC2011 Entrants 

Following the competition, the results were provided for the competition entries 
over a subset of the problems of all six problem domains. Methods are ranked using 
a scoring system inspired by the one used in Formula One motor racing (2003-2009). 
 
Table 2 Rankings obtained by Harmony Search MA variants compared to CHeSC2011 entrants 

Hyper-heuristic Total Hyper-heuristic Total 

AdapHH 181 AdapHH 173.5 

VNS-TW 133 VNS-TW 130.5 

ML 131.5 ML 129.5 

PHUNTER 93.25 PHUNTER 87.75 

EPH 89.75 EPH 83.75 

NAHH 75 HAHA 71.083 

HAHA 73.75 NAHH 71 

ISEA 69 POP-MA 65.5 

KSATS-HH 66.5 KSATS-HH 64.5 

HAEA 53.5 ISEA 63 

ACO-HH 39 HAEA 47.833 

GenHive 36.5 ACO-HH 36.33 

DynILS 26 GenHive 32.5 

SA-ILS 24.25 SA-ILS 23.25 

XCJ 22.5 XCJ 21.5 

AVEG-Nep 21 AVEG-Nep 21 

GISS 16.75 DynILS 21 

SelfSearch 7 GISS 16.75 

SP-MA 6 SelfSearch 5 

MCHH-S 4.75 MCHH-S 4.75 

Ant-Q 0 Ant-Q 0 
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For each of the 30 problem instances, the best performing hyper-heuristic of those 
currently being compared is awarded 10 points, the second best 8 points with each 
further method allocated 6, 5, 4, 3, 2, 1 and 0 points respectively. In the case there 
are more than 8 methods being compared, all methods ranked > 8th are awarded 0 
points. The two HS hyper-heuristic variants can be compared directly against the 
CHeSC2011 entrants using this scoring system. Table 2 shows the relative ranking 
of each variant against the 20 entrants to CHeSC2011, where SP-MA is the single-
point framework and POP-MA is the population-based variant. 

When compared to the CHeSC2011 entrants, the population-based framework 
scores 65.5 points finishing 8th overall, with the single point approach scoring 6 
points and finishing 19th out of 21. As this is a relative ranking system, it shows 
that not only is POP-MA outperforming SP-MA, in at least some problem domains 
or instances it is outperforming some of the leading entrants to the competition, 
taking 7.5 points away from the winning hyper-heuristic AdapHH. A breakdown of 
the points per problem domain scored by each method is given in Table 3.  

Table 3 Formula One points obtained by each method in each problem domain 

Domain SP-MA POP-MA 

SAT 0 0 

Bin Packing 0 0 

Personnel Scheduling 0 4.5 

Flow Shop 3 16 

TSP 3 30 

VRP 0 15 
 

As can be seen, neither framework performed well in SAT or Bin Packing. The 
population-based framework performed particularly well in TSP, coming 3rd in 
this domain and beating all other hyper-heuristics in one particular instance. Given 
that the best results of the single-point framework also came in TSP, it suggests 
that the heuristics supplied for that domain produce good solutions when com-
bined via MA. Figure 3 plots the number of points scored by each of the twenty 
competition entrants to CHeSC2011 and POP-MA for the TSP. An interesting 
observation when using this framework is that the number of heuristics that could 
be applied per run within the time limit varied dramatically. This is due to both the 
nature of the heuristics in a particular domain, and the evolved values of the heu-
ristic parameters (e.g., between 415000 and 450 heuristic applications were ob-
served for the first two TSP instances). Since HS requires a new harmony to be 
improvised each iteration and MA requires all three of cross-over, mutation, and 
hill-climbing, the high-level of retention of solutions by the population-based 
approach (keeping the best HMS − 1 solutions rather than throwing away the 
HMS − 1 worst as with single-point) may be the reason for the comparatively good 
Personnel Scheduling score, as this domain typically had low heuristic application 
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We intend to improve on this work in future by extending the framework in a 
number of ways. Currently the representation of each harmony is very rigid, due 
to the decision of conforming to the structure of an MA. More flexible representa-
tions are possible, allowing for a greater combination of low-level heuristics and 
more freedom with the order in which they are applied. Another constraining fac-
tor in the population-based framework is the decision to limit the Solution Memo-
ry Size and Harmony Memory Size to the same value. Future work will look at 
dynamic strategies for managing the length of these two components. 
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An Improved Harmony Search Algorithm  
for the Distributed Two Machine Flow-Shop 
Scheduling Problem 

Jin Deng, Ling Wang, Jingnan Shen and Xiaolong Zheng 

Abstract In this paper, an improved harmony search (IHS) algorithm is proposed 
to solve the distributed two machine flow-shop scheduling problem (DTMFSP) 
with makespan criterion. First, a two-stage decoding rule is developed for the 
decimal vector based representation. At the first stage, a job-to-factory assignment 
method is designed to transform a continuous harmony vector to a factory assign-
ment. At the second stage, the Johnson’s method is applied to provide a job se-
quence in each factory. Second, a new pitch adjustment rule is developed to adjust 
factory assignment effectively. The influence of parameter setting on the IHS is 
investigated based on the Taguchi method of design of experiments, and numeri-
cal experiments are carried out. The comparisons with the global-best harmony 
search and the original harmony search demonstrate the effectiveness of the IHS 
in solving the DTMFSP. 

Keywords Harmony search · Distributed flow-shop scheduling · Decoding 
rule · Pitch adjustment 

1 Introduction 

The two machine flow-shop scheduling problem has been widely studied during 
the past few decades [1-10]. Recently, the distributed shop scheduling has at-
tracted more and more attention [11-18], which is considered under the globaliza-
tion environment to improve the production efficiency and economic benefits in 
the multi-plant companies. However, to the best of our knowledge, there is no  
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published work that directly addresses the distributed two machine flow-shop 
scheduling problem (DTMFSP). The DTMFSP is to allocate jobs to suitable facto-
ries and to determine a reasonable processing sequence in each factory so as to 
optimize certain objectives, such as the makespan criterion. 

The classical two machine flow-shop scheduling problem with makespan crite-
rion can be solved by Johnson's algorithm [1] in polynomial time. Nevertheless, the 
DTMFSP is more complex than the distributed single machine scheduling problem 
(DSMSP) that is a special version of the parallel machine scheduling problem 
(PMSP). The DTMFSP is NP-hard, as the PMSP is NP-hard [19]. Therefore, it is 
significant to develop effective and efficient approaches for solving the DTMFSP. 

Inspired by the search procedure for better harmonies in the musical perfor-
mance, the harmony search (HS) algorithm [20] is one of the population-based 
meta-heuristics. Different from the genetic algorithm (GA) that utilizes only two 
parents for generating the offspring, the HS generates a new harmony vector by 
considering all of the vectors in the harmony memory. Due to its simplicity and 
easy implementation, the HS algorithm has been applied to many optimization 
problems, such as engineering optimization [21], vehicle routing [22], truss struc-
tures design [23], water network design [24], electrical distribution network recon-
figuration [25], and shop scheduling [26]. Numerical comparisons showed that the 
HS algorithm was faster than the GA [27, 28]. In this paper, an improved HS 
(IHS) algorithm will be proposed to solve the DTMFSP. To be specific, a harmo-
ny is represented as a real vector, and a two-stage decoding rule is developed to 
convert the continuous vector to a feasible schedule, and a new pitch adjustment 
rule is designed to adjust factory assignment effectively. The influence of parame-
ter setting is investigated and numerical results are provided. The comparative 
results demonstrate the effectiveness of the IHS. 

The remainder of the paper is organized as follows. The DTMFSP is described 
in Section 2. The IHS algorithm for the DTMFSP is introduced in Section 3. In 
Section 4, the influence of parameter setting is investigated, and numerical results 
and comparisons are provided. Finally, we end the paper with some conclusions 
and future work in Section 5. 

2 Problem Description 

Notions: 

n: the total number of jobs. 
f: the total number of factories. 
nk: the number of jobs in the factory k. 
Oi,j: the j-th operation of job i. 
pi,j: the processing time of Oi,j. 
Ci,j: the completion time of Oi,j. 
πk: the processing sequence in factory k. 
π = {π1, π2, …, πf}: a certain schedule. 
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The DTMFSP can be described as follows. There are n jobs to be processed in f 
identical factories, where each factory has two machines. Job i has two operations 
{Oi,1, Oi,2} to be processed one after another. Operation Oi,j is executed on machine 
j with processing time pi,j. Once a job is assigned to a factory, it cannot be trans-
ferred to other factories. 

For the DTMFSP, the makespan  of a certain schedule  can be calcu-

lated in the following way: 

  (1) 

   (2) 

     (3) 

   (4) 

      (5) 

3 IHS for DTMFSP 

3.1 Original HS 

In the original HS algorithm, each harmony denotes a solution, represented by a 
D-dimension real vector Xi = {xi(1), xi(2), ..., xi(D)}. The HS algorithm contains 
four parameters: the harmony memory size (MS), the harmony memory 
consideration rate (PCR), the pitch adjusting rate (PAR) and the distance bandwidth 
(dB). The harmony vectors are stored in the harmony memory (HM) as {X1, X2, ..., 
XMS} to generate new harmony vectors. According to [22], PCR and PAR help the 
algorithm find globally and locally improved solutions, respectively. PAR and dB 
are important in fine-tuning the solution vectors and in adjusting convergence rate. 

The procedure of the HS algorithm can be simplely described as follows: 

Step 1. Set parameters MS, PCR, PAR, dB and the stopping criterion. 
Step 2. Initialize the HM and calculate the objective function value F(Xi) for 

each harmony Xi. 
Step 3. Improvise a new harmony Xnew from the HM as Fig. 1. When 

improvising a new harmony, three rules are applied: a memory consideration, a 
pitch adjustment and a random selection. 

Step 4. Update the HM as Xw = Xnew if Xnew is better, where Xw represents the 
worst harmony in the HM. 

Step 5. If stopping criteron is not satisfied, go to Step 3. 
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Fig. 1 Improvising a new harmony in HS 

3.2 Encoding and Decoding 

To solve the DTMFSP, a harmony in the IHS is represented by an n-dimension 
decimal vector. To determine the factory assignment for each job and the 
processing sequence in each factory, a two-stage decoding rule is developed. 

At the first stage, a job-to-factory assignment method is designed to map a conti-
nuous harmony vector to a factory assignment. To be specific, the search range (0, 
1] is partitioned into f intervals (0, 1/f], (1/f, 2/f] … ((f–1)/f, 1]. If the value of the j-th 
dimension belongs to ((k–1)/f, k/f], job j is assigned to factory k. For an example 
with 2 factories and 5 jobs, suppose the harmony vector is {0.54, 0.22, 0.78, 0.16, 
0.93}. Job 1 is assigned to factory 2 because 0.54 belongs to (1/2, 1]. Similarly, job 
2 and job 4 are assigned to factory 1, while job 3 and job 5 are assigned to factory 2. 

Since the two machine flow-shop scheduling problem with makespan criterion 
can be solved by the Johnson’s algorithm [1], the Johnson’s algorithm is applied at 
the second stage to provide a job sequence for each factory. 

With such a decoding rule, a real harmony vector can be converted to a feasible 
schedule, and then its objective value can be calculated. 

3.3 Initial Harmony Memory 

To generate a harmony memory with enough diversity, all MS initial harmony 
vectors are randomly generated. 

For each harmony vector, the value of each dimension is a random number that 
is uniformly generated between 0 and 1. 

3.4 Improvise New Harmony 

To adjust the factory assignment effectively, a new pitch adjustment is developed 
as follows. 

 
For j = 1 : D 
  If (rand1 < PCR) /* memory consideration */ 

xnew(j) = xa(j), a = {1, 2, …, MS} 
If (rand2 < PAR) /* pitch adjustment */ 
  xnew(j) = xnew(j) + sgn(rand3 – 0.5) × dB 
End if 

  Else /* random selection */ 
xnew(j) = xmin(j) + (xmax(j) – xmin(j)) × rand4 

  End if 
End for 
Note:  
1. rand1–rand4 are random numbers generated uniformly between 0 and 1; 
2. sgn(.) is a sign function that returns -1, 0 or 1. 
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When adjusting the value of xnew(j), it first allocates job j to the position that is 
determined by the Johnson’s algorithm in every factory. Then, it chooses factory k 
with the earliest completion time. The value of xnew(j) is calculated as follows: 

 xnew(j) =  (k – rand) / f  (6) 

For an example with 2 factories and 5 jobs, suppose that xnew(3) is undergoing 
the pitch adjustment with the precondition of xnew(1) = 0.54 and xnew(2) = 0.22. 
First, suppose that job 3 is allocated to factory 1 and factory 2, respectively. As-
sume that the processing sequences obtained by Johnson’s algorithm of the two 
factories are π1 = {2, 3} and π2 = {3, 1}. Then, job 3 will be assigned to factory 1 
if the completion time of π1 is smaller than that of π2; otherwise, job 3 will be 
assigned to factory 2. Finally, the value of xnew(3) is calculated by formula (6). 

The pseudo-code of improvising a new harmony in the IHS is illustrated in Fig. 2. 

 

Fig. 2 Improvising a new harmony in HIS for DTMFSP 

3.5 Update Harmony Memory 

After a new harmony vector Xnew is generated, it will be compared with the worst 
harmony vector Xw in the HM, and then a greedy selection is employed. 

That is, if Xnew is better than Xw, then Xnew will replace Xw and become a new 
member of the HM. 

4 Numerical Results and Comparisons 

4.1 Experimental Setup 

To evaluate the performance of the IHS, 100 random instances are generated. 
Table 1 lists the ranges of parameters for generating the instances. The IHS is 
coded in C language, and all the tests are run on a PC with an Intel(R) core(TM) 
i5-3470 CPU @ 3.2GHz / 8GB RAM under Microsoft Windows 7. The stopping 
criterion is set as 0.1×n seconds CPU time. 

 
For j = 1 : D 
  If (rand1 < PCR) /* memory consideration */ 

xnew(j) = xa(j), a = {1, 2, …, MS} 
If (rand2 < PAR) /*new pitch adjustment */ 

     Find the factory k that can process job j with the earliest completion time; 
     xnew(j) = (k – rand3) / f 

End if 
  Else /* random selection */ 

xnew(j) = xmin(j) + (xmax(j) – xmin(j)) × rand4 
  End if 
End for 
Note: rand1–rand4 are uniform random number between 0 and 1. 
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Table 1 Ranges of Parameters for Instances 

Parameter Range 
f {2, 3, 4, 5, 6} 

n {20, 50, 100, 200} 

pi,j U(1, 100) 

4.2 Parameter Setting 

The IHS contains three parameters: MS, PCR and PAR. To investigate their influ-
ence on the performance of the IHS, the Taguchi method of design of experiments 
(DOE) is carried out with a moderate-sized instance F4_11 (i.e. f = 4, n = 100). 
Four levels are considered for each parameter as in Table 2. 

For each parameter combination, the IHS is run 10 times independently. With 
the orthogonal array L16(4

3), Table 3 lists the resulted average makespan value as 
response value (RV). Then, the response value and the rank of each parameter are 
calculated and listed in Table 4, and the main effect plots are shown in Fig. 3. 

Table 2 Factor Levels 

Factor 
Factor levels 

1 2 3 4 
MS 5 10 15 20 
PCR 0.7 0.75 0.8 0.85 
PAR 0.7 0.75 0.8 0.85 

Table 3 Orthogonal Array and RV Values 

Experiment 
number 

Factor levels 
RV 

MS PCR PAR 
1 1 1 1 1200.0 
2 1 2 2 1200.0 
3 1 3 3 1200.0 
4 1 4 4 1200.3 
5 2 1 2 1200.0 
6 2 2 1 1200.1 
7 2 3 4 1200.0 
8 2 4 3 1199.9 
9 3 1 3 1200.0 
10 3 2 4 1200.2 
11 3 3 1 1200.1 
12 3 4 2 1200.3 
13 4 1 4 1200.4 
14 4 2 3 1200.3 
15 4 3 2 1200.0 
16 4 4 1 1200.1 
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Table 4 Response Value and Rank of Each Parameter 

Level MS PCR PAR 
1 1200.075 1200.100 1200.075 
2 1200.000 1200.150 1200.075 
3 1200.150 1200.025 1200.050 
4 1200.200 1200.150 1200.225 

Delta 0.200 0.125 0.175 
Rank 1 3 2 

 

 

Fig. 3 Main Effect Plot 

From Table 4, it can be seen that MS is the most significant to the IHS. A too 
small value of MS is harmful to the diversity of the harmony memory, while a too 
large value may slow down the convergence. The influence of PAR ranks the 
second. Although a large value of PAR is beneficial to find a proper factory for a 
job, it costs more computational time due to the greedy way of the pitch adjust-
ment rule. Besides, a large value of PCR is helpful to use the information of the 
explored solutions, but it may lead to a premature convergence. According to the 
above analysis, a good choice of parameter combination is recommended as MS = 
10, PCR = 0.8 and PAR = 0.8, which will be used in the following tests. 
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4.3 Comparative Results 

To the best of our knowledge, there is no published work addressing the 
DTMFSP. Therefore, we compare the IHS with the original HS and the global-
best HS (GHS) [30]. For the HS, we set MS = 5, PCR = 0.9, PAR = 0.3 and dB = 1/f. 
For the GHS, we set MS = 5, PCR = 0.9, PAR

min = 0.01 and PAR
max = 0.99 as sug-

gested in [30]. 
For each instance, the above algorithms are run 10 times independently. The 

Best, average (Ave) and standard deviation (SD) values obtained by the algo-
rithms are listed in Tables 5-9 in solving the problems with different number of 
factories. 

From Tables 5-9, it can be seen that the IHS outperforms the HS and the GHS, 
especially when f > 3. As f increases, the factory assignment becomes more com-
plex and it is more difficult to find proper factories for jobs. Since the IHS can 
obtain better Best and Ave results, it can be concluded that the proposed new pitch 
adjustment rule is effective to adjust the factory assignment in solving the 
DTMFSP. 

Besides, the SD values of the IHS are also better than those of the HS and the 
GHS, which implies that the IHS is more robust than the HS and GHS. 

Table 5 Results of the Algorithms (f = 2) 

Instance IHS HS GHS 
No. n Best Ave SD Best Ave SD Best Ave SD 
1 20 582 582 0.00 582 582 0.00 582 582 0.00 
2 20 564 564 0.00 564 564 0.00 564 564 0.00 
3 20 529 529 0.00 529 529 0.00 529 529 0.00 
4 20 529 529 0.00 529 529 0.00 529 529 0.00 
5 20 497 497 0.00 497 497 0.00 497 497 0.00 
6 50 979 979 0.00 979 979 0.00 979 979 0.00 
7 50 1319 1319 0.00 1319 1319 0.00 1319 1319 0.00 
8 50 1356 1356 0.00 1356 1356 0.00 1356 1356 0.00 
9 50 1267 1267 0.00 1267 1267 0.00 1267 1267 0.00 
10 50 1238 1238 0.00 1238 1238 0.00 1238 1238 0.00 
11 100 1519 1519 0.00 1519 1519 0.00 1519 1519 0.00 
12 100 2389 2389 0.00 2389 2389 0.00 2389 2389 0.00 
13 100 2721 2721 0.00 2721 2721 0.00 2721 2721 0.00 
14 100 2616 2616 0.00 2616 2616 0.00 2616 2616 0.00 
15 100 2614 2614 0.00 2614 2614 0.00 2614 2614 0.00 
16 200 2688 2688 0.00 2688 2688 0.00 2688 2688 0.00 
17 200 5312 5312 0.00 5312 5312 0.00 5312 5312 0.00 
18 200 5257 5257 0.00 5257 5257 0.00 5257 5257 0.00 
19 200 5023 5023 0.00 5023 5023 0.00 5023 5023 0.00 
20 200 5296 5296 0.00 5296 5296 0.00 5296 5296 0.00 
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Table 6 Results of the Algorithms (f = 3) 

Instance IHS HS GHS 
No n Best Ave SD Best Ave SD Best Ave SD 
1 20 393 393 0.00 393 393.5 0.50 393 393.5 0.50 
2 20 360 360 0.00 360 360 0.00 360 360 0.00 
3 20 362 362 0.00 362 362.1 0.30 362 362.1 0.30 
4 20 401 401 0.00 401 401 0.00 401 401 0.00 
5 20 342 342 0.00 342 342.8 0.75 342 342.9 1.14 
6 50 854 854 0.00 854 854.4 0.49 854 854.3 0.64 
7 50 817 817 0.00 817 817.9 0.30 817 817.7 0.46 
8 50 924 924 0.00 924 925.1 0.54 924 925.1 0.70 
9 50 908 908 0.00 908 908 0.00 908 908 0.00 
10 50 775 775 0.00 775 775.8 0.60 775 775.4 0.49 
11 100 1700 1700 0.00 1700 1700 0.00 1700 1700 0.00 
12 100 1873 1873 0.00 1873 1873. 0.49 1873 1873.8 0.60 
13 100 1664 1664 0.00 1664 1664. 0.40 1664 1664.2 0.40 
14 100 1678 1678 0.00 1678 1680. 1.36 1678 1679.4 1.02 
15 100 1682 1682 0.00 1682 1682. 0.46 1682 1682.4 0.49 
16 200 3575 3575 0.00 3575 3575 0.00 3575 3575 0.00 
17 200 3614 3614 0.00 3614 3614. 0.40 3614 3614.2 0.40 
18 200 3468 3468 0.00 3469 3469. 0.83 3468 3469 0.63 
19 200 3559 3559 0.00 3559 3560. 0.54 3559 3559.8 0.40 
20 200 3449 3449 0.00 3449 3450 0.63 3449 3450.1 0.54 

Table 7 Results of the Algorithms (f = 4) 

Instance IHS HS GHS 
No n Best Ave SD Best Ave SD Best Ave SD 
1 20 238 238.2 0.40 239 242.2 2.23 240 242.1 1.37 
2 20 259 259.8 0.40 260 263.5 3.07 263 264.9 1.04 
3 20 303 303 0.00 303 304.8 1.40 304 305.8 1.40 
4 20 313 313.3 0.46 313 313.4 0.66 313 313.4 0.49 
5 20 291 291 0.00 291 292.3 0.90 291 293.3 2.61 
6 50 735 735 0.00 737 738.4 0.80 737 737.6 0.80 
7 50 630 630 0.00 634 638.5 2.33 633 636.7 2.53 
8 50 583 583 0.00 585 589.1 2.26 585 588.2 1.78 
9 50 610 610 0.00 612 613 0.77 611 612.9 1.04 
10 50 666 666 0.00 669 671.8 1.54 670 671.5 1.28 
11 100 1200 1200. 0.40 1201 1202. 1.17 1200 1202.8 1.66 
12 100 1293 1293 0.00 1295 1296. 1.30 1295 1296.9 1.14 
13 100 1304 1304. 0.50 1305 1307. 1.42 1305 1307.5 1.28 
14 100 1305 1305 0.00 1309 1310. 1.00 1306 1309.4 2.15 
15 100 1277 1277 0.00 1281 1281. 0.75 1279 1281 0.89 
16 200 2439 2439 0.00 2443 2449. 3.45 2443 2449.4 4.20 
17 200 2456 2456. 0.49 2460 2465. 3.64 2458 2465.3 4.71 
18 200 2529 2529. 0.54 2532 2536. 2.79 2533 2535.9 2.12 
19 200 2448 2448 0.00 2449 2451. 1.19 2450 2452.3 1.49 
20 200 2542 2542. 0.40 2544 2547. 2.06 2544 2547.5 1.50 
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Table 8 Results of the Algorithms (f = 5) 

Instance IHS HS GHS 
No n Best Ave SD Best Ave SD Best Ave SD 
1 20 227 227.3 0.46 229 232 2.14 231 233.4 2.24 
2 20 234 235 0.45 236 239.3 1.55 235 240.7 4.12 
3 20 244 244 0.00 244 246.6 2.62 244 247.2 2.71 
4 20 272 22.2 0.40 275 277.9 2.47 275 277.8 2.32 
5 20 234 234.9 0.30 236 240.4 2.65 238 239.9 1.22 
6 50 545 545.8 0.60 547 552.4 2.33 546 551.4 2.06 
7 50 537 537.8 0.40 547 553.8 3.19 544 548.6 3.67 
8 50 519 519.9 0.54 525 525.5 0.67 522 524.2 1.94 
9 50 534 534.6 0.49 542 548.7 3.85 542 548.5 3.64 
10 50 465 465 0.00 473 478.9 3.11 469 477 4.27 
11 100 1007 1007 0.00 1024 1030. 4.40 1029 1031.4 2.11 
12 100 1044 1044 0.00 1057 1064. 4.17 1060 1063.3 2.37 
13 100 982 982 0.00 988 989.9 1.30 985 990.1 3.18 
14 100 988 988.8 0.75 1004 1009. 2.97 1005 1011 3.85 
15 100 1092 1092. 0.66 1096 1100. 2.47 1097 1100.3 2.37 
16 200 2079 2079 0.00 2086 2090. 2.99 2089 2093.4 3.47 
17 200 2131 2132 0.45 2140 2151. 5.63 2143 2153.1 5.91 
18 200 2087 2087 0.00 2094 2098. 3.99 2095 2098.4 2.69 
19 200 2050 2050 0.00 2073 2083. 5.16 2069 2082.7 6.94 
20 200 2017 2017 0.00 2029 2037 4.15 2029 2039.2 5.53 

Table 9 Results of the Algorithms (f = 6) 

Instance IHS HS GHS 
No n Best Ave SD Best Ave SD Best Ave SD 
1 20 173 173 0.00 173 177.5 3.29 174 177.8 3.22 
2 20 235 236.4 0.66 235 238.2 3.49 235 239.4 2.73 
3 20 194 194 0.00 194 197.5 3.91 194 197.6 2.65 
4 20 218 220.5 1.20 219 224.5 3.04 219 223.4 2.58 
5 20 232 232.1 0.30 234 237.3 2.15 236 237.9 1.76 
6 50 438 439 0.77 449 453.1 2.62 443 449.6 2.84 
7 50 426 427.6 1.02 433 439.3 3.00 428 435.5 4.84 
8 50 391 391.7 0.64 406 414 3.49 405 410.1 4.01 
9 50 442 442 0.00 462 465 1.61 459 461.8 1.94 
10 50 459 461.5 1.28 474 477.9 3.27 465 472.3 4.05 
11 100 904 904.6 0.49 925 936.1 4.89 926 934.9 4.93 
12 100 787 787 0.00 798 806.9 5.59 796 807.7 5.59 
13 100 867 867 0.00 880 884.9 3.42 882 886.9 2.51 
14 100 874 874.1 0.30 901 911 5.78 900 910.1 4.68 
15 100 878 879.1 0.70 915 916.7 1.19 904 916.9 5.80 
16 200 1786 1786. 0.49 1801 1805. 5.17 1799 1805.8 4.19 
17 200 1724 1724 0.00 1740 1744. 3.11 1739 1745.3 4.05 
18 200 1662 1662 0.00 1698 1703. 3.46 1689 1700.2 6.65 
19 200 1707 1709. 1.02 1724 1737. 8.75 1731 1739.7 5.51 
20 200 1677 1677. 0.50 1717 1728 5.23 1715 1728 6.84 



An Improved Harmony Search Algorithm for the Distributed Two Machine  107 

5 Conclusions 

This paper proposed an improved harmony search algorithm for solving the  
distributed two machine flow-shop scheduling problem. According to the charac-
teristics of the problem, a two-stage decoding rule for the decimal vector based 
representation and a new pitch adjustment rule for the HS were designed. The 
influence of parameter setting was investigated, and the effectiveness of the IHS 
was demonstrated by numerical comparisons. Future work could focus on genera-
lizing the harmony search algorithm for other types of the distributed shop sche-
duling problems and developing multi-objective HS algorithms for the problems 
with multiple scheduling criteria. 
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Hybrid Harmony Search Algorithm  
for Nurse Rostering Problem 

Yabing Nie, Bing Wang and Xianxia Zhang 

Abstract This paper addresses the nurse rostering problem (NRP), whose objec-
tive is to minimize a total penalty caused by the roster. A large number of con-
straints required to be considered could cause a great difficulty of handling the 
NRP. A hybrid harmony search algorithm (HHSA) with a greedy local search is 
proposed to solve the NRP. A personal schedule is divided into several blocks, in 
which a subset of constraints is considered in advance. Based on these blocks, the 
pitch adjustment and randomization are carried out. Every time a roster is impro-
vised, a coverage repairing procedure is applied to make the shift constraints  
satisfied, and the greedy local search is used to improve the roster’s quality. The 
proposed HHAS was tested on many well known real-world problem instances 
and competitive solutions were obtained. 

Keywords Harmony search algorithm · Greedy local search · Nurse rostering 
problem 

1 Introduction 

The nurse rostering problem (NRP) is a complex combinatorial problem whose 
objective is to produce rosters which satisfy all hard constraints while taking into 
account soft constraints. Hard constraints are those constraints that must be satis-
fied at all costs for the NRP. If some requirements are desirable but could be vi-
olated, these requirements are usually referred to as soft constraints for the NRP. 
The solution quality of NRP could be evaluated by estimating soft constraints. 

A wide variety of approaches have been developed to solve the NRP, including 
exact algorithms, meta-heuristic algorithms and others [1]. Due to the computational 
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complexity of large scale NRPs, meta-heuristic algorithms were more popular than 
exact algorithms. Various meta-heuristic algorithms were developed to solve the 
NRP, including Genetic Algorithm [2], Scatter Search [3], Tabu Search [4], Simu-
lated Annealing [5] and many others. The hybridizations of these algorithms have 
also attracted the interest of the researches. Post and Veltman [6] proposed a hybrid 
genetic algorithm, in which a local search was carried out after each generation of 
the genetic algorithm to make improvement. Burke et al. [7] developed a hybrid 
variable neighborhood search (VNS) which created an initial schedule by an adap-
tive ordering technique in advance and then run variable VNS based on this initial 
schedule. Burke et al. [8] developed an IP-based VNS which used an IP to first solve 
a small problem including the full set of hard constraints and a subset of the soft 
constraints. All the remaining constraints were then satisfied by a basic VNS.  

The NRP is commonly described and solved by three views: a nurse-day view, 
a nurse-task view and a nurse-shift pattern view [9]. The nurse-day view and 
nurse-task view are similar. Accordingly, the NRP is solved by generating as-
signments of nurses to shift for each day of the planning period, such as [3, 6, 7, 8]. 
However, in the nurse-shift pattern view, rosters are built by constructing personal 
schedules for each individual nurse (by allocating one of his/her feasible shift 
patterns to him/her), such as [2, 4, 5]. 

HSA is a new population-based algorithm mimicking the improvisation process 
of searching for a perfect state of harmony measured by aesthetic standards. Since 
developed by Geem et al. [10], it was successfully used in various optimization 
problems such as university timetabling [11], vehicle routing [12] and so on. HSA 
was also used to solve the NRP, which was usually solved by the nurse-task view, 
such as [13, 14]. However, Hadwan et al. [15] adapted a harmony search algo-
rithm to solve the NRP by the nurse-shift pattern view.  

In this work, rosters were also produced by the nurse-shift pattern view, but 
with different pitch adjustment operator and different way of handling the cover-
age constraint from [15]. Moreover, a greedy local search was carried out after 
each generation of the HSA to make improvement, which was similar to [6]. 

The remainder of this paper is organized as follows. In section 2, the nurse ros-
tering problem is described. In Section 3, we first briefly present the classic HSA 
and then detail our HHSA. Experiment was conducted to investigate the algorithm 
developed in Section 4. In section 5, we draw conclusions on the success of this 
HHSA. 

2 Problem Description 

Here, we use an ORTEC NRP as a case to study. The problem was fully described 
in [7], except for several specific individual rostering constraints which were not 
explicitly listed in the academic papers but were embedded in the solutions pub-
lished on the NRP benchmark web site [16]. The length of planning period is one  
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month (31 days), from Wednesday 1st January to Friday 31st January 2003. Four 
shift types (i.e. early, day, late and night) are assigned to 16 nurses. The nurses 
have three different contracts: standard 36, standard 32 and standard 20. For  
completeness, all constraints that need to be satisfied are presented briefly in the 
following. 

The problem has the following hard constraints: 

(HC1) The number of people on each shift of each day must exactly be the spe-
cified level. Both overstaffing and understaffing are not allowed. 

(HC2) A nurse can work at most one shift per day. 
(HC3) A nurse can work at most 3 night shifts per period of 5 consecutive 

weeks. 
(HC4) A nurse can work at most 3 weekends per 5 week period. 
(HC5) After a series of consecutive night shifts at least two days off are  

required. 
(HC6) The number of consecutive night shifts is at most 3. 
(HC7) No isolated night shift is allowed in a personal schedule. 
(HC8) Each nurse has his/her maximum number of working days. 
(HC9) The number of consecutive shifts is at most 6. 
(HC10) No late shifts for one particular nurse. 
(HC11) There is minimum time limit between shifts.  

In addition, the problem has the following soft constraints: 

(SC1) Either two days on duty or two days off at weekends for each nurse 
(SC2) There is no night shift before a free weekend. 
(SC3) For any nurse avoid stand-alone shifts. 
(SC4) The number of consecutive night shifts has minimum and maximum limits. 
(SC5) After a series of working days at least two free days are required. 
(SC6) The number of working days per week has minimum and maximum limits. 
(SC7) The number of consecutive working days has minimum and maximum 

limits. 
(SC8) The number of consecutive early shifts has minimum and maximum limits. 
(SC9) The number of consecutive late shifts has minimum and maximum limits. 
(SC10) Certain shift type successions (e.g. day shift followed by early shift) 

should be avoided. 

Hard constraints are constraints that must be satisfied at all costs so as to obtain 
a feasible solution. Soft constraints can be violated if necessary, but at the cost of 
incurring penalty. The objective of the NRP is to minimize the total penalty 
caused by the roster. The solution of this problem is a roster which is made up of  
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the personal schedules of all nurses. Each personal schedule is represented as a 
string. The jth position in the string of nurse i  is represented as follows.  

 













=

jdayonshiftnightonworksinurseN

jdayonshiftlateonworksinurseL

jdayonshiftdayonworksinurseD

jdayonshiftearlyonworksinurseE

jdayonshiftnoworksinurseO

pij

""

""

""

""

""

  (1) 

The difficulty of the NRP is due to the large number and a variety of con-
straints that need to be satisfied. When the nurse-shift pattern view is used to solve 
the NRP, constraints are usually further divided into two categories to be handled: 
shift constraints and nurse constraints [17]. Shift constraints specify the number of 
nurses required for each shift during the entire planning period, such as (HC1). 
Nurse constraints refer to all the restrictions on personal schedules including per-
sonal requests, personal preferences, and constraints on balancing the workload 
among personnel, such as (HC2) ~ (HC11) and (SC1) ~ (SC10). Because all soft 
constraints in our case belong to nurse constraints, thus the penalty of each per-
sonal schedule can be calculated in isolation from other personal schedules. Add-
ing the penalties of all personal schedules up the penalty of an overall roster is 
obtained.  

3 HHSA for the Nurse Rostering Problem 

3.1 Harmony Search Algorithm 

HSA is a population-based meta-heuristic algorithm, developed in an analogy with 
musical improvisation. In music performance, each music player improvises one 
note at a time. All these musical notes are combined together to form a harmony, 
evaluated by aesthetic standards and improved through practice after practice. In 
optimization, each variable is assigned a value at a time. All these values are com-
bined together to form a solution vector, evaluated by the objective function and 
improved iteration by iteration. The main steps in the structure of HSA are as 
follows: 

Step 1: Initialize the algorithm parameters. 
Step 2: Initialize the harmony memory (HM). 
Step 3: Improvise a new solution from the HM. 
Step 4: Update the HM. 
Step 5: Repeat step 3 and step 4 until the stopping criterion is satisfied. 
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3.1.1 Initialization of Algorithm Parameters 

The parameters of HSA are specified in this step, including harmony memory size 
(HMS), harmony memory consideration rate (HMCR), pitch adjustment rate 
(PAR) and the maximum number of improvisations (NI). Both HMCR and PAR 
are used to improvise a new solution in step3. 

3.1.2 Initialization of HM 

In this step, the HM is initially stuffed with as many randomly generated solutions 
as the HMS. Those solutions are sorted by the values of objective function. The 
structure of the HM is shown as following: 
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    (2) 

3.1.3 Improvising a New Solution From the HM  

In this step, a new solution is improvised based on the following three rules: 
memory consideration, pitch adjustment and randomization. In the improvising 
procedure, as shown in Fig. 1, each variable of the new solution is assigned a  
value in turn. 

 

 

Fig. 1 The Pseudo-code of Improvising a New Solution 

 

 For each [ ]Ni ,1∈  do 
   If ( ) HMCRU ≤1,0  then 

      Assign a value to ix  using memory consideration 

      If ( ) PARU ≤1,0  then 

      Pitch adjust the value obtained by memory consideration 
      End if 
   Else 
      Assign a value to ix  using randomization 

   End if 
End for 
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3.1.4 Updating the HM 

If the newly made solution is better than the worst one in the HM, measured in 
terms of the objective function value, include the new solution in the HM  
and exclude the existing worst solution in the HM. Otherwise, discard the new 
solution. 

3.1.5 Checking the Stopping Criterion 

Repeat step3 and step4 until the stopping criterion is satisfied. Normally the stop-
ping criterion defines the maximum number of improvisations (NI). 

3.2 The HHSA for the Nurse Rostering Problem 

A key factor in the application of HSA is how the algorithm handles the con-
straints relating to the NRP. In the improvising procedure of proposed HHSA, 
each nurse is allocated a personal schedule at a time while considering nurse con-
straints and avoiding overstaffing. All these personal schedules are combined 
together to form a roster. Every time a roster is built an additional repair process is 
employed to assign enough people to understaffed shifts and then a greedy local 
search is applied to improve the roster’s quality. In the following, we mainly ela-
borate the process of improvising new rosters in Section 3.2.1 and Section 3.2.2. 
The repair process and the greedy local search are presented in Section 3.2.3 and 
Section 3.2.4 respectively. 

3.2.1 The Construction of Weekly Shift Patterns 

In the improvising procedure of traditional HSA, we randomly move the variable 
value obtained by the memory consideration to a neighboring value via pitch ad-
justment with probability PAR or randomly select one variable value from possi-
ble range of values via randomization with probability (1-HMCR). However, each 
personal schedule, i.e. variable value, is highly constrained by nurse constraints in 
the NRP. Thus the personal schedules generated by general pitch adjustment or 
randomization are likely to violate many nurse constraints, which can cause to 
poor performance of the algorithm and considerable increase in iterations need  
to find an optimal solution. In order to improve the efficiency of HSA, we divide  
a personal schedule into several blocks, in which a subset of constraints is  
considered. Based on these blocks the pitch adjustment and randomization are 
carried out.  

One block represents one week, in which a weekly shift pattern will be put.  
Fig. 2 gives an example of the relationship between blocks and a complete person-
al schedule. It is worth mentioning that a working week runs from Monday to 
Sunday in the problem. Thus lengths of the first week and last week in the January 
are 5 due to the structure of the month itself. 
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Fig. 2 The Relationship between Blocks and a Complete Personal Schedule 

For each nurse, his/her valid weekly shift patterns for each week are generated 
as follows: 

1) Generating all valid 2-day and 3-day shift sequences by systematically gene-
rating all the possible permutations of all shift types (E, D, L, N and O) over 2 
days and 3 days.  

2) For each individual nurse, combining the 2-day and 3-day shift sequences to 
form all his/her valid weekly shift patterns corresponding to each week by 
avoiding violating hard constraints and highly weighted soft constraints. 

The reasons why we divide a complete personal schedule into several blocks by 
the week are following: 1) The length of a week is neither too long nor too short 
and thus is easy to tackle; 2) A number of constraints in our case are to restrict the 
shift content of a week, such as (SC1), (SC2), (SC6) and others. The violations of 
these constraints can be avoided during the construction of weekly shift patterns as 
far as possible or at least be determined to evaluate the qualities of generated 
weekly shift patterns. By only combining the weekly shift patterns with low penal-
ties ( 50≤ ), the complete personal schedule formed is likely to have better quality 
and thus the solution space can be reduced effectively. 

It is worth mentioning that the qualities of weekly shift patterns are just optimistic 
estimates, by only concerning the determined constraint violations. To elaborate, 
assuming that there is a weekly shift pattern ‘ODOEEOO’ for the second week of the 
month, in which there are two single ‘O’. We can determine that the second ‘O’ vi-
olates (SC5), but we can not determine whether the first ‘O’ violates (SC5), because 
we do not know what the shifts are in the first week. In the same way, we check every 
soft constraint and calculate the penalty occurred by each weekly shift pattern. 

3.2.2 The Improvisation of New Rosters Based on Weekly Shift Patterns 

Each roster in the initial HM is generated randomly. After repaired and improved, 
as described in section 3.2.3 and section 3.2.4, these rosters are included and 
sorted in the initial HM. Then new rosters are improvised from the HM.  

A complete personal schedule 

DDDOO OEEEDOO 

DDDOOOEEEDOOEEDDDOOOODDNNNDDDOO

First week 

Block 1 

EEDDDOO OODDNNN DDDOO 

Block 2 Block 3 Block 4 Block 5 

Second week Third week Fourth week Fifth week 
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As described in section 2, both understaffing and overstaffing are not allowed. 
In the algorithm, the overstaffing is avoided during the improvising procedure and 
the understaffing is avoided by a coverage repairing procedure after the roster is 
improvised. 

(1) Memory consideration 
For each nurse to be scheduled, one of his/her possible personal schedules in the 
HM is randomly selected as his/her personal schedule in the new roster via memo-
ry consideration with probability HMCR. The shifts causing overstaffing in the 
selected personal schedule are set to be “O”. 

(2) Pitch adjustment 
The personal schedule obtained by memory consideration will be pitch adjusted 
with probability of PAR. As described in section 3.2.1, a complete personal sche-
dule is divided into several blocks by the week. In the pitch adjustment operator, 
one of these blocks will be assigned another weekly shift pattern to improve the 
quality of the selected personal schedule. Which block will be changed is con-
trolled by a specific PAR range as follows: 

 












<≤
<≤
<≤

<≤
<≤

PARUPARblockchange

PARUPARblockchange

PARUPARblockchange

PARUPARblockchange

PARUblockchange

adjustmentpitchthe

)1,0()5/*4(5

)5/*4()1,0()5/*3(4

)5/*3()1,0()5/*2(3

)5/*2()1,0()5/(2

)5/()1,0(01

  (3) 

After deciding which block to change, each valid weekly shift pattern causing 
no overstaffing will be put into this block and combined with other fixed blocks to 
form a neighbor personal schedule. The neighbor personal schedule with lowest 
penalty will be selected at last. However, if there is no weekly shift pattern could 
be used to form a neighbor personal schedule, add the personal schedule obtained 
by memory consideration to the new roster without changing. 

It is worth mentioning that in order to evaluate the qualities of personal sche-
dules if they are infeasible, the hard constraints (HC3) ~ (HC11) are also attached 
with very large weights in the HHSA, from 1000 to 10000. However, we emphas-
ize that there is no violation of hard constraints allowed in the final roster.  

(3) Randomization  
If a personal schedule is constructed by the randomization operator, each block of 
the personal schedule will be randomly assigned a valid weekly shift pattern. The 
shifts causing overstaffing in the personal schedule are set to be “O”. 

Based on the three rules, personal schedules for each nurse are constructed in 
turn. All these personal schedules are combined together to form a new roster.  
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3.2.3 The Coverage Repairing Procedure 

Though overstaffing has been avoided in the improvising procedure, there may 
still be some understaffed shifts in the new roster improvised. Thus a repair 
process is triggered to eliminate all the understaffed shifts by a greedy heuristic, in 
which each understaffed shift is added to the nurse’s personal schedule whose 
penalty decreases the most (or increases the least if all worsen) on receiving this 
shift until there is no understaffing [18]. 

3.2.4 The Greedy Local Search 

After this repair step, an efficient greedy local search is carried out on the roster to 
improve its quality. This greedy local search has been embedded in many methods 
[5, 18]. It simply swaps any pair of consecutive shifts between two nurses in the 
roster as long as the swaps decrease the penalty of the roster. To avoid violating 
shift constraints again, swaps will only be made vertically. To elaborate, Fig. 3 is 
used to show all the possible swaps between nurse 1 and nurse 3 within a 3-day 
period. The greedy search stops until no further improvement can be made. Then 
the improved roster is used to update the HM.  
 

 
 Day 1 Day 2 Day 3 

Nurse 1 D O D 

Nurse 2 E N O 

Nurse 3 O E N 

 
 Day 1 Day 2 Day 3 

Nurse 1 D O D 

Nurse 2 E N O 

Nurse 3 O E N 
 

 Day 1 Day 2 Day 3 
Nurse 1 D O D 

Nurse 2 E N O 

Nurse 3 O E N 

Fig. 3 All the Possible Swaps between Nurse 1 and Nurse 3 within a 3-day Period 

4 Computational Results  

The proposed HHSA were tested on a real-world problem with twelve data in-
stances, which was first described by [5]. Each instance represented a month. It is 
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worth mentioning that these instances were designed only to produce roster for an 
isolated month on the assumption that previous roster was empty. The HHSA 
parameter values were set as following: 5=HMS , 95.0=HMCR , 2.0=PAR , 

1000=NI .The experiments were performed on a PC with a Intel(R) Core(TM) 
i7-4790 CPU 3.60GHz processor and Windows 7 operating system. We run each 
of the instances 10 times. The results of the HHSA are showed in Table 1. Each 
result was obtained within 0.5 hours. 

Table 1 Solutions obtained by the HHSA 

Data Best Average Worst 

Jan 431 475 530 

Feb 1510 1543 1575 

Mar 3555 3641 3760 

Apr 261 343 445 

May 1900 2237 2935 

Jun 10000 10187 10195 

Jul 255 331 460 

Aug 4381 4471 4575 

Sept 271 330 465 

Oct 396 479 540 

Nov 1571 1620 1675 
Dec 230 268 300 

Table 2 Comparison of the HHSA with existing algorithms  

Data 
Hybrid 

GA [6] 
Hybrid 

VNS [7] 
Hybrid 

IP [8] 
HHSA 

Jan 775 735 460 431 

Feb 1791 1866 1526 1510 

Mar 2030 2010 1713 3555 

Apr 612 457 391 261 

May 2296 2161 2090 1900 

Jun 9466 9291 8826 10000 

Jul 781 481 425 255 

Aug 4850 4880 3488 4381 

Sept 615 647 330 271 

Oct 736 665 445 396 

Nov 2126 2030 1613 1571 

Dec 625 520 405 230 
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Results in Table 2 demonstrate that the HHSA is able to obtain competitive re-
sults for 9 out of 12 instances compared with existing hybrid meta-heuristic algo-
rithms. It is interesting to observe that although the constraints for each month are 
quite similar, the penalties for each month are quite different. These differences 
are caused by the structure of the month itself. For example, in the instance June, 
1st June is a Sunday. Given that previous roster is empty, the nurses working on 
1st June will automatically gain an unavoidable penalty by not working a com-
plete weekend. 

5 Conclusions  

In this paper, a hybrid algorithm HHSA is proposed to solve the nurse rostering 
problem. The function of HSA is to globally and locally improvise new rosters 
and a greedy local search is used to improve the qualities of these rosters. In the 
improvising procedure of HHSA, both the pitch adjustment and randomization are 
carried out on high quality weekly shift patterns that are constructed in advance. 
By doing this, the personal schedules formed are likely to close to optimal sche-
dule, and thus the roster consist of them can provide a good backbone, based on 
which the greedy local search can start from promising areas in the search space. 
The proposed hybrid algorithm were tested on a real-world problem with twelve 
data instances and obtained competitive results in a reasonable time. 
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A Harmony Search Approach for the Selective
Pick-Up and Delivery Problem with Delayed
Drop-Off

Javier Del Ser, Miren Nekane Bilbao, Cristina Perfecto
and Sancho Salcedo-Sanz

Abstract In the last years freight transportation has undergone a sharp increase in
the scales of its underlying processes and protocols mainly due to the ever-growing
community of users and the increasing number of on-line shopping stores. Further-
more, when dealing with the last stage of the shipping chain an additional component
of complexity enters the picture as a result of the fixed availability of the destination
of the good to be delivered. As such, business opening hours and daily work sche-
dules often clash with the delivery times programmed by couriers along their routes.
In case of conflict, the courier must come to an arrangement with the destination
of the package to be delivered or, alternatively, drop it off at a local depot to let
the destination pick it up at his/her time convenience. In this context this paper will
formulate a variant of the so-called courier problem under economic profitability
criteria including the cost penalty derived from the delayed drop-off. In this context,
if the courier delivers the package to its intended destination before its associated
deadline, he is paid a reward. However, if he misses to deliver in time, the courier
may still deliver it at the destination depending on its availability or, alternatively,
drop it off at the local depot assuming a certain cost. The manuscript will formulate
the mathematical optimization problem that models this logistics process and solve
it efficiently by means of the Harmony Search algorithm. A simulation benchmark
will be discussed to validate the solutions provided by this meta-heuristic solver and
to compare its performance to other algorithmic counterparts.
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1 Introduction

Last-mile logistics and delivery services are nowadays growing at the pace dictated by
the similarly increasing familiarity of end users when purchasing items and goods
via Internet applications and marketplaces. This statement is buttressed by recent
surveys where e-commerce and the rapid growth of developing countries such as
China and India are highlighted as catalyzing drivers for the derivation and evolution
of distribution networks, particularly in what relates to the so-called local urban
logistics [1]. Likewise, according to the eMarketer research firm global business-to-
consumer electronic commerce sales in 2014 have increased by 19.2% from2013 [2].
This reported upsurge undoubtedly calls for new technical approaches focused on
increasing transport efficiency at all levels of the distribution network, with emphasis
on that of the finest granularity (last-mile logistics) which, in turn, is more sensitive
to traffic eventualities.

From the mathematical perspective, transport efficiency is generally conceived as
an optimization problem with delivery route as the most widely considered decision
variable. When concentrating on last-mile logistics with regional or local depots,
problems taking this assumption are usually grouped inwhat are referred to asVehicle
Routing Problems (VRP). In essence this model consists of the discovery of optimal
routes for vehicles starting and finishing at a given depot so as to deliver goods to a set
of scattered nodes under different criteria (e.g. distance, time or cost minimization).
This seminal definition of the vehicle routing problem has evolved to awide spectrum
of alternative formulations and extensions such as the Capacitated VRP (CVRP), the
Multiple Depot VRP (MDVRP), the Periodic VRP (PVRP) and the Split Delivery
VRP (SDVRP), as well as hybridizations of these extensions with soft and hard time
constraints. The SDVRP, first defined in [3] as an instance of the VRP where the
demand can be satisfied by more than one-time delivery or by two or more vehicles,
has been tackled via Tabu Search (TS, [4, 5]), which is a meta-heuristic solver that
hinges on the construction of memory structures that describe the visited solutions
during the search process. A new logistics model encompassing soft time windows,
multi-period routing, and split delivery strategies has been recently proposed in [6]
and solved via genetically inspired heuristics. This model builds upon previous work
in [7], where the delivery of supplies in disaster areas was approached via a similar
model, but subject to hard timing constraints. As for the rest of VRP variants there are
myriads of contributions dealing with the application of evolution strategies [8, 9],
Ant Colony Optimization [10, 11], Greedy Randomized Adaptive Search Procedure
(GRASP, [12, 13, 14]), Simulated Annealing [15, 16, 17] and Variable Neighbor
Search (VNS, [18, 19]), among others. For the sake of space, the reader is referred to
the comprehensive survey in [20] for a thorough state of the art aroundmeta-heuristics
for the VRP.

This paper deals with a particular instance of the VRP that finds its motiva-
tion in last-mile courier services, i.e. a person who delivers messages, packages,
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and/or certified mail. Couriers face a given delivery commit with pickup and deliv-
ery time/location information per item. When any given item is delivered before its
associated time, the courier achieves an economical reward, which is usually higher
the shorter the time from the pickup to the delivery is. If arriving at the destination
after the deadline of the packet at hand, the courier may still deliver it at a reduced
reward due to additional costs derived from its deposit at a local depot or instead
wait for the customer to be available. The problem hinges then on selecting the set
of locations to be visited by the courier and the set of delivery choices that lead to a
maximum reward, subject to different constraints such as the pickup times for each
entry of the commit and the traveling dynamics between pair of locations. Hereafter
denoted as the modified selective pickup and delivery problem (mSPDP), this paper
proposes the application of Harmony Search (HS) heuristics to this optimization
paradigm. The manuscript covers from the underlying mathematical formulation of
the optimization problem to the description of theHS solver (encoding and operators)
designed for its efficient resolution. Its performance will be discussed in comparison
with other evolutionary and greedy schedulers. To the authors’ knowledge, this is the
first contribution in the literature dealing with HS applied to this routing scenario.

The manuscript is structured as follows: Section 2 will first elaborate on the for-
mulation of the mSPDP problem, whereas Section 3 will delve into the proposed HS
scheduler, including its encoding strategy and improvisation operators. Performance
results over synthetically generated scenarios will be presented in Section 4 and,
finally, Section 5 ends the paper with conclusions and future research lines.

2 Problem Formulation

The formulation of the mSPDP problem starts by conceiving the delivery commit as
a set of packets P .= {Pp}P

p=1, each characterized by: 1) pickup time and location

T ↑
p and X↑

p; 2) delivery time and location T ↓
p and X↓

p; 3) destination daily availability
times T ♦

p (start) and T �
p (end); 4) a delivery reward Rp ≥ 0; and 5) a deposit cost

C p ≥ 0 to be paid if the courier decides to deposit the packet at the local depot. Any
given route followed by the courier can be expressed as a sequence of visited locations
X = {(X�

1 , T �
1 ), (X�

2 , T �
2 ), . . . , (X�

N , T �
N )}, with X�

n ∈ X ∀n ∈ {1, . . . , N }.
Upon its completion, this route gives rise to a subset of delivered packets or items
P(X) ⊆ P , which renders a set J ⊆ {1, . . . , P} of delivered packet indexes with
effective pickup and delivery times T ↑,e

j and T ↓,e
j ( j ∈ J ) for each of its compound-

ing items. The reward R(P(X)) associated to X will be given by

R(P(X))
.=

∑

j∈J
R j · I(T ↑,e

j ≥ T ↑
j ) · I(T ↓,e

j ≤ T ↓
j ), (1)

where I(·) is an indicator binary function takingvalue 1 if the condition in its argument
is true and 0 otherwise. A more realistic assumption in Expression (1) includes the
traveling cost per kilometer Ckm as a result of e.g. the fuel consumption required
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to get from one location to another. The consideration of this additional cost can
be reflected if, by a small notational abuse, the distance from location Xm to Xn is
denoted as |Xm − Xn|, yielding a net reward R′(P(X)) given by

R′(P(X)) =
∑

j∈J

(
R j · I(T ↑,e

j ≥ T ↑
j ) · I(T ↓,e

j ≤ T ↓
j )

)
−

N∑

n=2

Ckm · |Xn − Xn−1|,

which, without loss of generality, accommodates any other cost source and/or
accounting (e.g. transported weight dependence).
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5, Mon, 15:30, Tue, 17:00,
8:30, 17:00, 500 EURO, 20 EURO

8, Wed, 18:30, Fri, 23:00,
8:30, 17:00, 200 EURO, 10 EURO

Fig. 1 Diagram representing the scenario modeled in the mSPDP problem with arrows cor-
responding to the courier route X = {1, 2, 4, 3, 5, 7, 7, 8, 9, 7, 1}. The time of arrival at the
last location of the route, denoted as T �

11 , should be less than Tmax .

However, in those picked packets whose delivery deadline T ↓
j is not met the

courier should decidewhat to dowith the packet at hand depending on the availability
of the destination (given by T ♦

j and T �
j ) and the remaining delivery commit. Two

actions are assumed: 1) the courier waits for the destination to be available and
delivers it, obtaining no reward for this delayed service; or 2) deposits the packet at
a local depot at a cost penalty C j . By denoting as A j ∈ {0, 1} the action selected by
the courier for packet j ∈ J (0: wait for delivery after its deadline; 1: deposited at
the local depot), the net reward can be rewritten as

R′′(P(X, A)) =
∑

j∈J

(
R j · I(T ↑,e

j ≥ T ↑
j ) · I(T ↓,e

j ≤ T ↓
j )

)
−

N∑

n=2

Ckm · |Xn − Xn−1|,

−
∑

j∈J
C j · I(T ↓,e

j > T ↓
j ) · I(A j = 1), (2)

where A .= {A j } j∈J . In this reformulation of the net reward any packet is assumed

to be automatically delivered whenever both T ↑,e
j ≥ T ↑

j and T ↓,e
j ≤ T ↓

j hold (i.e.
whenever the courier arrives in time). The mSPDP problem considered in this paper
searches for the optimal route of the courier, expressed as X∗, and their associated
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set of actions A∗ such that its subset of delivered packets P(X∗, A∗) ⊆ P over a
maximum timewindow Tmax provides amaximum reward. Inmathematical notation,

X∗, A∗ = arg max
X,A

R′′(P(X, A)), (3)

subject to: T �
N ≤ Tmax , (4)

where it is implicit in the expression that effective pickup and delivery times in the
overall reward associated to the route depend roughly on the sequence of visited
cities, the traveling times among them and the waiting times for those packets with
A j = 0 (given by T ♦

j and T �
j ). In other words, any given optimization algorithm

facing the above problem should consider not only the pickup and delivery times of
the packets within the commit, but also the traveling distances between the cities and
their associated rewards. Likewise, it is important to note that due to the assumed
selectiveness fo the courier service, not all items in the delivery commit may be
delivered to their destination: some of themmay be discarded due to e.g. low expected
profitability of its processing when considered jointly with the required distance to
reach either its pickup and/or delivery locations.

It can be proven that the mSPDP formulation yields a computationally hard opti-
mization problem. This complexity calls for self-learning approximate solvers for
its efficient solving, such as the proposed HS scheduler next described.

3 Proposed Scheme

The search for the optimal set of visited locations X∗ that maximizes the net reward
of the courier relies on the Harmony Search (HS) meta-heuristic algorithm as its
algorithmic core. First coined in [21], HS is a relatively new population-based meta-
heuristic that has been proven to outperform other approximative approaches in a
wide portfolio of continuous and combinatorial problems and applications. A survey
on different application fields towhich thismeta-heuristic algorithm has been applied
so far can be found in [22].

Operationally HS mimics the behavior of a music orchestra when aiming at com-
posing the most harmonious melody as measured by aesthetic standards. HS imitates
a musician’s improvisation process when intending to produce a piece of music with
aesthetically perfect harmony. When comparing the improvisation process of musi-
cians with optimization methods, one can realize that each musician corresponds to
a decision variable; the musical instrument’s pitch range refers to the alphabet of the
decision variable; the musical harmony improvised at a certain time corresponds to
a solution vector at a given iteration; and audience’s aesthetic impression links to
the fitness function of the optimization problem at hand. In a similar way to how
musicians improve the melody – through variation and check – time after time, the
HS algorithm progressively enhances the fitness of the solution vector in an itera-
tive fashion. Each musician corresponds to an attribute of a given candidate solution
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picked from the problem solution domain, whereas each instrument’s pitch and range
corresponds to the bounds and constraints imposed on the decision variable.

HS is a population-based solver; it hence maintains a pool of � solutions or
Harmony Memory (HM), similar to the population of chromosomes in genetic algo-
rithms. An estimation of the optimum solution is achieved at every iteration by
applying a set of optimization operators to the HM, which springs a new harmony
vector every time. Notwithstanding their evident similarity, the advantages of HS
with respect to genetic algorithms spring from the fact that HS hybridizes con-
cepts from population-based meta-heuristics with subtle yet important modifications
(e.g. stochastically driven, uniform polygamy), and evolutionary principles (i.e. new
solutions evolve from previous versions of themselves, based on the application of
global-search and local-search operators). This synergy has been empirically shown
to balance better between the explorative and exploitative behavior of the search
procedure with respect to other standard crossover and mutation procedures.

START

END

HMCR PAR RSR

Fitness evaluation

Initialization

Fitness evaluation

HM update

i < I?
No

Yes
ϑR′′(P(X(ψ),A(ψ))

Report best harmony

ϕ ε

R′′(P(X(ψ),A(ψ))

Concatenation
and sorting

X(1),A(1)

i = 0

i = i+ 1

Fig. 2 Flow diagram of the HS scheduler for the mSPDP.

In the problem at hand each harmony will be composed by two different albeit
related parts: 1) an Nmax -sized integer representation of the sequence of locations
X(ψ) to be visited by the courier during the considered time span Tmax (with ψ ∈
{1, . . . , �} indicating the index of the harmony within the HM); and 2) a binary
vector A(ψ), each of whose entries indicate the action adopted by the courier for
each of the picked packets during its journey through X(ψ). It is important to note
that when visiting a certain location the courier may carrymore than one packet, each
with different destinations. The encoding approach taken in this work is to represent
the set of actions for all packets by setting the length of A(ψ) to P

.= |P| ∀ψ .
Since packets are assumed to be automatically picked when available in the location
where the courier is located (i.e. no capacity constraints are assumed for the courier
vehicle), entries in A(ψ) corresponding to non-picked packets are masked out and
not considered for the HS operators. As for X(ψ), even though the harmony length
is fixed to Nmax a discrete event simulator determines whether the journey duration
for the sequence of visited locations at hand fits in the time span Tmax imposed as
a constraint in Expression (4). Those locations in X(ψ) visited by the courier at
times beyond Tmax are left out by the simulator from the evaluation of the fitness
R′′(P(X(ψ), A(ψ)).
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Figure 2 illustrates the flow diagram of the HS algorithm: (i) initialization of the
HM; (ii) improvisation of a new harmony; (iii) update of the HM; and (iv) returning
to step (ii) until a termination criteria is satisfied. The improvisation procedure is
controlled by three operators sequentially applied to each note so as to produce a
new set of improvised harmonies or candidate solutions:

1)The Harmony Memory Considering Rate (HMCR), which is driven by the
probabilistic parameter ϕ ∈ [0, 1], imposes that the new value for a certain
note is drawn uniformly from the values of the same note in all the remain-
ing melodies. Following the notation introduced in this manuscript, if X(ψ)

.=
{X (ψ, 1), X (ψ, 2), . . . , X (ψ, Nmax )} denotes the ψ-th harmony of the HM, then

ϕ � Pr {X (ψ, n) � ωHMCR} , (5)

where ωHMCR is a discrete variable distributed uniformly over the integer set
{X (ψ, 1), . . . , X (ψ, n − 1), X (ψ, n + 1), . . . , X (ψ, Nmax )}. This operator is
applied note by note in the HM, i.e. the above operation is repeated for every
n ∈ {1, . . . , Nmax } and ψ ∈ {1, . . . , �}. If X (ψ, n) = X (ψ, n + 1) for any given
n and ψ , the discrete event simulator interprets that the courier decides to stay at
the location represented by X (ψ, n) until a packet is ready to be picked up at this
location. A similar HMCR procedure holds with respect to the set of actions for
the picked packets by considering A(ψ)

.= {A(ψ, 1), A(ψ, 2), . . . , X (ψ, P)} and
the additional constraint that the set of possible new values must be drawn from
non-masked notes.

2)The Pitch Adjusting Rate (PAR), controlled by the probability ϑ ∈ [0, 1], deter-
mines that the new value X̂(ψ, n) for a given note value X (ψ, n) is computed via
a controlled random perturbation, i.e.

ϑ � Pr {X (ψ, n) � ωPAR} , (6)

where ωPAR is a random binary variable with equal probability of taking the neigh-
boring values around X (ψ, n) in X . In order to boost the performance of this
operator, the alphabet X – namely, the overall set of locations – is sorted prior to
its application in terms of their distance to X (ψ, n). Again, it should be empha-
sized that this operator operates note-wise on the constituent harmonies of the HM.
As for its application to A(ψ), given its binary alphabet the PAR operator flips its
value whenever the value at hand is not masked out (e.g. the associated packet is
processed by the courier).

3)The Random Selection Rate (RSR), with corresponding parameter ε ∈ [0, 1],
works in a similar fashion to the aforementioned PAR operator, the difference
being that no neighborhood criterion is taken into account, i.e. the new value for
X (ψ, n) is drawnuniformly at random fromX . This operator is applied exclusively
over X(ψ) ∀ψ ∈ {1, . . . , �}.
As can be inferred from the flow diagram in Figure 2, the above three operators

are sequentially applied on the pool of candidate harmonies, which produces a new,
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potentially refined harmony memory whose net reward R′′(P(X(ψ), A(ψ)) is sub-
sequently evaluated by means of a discrete event simulator designed to cope with all
timing constraints and delays incurred by the courier when following the route and
set of actions imposed by each candidate solution. Once the values of their net reward
have been computed, the HS-based solver concatenates the new harmony memory
with that remaining from the previous iteration and keeps the best � candidates,
discarding the rest of harmonies. The refining process is repeated until a maximum
of I iterations are completed.

4 Experiments and Results

In order to assess the performance of the proposed HS-based scheduler Monte Carlo
simulations have been performed on emulated problem instances of increasing size.
The set of simulated experiments aim at evincing the scalability of the produced
solutions as the number of packets and cities increase over a fixed time frame of one
week. Therefore, simulation scenarios will be hereafter identified as {|X |, P}, with
|X | ∈ {4, 8, 12} denoting the number of cities and P ∈ {20, 40, 60} standing for
the number of packets to be delivered. The focus will be then placed on 1) how first
and second order statistics (mean, standard deviation and extreme values averaged
over the Monte Carlo realizations) of the reward and number of delivered packets
associated to the solution provided by the HS solver behave as |X | and P increase;
and 2) the comparison of such statistical indicators to those produced by a genetic
algorithm (GA) and a random-start hill-climbing procedure (HC). While the former
implements a naive single-point crossover with tournament selection and uniform
mutation, the latter conducts several hill-climbing explorations over the solution
space based on randomly generated initial seeds, each kept running until reaching
a steady state [23]. The reason for selecting both alternative meta-heuristics lies
on checking whether the proposed HS scheduler performs better than other search
techniques disregarding their population-based nature.

All parameters of the compared schedulers (e.g. ϕ, ϑ and ε for HS; mutation and
crossover probability in GA) have been optimized via a grid search and the selection
of the values leading to the best average performance over the simulated scenario.
For a fair comparison the number of fitness evaluations have been kept to the same
value I = 2500 for all the algorithms in the benchmark. In all cases pickup times
for the packets compounding the delivery commit have been modeled by means of
an exponential distribution with interpackage mean time equal to 3 hours, whereas
delivery deadlines have been computed by

T ↓
i = λi · |X↑

i − X↓
i |

V
, (7)

where V denotes the speed of the courier vehicle and λi is drawn uniformly at random
from the set [1.1, 5] to represent the priority of the packet at hand. When λi gets
close to 1, there is almost no time flexibility for the courier to deliver the packet at
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its corresponding destination. Accordingly, the higher λi is, the wider the time gap
from the pickup time to the delivery deadline will be, hence allowing for a higher
scheduling flexibility of the courier. The reward Ri is also set linearly yet inversely
proportional to λi , whereas the depot cost has been set to 0.25 · Ri monetary units.
Despite these parametric assumptions, it should be clear that other models can be
adopted without any loss of generality.

The discussion begins by analyzing Table 1, where statistics for the reward R(·)
and delivered packets P(·) are listed for the different simulated scenarios and the
three compared solvers. First it is important to note that when dealing with problems
with small scales, the HC approach outperforms in what refers to mean and standard
deviation of the net reward and the number of delivered packets. Note, however, that
in terms of theirmaximumvalue over 30 realizations all algorithms under comparison
achieve the same score (reward equal to 3547.40 monetary units and 17 delivered
packets). This is certainly remarkable due to the fact that in such small scenarios
the computation speed of the algorithms is high enough to permit running as many
Monte Carlo experiments as desired and implement in practice the best solution
obtained. Based on this rationale, the compared solvers can be considered as equally
performing in the {4, 20} scenario.

Table 1 Monte Carlo statistics (mean/std/max) of the reward R′′ and delivered packets P
for the different scenarios and schedulers under comparison.

Scenario HC GA HS

R′′
{4, 20} 3443.81/74.22/3547.40 2995.98/271.79/3501.90 3167.68/210.19/3547.40
{8, 40} 4744.15/245.84/5196.80 4914.60/613.33/6033.01 5156.01/450.14/6033.01
{12, 60} 3958.03/212.25/4501.40 3928.01/713.15/5332.80 4110.25/645.60/5699.90

P
{4, 20} 14.75/1.13/17 14.05/1.20/17 14.20/0.85/17
{8, 40} 20.80/1.80/25 21.20/2.11/25 22.05/3.44/26
{12, 60} 17.65/2.43/24 15.60/3.13/22 17.75/3.75/26

By contrast, when the scales of the simulated scenario increase the computation
time of the algorithms become high enough to require focusing on the average
quality of the produced solutions. As evinced by the obtained results, HS outperforms
GA and HC in terms of the average net reward and number of delivered packets.
Unfortunately the relatively high standard deviation of the HS scores impacts on the
statistical relevance of the differences between the algorithms under comparison.
This is unveiled by a Wilcoxon Rank-Sum test applied to each pair of score sets
to assess whether such samples are drawn from distributions with equal medians.
While at a significance level of α = 0.15 all Monte Carlo result sets are certified to
come from distributions with different medians, this statement does not hold when
α = 0.05.
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5 Conclusions and Future Research Lines

This paper has elaborated on a HS-based scheduler for a variant of the so-called
Selective Pickup and Delivery Problem that further considers the possibility to drop
packets at local depots for the final customer at a certain cost penalty. The problem
resides not only on the route discovery for the courier to pick up and deliver packets
depending on timing constraints (due to traveling, availability of the packet and
delivery deadlines), but also on whether the courier decides to wait for the customer
to be available or instead, leaves the packet off at the depot and continues the service.
The manuscript has mathematically formulated the problem, for whose efficient
solving a scheduler based on the Harmony Search algorithm has been proposed and
described in detail. The harmony encoding strategy considers both the set of visited
locations X and the actions A taken for each processed packet. Simulation results
have shed light on the superior performance of the proposed solver with respect to
other heuristics, more notably when the scales of the simulated scenario increase.
The statistical relevance of the obtained results has been certified for acceptable
confidence levels.

Future research will be conducted towards extending the functionalities of the
discrete event simulator utilized to simulate the courier service. In particular the
focus will be placed on dynamically changing traveling conditions (e.g. variable
vehicle speed) that could impact on the courier schedule. Weight constraints will be
also studied and incorporated to the problem formulation.
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Dandelion-Encoded Harmony Search Heuristics
for Opportunistic Traffic Offloading in
Synthetically Modeled Mobile Networks

Cristina Perfecto, Miren Nekane Bilbao, Javier Del Ser, Armando Ferro
and Sancho Salcedo-Sanz

Abstract The high data volumes being managed by and transferred through mobile
networks in the last few years are the main rationale for the upsurge of research
aimed at finding efficient technical means to offload exceeding traffic to alternative
communication infrastructures with higher transmission bandwidths. This idea is
solidly buttressed by the proliferation of short-range wireless communication tech-
nologies (e.g. mobile devices withmultiple radio interfaces), which can be conceived
as available opportunistic hotspots to which the operator can reroute exceeding net-
work traffic depending on the contractual clauses of the owner at hand. Further-
more, by offloading to such hotspots a higher effective coverage can be attained by
those operators providing both mobile and fixed telecommunication services. In this
context, the operator must decide if data generated by its users will be sent over
conventional 4G+/4G/3G communication links, or if they will instead be offloaded
to nearby opportunistic networks assuming a contractual cost penalty. Mathemat-
ically speaking, this problem can be formulated as a spanning tree optimization
subject to cost-performance criteria and coverage constraints. This paper will elabo-
rate on the efficient solving of this optimization paradigm by means of the Harmony
Search meta-heuristic algorithm and the so-called Dandelion solution encoding, the
latter allowing for the use of conventional meta-heuristic operators maximally pre-
serving the locality of tree representations. The manuscript will discuss the obtained
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simulation results over different synthetically modeled setups of the underlying com-
munication scenario and contractual clauses of the users.

Keywords Traffic offloading · Dandelion code · Harmony search

1 Introduction

According to the Cisco Visual Networking index [1] the latterly increase in mobile
data traffic is not but a foretaste of what awaits for the coming next 5 years, with a
predicted tenfold traffic volume boost at the global scale. With broadband 4G still
under deployment, many voices have called into question the capacity of existing net-
works to cope with such traffic volumes. As a consequence, the search for alternative
mechanisms to divert traffic to wired networking infrastructure has become a major
concern for network operators with limited radio spectrum. In this context mobile
data offloading – i.e. the use of alternative network technologies for delivering data
originally targeted for e.g. cellular networks when it becomes saturated – will play a
decisive role to ensure optimal usage of available radio resources and load balancing
among radio interfaces [2].

Existing offloading solutions include femtocells, Wi-fi hotspots or opportunis-
tic communications. Opportunistic mobile data offload was first proposed by [3] to
deliver data between mobile terminals through peer to peer communications such as
Bluetooth, Wi-fi Direct and, more recently, LTE-advanced device-to-device (D2D)
communications. Still, application, device, subscriber and operator awareness are
required formaking real-time decisions regarding selective offloading and thus effec-
tively managing the overall process [4, 5]. In this work we address network selection
as an optimization problem where the net benefit of the network operator is to be
maximized subject to a number of QoS and radio coverage constraints. To the best of
our knowledge this is the first work that applies advanced meta-heuristic solvers so
as to maximize operators revenue considering the use of incentives. Previous related
contributions hinge on utility theory, and do not consider any incentive mechanism,
such as [6] or the cost function based approach in [7].

The paper is structured as follows: Section 2 delves into the mathematical formu-
lation of the optimization problem. Section 3 details the proposed approach with an
insight into Dandelion codes and the Harmony Search algorithm. Section 4 discusses
simulation results and finally, Section 5 concludes the paper.

2 Problem Formulation

The mathematical formulation of the constrained mobile traffic offloading problem
stems from the analogy of a opportunistic communication network with a directed
graph represented by a tree rooted on the node representing the Base Station (BS) of
the network under consideration. This tree can be encoded bymeans of theDandelion
encoding scheme described in Section 3.1. Let N denote the total number of nodes
deployed in the network, where those nodes labeled as0,1,. . .,N-2 representmobile
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devices located at coordinates {p j }N−2
j=0 over an area of dimension X M AX × YM AX ,

and node N-1 stands for the BS located at position pN−1 ∈ R
2. Such nodes are

assumed to be equipped with a dual wireless interface, one for transmitting directly
to the BS (via e.g. 4G or any other cellular service alike) and the other for shorter-
range communications that will be used for tethering (correspondingly, Bluetooth or
any protocol within the IEEE 802.11 family of standards). For the sake of simplicity,
radio coverage areas for both interfaces will be assumed constant and circularly
shaped with radii R and R� ≥ R , respectively. The finite coverage area of these
radio interfaces gives rise to a N × N symmetric binary coverage matrix E, each
of whose compounding entries ei j for j �= N − 1 is set to 1 if node i is inside the
tethering coverage radio R centered in node j and ei j = 0 otherwise. If j = N −1,
ei j will equal 1 if node i is inside the coverage radio R� centered on the BS node,
and ei j = 0 otherwise.

Any solution for the problem here tackled can be conceived by means of a rooted
tree which accommodates different notational representations, such as the Dandelion
code. However, for the sake of ease in the formulation of the problem the solution
tree will be denoted as a binary N × N connectivity matrixX, where each constituent
xi, j (with i, j ∈ {0, 1, . . . , N − 1}) takes on value 1 if a direct link from node i to
node j exists in the represented network layout, and 0 if node i is not connected to j
anyhow. For notational convenience it is forced that xi,i = 0∀i ∈ {0, . . . , N −1}. The
network operator obtains a net reward computed as the difference between the income
associated to the contract of user i and the fractional costs due to 1) expenditures
required for the operation of the network infrastructure if user i connects to the
network, i.e. xi,N−1 = 1; or 2) the incentive paid to the tethering user j to which the
traffic generated by user i is offloaded, i.e. xi, j = 1. If costs associated to each option
are denoted as C� and C and the contract income for all users is assumed constant
and equal to I�, the overall net benefit of the network operator can be expressed as

B(X)
.= (N − 1) · I� −

N−2∑

i=0

C� · xi,N−1 −
N−2∑

j=0

C · I

(
N−2∑

i=0

xi, j > 0

)
, (1)

where I(·) is an auxiliary indicator function taking value 1 if its argument is true
and 0 otherwise. A more realistic model of the incentives paid to a tethering user
considers its value as a function of the number of tethered users, yielding

B(X) = (N − 1) · I� −
N−2∑

i=0

C� · xi,N−1 −
N−2∑

j=0

C ·
N−2∑

i=0

xi, j , (2)

with linearity of the cost model with the number of users being assumed for simplic-
ity. It is important to remark that since operator-governed offloading is considered,
tethering is exploited by the operator of the network as a means to increase its net
benefit, not by the end users as a method to reduce their expenditure. Based on these
definitions, the problem undertaken in this work can be cast as finding the optimal
network layout X∗ such that
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X∗ = arg max
X

B(X) (3)

subject to the following constraints:

N−1∑

j=0

xi j = 1, ∀i ∈ {0, 1, . . . , N − 2}, (4)

di, j
.= ||pi − p j ||2 ≤

{
R� if xi,N−1 = 1,
R if xi, j = 1,

(5)

∃ 〈i, N − 1〉, �〈i, i〉 ∀i ∈ {0, . . . , N − 2}, (6)

|〈i, N − 1〉| ≤ α, ∀i ∈ {0, . . . , N − 2}, (7)
N−2∑

i=0

xi, j ≤ β, ∀ j ∈ {0, . . . , N − 2}, (8)

where constraint (4) implies that each node in the solution tree should be connected
only to one other node; inequality (5) imposes that the distance di, j between nodes i
and j should be less than the associated coverage radius of the utilized radio interface;
〈i, j〉 in expression (6) denotes the path from node i to node j traced through X;
Expression (7) sets the maximum length (hops) α of the path from every node to the
BS; and finally the inequality in (8) establishes a maximum number of nodes β that
can connect through tethering.

3 Proposed Scheme

The search for the network configuration X∗ that maximizes the net benefit B(X) of
its operator by providing direct or opportunistically tethered coverage to all nodes
builds upon the use of the Harmony Search (HS) meta-heuristic algorithm. This
section describes the application of the HS in our synthetically modeled mobile
network deployment, which requires an specific encoding of possible solutions –the
dandelion encoding– and the inclusion of tree repairing methods in order to fulfill
problem’s constraints.

3.1 Dandelion Codes for Tree Encoding

ACayley code is a bijectivemapping between the set of all labeled unrooted trees of n
nodes and tuples of n −2 node labels. In other words, each tree can be represented by
a unique Cayley encoded string and vice-versa. By virtue of their bijective nature, in
general the broad family of Cayley codes features several properties that make them
specially suitable for efficiently evolving tree structures via crossover and mutation
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operators of Evolutionary Algorithms (EA): full coverage, zero-bias and perfect-
feasibility [8]. However, there are only certain Cayley codes that maintain the unique
correspondence between strings and trees needed for an efficient representation of the
tree solution space. Among them, a small subset have a high locality. High-locality
or transformation Cayley codes include the Blob Code, the Dandelion Code and the
Happy Code first described in [9]. Together with five other Dandelion-like codes,
such variants complete the set of eight codes that fall into this category. All in all,
Dandelion codes have been proven [10] to satisfy the five properties enunciated by
[8], hence validating their efficiency to represent trees for evolutionary solvers. For
the sake of completeness a brief explanation of the Dandelion decoding and encoding
processes will be next given.

The so-called “fast algorithm” contributed by Picciotto is the most intuitive and
computationally efficient Dandelion decoding procedure for a tree composed by n
nodes and represented by the Dandelion code C = {C2, C3, . . . , Cn−1}. Both linear-
time encoding and decoding algorithms have been widely utilized in the literature
for all Dandelion-like codes [11]. The decoding procedure produces an output tree
T ∈ �n , with �n denoting the set of possible trees interconnecting n nodes. To this
end the following steps are followed:

– Step 1: a 2×n−2matrixAc is built by inserting the integer set {2, 3, 4, . . . , n−1}
in the first row and the elements of C in the second row. For the exemplifying
code C = {6, 2, 1, 7, 3, 7, 3, 8}, Ac results in

Ac =
[
2 3 4 5 6 7 8 9
6 2 1 7 3 7 3 8

]
(9)

– Step 2: define fC : [2, n − 1] → [1, n] such that fC (i) = Ci for each i ∈
[2, n − 1]. Note that fC (i) corresponds to the i-th position Ci of the code.

– Step 3: cycles associated to fC are computed as {Z1, Z2, . . . , ZL}. In the example
2 cycles, namely (2 6 3) and (7), are obtained. Provided that bl denotes the
maximum element in Zl (with l ∈ {1, . . . , L}), cycles are then reordered such
that bl is set as the rightmost element of Zl , and that bl > bl ′ if l < l ′. In words,
cycles are circularly shifted so that the largest element is the rightmost and sorted
so that cycle maxima decreases from left to right. In the example this step yields
{Z2, Z1} = {(7), (3 2 6)}.

– Step 4: a list π of the elements in {Z1, Z2, . . . , ZL} is composed in the order
they occur in the cycle list, from the first element of Z1 to the last entry of ZL ,
i.e. π = {(1)(7)(3 2 6)(10)}.

– Step 5: the tree T ∈ �n corresponding to C is constructed by arranging a set of n
isolated nodes labeled with the integers from 1 to n. A path from node 1 to node
n will be constructed by traversing the list π from left to right. An edge will be
included between nodes i and Ci for every i ∈ {2 . . . , n − 1} not occurring in
π . The tree corresponding to the Dandelion code C = (6, 2, 1, 7, 3, 7, 3, 8) is
the tree given in Figure 1.
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Fig. 1 Tree structure represented by C = (6, 2, 1, 7, 3, 7, 3, 8)

Analogously, given a tree T ∈ �n represented by an adjacency list or connectivity
matrix to reverse above procedure and find corresponding Dandelion code:

– Step 1: intermediate nodes on the path from 1 to n in T are listed. Following the
example of the encoding procedure (Figure 1), this results in 7, 3, 2, 6.

– Step 2: the list is split into cycles by searching for cycle limit elements, i.e.
elements larger than all elements to their right. Limit elements for π in the
example list are 7 and 6 and thus cycles are (7) and (3 2 6).

– Step 3: the matrix AC corresponding to tree T is built by generating its first row
with elements 2, 3, 4, . . . , n − 1 and the second row with the cycle information
from the previous step.

– Step 4: SetCi+1 = succ(i) for every i ∈ [2, n−1] /∈ cycles. Then, theDandelion
code C corresponding to tree T is given by the contents of bottom row of AC .
Dandelion code for tree T is C = (6, 2, 1, 7, 3, 7, 3, 8).

3.2 Harmony Search Algorithm

The evolutionary solver utilized to evolve the tree corresponding toXwill be theHar-
mony Search algorithm, first introduced in [12] and ever since applied to a plethora of
domains and application scenarios modeled by combinatorial and real-valued hard
optimization problems [13]. In a similar fashion to other population-based meta-
heuristics, HS maintains a set of solution vectors or harmonies, which is referred to
as Harmony Memory or HM in the related literature. Such harmonies are iteratively
processed by means of operators that emulate the collaborative music composition
process of jazz musicians in their attempt at improvising harmonies under a measure
of musical quality or aesthetics. Following this jargon, notes played by the musicians
represent the values of the optimization variables, whereas their aesthetic quality
plays the role of the objective function to be optimized. The improvisation proce-
dure, composed by several combination and randomization operators, is repeated
until a stop criterion is met, e.g. a maximum number of iterations is attained.

In the problem at hand each harmony represents a potential tree solution that
comprises all deployed mobile nodes and the BS node. At this point it is important
to note that the encoding approach taken in this work only guarantees the tree nature
of every produced solution code; such trees, once decoded, do not necessarily meet
the constraints imposed in Expressions (4) to (8). For this reason, an additional tree
repairing stage is added to the original HS flow diagram depicted in Figure 2 prior to
every metric/fitness evaluation step. Therefore, the overall flow diagram is composed
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by the initialization of the HM, followed by the iterative improvisation of a new har-
mony and the update of the HM depending on the fitness of the newly produced
solution until the maximum number of iterations is reached. The improvisation pro-
cedure is controlled by 1) the Harmony Memory Considering Rate HMCR ∈ [0, 1],
which sets the probability that the new improvised value for a note is selected from
the values of the same note in the remaining harmonies within the HM; and 2) the
Pitch Adjustment Rate PAR ∈ [0, 1], which correspondingly establishes the proba-
bility that the value for a given note is replaced with that of any of its neighboring
values. The notion of neighborhood in the problem at hand adopts a strict proximity
criterion based on computed distance di, j between nodes: therefore, any note subject
to PAR operation will be replaced with its closest or second closest neighboring
nodes with equal probability.

START

END

HMCR PAR Tree Reparation

Fitness evaluation

Initialization

Fitness evaluation

HM sorting

iterations< I?
No

Yes

Return best harmony

& Filtering

Random

Tree Reparation

Fig. 2 Flow diagram of the HS application for Dandelion-encoded Traffic Offloading

A third improvisation operator, the Random Selection Rate RSR, dictates the
likelihood to pick the new value for a certain note to all the alphabet instead of
limiting its scope to the neighborhood of the value to be replaced. This operator,
however, is not implemented in our case as an independent stage. The rationale is that
our proposed tree repairing procedure allows by itself for an equivalent randomizing
behavior whenever a produced tree is partly composed by links between nodes that
are not within coverage distance of each other. The tree repairing process will be
treated in detail in Subsection 3.3.

The HMCR procedure ensures that good harmonies are considered as elements
of new candidate solutions, while the PAR and our repairing procedure allow both
neighboring or completely new notes/links to eventually become part of the new
harmonies/trees. These three operators work together to provide HS with a good
balance between global exploration and local exploitation.

3.3 Tree Repair Procedure

Due to the constrained nature of the problem, all candidate harmonies subject to HS
operators must undergo a repairing procedure to ensure the tree structure and feasi-
bility of such solutions prior to their fitness evaluation. While the use of Dandelion
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codes to encode candidate solutions in HM guarantees that all codes, both original
or newly generated ones as a result of HMCR and PAR operation, can be success-
fully reverted to its corresponding tree, there is no certainty whether such trees will
respect the imposed coverage constraints. The tree repair procedure replaces links
between nodes that fall out of coverage with links to nearby nodes, and encompasses
the following steps for each harmony in the HM:

1) Decode harmony to its corresponding connectivity matrix X.
2) Check, ∀i, j ∈ {0, 1, . . . , N − 1} such that xi, j = 1 in matrix X, if its corre-

sponding ei j in coverage matrix E is 1. If this does not hold, for each occurrence:

2.1) Delete the link by setting xi, j = 0.
2.2) Find all j ′ from the coverage matrix E such that ei, j ′ = 1 (i.e. within

coverage of i).
2.3) Randomly pick one within all j ′ found in 2.2), and incorporate the resulting

link to the connectivity matrix by setting xi, j ′ = 1. The randomness behind
the selection of the new link can be conceived as a structural-preserving
pseudo-RSR operation.

Once the above procedure has finished, the connectivity matrix of the repaired
tree fulfills the coverage restrictions, but may not be suitable for Dandelion encoding.
The reason being that isolated subtrees and/or loops may appear if e.g. no node is
connected to BS. A final structural check needs to be done which, in case of failure,
will result in the fitness of the harmony being strongly penalized so as to force its
elimination in subsequent iterations of the algorithm.Otherwise the repaired harmony
will replace its original in the prevailing HM.

3.4 Fitness Evaluation

According to the problem formulation elaborated in Section 2, the variable to maxi-
mize is the net benefit of the network operator. In summary, this net profit is calculated
as the difference between the cumulative revenues that originate from contractual
services to clients and expenses derived from the operational costs associated to 1)
the provision of such services; and 2) the incentives paid to certain users for tethering
other nodes. This incentive should be considered as a fair rewarding mechanism in
regards to the accounting balance of the operator: expenses should be assumed in
the form of contractual discounts to those nodes providing tethering service to other
nodes, in exchange for an increasing satisfaction of their users, less operational costs
due to the more expensive licenses in medium-range (e.g. cellular) communications
and eventually, new client share thanks to the extension of its effective coverage.

The relation between the operational costs of having nodes directly connected to
the BS versus those of having nodes tethered to others and, in the later case, how
are those cost calculated lie at the core of the fitness evaluation for the algorithm.
As such, the fitness of the newly improvised solutions is evaluated in a two-fold
fashion: fixed incentive, by which all nodes that provide tethering will be equally
rewarded independently of the number of nodes being served; and variable incentive,
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under which each node providing tethering will be rewarded proportionally to the
number of nodes it serves. Both cost models have been modeled and mathematically
formulated in Expressions (1) and (2), respectively.

These cost metrics are further modified to reflect the limits in the maximum
number of hops to reach BS and the maximum number of nodes that a tethering node
can accept (Expressions (7) and (8)). The latter is deemedworse as not only affects the
Quality of Service (QoS) of the user, but also increases the energy consumption and
ultimately, compromises the autonomy of the device. Both restrictions are implicitly
reflected in the way the cost associated to the tethering connection is calculated. First,
a multiplicative factor is calculated for each harmony proportional to the number of
times either limits α (hops) or β (number of tethered users) are infringed. This
multiplicative factor amplifies the tethering cost of the tree under consideration by
penalizing its overall fitness. Finally, whenever equal benefit B(X) is drawn for more
than one solution, the one with a higher number of direct connections between nodes
and the BS will be prioritized.

4 Experimental Setup

Synthetic networks with different node layouts and coverage situations have been
generated and simulated to assess the performance of the designed algorithm. To be
concise, densely connected networks composed by N − 1 = 49 nodes randomly
deployed over a 50×50 area are considered, alongwith a singleBS located in themid-
dle of the area. To guarantee high connectivity density, the coverage radii R� and R
have been dynamically adjusted through the generation of the networks so that they
increase until a minimum percentage of reachable nodes is met at all node locations.
Figure 3 illustrates the selected networks for experimental purposes. Subfigures 3(a)
and 3(b) correspond to aminimum 10% connectivity threshold, while subfigures 3(c)
and 3(d) are characterizied by a minimum connectivity per node of 7%. The BS node
is in green, blue nodes arewithin the coverage radio R� of theBS, and red nodes have
no BS coverage. As for the links, blue and red lines represent possible links to the BS
and to nearby tethering nodes, respectively. In essence Figure 3 evinces all possible
solutions for a given network layout, out ofwhich the proposed algorithm should infer
the tree leading to a higher net profit for the network operator.

Experiments aim at evaluating the suitability to maximize the expected revenues
of the operator under different cost calculation schemes. To this end, simulation sce-
narios will be hereafter identified as (θ, μ), with θ = C�/C ∈ {1, 0.5, 2} standing
for the ratio between operational cost and tethering incentives, e.g. θ = 2 involves
C� = 2 · C . On the other hand, μ ∈ {1, 2} denotes whether the net benefit is com-
puted under a fixed (μ = 1) or variable (μ = 2) incentive scheme. To evaluate the
statistical performance of the proposed Dandelion-encoded HS algorithm 30 Monte
Carlo simulations of 500 iterations each have been completed for the 4 emulated net-
works. The study is focused on verifying how first and second order statistics (mean,
standard deviation and extreme values averaged over the Monte Carlo realizations)
of the net benefit evolve along iterations and the influence of {θ, μ} on the resulting
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(a) (b)

(c) (d)

Fig. 3 Synthetic network deployments used for experimental evaluation

network topology. An upper limit of α = 3 hops to reach the BS is set, and β = 5
users can be served at most by any tethering node.

The discussion begins by analyzing Table 1, where statistics for the maximum,
mean and standard deviation of net benefit are listed for the six different simulated
scenarios and four network layouts from Figure 3. As can be seen in this table,
the proposed algorithm shows a good stability as the standard deviation relative to
the mean is always under 1.1%. As expected, despite its fairness for the end user
the variable bonus mechanism (μ = 2) penalizes significantly the net revenues of
operators. Regarding the effect of θ on the tree topology, the decision to rank equally-
profiting solutions according to their number of direct connections to the BS has led
to an equivalent behavior in scenarios (1, 1) and (0.5, 1), as depicted in Figure 4(a).
Under this policy links to peer nodes prevail disregarding C� because the more the
tethered nodes are, the higher the operator’s benefit becomes. Fixed cost schemes
(μ = 1) result in flat topologies with tendency to group nodes horizontally around
as few provisioning nodes as possible. In such situations connections to BS are kept
to a minimum to still fulfill imposed constraints on maximum width and depth of the
resulting trees, as the plot in Figure 4(c) clearly shows for the (2, 1) case. An opposite
behavior is featured by scenarios (1, 2) and (0.5, 2), where the variable bonus leads
to direct connection to BS being more profitable. For this reason only those nodes
outside the BS coverage resort to opportunistically tethered links (Figure 4(b)). In
what relates to the (2, 2) instance in Figure 4(d) similar conclusions hold as for the
(2, 1) case. However, since variable incentive is considered trees can grow either
horizontally or vertically at the same overall cost.
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Table 1 Monte Carlo statistics maximum (iteration)/mean/std of B(X)

{θ, μ} Fig.3(a) Fig.3(b) Fig.3(c) Fig.3(d)

{1, 1} 90500 (443)/ 90500 (382)/ 89500 (416)/ 90500 (483)/
89516.667/584.285 89766.667/478.423 88466.667/498.888 89366.667/590.668

{1, 2} 73500 (22)/ 73500 (22)/ 73500 (16)/ 73500 (18)/
73500.0/0 73500.0/0 73500.0/0 73500.0/0

{0.5, 1} 85000 (419)/ 85000 (275)/ 83500 (396)/ 85000 (402)/
83866.667/773.879 84316.667/569.844 82700.0/725.718 83566.667/882.547

{0.5, 2} 73500(184)/ 68500 (97)/ 66500 (98)/ 68500 (87)/
72516.667/712.780 68183.333/353.160 66433.333/169.967 68466.667/124.722

{2, 1} 88000 (372)/ 89000 (372)/ 85000 (359)/ 87500 (447)/
86683.333/908.142 87433.333/853.750 84150.0/660.177 86133.333/805.536

{2, 2} 71500 (332)/ 71500 (293)/ 70000 (372)/ 71000 (384)/
70533.333/498.887 70833.333/414.997 69483.333/456.131 69966.667/445.970

(a) C� = 0.5 · C , fixed reward. (b) C� = 0.5 · C , vble reward.

(c) C� = 2 · C , fixed reward. (d) C� = 2 · C , vble reward.

Fig. 4 Example solutions for the network in Figure 3(b) with different cost relations and
incentive schemes

5 Conclusions and Future Research Lines

This paper has presented a novel algorithm inspired from Dandelion-encoded Har-
mony Search heuristics utilized for finding the traffic offloading network layout that
leads to the maximal net benefit for the operator of the company. The algorithm
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optimally refines the tree structure modeling both direct connections to the base
station of the wide-area network and tethered connections opportunistically served
1) to reduce the higher expenditure associated to wide-area links; and 2) to extend
the effective coverage area of the operator infrastructure. The problem has been for-
mulated by assuming different incentive mechanisms, and also addresses potential
QoS issues derived from multi-hop tethering and bandwidth sharing via addition-
ally imposed constraints. Simulation results over synthetic network deployments
have been discussed, from which it is concluded that the proposed algorithm excels
at maximizing the net profit of the operator while, at the same time, ensuring the
fulfillment of the QoS requirements.

Future research lines will include the extension of this problem to network
scenarios with more than one BS, different contractual clauses leading to user-
dependent incentive mechanisms, and the consideration of policies among operators
that either facilitate or block offloaded data exchanged between customers of different
operators.
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A New Parallelization Scheme for Harmony 
Search Algorithm 

Donghwi Jung, Jiho Choi, Young Hwan Choi and Joong Hoon Kim 

Abstract During the last two decades, parallel computing has drawn attention as 
an alternative to lessen computational burden in the engineering domain. Parallel 
computing has also been adopted for meta-heuristic optimization algorithms 
which generally require large number of functional evaluations because of their 
random nature of search. However, traditional parallel approaches, which distri-
bute and perform fitness calculations concurrently on the processing units, are not 
intended to improve the quality of solution but to shorten CPU computation time. 
In this study, we propose a new parallelization scheme to improve the effective-
ness and efficiency of harmony search. Four harmony searches are simultaneously 
run on the processors in a work station, sharing search information (e.g., a good 
solution) at the predefined iteration intervals. The proposed parallel HS is demon-
strated through the optimization of an engineering planning problem. 

Keywords Parallel computing · Processing unit · Solution quality · Harmony 
search · Engineering planning problem 

1 Introduction 

Parallel computing is to divide large computational loadings into smaller ones, dis-
tribute them under processing units in a workstation, and perform the computations 

                                                           
D. Jung 
Research Center for Disaster Prevention Science and Technology,  
Korea University, Seoul 136-713, South Korea 
e-mail: donghwiku@gmail.com 
 
J. Choi · Y.H. Choi · J.H. Kim() 
School of Civil, Environmental and Architectural Engineering,  
Korea University, Seoul 136-713, South Korea 
e-mail: y999k@daum.net, {younghwan87,jaykim}@korea.ac.kr 



148 D. Jung et al. 

simultaneously ("in parallel"). The reduction in the computation time by parallel 
computing is proportional to the number of processing units in use. For example, 
75% reduction in the computation time can be achieved when all processing units 
are utilized concurrently in a quardcore workstation and the computational loadings 
are equally distributed per each unit. 

Parallel computing has been adopted to speed up fitness calculations in meta-
heuristic algorithms [1]. However, there is no effect on the quality of solutions in 
the approach. Few studies used parallel implementations of an existing metaheu-
ristic algorithm. Artina et al. [2]proposed new parallel structures of non-dominated 
sorting genetic algorithm-II (NSGA-II) [3] for multiobjective optimal design of 
water distribution networks. In the so-called coarse-grained parallel GA (PGA), 
the entire population of GA is divided into multiple subpopulations or islands 
whichare evolved serially and independently. Occasionally, migration phase oc-
curs where some solutions are transferred to other islands. Abu-Lebdeh et al. [4] 
compared coarse-grained PGA and cellular PGA with respect to their perfor-
mances on standard problems and a traffic control problem. 

This paper proposes a new parallel structure of harmony search (HS). A HS is 
evolved serially and independently under each processing unit in a workstation. In 
migration phase, the best solutions from the HSs are compared to identify overall 
best solution which is broadcasted to each HS and replaced with the worst solu-
tion. The proposed parallel HS (PHS) is demonstrated and compared with the 
coarse-grained HS without migration throughthe optimization of a multiperiod 
scenario planning problem of a developing area in the southwest US. 

2 Parallel Harmony Search 

2.1 Harmony Search 

HS [5,6] was inspired by the musical ensemble. To obtain an acceptable harmony 
from musical instruments, the players meet and practice. At first, perfect harmony 
is not achieved because the rhythm and pitch of each instrument cannot be imme-
diately tuned. However, continued practice to enhance the harmony enables the 
players to memorize the specific rhythm and pitch of each instrument, which lead 
to “good harmony”. These sets of “good harmony” are memorized and the unac-
ceptable sets are discarded as superior sets are found. The process of updating the 
sets of harmony continues until the best harmony is obtained. HS implements the 
harmony enhancement process and the sets of “good harmony” are saved to a 
solution space termed harmony memory (HM), which is a unique feature of HS 
compared to other evolutionary optimization algorithms. 

HS contains a solution storage function called HM that necessitates the defini-
tion of two parameters: HM considering rate (HMCR) and pitch-adjusting rate 
(PAR). For more details on HS, please refer to [5,6]. 
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identified and broadcasted to each HS to replace with the worst solution. In this 
study, PHS with the hierarchical migration is demonstrated and compared with 
PHS without migration phase in the optimization of a WDS planning problem. 
Therefore, the PHS without migration phase is similar to run each HS under  
different workstation without communication until termination. 

3 Study Network 

The proposed PHS is demonstrated through the planning of a developing area in 
the southwest US. A staged construction problem was formulated to find the most 
cost effective water and wastewater infrastructure design and expansion over 
planning periods. Total number of links is 333 and potential pump and satellite 
wastewater plant locations are 36 and 6, respectively. Commercial pipe sizes are 
from 152 mm to 1829 mm and no pipe option is allowed in the decision of pipe 
size. The design flow and head and the number of pump in operation under peak 
and average demand conditions should be determined for a pump station. Plant 
capacity is decided to a potential location of satellite wastewater plant. The 
decisions are made at three stages: 2010-2020, 2020-2030, and 2030-2050. For 
example, wastewater plant capacity determined at the first stage can be expanded 
at the later two stages (i.e., 2020 and 2030). Total number of decision variables is 
1449 (=3*(333+4*36+6)). 

4 Application Results 

The two PHS schemes are compared with respect to three performance measures: 
mean, worst, and best solutions. The measures were obtained from three indepen-
dent optimizations of the algorithms. In this study, the same HS parameters were 
used for each HS in PHS. It was confirmed that PHS with migration outperformed 
PHS without migration with respect to all the performance measures. The worst 
solution found by PHS with migration was similar to the best solution found by 
PHS without migration (Table 1). Search information was not transferred among 
HSs in the PHS without migration. PHS with migration identified and broadcasted 
the overall best solution every 100,000 functional evaluations (NFEs).Maximum 
NFEs allowed for each algorithm was 1,000,000 and thus totally 10 migrations 
were occurred until termination. PHS with migration found the best solution of 
7.3% less cost than PHS without migration. 

Table 1 Performance metrics 

 Mean solution Worst solution Best solution 
PHS without  
migration 

1.714 1.734 1.690 

PHS with  
migra-tion 

1.649 (3.8%) 1.692 (2.5%) 1.567 (7.3%) 
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within the feasible region was much better than the latter, finally yielding a better 
final solution. For example, the best solution of the former has 7.3% less cost than 
that of the latter. 

This study has several limitations that future research must address. First, sensi-
tivity analysis on the migration frequency should be conducted to identify the most 
efficient frequency of migration. Second, various migration structures should be 
tested. For example, unrestricted and ring migration would improve exploration. 
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Mine Blast Harmony Search  
and Its Applications 

Ali Sadollah, Ho Min Lee, Do Guen Yoo and Joong Hoon Kim 

Abstract A hybrid optimization method that combines the power of the harmony 
search (HS) algorithm with the mine blast algorithm (MBA) is presented in this 
study. The resulting mine blast harmony search (MBHS) utilizes the MBA for 
exploration and the HS for exploitation. The HS is inspired by the improvisation 
process of musicians, while the MBA is derived based on explosion of landmines. 
The HS used in the proposed hybrid method is an improved version, introducing a 
new concept for the harmony memory (HM) (i.e., dynamic HM), while the MBA 
is modified in terms of its mathematical formulation. Several benchmarks with 
many design variables are used to validate the MBHS, and the optimization results 
are compared with other algorithms. The obtained optimization results show that 
the proposed hybrid algorithm provides better exploitation ability (particularly in 
final iterations) and enjoys fast convergence to the optimum solution. 

Keywords Harmony search · Mine blast algorithm · Hybrid metaheuristic  
methods · Global optimization · Large-scale problems 

1 Introduction  

Among optimization methods, metaheuristic algorithms have shown their poten-
tial for detecting near-optimal solutions when exact methods may fail, especially 
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when the global minimum is surrounded by many local minima. Hence, the need 
to use such approaches is understood by the optimization community. 

Harmony search (HS) algorithm, developed by Geem et al. [1-3], is derived 
from the concepts of musical improvisations and harmony knowledge, and is a 
well-known metaheuristic algorithm. To date, the HS has proved its advantages 
over other optimization methods [4-6], and many improved versions have been 
developed in the literature [7-10]. 

In recent years, it has become clear that concentrating on a sole optimization 
method may be rather restrictive. A skilled combination of concepts from different 
optimizers can provide more efficient results and higher flexibility when dealing 
with large-scale problems. Thus, a number of hybrid metaheuristic algorithms 
have been proposed. 

There are many hybrid optimization methods that employ the concept of the HS 
[11-14]. For instance, Kaveh and Talatahari [11] developed a hybrid optimization 
method for the optimum design of truss structures. Their proposed algorithm was 
based on a particle swarm optimization (PSO) with passive congregation 
(PSOPC), ant colony optimization, and the HS scheme. 

Geem [12] proposed a hybrid HS incorporating the PSO concept. Known as 
particle swarm harmony search (PSHS), this algorithm was applied to the design 
of water distribution networks. 

The mine blast algorithm (MBA) was developed to solve discrete and conti-
nuous optimization problems [15, 16]. The concept of the MBA was inspired by 
the process of exploding landmines. The results obtained by the MBA demonstrate 
its superiority in finding near-optimum solutions in early iterations and its fast 
mature convergence rate [16].  

However, the exploitation (local search) ability of the MBA is not good as its 
exploration phase. Also, it suffers from a serious problem, that is, the MBA is 
almost memory-less optimizer. Though, the HS has many obvious advantages, it 
can be trapped in performing local search for solving optimization problems [8]. 
Moreover, its optimization performance is quite sensitive to its key control para-
meters. 

Therefore, how to effectively fine-tune the key control parameters (i.e., HMS, 
HMCR, PAR, and bw) in the process of improvisation is a key research focus in 
the HS. In addition, its search precision and convergence speed are also an issue in 
some cases. Indeed, a reasonable balance between exploration and exploitation are 
beneficial to the performance of an algorithm [17]. 

Since, many modified and hybrid HS still cannot escape local minimum and ad-
just algorithm parameters effectively, so the relationship between the search me-
chanism of HS and the parameters is a very significant area for future research 
[18]. That deserves a lot more attention and this paper is thus motivated to focus 
on this research. Therefore, we propose the mine blast harmony search (MBHS), 
which embeds the HS into MBA to improve the exploitation phase in the MBA 
and exploration phase in the HS. 
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2 Mine Blast Harmony Search  

The following sections provide detailed descriptions of the HS and its variants, 
MBA, and MBHS. The MBA and HS used in the MBHS are slightly improved. 

2.1 Harmony Search Algorithm 

Since the HS was first developed and reported in 2001 [1], it has been applied to 
various research areas and obtained considerable attention in different fields of 
research [6]. The HS intellectualizes the musical process of searching for a perfect 
state of harmony.  

As musical performances search a fantastic harmony determined by aesthetic 
estimation, hence the optimization technique seeks a best state (global optimum) 
measured by an objective function value. 

Further details of the HS can be found in the work of Geem et al. [1]. The main 
steps of the HS algorithm are summarized as below: 

Step 1: Generate random vectors (x1, x2, …, xHMS) up to the harmony memory 
size (HMS) and store them in the harmony memory (HM) matrix: 

 .  (1) 

Step 2: Generate new harmony. For each component: 
• With probability HMCR (harmony memory considering rate;  

0 ≤ HMCR ≤ 1), pick a stored value from the HM: . 

• With probability (1-HMCR), pick a random value within the allowed range. 
Step 3: If the value in Step 2 came from the HM: 

•With probability PAR (pitch adjusting rate; 0 ≤ PAR ≤ 1) change : 

, 

where rand is a uniformly distributed random number between zero and one and 
bw is the maximum change in pitch adjustment. 

• With probability (1-PAR), do nothing. 
Step 4: Select the best harmonies up to the HMS and consider them as the new 

HM matrix.  
Step 5: Repeat Steps 2 to 5 until the termination criterion (e.g., maximum  

number of function evaluations) is satisfied. 
To mention a few examples of improved versions of HS, Mahdavi et al. [8] pro-

posed an improved HS (IHS) in which bw and PAR are not fixed values. During 
the optimization process, values of bw and PAR decrease and increase, respectively. 
This approach helps the exploitation phase of the IHS in the final iterations. 
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Afterwards, Geem and Sim [9] developed another improved variant, called pa-
rameter-setting-free HS (PSF-HS). In their improved method, the values of user 
parameters HMCR and PAR vary during the optimization process. 

2.2 Mine Blast Algorithm 

The MBA is inspired by the process of landmines explosion; shrapnel pieces are 
thrown away and collided with other landmines in the vicinity of the explosion 
area causing further explosions. Consider a landmine field where the goal is to 
clear all landmines. To clear all the landmines, the position of the most explosive 
mine must be determined.  

This position corresponds to the optimal solution and its casualties considers as 
cost function [15]. Indeed, the MBA is developed to find the most explosive mine 
(i.e., the mine with the most casualties), and the aim is to reduce the casualties 
caused by the explosion of mines. 

Similar to other population-based methods, the MBA requires an initial popula-
tion of individuals. This population is generated by a first shot explosion. The 
population size is the number of shrapnel pieces (Ns) caused by an explosion. To 
begin, the MBA uses the lower and upper bound values (i.e., LB and UB) speci-
fied for a given problem for generating a random first shot solution (point). 

At initialization step, we assume that the first shot point (X0) is the best solution 
(XBest = X0) so far. The MBA starts with the exploration phase, which is responsi-
ble for comprehensively exploring the search space. Exploration (global search) 
and exploitation (local search) are the two critical steps for metaheuristic algo-
rithms. The difference between the exploration and exploitation phases is how 
they affect the whole search process in finding the optimal solution.  

To explore the search space from both small and large distances, an exploration 
factor, µ , is introduced [15]. This parameter, used in early iterations of MBA, is 
compared to an iteration number index (t). Explosion of a shrapnel piece triggers 

another landmine explosion at location . Hence, updating equations for the 

exploitation and exploration phases in the MBA are given in Equations (2) and 
(3), respectively [16]: 

 ,  (2) 

 ,    (3) 

Where  in Equation (3) is the best exploded landmine at iteration t given 

as follows: 

 .  (4) 
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randn is normally distributed random number and dt-1 is distance of each shrap-
nel piece. The Euclidean distance (Dt) and direction (Mt) between the current and 
previous best landmines (XBest and XBest-1) in m dimensions are given by: 
 

  ,  (5) 

 

 .   (6) 

 

When the Euclidean distance in Equation (5) between the current and previous 
best solutions is near zero (at final iterations), the exponential term in Equation (3) 
is equal to zero. The shrapnel angle of incidence, denoted by θ in Equations (2) 
and (4), is given by: 
 

 ,   (7) 
 

where ∆=360/Ns. The value of θ ranges from 0 to 360; the resulting value of 
cos(θ) ranges between -1 and 1, which generates solutions having  harmonic or-
ders. To improve MBA’s global and local search abilities, the initial distance of 
shrapnel pieces (d0=UB-LB) is gradually reduced at each iteration to quickly de-
tect near location of the most explosive mine as follows: 
 

 , (8) 

 

where Max_It is maximum number of iteration and α is the reduction factor, the 
only sensitive user defined parameter of MBA, which depends on the complexity 
of the optimization problem. At the end of the optimization process, shrapnel dis-
tances are close to zero. 

Indeed, the MBA starts with initial standard deviation named as initial distance 
of shrapnel pieces (d0). By iteration continues, the MBA adaptively reduces the 
standard deviation in order to increase the exploitation and convergence effects. 

Finally, steps of MBA are as follows: 

Step 1: Choose initial parameters α, Ns (Npop), and Max_It. 
Step 2: Check the condition of the exploration factor (µ). 
Step 3: If the condition of the exploration factor is satisfied, calculate the loca-

tion of the exploded mine using Equation (2). Then, go to Step 8. Otherwise, con-
tinue to Step 4. 

Step 4: Calculate the location of exploded landmine in the exploitation phase us-
ing Equation (4). 

Step 5: Does the shrapnel piece have a lower function value than the best tempo-
ral solution? If true, archive it. 

Step 6: Calculate the Euclidian distance and direction between current and pre-
vious best solutions using Equations (5) and (6). 
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Step 7: Calculate improved location of exploded landmine in the exploitation 
phase using Equation (3). 

Step 8: Does the shrapnel piece have a lower function value than the best tempo-
ral solution? If true, archive it. 

Step 9: Update the XBest (Best=Archive). 
Step 10: Reduce the distance of shrapnel pieces adaptively using Equation (8). 
Step 11: Check the stopping condition. If the stopping criterion is satisfied, the 

MBA stops. Otherwise, return to Step 2. 

2.2.1 Setting Initial Parameters of MBA 

Poor choices of algorithm parameters may result in a low convergence rate and 
undesired solutions. The following guidelines are suggested to fine tune the user-
defined parameters. 

The reduction factor (α) depends on the complexity of the problem, maximum 
number of iteration, and problem bounds. The value of α should be chosen so that 
at the final iteration, the distance of shrapnel pieces is approximately zero.  

It is worth mentioning that being close to zero varies from one problem to  
another (depends on desire accuracy and tolerance). The following formula  
computes a suggested value for α used in the MBA given as follows: 

 ,  (9) 

where Tol is tolerance, a small value close to zero and M is maximum number of 
iteration. The exploration factor (µ) defines the number of iterations for the explo-
ration phase. Increasing µ  may result in getting trapped in a local minimum. For 
the MBA, we recommend µ  be equal to the maximum number of iterations  
divided by five. 

2.3 Mine Blast Harmony Search 

Performance of HS is good at local search compared with its global search, and its 
convergence performance may also be an issue in some cases [18]. To overcome 
these drawbacks, combining the concepts and formulations of the MBA with the 
HS can improve the exploration and exploitation performances of both algorithms. 
The exploitation phase in the MBA is not as efficient as the exploration phase. 
Therefore, embedding the HS into the MBA can be considered to improve the 
exploitation phase in the MBA and exploration phase in the HS. 

Since the MBA is a memory-less algorithm, almost no information is extracted 
dynamically during the search, whereas the HS uses memory to store information 
extracted during the search process (i.e., harmony memory matrix, Equation (1)). 

The proposed hybrid MBHS involves two phases: (i) exploration phase using 
the strategy in the MBA and (ii) exploitation phase using the concepts of the HS, 
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whereby memory consideration and pitch adjustment are employed along with the 
MBA operators.  

For the MBHS, the updating exploitation equation in the MBA (Equation (3)) 
for avoiding problems with the dimension of the search space (m) is modified. 
Indeed, the perception of direction is replaced by moving to the best solutions in 
the MBHS. Hence, the new updating equations used in the MBHS are given as 
follows: 

 ,  (10) 

 ,   (11) 

In addition, the HS used in the MBHS is not the standard HS. The HS utilized 
in the MBHS has borrowed some features of IHS [8] and PSF-HS [9] for adaptive-
ly reducing and increasing the user parameters of HS. In this research, we also 
define the new concept for HM having variables size, so called dynamic harmony 
memory (DHM). Indeed, the HMS is not fixed parameter in the MBHS. 

Increasing the value of HMS causes more exploration in the search space, and 
sometimes causes the optimization results to diverge. In the current hybrid MBHS, 
the value of HMS is changed at early and final iterations and it is fixed in be-
tween, as shown in Fig. 1. 

 

Fig. 1 Size of DHM during optimization process 

For the sake of reducing the user parameters in the MBHS, value of HMS is 
considered to be the population size (Ns). By decreasing the value of HMS in the 
final iterations, further exploitation close to the current best solution can be 
achieved. In general, there is only one user parameter in the MBHS, the reduction 
factor (α) as for used in the MBA. 

In addition, we assume that the bandwidth (bw) user parameter in the HS acts 
similarly to the distance of shrapnel pieces (dt-1). Therefore, the bw has been 
merged with dt-1, and adaptively reduces at each iteration as follows: 
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    (12) 

Initial values of HMCR and PAR are automatically tuned in the optimization 
process as given in Equations (13) and (14). The values of HMCR and PAR in HS 
phase are changed right after the exploration phase. The following equations de-
scribe the variation of these user parameters:  

 ,  (13) 

 .  (14) 

In this research, we assume that values of HMCR and PAR linearly increase 
and decrease, respectively, at each iteration. Therefore, there is no need to tune 
these parameters during the optimization process. The (probability) value of 
HMCR goes from zero to 0.99, and from one to near zero for the PAR parameter. 
The reason to choose maximum value of 0.99 for the HMCR is for having one 
percent chance to generate random solutions at final iteration. 

By progressing the optimization in the MBHS, the exploration approach de-
creases in importance and the exploitation phase becomes dominant (µ  < t).  
Indeed, in the final iterations, the MBHS executes only a local search near to the 
best current solution. 

3 Numerical Optimization Results 

MATLAB was used to code and implemented the algorithms. To ensure statisti-
cally significant results, 50 independent optimization runs were carried out for 
each test problem in this paper. 

3.1 Benchmark Optimization Problems 

The MBHS has been tested on eleven unconstrained benchmark functions. In or-
der to observe the effects of proposed MBHS and having fair discussion, the MBA 
and HS also have been implemented for considered benchmarks. The dimensions 
of benchmark functions were 200 and 500. Properties of these functions are 
represented in Table 1. 
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Table 1 Properties of F1 to F11 

Function Range Optimum (f (x*)) 
F1 (Hyper Sphere) [-100,100]m 0 
F2 (Schwefel 2.21) [-100,100]m 0 
F3 (Rosenbrock) [-100,100]m 0 

F4 (Rastrigin) [-5,5]m 0 
F5 (Griewank) [-600,600]m 0 

F6 (Ackley) [-32,32]m 0 
F7 (Schwefel 2.22) [-10,10]m 0 
F8 (Schwefel 1.2) [-65.536,65.536]m 0 
F9 (Bohachevsky) [-15,15]m 0 

F10 (Schaffer) [-100,100]m 0 
F11 (Extended f10) [-100,100]m 0 

 
Talking about maximum number of function evaluations (NFEs), considered as 

stopping condition in this paper, the predefined NFEs is 5000 multiple by dimen-
sion size for each function. 

User parameters of MBA and MBHS were set to the recommended values for µ  
and α given in Section 2.2.1 and population size of 50 (Tol. = 1.00e-14). Accor-
dingly, the user parameters of the HS for the considered benchmarks were: a har-
mony memory size of 50, and HMCR, PAR, and bw values of 0.98, 0.1, and 0.01, 
respectively, as suggested by [1]. 

The obtained statistical results (i.e., error values: f(x) − f(x*)) for dimensions 
200, and 500 are represented in Tables 2 and 3, respectively. The best obtained 
result (error) at the end of each optimization process is recorded during each run. 
The best, average, and worst errors and standard deviation (SD) are shown in 
Tables 2 and 3. In Tables 2 and 3, 0.00e+00 means 1.00e-324 (defined accuracy 
for zero in MATLAB). 

By observing Tables 2 and 3, the MBHS considerably has reduced the error 
compared with its original optimizers (i.e., MBA and HS). From the obtained 
optimization results especially for large-scale problems, we can infer that the 
combination of HS with the MBA leads us to develop a hybrid optimization me-
thod having better performance and efficiency. 

Furthermore, Table 4 summarizes the average error values of MBHS, MBA, and 
HS and compares those findings with the results using other optimizers. The PSO 
[19], imperialist competitive algorithm (ICA) [20], and gravitational search algo-
rithm (GSA) [21] have been coded and implemented in this paper for comparison 
purposes. In this study, all error values below 1.00e-14 assume to be 0.00e+00  
in Table 4. Looking at Table 4, the MBHS shows its superiority not only against 
the HS and MBA, also represented competitive results compared with other  
optimizers. 
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Table 2 Statistical optimization results for m = 200 for the MBA, HS, and MBHS 

Function Method Best Average  Worst SD 

F1 
HS 1.22e+03 1.29e+03 1.44e+03 7.30e+01 

MBA 7.96e-13 8.75e-13 9.66e-13 6.48e-14 
MBHS 5.68e-14 5.85e-14 5.91e-14 1.21e-14 

F2 
HS 2.38e+01 2.46e+01 2.63e+01 7.21e-01 

MBA 2.25e+01 4.67e+01 8.55e+01 2.47e+01 
MBHS 6.82e-13 9.89e-13 1.71e-12 4.30e-13 

F3 
HS 4.44e+06 6.55e+06 8.02e+06 1.10e+06 

MBA 2.37e+02 1.25e+03 3.87e+03 1.52e+03 
MBHS 1.98e+02 1.98e+02 1.98e+02 2.87e-02 

F4 
HS 8.30e+01 9.77e+01 1.07e+02 7.32e+00 

MBA 6.40e+02 9.83e+02 1.51e+03 3.60e+02 
MBHS 0.00e+00 4.54e-14 5.68e-14 2.54e-14 

F5 
HS 1.09e+01 1.28e+01 1.50e+01 1.47e+00 

MBA 9.94e-13 1.97e-03 9.86e-03 4.41e-03 
MBHS 0.00e+00 1.71e-14 2.84e-14 1.55e-14 

F6 
HS 4.34e+00 4.54e+00 4.74e+00 1.46e-01 

MBA 4.18e+00 1.68e+01 2.00e+01 7.06e+00 
MBHS 1.99e-13 2.33e-13 2.56e-13 2.38e-14 

F7 
HS 2.43e+01 2.56e+01 2.69e+01 7.13e-01 

MBA 4.84e+00 4.53e+02 8.00e+02 4.10e+02 
MBHS 3.36e-13 4.07e-13 4.70e-13 4.79e-14 

F8 
HS 3.45e+04 3.62e+04 3.77e+04 1.15e+03 

MBA 3.30e+00 1.24e+01 2.46e+01 1.10e+01 
MBHS 1.17e-26 1.29e-26 1.40e-26 1.58e-27 

F9 
HS 1.91e+02 2.06e+02 2.25e+02 1.11e+01 

MBA 7.96e+01 8.73e+01 9.55e+01 7.19e+00 
MBHS 0.00e+00 0.00e+00 0.00e+00 0.00e+00 

F10 
HS 3.87e+02 4.36e+02 4.61e+02 2.98e+01 

MBA 1.12e+03 1.42e+03 1.71e+03 2.88e+02 
MBHS 1.09e-05 1.18e-05 1.24e-05 6.01e-07 

F11 
HS 4.09e+02 4.41e+02 4.70e+02 2.86e+01 

MBA 1.11e+03 1.65e+03 1.88e+03 3.20e+02 
MBHS 1.06e-05 1.22e-05 1.37e-05 1.10e-06 
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Table 3 Statistical optimization results for m=500 using the HS, MBA, and MBHS 

Function Method Best Average Worst SD 

F1 
HS 4.89e+04 5.38e+04 5.76e+04 2.65e+03 

MBA 1.99e-12 2.21e-12 2.39e-12 1.63e-13 
MBHS 5.11e-14 5.23e-14 5.68e-14 2.32e-14 

F2 
HS 5.72e+01 5.79e+01 5.85e+01 4.23e-01 

MBA 1.17e+01 4.17e+01 8.59e+01 3.37e+01 
MBHS 6.82e-13 1.39e-12 2.39e-12 6.23e-13 

F3 
HS 6.67e+09 7.39e+09 7.91e+09 3.96e+08 

MBA 4.91e+02 7.43e+02 1.36e+03 3.51e+02 
MBHS 4.97e+02 4.97e+02 4.97e+02 4.21e-02 

F4 
HS 8.30e+02 8.58e+02 9.13e+02 2.51e+01 

MBA 2.24e-02 2.47e-02 2.95e-02 2.85e-03 
MBHS 5.22e-014 5.45e-14 5.94e-14 4.23e-14 

F5 
HS 4.42e+02 4.88e+02 5.42e+02 2.70e+01 

MBA 2.90e-12 1.48e-03 7.40e-03 3.31e-03 
MBHS 2.84e-14 2.99e-14 3.12e-14 3.53e-14 

F6 
HS 1.09e+01 1.12e+01 1.14e+01 1.52e-01 

MBA 1.52e+01 1.68e+01 2.00e+01 1.89e+00 
MBHS 2.84e-13 2.91e-13 2.95e-13 2.84e-13 

F7 
HS 1.92e+02 2.02e+02 2.13e+02 7.14e+00 

MBA 1.20e+96 1.54e+96 1.88e+96 2.32e+95 
MBHS 4.12e-13 4.48e-13 4.79e-13 2.95e-14 

F8 
HS 4.55e+06 4.89e+06 5.11e+06 2.31e+03 

MBA 6.65e+02 9.25e+02 1.11e+03 2.33e+02 
MBHS 1.62e-26 1.83e-26 2.03e-26 2.95e-27 

F9 
HS 3.83e+03 3.98e+03 4.26e+03 1.22e+02 

MBA 2.08e+02 2.24e+02 2.35e+02 1.13e+01 
MBHS 0.00e+00 0.00e+00 0.00e+00 0.00e+00 

F10 
HS 1.65e+03 1.68e+03 1.71e+03 2.30e+01 

MBA 2.46e+02 3.29e+03 5.32e+03 1.96e+03 
MBHS 1.83e-05 1.88e-05 1.94e-05 5.13e-07 

F11 
HS 1.71e+03 1.92e+03 2.10e+03 2.67e+02 

MBA 2.96e+03 4.09e+03 4.70e+03 6.65e+02 
MBHS 1.85e-05 1.89e-05 1.98e-05 5.32e-07 
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Table 4 Comparison of average error values for different optimizers for F1 to F11 

Function m PSO ICA GSA HS MBA MBHS 

F1 
200 1.10e+04 2.20e+04 1.06e-12 1.29e+03 8.75e-13 5.85e-14 

500 4.51e+09 4.18e+05 8.25e-12 5.38e+04 2.21e-12 5.23e-14 

F2 
200 2.22e+01 8.97e+01 8.08e+00 2.46e+01 4.67e+01 9.89e-13 

500 2.59e+01 9.64e+01 1.1.7e+01 5.79e+01 4.17e+01 1.39e-12 

F3 
200 1.07e+08 6.10e+08 1.83e+02 6.55e+06 1.25e+03 1.98e+02 

500 7.11e+08 9.96e+10 9.75e+02 7.39e+09 7.43e+02 4.97e+02 

F4 
200 1.12e+03 1.62e+03 1.17e+02 9.77e+01 8.39e-03 4.54e-14 

500 3.73e+03 5.28e+03 3.62e+02 8.58e+02 2.47e-02 5.45e-14 

F5 
200 9.55e+01 1.23e+02 8.00e-01 1.28e+00 1.97e-03 1.71e-14 

500 4.12e+02 3.85e+03 9.07e-01 4.88e+02 1.48e-03 2.99e-14 

F6 
200 1.01e+01 1.96e+01 4.60e-09 4.54e+00 1.68e+01 2.33e-13 

500 1.06e+01 2.01e+01 9.51e-09 1.12e+01 1.68e+01 2.84e-13 

F7 
200 9.04e+01 8.90e+02 2.02e-07 2.56e+01 4.53e+02 4.07e-13 

500 3.20e+02 2.35e+03 9.22e-07 2.02e+02 1.54e+96 4.48e-13 

F8 
200 4.83e+05 1.06e+06 2.04e-14 3.62e+04 1.24e+01 0.00e+00 

500 4.01e+06 3.39e+07 4.64e-13 4.89e+06 9.25e+02 0.00e+00 

F9 
200 9.84e+02 1.55e+03 2.44e+00 2.06e+02 8.73e+01 0.00e+00 

500 3.76e+02 2.70e+04 2.09e+01 3.98e+03 2.24e+02 0.00e+00 

F10 
200 8.25e+02 1.82e+03 1.11e+02 4.36e+02 1.42e+03 1.18e-05 

500 2.27e+03 5.01e+03 6.57e+02 1.68e+03 3.29e+03 1.88e-05 

F11 
200 8.18e+02 1.82e+03 1.00e+02 4.41e+02 1.65e+03 1.22e-05 

500 2.29e+03 4.97e+03 6.61e+02 1.92e+03 4.09e+03 1.89e-05 

4 Conclusions 

A hybrid metaheuristic optimization method has been introduced in this paper. 
The combination of mine blast algorithm (MBA) and harmony search (HS) algo-
rithm produced a hybrid optimization method with excellent exploration and  
exploitation capabilities. 

The MBA is memory-less optimization method, while the HS is memory-based 
algorithm. Using the advantages of MBA in global search and HS in local search 
and thinking about combing the HS and MBA led to develop new hybrid optimi-
zation method, so called mine blast harmony search (MBHS). Furthermore,  
various improvements were applied to the standard HS and MBA.  

A new concept for harmony memory (HM) in HS phase, so called dynamic 
HM, has been proposed. Also, the perception of direction in the MBA phase has 
been replaced by the concept of moving toward the best solutions in the MBHS.  

Eleven unconstrained benchmarks, widely used in the literature, with different 
design variables (i.e., from 200 to 500) have been tackled. The optimization re-
sults obtained by the proposed hybrid method show that it surpasses both the 
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MBA and HS in terms of solution quality and having better statistical results. 
Moreover, further comparisons with other optimizers indicate that the MBHS 
attains the optimal solution more accurately and efficiently. 
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Modified Harmony Search Applied  
to Reliability Optimization of Complex Systems  

Gutha Jaya Krishna and Vadlamani Ravi 

Abstract This paper proposes an Improved Modified Harmony Search Algorithm 
with constraint handling with application to redundancy allocation problems in 
reliability engineering. The performance of Improved Modified Harmony Search 
is being compared with that of the original Harmony Search, Modified Great 
Deluge Algorithm, Ant Colony Optimization, Improved Non-Equilibrium 
Simulated Annealing and Simulated Annealing. It is observed that Improved 
Modified Harmony Search requires less number of function evaluations compared 
to others. 

Keywords Constrained optimization · Meta-heuristic · Modified harmony search 
algorithm · Reliability redundancy allocation problem 

1 Introduction 

Optimization is a process of determining a unique or multiple solutions for a given 
objective function and a set of constraints. When we search for an optimal solution 
in decision space, we encounter usually a number of local optima as well as a 
global optimum. There are a variety of search methods viz., complete exhaustive 
search and incomplete search- heuristic based search, point based search and 
meta-heuristic based search, modified meta-heuristic based search and hybrid 
meta heuristic search to name a few [9]. 

                                                           
G.J. Krishna · V. Ravi( ) 
Institute for Development and Research in Banking Technology, 
Castle Hills Road #1, Masab Tank, Hyderabad 500 057, AP, India 
e-mail: {krishna.gutha,padmarav}@gmail.com 
 

G.J. Krishna 
School of Computer & Information Sciences, University of Hyderabad, 
Hyderabad 500 046, AP, India 



170 G.J. Krishna and V. Ravi 

Heuristics are based on experience of search procedure pertaining only to a 
specific problem. They are not a general type of search procedures which can be 
applied to any problem at hand [15]. Meta-heuristics, in general provide a skeleton 
of a general procedure that can be applied to a different variety of problems. They 
do not pertain to only a specific set of problems. Meta-Heuristics family 
comprises both point based algorithms such as simulated annealing [14], tabu 
search [17], threshold accepting [2] and population based algorithms viz., Genetic 
Algorithm (GA) [22], Differential Evolution [28], Particle Swarm Optimization 
(PSO) [16], Ant Colony Optimization(ACO) [18], Harmony Search (HS) [10] etc. 
The population based algorithms are also called evolutionary algorithms. Owing 
to the no-free-lunch theorem [15], a number of new and hybrid algorithms 
proliferated in literature. These are one or more population based algorithms or 
point based or a combination of both population and point based meta-heuristics 
[4, 11, 19, 20, 21, 23, 24]. 

Redundancy allocation problem is of tremendous significance in reliability 
engineering. It is formulated as a combinatorial optimization problem. The 
reliability goal is achieved through a discrete set of choices made from the 
available parts. The reliability-redundancy allocation problem (RRAP) determines 
optimal component reliabilities along with the redundancy level of components in 
a given system to maximize the system reliability subject to several resources or 
cost constraints [13]. 

2 Literature Survey 

There is much importance for optimization of complex reliable systems in 
reliability engineering. These problems are formulated as nonlinear programming 
problems [7]. 

Several meta-heuristics were previously employed in solving problems related 
to reliability engineering. Improved Non-equilibrium simulated annealing was 
developed by Ravi et al. [3] (INESA) for this problem. Ravi et al. [25] also 
contributed to development of fuzzy global optimization problems by applying 
threshold accepting [2]. Threshold accepting [2] is a deterministic variant of 
simulated annealing (SA). In recent times, Shelokar et al. [6] has applied Ant 
Colony Optimization (ACO) algorithm and obtained superior results compared to 
those of Ravi et al. [3]. Then Ravi et al. [4] applied Modified Great Deluge 
Algorithm to obtained superior results compared to Shelokar et al. [6]. 

Many hybrid meta-heuristics were reported in literature like DE and Tabu [19], 
differential Evolution Threshold Accepting (DETA)  [20], Harmony search and 
PSO (HS+PSO) [21] , Harmony Search and Differential Evolution (HS-DE) [23], 
Heuristic particle swarm ant colony optimization (HPSACO) [24], Modified 
Harmony search and MGDA (MHS+MGDA) [4]. Later, Modified Harmony 
Search and Threshold Accepting (MHSTA) was proposed by Ravi et al. [11]. 
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3 Modified Harmony Search 

3.1 Harmony Search 

Harmony search, a meta-heuristic algorithm was proposed by Geem et al. [10]. It 
has variety of applications in engineering sciences. This algorithm is based on 
building an idea upon an experience. The idea behind this meta-heuristic search 
procedure was borrowed from musicians. HS is explained through a discussion of 
musician's improvisation process. When a musician is improvising, he or she has 
the following possible choices [10] 

 
1. Play a famous piece of music from memory  
2. Play a similar music while adjusting the pitch slightly or  
3. Compose a new music all together randomly.   
 
The musical instrument represents a decision variable. The pitch range of the 

music instrument represents the range for decision variables. The practice made on 
the instrument represents solution vector by the harmony with thorough iterations.  
Aesthetics representing the improvement made during iterations happens to be the 
fitness value of the objective function. The technique is observed to be random in 
nature. Hence it is highly likely to escape local optima. This technique reduces the 
program execution time substantially performing a very little operation on every 
prospective solution. The main disadvantage of Harmony Search is that of its 
prolonged operational time periods (in terms of number of iterations). The solution 
here remains unchanged during the final stages. Hence several unproductive 
iterations are performed with not so genuine improvement in the solution [10].  

3.2 Modified Harmony Search 

In order to overcome the disadvantages of HS, modifications proposed by 
Choudhuri et al. [1] include: (i) The hmcr value is increased dynamically from 0 
to 1 during the progress of the algorithm. (ii) When difference between best and 
worst solution in the harmony memory is observed to be zero, the HS algorithm is 
terminated.    

3.3 Improved Modified Harmony Search 

In the present paper the following improvements were proposed to the MHS. (i) 
The value of hmcr is kept dynamically increasing from 0.7 to 0.9 linearly during 
the execution of the program. (ii) The stopping criterion is maximum number of 
iterations or no change in the fitness value over a definite number of iterations 
[26]. 
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The Improved Modified Harmony Search algorithm is explained as follows: 

1. Generate a set of hm number of solutions randomly using Uniform 
Distribution and initialize harmony memory with this set . 

2. Create a new solution vector with components of the solutions selected from 
harmony memory with a probability of hmcr such that the components when 
selected from the harmony memory are chosen randomly from different 
solutions within the harmony memory. We need to note that the value of hmcr 
increases linearly with the number of iterations from 0.7. 

3. Perform the pitch adjustment operation by altering the variables’ value by delta 
with a probability par (‘discrete optimization problems use 'delta’ value).  

4. The new vector computed from the above is evaluated for its fitness by 
computing the objective function. If the fitness value of the new solution 
vector is better than that of the solutions corresponding to the best or worst 
fitness values in the harmony memory, then the worst values as well as the 
corresponding solution in the harmony memory are replaced by new value 
and its corresponding solution. 

5. Repeat procedural steps 2 to 4 till maximum number of iterations are met or 
no change in the fitness value for a definite number of iterations. 

There are two parameters in the IMHS, viz., (i) Harmony Memory Considering 
Rate (hmcr),  the rate of selecting a value from harmony memory, which is set 
between 0..7 to 0.99. In HS, it is fixed at 0.9, but here it is gradually increased 
from 0.7 to 0.9. (ii) Pitch Adjusting Ratio (par), the rate of selecting a value within 
a neighborhood, is chosen between 0.1 and 0.5. In the case of HS, MHS and 
IMHS, par value is chosen to be 0.4. 

 

 
Fig. 1 Flow Chart MHS-1 
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4 Constraint Handling 

Constraint Handling is required when optimization problem is having constraints. 
The region of search is divided into feasible and infeasible regions because of 
constraints. There are several methods for handling constraints. They are as 
follows: 1. Penalty functions 2. Repair operators or algorithms 3. Special 
representations and operators 4. Separation of constraints and objectives and 5. 
Hybrid Methods [27]. 

The common approach in evolutionary computing techniques applied to 
constrained problems is to use penalties. The idea of using penalties is to 
transform a constrained optimization problem by adding penalty for the violation 
of  constraint. Penalty based approaches are as follows: 1. Death Penalty 2. Static 
Penalty 3. Dynamic Penalty 4. Adaptive Penalty [27].     

4.1 Static Extinctive Penalty 

The penalty factor does not depend on current generation number in any way. 
They remain constant during the whole run. The penalty factors are generally 
considered to be problem dependent. Three methods have been generally used 
with static penalty functions. They are (i) distance based penalties, (ii) binary 
penalties and (iii) extinctive penalties. Extinctive penalties are very high penalties 
that are used to prevent the usage of infeasible solutions [12]. 

Here, in this problem static extinctive penalties have been used. The idea is that 
a penalty value large enough is used for infeasible solutions. If the problem is of 
maximization of objective function, then a minimum value is used as penalty. 
However if the problem is of minimization, large value is used as penalty. Here a 
constant value, either too large or too small is used as penalty for minimization 
and maximization problems respectively. The consequence of this approach is that 
the infeasible solution will not be considered for further evaluations and will be 
removed [12]. 

5 Problem Definitions 

This problem is a serial-parallel system which has subsystems and, in each there 
are multiple components that can be selected in parallel. System designed using 
these component types with known cost, reliability and weigh. So, this system 
design problem becomes a discrete optimization problem [7]. Figure 1 represents 
the N-Stage series-parallel system. 
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Fig. 2 Serial Parallel System

Case(i)  [7] 
Find the optimal xi , i=

M

Subject to 

 

Table 1 Coefficients for Cas
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Case(ii)  [7] 
Find the optimal xi , i=

M

Subject to 
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m 

=1,2,...4 

Max  1 1  

   56 

    120 

se (i) 

I 1 2 3 4 
Ri 0.80 0.70 0.75 0.85 
Ci 1.2 2.3 3.4 4.5 
Wi 5 4 8 7 

=1,2,...5 

Max  1 1  

   110   ∑ /  175 
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  /  200 

Table 2 Coefficients for Case (ii) 

I 1 2 3 4 5 
Ri 0.80 0.85 0.9 0.65 0.75 
Pi 1 2 3 4 2 
Ci 7 7 5 9 4 
Wi 7 8 8 6 9 

 
Case(iii) [5] 
Find the optimal xi , i=1,2,...15 

Max  1 1  

Subject to     400 

    414 

Table 3 Coefficients for Case (iii) 

i Ri Ci Wi 
1 0.9 5 8 
2 0.75 4 9 
3 0.65 9 6 
4 0.8 7 7 
5 0.85 7 8 
6 0.93 5 8 
7 0.78 6 9 
8 0.66 9 6 
9 0.78 4 7 
10 0.91 5 8 
11 0.79 6 9 
12 0.77 7 7 
13 0.67 9 6 
14 0.79 8 5 
15 0.67 6 7 
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6 Results and Discussions 

Here for case-i and case-ii harmony memory size (hm) is kept at 5 and for case-iii 
harmony memory size (hm) is kept at 30 and maximum number of iterations is 
kept at 10000 for case-i and case-ii and 250,000 for case-iii. HMCR value of HS is 
kept at 0.9, linearly increased from 0 to 1 for MHS and linearly increased from 0.7 
to 0.9 for IMHS. PAR value is kept constant at 0.4 for all three variants. Number 
of runs is 30 each for case-i and case-ii for all three variants and 15, 15, 30 for HS, 
MHS, and IMHS for case-iii. Less number of runs (15) is chosen for HS, MHS 
because it takes huge computational time case-iii and also result obtained are also 
not optimal for MHS. 

Table 4 Results obtained for Case (i) 

Algorithm x1 x2 x3 x4 g1 g2 Rs FEa 

IMHS 5 6 5 4 54.8 117.0 0.9975 401b 

MHS [11] 5 6 6 3 54.8 117.0 0.9975 1366b 

HS [10] 5 6 6 3 54.8 117.0 0.9975 1681b 

ACO [6] 5 6 5 4 54.8 117.0 0.9975 2000 

INESA [3] 5 6 5 4 54.8 117.0 0.9975 NA 

SA [3] 5 6 5 4 54.8 117.0 0.9975 NA 

[7] 5 6 5 4 54.8 117.0 0.9975 NA 
a No of function evaluations (FE) ,  b Mean of 30 simulations 

Table 5 Results obtained for Case (ii) 

Algorithm x1 x2 x3 x4 x5 g1 g2 g3 Rs FEa 

IMHS 3 2 2 3 3 83.0 146.125 192.48 0.9045 346b 

MHS [11] 3 3 2 3 2 83.0 146.125 192.48 0.9045 1297b 

HS [10] 3 2 2 3 3 83.0 146.125 192.48 0.9045 1325b 

ACO [6] 3 2 2 3 3 83.0 146.125 192.48 0.9045 1800 

INESA [3] 3 2 2 3 3 83.0 146.125 192.48 0.9045 NA 

SA [3] 3 2 2 3 3 83.0 146.125 192.48 0.9045 NA 

[7] 3 2 2 3 3 83.0 146.125 192.48 0.9045 NA 
a No of function evaluations (FE), b Mean of 30 simulations 
 
As it is a constrained optimization problem, static extinctive penalty is used for 

infeasible solutions. Here as it is a maximization problem penalty value is chosen 
to be a very low value i.e. either zero. As a result, after a few iterations infeasible 
solutions are removed from harmony memory and only feasible solutions remain 
in memory.  
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IMHS yielded better results faster because the HMCR value of increased 
linearly from 0.7 to 0.9 than MHS as it are not increased linearly from 0 to 1. 
Further in the latter, a lot of function evaluations are wasted on non optimum 
solutions and stopping criteria is not based on fitness value unlike in MHS but 
rather continued till max iterations or no change in the fitness value over a definite 
number of iterations. IMHS also gave faster results than HS as HMCR is not fixed 
at 0.9 but varied linearly as result more better solutions are brought into harmony 
memory. IMHS combines the advantages of both MHS and HS because of which 
better solutions are obtained faster. 

While obtaining the global optimal solutions and the global optima as reported 
in the literature, the average function evaluations spent by IMHS, for the three 
cases are 400.033, 345.2333, 28278.17, which are less than that of HS and MHS 
which consumed average function evaluations of 1680.9, 1324.367, 102210.7 and 
1366.4, 1296.867 respectively. However, in Table 3, because MHS could not 
obtain global optimum, we did not present the function evaluations consumed.  

Table 6 Results obtained for Case (iii) 

Algo. IMHS MHS 
[11] 

HS [10] MGDA 
[4] 

ACO 
[6] 

INESA 
[3] 

SA [3] Luus 
[5] Sol. 

 Vector 

x1 3 3 3 3 3 3 3 3 

x2 4 4 4 4 4 4 4 4 

x3 6 5 6 6 6 5 5 5 

x4 4 3 4 4 4 3 4 3 

x5 3 3 3 3 3 3 3 3 

x6 2 2 2 2 2 2 2 2 

x7 4 4 4 4 4 4 4 4 

x8 5 5 5 5 5 5 5 5 

x9 4 4 4 4 4 4 4 4 

x10 2 3 2 2 2 3 3 3 

x11 3 3 3 3 3 3 3 3 

x12 4 4 4 4 4 4 4 4 

x13 5 5 5 5 5 5 5 5 
x14 4 5 4 4 4 5 5 5 

x15 5 5 5 5 5 5 4 5 

Rs Optd NOpt Optd Optd Optd NOpte NOpte  NOpte 

FEa 28,377b NA 102,211c 217,157 244,000 NA NA NA 
a No of function evaluations (FE), b Mean of 30 simulations, c Mean of 15 simulations,  
dOptimum=0.945613, eDid not Converge to Optimum 
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Table 7 Function Evaluations 

Method 
RRAP 

Problem 
Best 

NFEs1 
Average 

NFEs 
Worst 
NFEs 

SD2 No. 
Runs 

Max. 
NFEs 

HS 

Case - i 417 1680.9 5560 1330.231 30 10000 
Case - ii 271 1324.367 4628 1006.391 30 10000 
Case - iii 60045 102210.7 150345 29976.38 15 250000 

MHS 

Case - i 658 1366.4 2086 286.1513 30 10000 
Case - ii 671 1296.867 2104 297.7236 30 10000 
Case - iii NA3 

NA3 NA3 NA3 15 250000 

IMHS 

Case - i 138 400.0333 1837 390.0115 30 10000 
Case - ii 110 345.2333 854 207.8117 30 10000 
Case - iii 4349 28278.17 80343 19558.59 30 250000 

1 Number of function evaluations 
2 Standard deviation 
3 Didn't Converge to Optimum 

7 Conclusions 

We considered three discrete constrained optimization problems with four, five 
and fifteen variables used for RRAP's and achieved better results in terms of 
function evaluations using proposed IMHS. IMHS can further be hybridized with 
any point based algorithms like Simulated Annealing, Threshold Accepting, 
Great Deluge algorithms, etc., and used for both continuous and discrete 
optimization problems. Further variants of HS can also be tried with these three 
problems. 
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A New HMCR Parameter of Harmony Search 
for Better Exploration   
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Abdul Samad Shibghatullah and Safiah Sidek 

Abstract As a meta-heuristic algorithm, Harmony Search (HS) algorithm is a 
population-based meta-heuristics approach that is superior in solving diversified 
large scale optimization problems. Several studies have pointed that Harmony 
Search (HS) is an efficient and flexible tool to resolve optimization problems in 
diversed areas of construction, engineering, robotics, telecommunication, health 
and energy. In this respect, the three main operators in HS, namely the Harmony 
Memory Consideration Rate (HMCR), Pitch Adjustment Rate (PAR) and Band-
width (BW) play a vital role in balancing the local exploitation and the global 
exploration. These parameters influence the overall performance of HS algorithm, 
and therefore it is very crucial to fine turn them. However, when performing a 
local search, the harmony search algorithm can be easily trapped in the local  
optima. Therefore, there is a need to improve the fine tuning of the parameters. 
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This research focuses on the HMCR parameter adjustment strategy using step 
function with combined Gaussian distribution function to enhance the global op-
timality of HS. The result of the study showed a better global optimum in compar-
ison to the standard HS. 

Keywords Meta-heuristic · HMCR · PAR · BW and gaussian distribution 

1 Introduction 

Optimization indicates the process of finding the best solution from various solu-
tions defined according to the terms of mathematics or science. In this respect, 
every process has a chance to be optimised since it can be formulated or modeled 
in the form of optimization problems that focuses on achieving either a minimum 
or maximum objective function. The objective function are measured, particularly 
based on the efficiency, time, cost, profit and risk and these measurements are 
commonly applied when solving problems in engineering, business, economics 
and science. Relating to achieving the best solutions, solving real living problems 
are complicated as the solutions are usually fluid: The solution should be based on 
a specific approach applicable within a reasonable amount of time only. However, 
the conventional method of solving real living problems involve only a few steps; 
hence, leading to solutions that are subjected to inaccuracy and lack of feasibility. 
They also have limited assurance in reaching global solution. Nowadays, heuristic 
approach has been increasingly recognised as a suitable approach for finding solu-
tions for complex optimization problems commonly found in the industry and 
services. Heuristic is categorized as an approximate algorithm based on trial and 
error approach. This approach either looks for good solutions (near optimal solu-
tions) without aiming at optimal or feasible solutions, or claim the optimality of a 
particular feasible solution based on its closeness to the optimality in numerous 
cases [1]. Most meta-heuristics are inspired from the fields of physics, biology and 
ethology, in which the random variables and several parameters are used to 
achieve the objective function.  

A variety of new meta-heuristics have emerged over the last four decades.  
They have demonstrated their respective strengths to solve critical optimization 
problems that exist in areas, such as resource allocation, industrial planning, sche-
duling, decision making, medical, engineering, computer engineering, and many 
others. Meta-heuristics can be classified based on the assessments of methodology 
presentation, and one of the main characteristics used to group meta-heuristics is 
based on the purpose of the designed algorithm. At present, the most inspired 
designs of an algorithm are the natural and the physical process as well as the 
animal social behavior, such as the Genetic Algorithm [2] , Ant Colony Optimiza-
tion [3], Particle Swarm Optimization [4], Bee Colony Optimization [5], Simu-
lated Annealing, and Harmony Search Algorithm [6]. Among the latest algorithms 
classified into meta-heuristics is the Harmony Search Algorithm (HS). This design 
impersonates the concept of music improvisation and continues to polish their 
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pitches in order to attain better harmony. The HS has several advantages in terms 
of simplicity, flexibility, adaptability and scalability [7][8]. It also has a novel 
stochastic derivative and imposes a less mathematical equation to produce new 
solutions at each iteration, particularly when an available solution is taken into 
consideration [9]. Since its development, HS has gained a foothold in multiple 
areas, such as fuzzy controller design [10], water management [11], broadcast 
scheduling packet [12] and environmental or economic dispatch [13]. Although it 
has many advantages, HS has a shortcoming as it has the tendency to be trapped in 
the local optima when numerical optimization problems are performed [9]. This 
situation also befalls on Particle Swarm Optimization and DE. In this regard, con-
trolling the parameters becomes the main task when dealing with optimization 
performance.  

Three parameters, namely the harmony memory consideration rate (HMCR), 
pitch adjusting rate (PAR) and distance bandwidth (BW) have motivated research-
ers to work in HS algorithm. Since the emergence of HS, the work has been large-
ly focused on the adjustment of the parameters and its effects on the performance 
of HS algorithm. Each of these parameters has their own responsibilities in assist-
ing HS to seek the best solutions. For example, the HMCR parameter is accounta-
ble for achieving faster convergence rate, PAR is responsible for the increase in 
the diversity of solutions and BW is used to ameliorate the diversity of final solu-
tions at the end of the generation. Although the determination of parameters set-
ting is crucial for all meta-heuristic algorithms, particularly the HS algorithm, it is 
a difficult task since the guidelines to decide the requirement to solve problem are 
still lacking. The common approach is to perform various experiments to get a 
good solution due to parameter setting value is dependent on the problem.  
Therefore, until now HS is still experiencing an enhancement phase, despite the 
standard HS has proven to be successfully implemented in different areas of  
optimization.  

In this study, the value of HMCR is set at a small rate at the initial stage of gen-
eration in order to have an allowable range for the search of solutions. To improve 
the convergence efficiency and maintaining adequate exploitation capability of HS 
for this study, a Gaussian distribution function is employed to generate random 
numbers instead of applied uniform distribution function. This paper also com-
bined with mechanism for adjusting dynamically of pitch adjustment rate and 
bandwidth parameters. The major purpose for this modification is to allow the 
behave strategy of algorithm explore at the initial of the searching and exploit 
toward end of searching process. This research is focus on regulating key parame-
ters of HMCR using step function for the improvement of global search capability. 
The major contribution of this paper is to explore the impact of HMCR value to 
the HS algorithm altogether maintaining both the exploration ability and the diver-
sity of population. This is our initial study on step function. Subsequently, the 
validation on the determination of range of interval for number of iteration will be 
presented. It is denoted that the value of HMCR parameter will be matched to the 
appropriate number of iteration. Our experimental results show that the proposed 
algorithm was better than the standard HS. Therefore, to prove the claims of our 
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research, this paper has the following structure: After Section One that presents 
the introduction of this paper, Section 2 provides an overview of previous im-
provement on HS and brief standard HS algorithm, followed by Section 3 that 
describes the proposed method. The results and discussion is highlighted in  
Section 4 and lastly, Section 5 presents the conclusion. 

2 Previous Improvement 

These enhancements indicate the need for several possible actions, such as 
modification of the formulas for each parameter, integration with other algorithms, 
addition of some elements and introduction to new concepts. For example, a 
famous research of an extension in HS is Mahdavi et al. They developed Improved 
Harmony Search (IHS), which has been the first variant since the advent of HS. 
Their proposed algorithm is a modified setting parameter value of pitch 
adjustment rate (PAR) and a dynamic bandwidth. This is obviously different from 
the basic HS, where the parameter of PAR and bandwidth has fixed values. The 
PAR value is updated and increased linearly for each iteration and the bandwidth 
value is exponentially decreased. 

Global-best HS algorithm (GHS) was initiated by Omran and Mahdavi [14]. 
Focusing on ways to overcome the limitation in HIS, they introduced a new 
improvisation mechanism by borrowing the concept of particle swarm 
optimization (PSO). This mechanism hybridizes the ideas of swarm intelligence 
with a conventional harmony search. According to [14], “each particle represents 
a candidate solution to the optimization problem. The position of a particle is 
influenced by the best position visited by itself (i.e. its own experience) and the 
position of the best particle in the swarm (i.e. the experience of swarm).” The idea 
of GHS is to eliminate the bandwidth with an introduction of the new pitch 
adjustment rule, where a new harmony will be influenced by the best harmony. 
Pan et al. [15] was the pioneer who introduced the self-adaptive global best HS 
(SGHS). They utilized a new improvisation mechanism and an adaptive parameter 
tuning method to improve the performance of GHS. [16] highlighted a mechanism 
to automatically modify the parameter setting according to self-consciousness, and 
they initialized harmony memory based on low-discrepancy sequence. [17] 
emphasized the enhancement of the PAR parameter setting. They suggested three 
types of PAR’s strategy, known as the convex differential growth, convex 
differential changes and concave differential growth. These strategies could boost 
up a global searching and be applied to different types of problem because each 
problem has a different ratio of PAR.   

In an analysis of selection methods, [18] revealed four methods of memory 
selections to replace the random selection method that has been widely adopted in 
harmony consideration recently. The methods are tournament, proportional, linear 
rank and exponential rank. These methods have been employed in an evolutionary 
algorithm to emulate the natural selection of the survival of the fittest. These four 
selection methods used selection probability to evaluate each HM vector. They 
claimed that a higher selection probability of HM vector would trigger memory 



A New HMCR Parameter of Harmony Search for Better Exploration 185 

consideration in choosing the value of the decision variable from the vector.  
A recent study by [19] made an adjustment to the parameter setting in HMCR and 
PAR. Their study recommended combinations of four different cases of HMCR and 
PAR with all of the parameters of PAR are linearly and exponentially decreased. At 
the same time, the HMCR is always increased linearly and exponentially. 

2.1 The Fundamental of Standard Harmony Search Algorithm 

Harmony Search (HS) algorithm is a new population-based solutions of meta-
heuristics search technique that mimics the process of music improvisation. This 
process aims to achieve a perfect state of harmonies played simultaneously by 
more than one music instrument. This means that the pitch from every instrument 
is combined together to obtain the most harmonious rhythm and evaluated by 
aesthetic standards. HS is termed as a population-based solution because the im-
provisation of the pitch occurs iteratively using a set of solutions in Harmony 
Memory (HM): The harmony in music corresponds to a solution vector; each mus-
ical instrument corresponds to each decision variable; the pitch range of the musi-
cal instrument corresponds to the decision variable’s value range; the audience’s 
esthetic corresponds to the objective function and the musical improvisations cor-
respond to the local and global search in optimization. Figure 1 illustrates the rela-
tionship between music improvisation and optimization. 

 

 

Fig. 1 Analogy between music improvisation and optimization [20] 

A set of parameters is applied to HM to yield a new harmony vector so that  
a local optimum could be accomplished for each of the iterations. To execute the 
algorithm, there are five basic steps involved in HS, which are (i) initializing  
the problem and algorithm parameters, (ii) initializing the HM, (iii) improvising 
the new harmony, (iv) updating the HM with the exclusion of the worst and the 
best harmony, (v) checking the stopping criteria; if it is not satisfied, it goes back 
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to step (iii). Figure 2 illustrates the flow diagram of the HS process. According to 
Geem et al. [11], the standard HS algorithm involves five basic parameters, which 
are the harmony memory size (HMS), the harmony memory consideration rate 
(HMCR), the pitch adjustment rate (PAR), the distance bandwidth (BW) and the 
number of improvisations (NI) [6]. HMS is the representation of the number of 
solution vector in harmony memory, while HMCR indicates the balancing be-
tween the value of exploration and exploitation, which ranges from zero to one. 
The PAR is a parameter which determines the requirements for further alteration, 
whether it is necessary or not, according to BW parameters. The termination crite-
rion is NI, while BW is the step size of the PAR parameter.  

To improvise a single pitch of each instrument, a musician has three choices, 
which are (1) playing any pitch from HM, (2) playing a pitch that is slightly dif-
ferent from HM with a PAR value, or (3) playing a totally random pitch from 
permissible pitch ranges. In a standard HS algorithm, the term “harmony” refers to 
each solution stored in HM in the form of n-dimensional real vector [15]. At the 
beginning of HS process, the initial population of harmony vectors is randomly 
generated. Next, new harmony vectors are generated from the three choices as 
mentioned previously. Then, the HM is updated by making an evaluation between 
the new harmony solutions with the existing one. If the existing HS is worse than 
the new harmony solutions, it will be excluded and replaced by a new HS in HM. 
The process continues and ends when the number of improvisations is met. The 
detail of the process is described below and Figure 3 summarizes the steps  
involved in the HS algorithm. 

Step 1: Initialize the Problem and Algorithm Parameters 
To execute the HS algorithm, the optimization problem must be specified as in 

Eq. (1) as provided by [15]:  

 Minimize f x  s.t. x j  LB j , UB j , j 1,2, … . . n,]  (1) 

Where f x , x j , n, LB j  and UB j  denote the objective function, the decision 
variables, the number of design variables, and the lower and upper of the design 
variables respectively. 

Step 2: Initialize the Harmony Memory (HM) 
The “harmony memory” (HM) is a matrix of harmony solution vectors, where 

its size depends on the Harmony Memory Size (HMS). Each harmony is defined 
as one solution as shown in Eq. (2). The HM is occupied by many randomly gen-
erated solution vectors and sorted by the objective function value. Let X  = 
{x  1 , x  2 , … . x  n } represents the ith harmony vector, which is randomly 
generated as follows: x  j  LB j  UB j LB j r  for j 1,2, … . n 
and i 1,2, … . , HMS, where r is a uniform random number [0,1]. 

 HM = 

x x … xNx x … xNxHMS xHMS … xNHMS
f xf xf xHMS    (2) 
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Step 3: Improvise New Harmony 
This step is crucial because it influences the overall performance of the HS algo-

rithm. A new harmony vector, X is improvised using three selected operators, 
which are the memory considerations, pitch adjustment and randomization. This 
kind of improvisation enables HS to diversify the solutions that allow the algorithm 
to explore the variety of solutions, leading to a global optimum. The random num-
bers, r and r  are ranged between 0 and 1. In each improvisation or iteration, if r  
is less than HMCR,  the solution vector, x  j  is generated from the memory 
consideration, otherwise, x  j  is selected through randomization. Next, if r  is 
less than PAR, the solution vectors  x  j  from the memory consideration is 
further amended with the bandwidth distance using Eq. (3) as given by [15]. In this 
case, the value of  x  j  will be evaluated using the probability of PAR.  x  j x j r BW 

 
(3) 

where r is a uniform random number ranging from 0 to 1. The function of bw is 
an arbitrary distance bandwidth. The value of BW is determined by the changes  
in quantity of the new solution vector and its presence is enhanced by the  
performance of HS.  

Step 4: Update Harmony Memory 
To update the HM with a new solution vector,X , the function objective will be 

used to evaluate them. Then, comparative value of the objective function is made be-
tween the new vector solutions and the historical vector solution in HM. If the new 
vector solution is better than the worst historical vector solution, the worst historical is 
excluded and substituted with a new one. Otherwise, the new solution is neglected. 

 

Begin  
Define Objective Function, HMS, HMCR, PAR, BW and NI.  
Initialize of HM with range of variables,  randomly. 
While (currentIteration<maximumIteration)  
  For (i<=number of variables)  
    If (ran<HMCR), Choose a value from HM for the variable   
   If(ran2< pitch adjusting rate), Modify the value by adding or 

subtract of certain amount of BW 
    End if  
       Else Choose a random value  
   End if  
    Evaluate the newFitness (current objective function) and 

compared its value with worst function.  
End while  
 Sort the objective function by ascending order 
 Satisfied number of iteration (NI)  
End  

Fig. 2 The pseudo-code for HM Algorithm applied in the prototype 
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Step 5: Check The Stopping Criteria. 
The process is repeated until the number of improvisation (NI) is satisfied, oth-

erwise the process repeats step 3 and 4. Finally, the best solution is achieved and 
considered as the best result to the problem under investigation.  The steps in-
volved in the HS algorithm are summarized in Figure 3. 

3 Proposed Method with Step Function 

If the value of HMCR is kept constant during the improvisation procedure, there 
will be a delay in the convergence because it does not have the ability to achieve a 
proper balance in the main search strategy between exploitation (intensification) 
and exploration (diversification). It must be noted that the performance and 
efficiency of an algorithm relies on an accurate balance between the 
intensification and the diversification. If the diversification is too high, a large 
amount of areas in the solution space is not comprehensively examined, whereas if 
the diversification is low, the solution space is not investigated, leading it to be 
trapped in the local optima. In fact, the strategy for achieving a balance between 
these two elements is recognized as an optimization problem. Thus, to maintain 
the balance between intensification and diversification is not straightforward, but 
it requires a specific technique. In order to solve this issue, we proposed the use of 
different HMCR value at different group of iteration interval. By following the 
concept of step function, this method begins by setting the value of HMCR at a 
small rate and then increasing the value gradually. The setting of the HMCR value 
at a small rate at the beginning of the method allows the researchers to perform an 
exploration of a more diversed solution. In this study, the value of HMCR is set at 
a small rate at the initial stage of generation so that an allowable range for the 
search of the solutions can be performed. This action eventually leads to the 
achievement of a global optimum. Meanwhile, the value of HMCR is raised at  
the end of the optimization process as it is compulsory for the algorithm to search 
for the existing solutions in HM.  

Following the step function (staircase function), a new Harmony Search 
algorithm is suggested in this study. In this method, the intensification and 
diversification are governed through the dynamic value of HMCR. The step 
function is one of the special types of function equation that can be depicted as a 
series of steps. It is a piecewise function that consists of pieces in constant value, 
in which the constant pieces function to specify the subsequent intervals. Further, 
the value of these pieces will be changed from one interval to another interval. 
Based on the description mentioned earlier, the step function is classified as a 
discrete function. In this experiment, y- axis and x-axis represent the HMCR value 
and interval of iteration respectively. To conduct this experiment, various rates of 
HMCR were used.  To illustrate how the step function works, let say an 
experiment ranging from 0.1 until 0.9 with the increment of 0.1 throughout the 
iteration. The maximum number of iteration was fixed at 1000. Then, HMCR at 
0.1 was run at the number of iteration from 1 to 100. This was followed by the 
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value of HMCR at 0.2, which was executed at the number of iteration from 101 to 
200. The next value of HMCR was at 0.3, which was carried out at the number of 
iteration from 201 to 300. This experiment continued until the value of HMCR at 
0.9, which was run at the number of iteration from 801 to 1000. Figure 3 shows a 
corresponding variable applied translated for the previous explanation, in which 
Equation 4 represents the HMCR values with the interval range of NI.  

The previous explanation is fundamental idea of this study and this concept is 
applied for my experiments, but the differences are the sequence of HMCR values 
and the increment. My study start at the initial value of HMCR 0.4001 and 
completed iterates at 0.99 with three steps increments for number of iteration. The 
purpose of this experiment was to find the minimum objective function at different 
values of HMCR so that the global optimum point can be accelerated. Herein, the 
objective function, f(x), illustrates the data from the driver scheduling problem 
seeking to find solution that minimizes the soft constraint violation [21][22]. To 
carry out this experiment, Table 1 is summarized the parameter setting. 

 
 
 
 
 
   (4) 
 
 
 
 
 

This experiment focused on the HMCR operator by observing the effect of ad-
justments to the results using different values. At the beginning of generalization, 
the harmony memory (HM) was fully occupied with the generated random solu-
tions. Theoretically, the higher the HMCR, the stronger it forces the algorithm to 
search the existing solutions in HM. On the other hand, the small rate of HMCR 
leads to the search solutions in the permissible range, which is outside of HM. 
This method leads to a better exploration as it allows for a searching process that 
is beyond HM, but within the permissible range, hence leading towards global 
optimum When HMCR equals to 0.10, the number of iteration executed fall within 
the range of 0 and 100. This process was continued with HMCR at 0.20 with the 
number of improvisation at the range of 100 and 200. This process was terminated 
at HMCR 0.90 with number of iteration performed at the last range between 800 
and 1000. 

 

 
 
 
 

                   HMCR= 

0.1; 0 1000.2; 100 2000.3;  200  3000.4;  300  400 0.5 400  5000.6 500  6000.7 600 7000.8 700 8000.9 800 1000
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Fig. 3 HMCR and NI using in step function 

3.1 Gaussian Distribution Function 

The Gaussian probability density distribution is also known as normal probability 
distribution.  The density function of Gaussian probability distribution used in 
this study is indicated as in Equation (5) where μ is mean value and σ is denoted 
as standard deviation. Other delegates for Gaussian distribution is N (μ, σ2).  

 p x  √ exp z µ / 2σ    (5) 

The Gaussian distribution is a continuous distribution that random numbers are 
much more likely to be picked around the mean. Our target is to investigate the 
significance of this distribution to the performance of HS by introduced this Gaus-
sian factor into the improvisation step particularly at PAR adjustment step. If sa-
tisfy the PAR condition, the algorithm will alter the vector solution which is taken 
from HM randomly and it is adjusted according to a Gaussian distribution as 
shown in Equation (6) 

      3,3   (6)  

The reason behind choosing the Gaussian random number manipulated with 
candidate solution is due to the searching around the vector solution is in wider 
region. On the contrary, the uniform distribution grant only small region of search-
ing around the vector solution.  
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In this research, Gaussian probability function is adopted instead of uniform  
distribution function which normally implemented in meta-heuristic approach for 
generating random numbers. The outcome from this kind of distribution offers an 
enlargement of search efficiency and also ability to maintain a sufficient exploitation. 
Usually, random number is generated by uniform probability, but drawback of utilized 
this random generator are recognized such as [23][24] (1) they result in sequential 
correlation of successive cells and so the solution becomes sealed (2) Greater tendency  
to generate of high level random number are often compared to the lower random 
generator. Both disadvantages above guide the algorithm to escalate the run time as 
number of evaluations increased to get optimal solutions and the searching process is 
restricted to explore within the search space. Due to this constraints have lead other 
options to replace the uniform random number with better improvement in generating 
of random number. Aware of the weakness that occurred in uniform distribution, 
Khilwani et al, 2008[25]  introduced Gaussian probability approach whereby appro-
priate balance  among exploration and exploitation is accomplished. Therefore, fast 
convergence and potential optimal solutions could be achieved. 

3.2 The Computational Procedure of HMCR Parameter with 
Step Function 

(1) Initialize the optimization problem and algorithm parameters. The parame-
ters are HMS, set of each design variable, maximum number of improvisa-
tion, HMCRmin, HMCRmax, PARmin, PARmax, BWmin and BWmax. 

(2) Initialize harmony memory. 
(3) Improvisation of new vector solution: A new vector solutions  X  = 

{x  1 , x  2 , … . x  n } is generated using procedure given below: 
 

While(currentIteration<maximumIteration)  
  HMCR=Generate through step function 
  PAR= Equation 7 in [19] 
  BW(m)=Equation 7 in [9] 
   For (i<=number of variables)  
     If (ran<HMCR), Choose a value from HM for the variable X   
     If(ran2< pitch adjusting rate), Modify the value by adding or subtract of 

certain amount of BW 
  End if  
    Else Choose a random value  
  End if  
   Evaluate the newFitness (current objective function) and compared its value 

with worst function.  
End while  
 Sort the objective function by ascending order 
 Satisfied number of iteration (NI)  
End  

Fig. 4 The summarized proposed pseudocode for HMCR with step function 
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(4) Update the harmony memory: Selected the worst harmony vector x  
in the current harmony memory and calculate   f x .  

(5) Repeat Steps 3 and 4 until the termination criterion is satisfied. Figure 4 
brief the algorithm for this proposed approach. 

4 Result and Discussion 

Table 2 and 3 delineates the experiment results obtained from the standard HS and 
step function respectively, which are referred as the minimum fitness function. It 
is important to note that justifications for mapping between HMCR value and 
interval of number improvisation are beyond the scope of this study. In other 
words, the rationalization for mapping each range of interval number of iteration 
to suitable value of HMCR will be provided in the subsequent experiment. There-
fore, the framework will be equipped after the pattern of objective function is 
observed with numerous numbers of running experiments.  

The result of the experiment was conducted in five runs for each experiment. 
Table 2 and 3 correspond to the results of the experiment that indicate the best 
objective function for respective technique.  Based on the result, it reveals that the 
third run was an excellent objective function achieved by proposed approach at the 
value of HMCR 0.9416. This means that the global minimum is achieved at the 
value of HMCR 0.9416 at the 16248th number of iteration. While standard HS 
managed to reach the best objective function at 0.21 at the iteration of 9230th.  
This result proved theoretically that a low HMCR consider all permissible range 
of solutions. Table 2 shows the results of the experiment that used the traditional 
HS algorithm. Obviously, it shows that the traditional HS algorithm depends on 
the number of iterations to find an optimal solution. This shows a contradiction in 
the proposed algorithm that relies on combination of intensification and explora-
tion. This contradiction is due to two reasons: Firstly, the use of fixed value of 
HMCR does not allow the algorithm to achieve the globally optimized solution 
and secondly, the way of adjusting HMCR is different from the standard HS. 

Table 1 Summarized of parameter setting for HS’s approach 

Standard HS 

HMS 4 
HMCR 0.95 
PAR 0.30 
BW 1 
NI 17700 

Proposed Approach 

HMS 4 
HMCRmin 0.401 
HMCRmax 0.99 
PARmin 0.01 
PARmax 0.99 
BWmin 0.01 
BWmax 0.02 
NI 17700 
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Table 2 The optimization results for standard HS 

Number of 
experiment 

Iteration Best Worst 

1 9584 0.22 0.46 
2 14584 0.22 0.44 
3 9230 0.21 0.45 
4 8193 0.22 0.45 
5 2952 0.22 0.44 

Table 3 The optimization results for proposed approach 

Number of experiment Iteration Best Worst 
1 17322 0.15 0.45 
2 17611 0.14 0.45 
3 16248 0.13 0.44 
4 16551 0.14 0.46 
5 15833 0.15 0.45 

5 Conclusion 

In this paper, the effects on the adjustment strategy of HMCR using step function 
have been analyzed against the performance and efficiency of the HS algorithm. 
This investigation was compared to the standard harmony search (HS) algorithm, 
where the objective function was observed. It is found that the HMCR parameter 
was responsible to balance between the local exploitation and the global explora-
tion in the HS algorithm. The step function introduced in this study has proven to 
successfully enhance the global minimum of the HS algorithm. The result also 
reported that low HMCR values should be applied in the early generation and 
ended with high values of HMCR in the final generation. This technique can avert 
the local optima, leading to the achievement of excellent global optimality. Fur-
ther, the results from the experiments indicate that modification on the HMCR 
parameter results in some superior performances in comparison to the standard 
harmony search algorithm (HS). The adjustments of the HMCR parameter allows 
the parameter to obtain an excellent result of global minimum, whereas the fixed 
value of all parameters prevents us from achieving globally optimized solution. 
Therefore, fine tuning the HMCR parameters has a significant effect on the overall 
performance and is a good alternative in seeking excellent solutions. This frame-
work is expected to be used in a variety of wide problems associated with optimi-
zation. For future work, it is suggested that the other two main operators involved 
in HS, which are the PAR and BW should be further manipulated because the 
judgment in determining the set of initial parameter values is still questionable. It 
requires further investigation in order to determine the initial value appropriately. 
Thus, this problem has motivated many researchers to further investigate this open 
problem in a wider discipline. 
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1 Introduction 

Each of six members of hydrosystem laboratory in Korea University (KU) in-
vented either a new metaheuristic optimization algorithm or an improved version 
of Harmony Search (HS) [1,2] or ParticleSwarm Optimization (PSO) [3] as a class 
project for the fall semester 2014. The objective of the project was to help students 
understand the characteristics of metaheuristic optimization algorithms and invent 
an algorithm by themselves considering convergence, diversification, and intensi-
fication. Two new algorithms are Cancer Treatment Algorithm (CTA) and Vision 
Correction Algorithm and four algorithms are an improved version of existing 
algorithms: Extraordinary PSO (EPSO) and Sheep Shepherding Algorithm (SSA) 
are the variants of PSO, while Improved Cluster HS (ICHS) and Multi-Layered 
HS (MLHS) are the variants of HS. Through performance tests using well-know 
benchmark functions, the algorithms have been refined to enhance their global and 
local search ability and to minimize the number of the required parameters. This 
paper describes the details of the six optimization algorithms. 

2 Six Metaheuristic Algorithms 

Six new/improved metaheuristic optimization algorithms are CTA, EPSO, ICHS, 
MLHS, SSA, and VCA. ICHS and MLHS are the variants of HS while EPSO and 
SSA are those of PSO. CTA and VCA are newly developed in this study. The 
following subsections describe the details of the new/improved metaheuristic  
algorithms. 

2.1 Cancer Treatment Algorithm (CTA) 

CTA mimics the medical procedure of cancer treatment. Cancer is the result of 
cells that uncontrollably grow and do not die. If a person is diagnosed cancer from 
medical examinations such as magnetic resonance imaging and computed tomo-
graphy, a type of treatment/surgery is then decided based on the tumor size and 
potential of transition. Generally, if the size is less than 2 cm, heat treatment is 
adopted. On the other hand, if the tumor is large and expected to have high poten-
tial of transition to another organ, it is removed by surgery (cancer removal sur-
gery). This generic medical examination, treatment/surgery, and relevant decision 
processes help cure the disease (the best state), which is similar to the optimization 
process seeking the global optimum. 

CTA, a population-based algorithm, generates new solutions for next genera-
tion based on three operators. By operation 1, k new solutions (out of total n new 
population) are generated considering the high fitness solutions stored in the 
memory called K (the memory size is K). While a single new solution is generated 
by operation 3, the remaining solutions (n - (k + 1)) of  the next population are 
generated based on operation 2. Then, the combined 2n population (parent and 
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children) is sorted according to fitness. The top n solutions become the parent 
population for the next generation and the top k solutions are stored in the memory 
K. This procedure is continued until stopping criteria are met. The following equa-
tions describe how new solutions are generated by three operations. 

 

Operation 1: 
 

 , , 1,1   (1) 
 

where ,  is the ith component of the jth new solution (j � the memory K) in the 

(t+1)th generation, I is laser beam intensity and 
∑

 where  is fitness 

value of the solution j in the memory K, and  is reduction factor and  . 

 

Operation 2: 
 

         (2) 
 

        (3) 
 

where  is the set of solutions that will be generated by operation 2, and  

is revival rate and 1 abs  where  is the smallest fitness in the popula-

tion and  is the ith solution's fitness in the (t-1)th generation. 
 

Operation 3: 
 

         1  (4) 
 

 1,1         (5) 
 

where R is research rate. 

2.2 Extraordinary Particle Swarm Optimization (EPSO) 

PSO simulates the movement behaviors of animal swarm. Particles in a swarm 
have a tendency to share information on the current nearest location to food, 
which makes all particles move toward the current best particle. In addition, par-
ticle's past best location is also considered to determine the next location. Howev-
er, the aforementioned strategies can result in being entrapped in local optimum 
because the search diversity can be limited.  

Therefore, EPSO employed a different strategy. While high fitness particles 
have more probability to be selected as a target particle, each particle chooses a 
target particle which can be any particle in a swarm. 
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In EPSO, initial Npop particles are randomly generated as original PSO. Each 
particle's location at the iteration t+1, 1 , is determined either by adding 
particle velocity to the current location or by randomly as  

 

 1 1       0,     (6) 

 
where 1  is particle velocity for the component i and  
where C is movement parameter and  is the selected target particle's com-
ponent i at the iteration t, T is a random integer generated in [0, Npop], Tup is selec-
tion parameter and round(  × Npop) where  is target range parameter, and  
and  are the lower and upper bound of the decision variable i, respectively. 

2.3 Improved Cluster Harmony Search (ICHS) 

HS was inspired by the musical ensemble [1,2]. HS implements the harmony en-
hancement process and the sets of “good harmony” are saved to a solution space 
termed harmony memory (HM), which is a unique feature of HS compared to 
other evolutionary optimization algorithms. 

HS generates new solutions either by random generation or by considering the 
good solutions in HM. For each component  of a new solution vector x, one of 
the stored values of the component in HM is selected with harmony memory con-
sidering rate (HMCR) or a random value within the allowed range is chosen with 
the probability of 1-HMCR. Each stored value in HM is equally probable to be 
selected. After HM consideration, HS scans each decision variable in the new 
solution and changes it to the neighborhood values with pitch adjusting rate 
(PAR). If the new solution is better than the worst solution in HM, the latter is 
replaced with the former. The above process continues until stopping criteria are 
satisfied. 

ICHS is a variant of HS. ICHS differs from other HS variants in the HM con-
sideration. That is, ICHS assigns high probability to be selected for the component 
of the high fitness solutions. Note that in standard HS (SHS) the stored component 
values of the solutions in HM have the same probability to be selected regardless 
of the solutions' fitness. Other mechanisms such as pitch adjusting are same as 
SHS. 

First, the solutions in HM are sorted according to fitness. Then, they are di-
vided into subgroups by k-Means clustering. k-Means clustering partitions the 
solutions into k distinct clusters based on a Euclidean distance to the centroid of a 
cluster. A probability value of the solution j ( ) is calculated as 

 

   (7) 
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where α is selection pressure,  is fitness value of the solution j, and  is the 
maximum fitness value in HM. 

Then,  is normalized to have the cumulative probability of 1 as 
 

 ∑   (8) 

 
where  is the normalized probability of the solution j, and nm is the HM size.  

Therefore, the kth cluster is selected with the probability ∑  where 
Clusterk is the set of solutions classified as the kth cluster. In ICHS, any stored 
values of the component in the selected cluster can be selected with equal  
probability. 

2.4 Multi-Layered Harmony Search (MLHS) 

MLHS is another variant of HS. The special feature of MLHS is that HMCR and 
PAR operations are conducted based on multi-layered HMs. A layer is in the form 
of grid in which each cell has a sub-memory that stores m solutions (see Fig. 1.). 
There exists a hierarchical tournament between the two neighboring layers in 
which the best solutions in the lower layer are elevated to fill the sub-memories in 
the upper layer. 

MLHS begins by initializing sub-memories in the first (bottom) layer (the 
largest grid in Fig. 1). Initial solutions are randomly generated same as SHS. 
For example, total l2m solution are generated for the first layer with l by l grid 
and the sub-memory size of m (82 x 4 = 256 where l = 8 and m = 4 as shown in 
Fig. 1). In the considered example in Fig. 1, the solutions (3, 4), (2,6), (6,2), 
and (9,6) are stored at the lower left corner cell of the grid in the first layer. 
Then, a new solution is generated for each sub-memory either by random gen-
eration or harmony memory consideration and pitch adjusting, as for SHS. If 
the new solution is better than the worst solution in sub-memory, the latter is 
replaced with the former. 

The sub-memories of the second layer are filled with the best solutions from the 
sub-memories of the neighborhood cells in the first (lower) layer. For example, the 
best solutions from the four cells at the lower left corner of the first layer (the cells 
in the green box in Fig. 1), (2,6), (5,6), (4,4), and (5,4), are provided to the sub-
memory of the lower left corner of the second layer. Similarly, a new solution is 
generated based on the SHS rules. This tournament between the two neighboring 
layers continues until the top layer where the grid dimension is 1 by 1. 

In addition to the unique hierarchical structure, MLHS adopted dynamic para-
meters where HMCR and band width are changed over iterations. 
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Fig. 1 Hierarchical tournament in MLHS 

2.5 Sheep Shepherding Algorithm (SSA) 

SSA is inspired by sheep shepherding which consists of two main operators: sheep 
gathering and shepherd herding (or guarding). SSA is similar with PSO in consi-
dering animal's flocking nature in the optimization. However, SSA adopts the 
shepherd operation which is intended to perturb worst solutions to enhance the 
probability of escaping from local optimum and finding global optimum. This 
unique feature of SSA and mimics the behavior of a shepherd which encourages 
the sheep which falls behind. 

In SSA, a sheep represents a solution and initial sheep are randomly generated. 
In each iteration, a sheep can change its position or stay with the probability d and 
1-d, respectively. If a sheep is determined to change its location, the component i 
of the jth sheep at the tth iteration ,  is determined as follows: 

 
 , , , , ,  (9) 

 
where ,  is gathering vector and ,  where  
is the ith component of the center of sheep flock at tth iteration and sheep represents 
the location of the sheep, , ,  is herding vector and ,

 where  is the ith component of shepherd, and H, C, and Ps are 
user defined parameters. 

If a sheep is determined to change its location in the next iteration, the new lo-
cation is calculated as 

 
 , , ,   (10) 
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If a sheep stays at its previous location, minor movement is added to the pre-
vious position as 

 
 , 1 ,   (11) 
 
where m is movement parameter.  

Finally, the component i of shepherd  is updated to keep perturbing the 
worst perform sheep. 

 

 
,       ,          (12) 

 
where ,  is the component i of the worst sheep (Nth sheep after sorting 
sheep), H is sheep criterion parameter, and L is a random term. The above updates 
of sheep and shepherd locations continues until stopping criteria are met. 

2.6 Vision Correction Algorithm (VCA) 

VCA simulates vision correction process. The repetitive processes for making a 
good lens (global optimum) are similar to optimization process. In VCA, a lens is 
a solution candidate. First, initial lens are generated within the allowed ranges and 
their fitness are calculated. For each iteration, a real random number r is generated 
and compared with the division rate dr1. If r is less than dr1, a new solution is 
generated randomly. Otherwise, roulette wheel selection is performed to select a 
solution from population. After the selection, only the last three operations (de-
scribed later) are performed without processing myopia or hyperopia operations. 
A randomly generated solution is refined either by myopia or hyperopia opera-
tions. Myopia correction is carried out to treat near-sightedness (positive direction 
search) with the probability dr2. Hyperopia correction is performed to fix far-
sightedness (negative direction search) with the probability 1-dr2. Note that the 
division rates dr1 and dr2 are dynamic variables which change over iterations. 

Myopia correction increases the focal length of lens and performs search in 
positive direction as given follows: 

 
 , 1, 1,   (13) 
 

On the other hand, hyperopia correction decreases the focal length of lens and 
performs negative direction search given in the following equation: 

 
 , 1,   (14) 
 

Regardless of whether the above two operators are processed, the last three  
operators are conducted: brightness increase, compression, and astigmatism cor-
rection. Note that the frequency of processing each of the last three operators is 
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controlled by a predefined probability. The brightness of lens is measured by 
modulation transfer function (MTF).  

 
 ∑   (15) 

where ∑  where dxi is Euclidean distance in the ith axis (dimen-

sion) from the current best solution.  
Lens is compressed to decrease its thickness. Compression factor (CF) is con-

sidered to control convergence speed. The bright increase and compression opera-
tion are embedded in the following equation: 

 

 , , 1 1,1 1   (16) 

 
where T is maximum number of iteration allowed.  

Finally, astigmatic correction is performed. 
 

 , , 1 1,1 sin   (17) 
 
where  is axial parameter.. The whole operations continue until stopping criteria 
are met. 

3 Summary 

This paper introduced six new/improved metaheuristic optimization algorithms. 
CTA mimics generic cancer treatment process which consists of three differentope-
rators. All three operators are conducted to produce children population. On the 
other hand, VCA,inspired by vision correction procedures ,consists of myopia and 
hyperopia correction, brightness increase, compression,etc. The frequency of each 
operation is controlled by division rates. ICHS and MLHS are the variants of SHS. 
ICHS increases selection pressure for the solutions classified as high fitness clusters, 
while MLHS adopts hierarchical tournament for filling the HMs of the cells in the 
upper layers. EPSO and SSA are considered as the variants of PSO. 

Table 1 indicates the number of parameters used in the six algorithms. The 
number of parameters is smallest in EPSO, while that is largest in MLHS. In a 
follow-up companion paper, the six algorithms are demonstrated and compared 
through well-known benchmark functions and a real-world engineering problem. 

Table 1 Number of parameters (population size is included as a user parameter, while 
number of maximum iteration is excluded) 

CTA EPSO ICHS MLHS SSA VCA 
5 3 6 7 6 7 
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Abstract In the previous companion paper, six new/improved metaheuristic opti-
mization algorithms developed by members of Hydrosystem laboratory in Korea 
University (KU) are introduced. The six algorithms are Cancer Treatment Algo-
rithm (CTA), Extraordinary Particle Swarm Optimization (EPSO), Improved 
Cluster HS (ICHS), Multi-Layered HS (MLHS), Sheep Shepherding Algorithm 
(SSA), and Vision Correction Algorithm (VCA). The six algorithms are tested and 
compared through six well-known unconstrained benchmark functions and a pipe 
sizing problem of water distribution network. Performance measures such as 
mean, best, and worst solutions (under given maximum number of function evalu-
ations) are used for the comparison. Optimization results are obtained from thirty 
independent optimization trials. Obtained Results show that some of the newly 
developed/improved algorithms show superior performance with respect to mean, 
best, and worst solutions when compared to other existing algorithms. 
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1 Introduction 

Each of six members of hydrosystem laboratory in Korea University (KU) in-
vented either a new metaheuristic optimization algorithm or an improved version 
of Harmony Search (HS) [1,2] or Particle Swarm Optimization (PSO) [3] as a 
class project for the fall semester 2014. The objective of the project was to help 
students understand the characteristics of metaheuristic optimization algorithms 
and invent an algorithm by themselves considering convergence, diversification, 
and intensification. Two new algorithms are Cancer Treatment Algorithm (CTA) 
and Vision Correction Algorithm and four algorithms are improved versions of 
existing algorithms: Extraordinary PSO (EPSO) and Sheep Shepherding Algo-
rithm (SSA) are the variants of PSO, while Improved Cluster HS (ICHS) and Mul-
ti-Layered HS (MLHS) are the variants of HS. The details of the six algorithms 
were described in the previous companion paper [4]. 

In this paper, the six algorithms were tested and compared through six well-
known unconstrained benchmark functions and a pipe sizing problem of water 
distribution network. Performance measures such as mean, best, and worst solu-
tion (under given maximum number of function evaluations) were used for the 
comparison. This paper first describes the performance measures used and the 
details of test problems. Then, the optimization results of test problems were  
presented and conclusions were made at the end of the paper. 

2 Performance Measures 

2.1 Mean, Best, and Worst Error 

Each test problem is solved by using the six metaheuristic algorithms. The prede-
fined number of independent optimizations is performed with randomly generated 
initial solutions. Sufficiently large number of trials is considered to exclude the 
biased performance of better initial solutions. Mean, worst, and best errors ob-
tained from the six algorithms are compared. Mean error is the averaged absolute 
deviation of the optimal solutions' objective function value (OFV) from the known 
optimal OFV and represents the expected solution quality obtained by an algo-
rithm. Worst error indicates the fitness difference between the worst solution and 
the known optimal solution and the reliability of algorithm performance. Finally, 
best error is the best solution's absolute deviation. Theses error metrics can be 
measured only when given the known optimal OFV. Note that one of the three 
performance measures cannot solely used to compare algorithms' performances. 
Three measures should be simultaneously considered in the evaluation. For con-
sistent comparison, the same predefined number of function evaluations (NFEs) is 
commonly allowed for the six algorithms as a stopping condition. 

2.2 Success Rate 

The success rate is defined as the ratio of the runs to total runs made in which the 
best solution's OFV found within the predefined NFEs falls within the acceptable 
limit (Slimit). This metric represents the robustness of algorithm performance.  
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An algorithm with high success rate has higher likelihood of finding near-optimal 
solution than the algorithm with low success rate. 

2.3 Number of Function Evaluations 

Mean number of functional evaluations (NFEs) is the expected NFEs at which the 
best solution's OFV falls less than Slimit and indicates search efficiency. Another 
NFEs measure was taken into account for the six algorithms comparison. Ex-
pected minimum NFEs (EMNFEs) is the NFEs at which the averaged evolution of 
the solutions falls less than Slimit. Therefore, in order to calculate EMNFEs, the 
OFVs of the best solutions in all trials are averaged at every iteration and checked 
whether less than Slimit or not. 

3 Test Problems 

3.1 Benchmark Functions 

Six well-know benchmark problems are used to compare the six algorithms: three 
two-dimension (2D) and three 30D problems. Three 2D problems are Rosenbrock, 
Easom, and Goldstein functions. Three 30D problems are Rastrigin, Griewank, 
and Ackley functions. All problems are unconstrained, minimization problem that 
 

Table 1 Benchmark Functions 

Dimension Functions Equations 

2D 

Rosenbrock 
100 1  min 1,1 0

Easom 
cos cos

  min , 1 

Goldstein 

1 1 1914 3 14 6 330 2 3 18 32 1248 36 27   min 0, 1 3
30D 

Rastrigin ∑ sin | |   min 0, … ,0 0 

Griewank 
∑ ∏ cos √ 1  min 0, … ,0 0  

Ackley 

20 exp 0.2 ∑  exp ∑ cos 2 20  min 0, … ,0 0  
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has known global optimum. An optimization run is considered a success if the best 
solution's error is less than or equal to 1 10  (Slimit = 1 10 ) for 2D and 
Slimit = 1 10  for 30D problems. For 2D problem, the maximum NFEs was set 
to 50,000. On the other hand, the predefined NFEs of 100,000 was allowed for 
30D problems. The success threshold and stopping criterion were consistently 
considered for each algorithm for having fair comparison. 

3.2 Water Distribution Network Pipe Sizing Problem 

The pipe sizing of water distribution network (WDN) is to determine optimal dis-
crete pipe sizes for a system to minimize total economic cost, while satisfying 
constraints on the pressure constraints and system hydraulics. WDN pipe sizing 
problem is generally difficult to solve because the problem consists of a set of 
nonlinear equation based on the conservation laws of mass and energy and its 
dimension is large. Therefore, the complexity of the problem has been reduced to 
solve the problem using traditional deterministic optimization methods, linear and 
nonlinear programming [5], [6]. Genetic algorithm was also used for solving the 
problem [7,8]. 

Balerma network is a well-known benchmark network supplied by gravity flow 
from four fixed head sources. In the WDN research community, numerous optimi-
zation algorithms has been tested by solving the pipe sizing problem of Balerma 
network and the optimal results are compared with respect to the solution quality 
and computational speed [9-12].  

Balerma network is a loop-dominated network with total 8 loops and consists 
of 443 nodes and 454 pipes. The pipe sizing problem is to minimize total econom-
ic cost with the constraints on the pressure requirements. 

  ∑    (1) . .        1, … ,    (2) 
 
where C() is unit pipe cost (Euro/m), Di is pipe diameter in mm of the ith pipe, 

Li is length of the pipe i, Pi is pressure at the jth node, and Pmin is the minimum 
pressure requirement. The conservations of mass and energy were implicitly satis-
fied through a hydraulic simulation performed on EPANET [13]. 

For consistent comparison of the six algorithms' performance, the same con-
straint handing approach was used. The penalty cost (PCost) is added to total  
economic cost if the pressure constraint is not met ( ). 

 ∑         (3) 
 
where  is deviation constant and 1020, and  is interceptor constant 107. 

Commercial pipe diameter set and unit pipe cost reported in [14] are used. Follow-
ing [14], new pipes are assumed to have Darcy-Weisbach roughness coefficient  
e = 0.0025 mm. For this problem the maximum 45,400 NFEs were allowed. 
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4 Application Results 

We ran each algorithm 100 times for each benchmark problems, while 30 optimi-
zation tasks were made for the Balerma network pipe sizing problem. Mean, 
worst, and best errors were obtained, and success rates and NFEs measures were 
calculated from the optimization results. 

Table 1 shows average errors of the six algorithms for the six benchmark prob-
lems. VCA outperformed other algorithms finding the global optimums for all 
benchmark problems (success rate is 100%). Note that the algorithm that has the 
smallest mean NFEs and EMNFE (the values are not presented in this paper) was 
different in each problem. EPSO was the second best algorithms which found the 
global optimums in all the function except Ackley functions. EPSO and SSA both 
of which were stem from PSO showed similarly good performances. The quality 
of solution found by SSA in the Rosenbrock and Ackley was the best among other 
solutions. It can be concluded that perturbing worst solutions by shepherd and 
considering more target particles enhances the efficiency of swarm-based algo-
rithms. MLHS was performed worst finding the known optimal solution except for 
the Easom and Goldstein functions. VCA's adopting various operators such as 
myopia and hyperopia operators and astigmatic correction resulted in robustly 
good performances on the benchmark problems. 

Table 2 Mean errors of the six algorithms in benchmark problems 

Problems CTA EPSO ICHS MLHS SSA VCA 
Rosenbrock 3.93E-11 0 3.29E-21 6.13E-12 2.21E-22 0 
Easom 2.46E-11 0 0 0 0 0 
Goldstein 2.33E-11 0 0 0 0 0 
Rastrigin 0 0 8.93E-05 7.29E-07 0 0 
Griewank 0 0 0 2.36E-06 0 0 
Ackley 4.44E-16 1.47E-14 1.11E-09 1.70E-06 8.70E-16 0 

 
It is worth mentioning that for most methods different user parameter sets have 

been used for the benchmark functions. Talking about the second problem, for 
each algorithm, thirty optimization runs were performed to solve the Balerma pipe 
sizing problem. Mean, worst, and best costs of the six algorithms were obtained 
and compared. Again, VCA outperformed other algorithms, while SSA was the 
second best algorithm. The best cost found by VCA was about 84% of that found 
by EPSO which was the worst performed algorithm. On average, CTA required 
the smallest NFEs for finding a feasible solution. However, the quality of final 
solution was mostly determined by algorithm's exploitation efficiency. As can be 
seen in Fig. 1, VCA has the highest rate of improvement after the exploration 
phase (i.e., for NFEs > 10,000). 
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Modified Blended Migration and Polynomial
Mutation in Biogeography-Based Optimization

Jagdish Chand Bansal

Abstract Biogeography-based optimization is a recent addition in the class of pop-
ulation based gradient free search algorithms. Due to its simplicity in implementation
and presence of very few tuning parameters, it has become very popular in very short
span of time. From its inception in 2008, it has seen many changes in different steps
of the algorithms. This paper incorporates the modified blended migration and poly-
nomial mutation in the basic version of BBO. The proposed BBO is named as BBO
with modified blended crossover and polynomial mutation (BBO-MBLX-PM). The
performance of proposed BBO is explored over 20 test problems and compared with
basic BBO aswell as blendedBBO.Results show that BBO-MBLX-PMoutperforms
over BBO and other considered variants of BBO.

Keywords Biogeography based optimization · Meta-heuristics · Evolutionary
algorithms

1 Introduction

Biogeography-Based Optimization (BBO) is a meta-heuristic algorithm for numeri-
cal optimization introduced by Dan Simon in 2008 [9]. The algorithm is based on the
natural migration of species between habitats. Migration of species between habi-
tats allows the information flow between them. The candidate solution movement
in the search space is similar to that of Particle Swarm Optimization (PSO), i.e. the
original population is not die out after each iteration but makes itself better [8]. This
movement is not like that of Genetic Algorithms, where less fit individuals die out
and in next iteration a new population is evolved. Therefore, in author’s view, BBO
should not be regarded as an evolutionary algorithm. Also it should be noted that in
BBO, all the candidate solutions do not tend to cluster at a single point as in PSO.
In this way, BBO process is significantly different from PSO also.
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BBO has been modified in many ways from its inception in 2008. In [8] Lohokare
et al. presented a memetic BBO named as aBBOmDE. In aBBOmDE, the perfor-
mance of BBO is accelerated with the help of amodifiedmutation and clear duplicate
operators. In order to make BBO more explorable for global optimization POLBBO
is developed in [11]. In POLBBO, proposed polyphyletic migration operator utilizes
four individuals’ features to generate a new individual. Polyphyletic migration oper-
ator is introduced to increase the population diversity. Simultaneously, employing an
orthogonal learning (OL) strategy based on orthogonal experimental design makes
POLBBO quickly discover more useful information from the search experiences and
efficiently utilize the information to construct a more promising solution. In [10],
Simon et al. found that in BBO only one independent variable changes at a time and
therefore BBO performs poorly on non-separable problems. In order to make BBO
efficient to deal with non-separable problems they proposed a linearized version of
BBO, namely LBBO. LBBO is combined with periodic re-initialization and local
search operators to obtain an algorithm for global optimization in a continuous search
space. Gong et al. proposed a real coded BBO (RCBBO) in [5] as an algorithm with
better diversified population. For a better diversified population they implemented a
mutation operator in BBO and did experiments with three mutation operators (i.e.,
Gaussian mutation, Cauchy mutation, and Levy mutation). In [6] Li et al. proposed
a sinusoidal migration model called perturb migration in BBO and then Gaussian
mutation is incorporated into perturbed BBO. The so obtained BBO is named as
perturb biogeography based optimization (PBBO). Li et al. proposed two extensions
to the basic BBO in [7]. They proposed multi-parent crossover and the Gaussian
mutation operator in order to improve the exploration ability of BBO.

Migration and mutation are two important features of BBO algorithm. The per-
formance of BBO can be enhanced significantly by revisiting original migration and
mutation operators. In continuation of earlier modifications, this paper proposes a
variant of BBO which incorporates two modifications in the basic BBO: a modi-
fied blended migration and polynomial mutation. The proposed variant of BBO is
named as BBO with modified blended crossover and polynomial mutation (BBO-
MBLX-PM). Experiments on test problems in the continuous search space show that
there is a lot to do with migration and mutation operators of BBO. Rest of the paper
is organized as follows: In section 2 original biogeography-based optimization is
explained. In section 3 a new BBOwith modified blended migration and polynomial
mutation is proposed and analyzed. In section 4 BBO-MBLX-PM is tested over 20
test problems. Finally, in section 5 paper is concluded.

2 Biogeography-Based Optimization

Biogeography-based optimization is a population based global optimization algo-
rithm which is inspired by the natural immigration and emigration of species within
islands. Good geographical conditions of an island attract species to migrate from
one island to other. Here each island is called habitat and its goodness is known as
Habitat Suitability Index (HSI). It is to note that HSI is analogous to fitness of an
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individual like in any meta-heuristic algorithm. Here a habitat represents a candidate
solution. Characteristics of a habitat like rainfall, land area and temperature repre-
sent the independent variables. These variables are called Suitability Index Variables
(SIV). In short, a habitat is a n-tupple of n SI V s whose fitness is denoted by HSI.
In BBO, any solution improves based on the immigration and emigration of solution
features within habitats. A high HSI habitat shares its good features with low HSI
habitat and low HSI habitat accepts the new features of high HSI habitat. Repeated
application of this process creates a better habitat.

In BBO, the immigration rate λ and emigration rate μ balance the rate at which
new species arrive and the rate at which the old species leave the habitat. These rates
λ and μ are functions of the number of species on the habitat. If at a particular time,
there are S species in a habitat, the immigration rate λ and emigration rate μ are
calculated using the following two formulae:

λ = I

(
1 − S

Smax

)
(1)

μ = E

(
S

Smax

)
(2)

where I is themaximumpossible immigration rate, which occurs when there are zero
species on the island and E is the maximum possible emigration rate, which occurs
when the island contains the largest number of species Smax that it can support.

Immigration rate (λ)

Rate

E= I

S
max

No. of species

S
0

Emigration rate ( μ) 

Fig. 1 Relationship among number of species, immigration rate and emigration rate
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Fig. 1 shows the relationships between the number of species, λ and μ. Here S0 is
the equilibriumstate of an islandwhich is attainedwhen the immigration rate and emi-
gration rate are same. If number of species of a habitat is less than S0 then the habitat
is referred as lowHSI habitat because they have high immigration and low emigration
rate and if the number of species in a habitat is greater than S0 then it is referred as high
HSIhabitat.Moreabout immigrationandemigrationcanbeseen in [3].TheBBOalgo-
rithm primarily contains two operators migration andmutation. Algorithm 1 explains
migration operator in BBO. Here rand(0, 1) is a uniformly distributed random num-
berbetween0and1. InBBO, themigrationoperator is similar to thecrossoveroperator
of evolutionary strategies. SIV of a selected habitat is modified using this operator.

for i=1 to population size do
Select habitat Hi with probability λi ;
if Hi is selected, i.e. if rand(0, 1) <λi then

for j=1 to population size do
Select habitat H j with probability μ j ;
if H j is selected, i.e. if rand(0, 1) <μ j then

Randomly select an SIV from H j ;
Replace a random SIV in Hi with randomly selected SIV of H j in
previous step, i.e. Hi (SI V ) ← H j (SI V )

end
end

end
end

Algorithm 1. Migration in Biogeography-based Optimization

Mutation is analogous to the sudden changes in the habitat. This operator is
responsible to maintain the diversity in population during BBO process. Mutation
randomlymodifies habitat SIVs based on the habitat’s a priori probability of existence
Pi obtained from the following differential equation:

Ṗs =

⎧
⎪⎨

⎪⎩

−(λs + μs)Ps + μs+1Ps+1 if s = 0

−(λs + μs)Ps + μs+1Ps+1 + λs−1Ps−1 if 1 ≤ s ≤ smax

−(λs + μs)Ps + λs−1Ps−1 if s = smax

(3)

Very high HSI solutions and very lowHSI solutions are equally improbable.Medium
HSI solutions are relatively probable [7]. Mutation is explained by algorithm 2. The
mutation rate mi is expressed as:

mi = mmax

(
1 − Pi

Pmax

)
(4)

where mmax is a user defined maximum mutation probability. Pmax = Argmax Pi ;
i = 1, 2, ...,population size. Formore details aboutmigration andmutation operators
see [9].
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for i=1 to population size do
Compute the probability Pi ;
for j=1 to number of decision variables do

Select H j (SI V ) with probability based on Pi ;
if rand(0, 1) < mi then

Replace H j (SI V ) with a randomly generated SI V
end

end
end

Algorithm 2. Mutation in Biogeography-based Optimization

Create and Initialize a n-dimensional population;
Evaluate fitness (HSI) of each habitat;
while termination condition met do

Sort the population from best to worst;
Compute number of species S, λ and μ ;
Apply migration algorithm 1;
Update the probability for each habitat;
Apply mutation algorithm 2;
Evaluate fitness (HSI) of each habitat;
Implement elitism for keeping best solutions;

end
Algorithm 3. Biogeography-based Optimization

3 Modified Biogeography-Based Optimization

Blended crossover, described below, is applied to BBO instead of its traditional
migration operator in [8]:

Hi (SI V ) ← αHi (SI V ) + (1 − α)Hj (SI V ) (5)

where α is a real number between 0 and 1. As mentioned in [8], α could be random
or deterministic or based on the fitness of solutions Hi and Hj . This paper proposes
a new setting of α in blended crossover as below:

α = αmin + (αmax − αmin)kt (6)

Where αmin and αmax are minimum and maximum values of α. k is user defined
parameter and should be less than 1. t is the generation counter. It is clear from (6) that
due to k < 1, α decreases as generation increases and therefore the ratio of features
(SIVs) of Hi and Hj in the new solution non-linearly changes over generations. The
variation of α with respect to the generation counter is shown in Fig. 2. An inertia
weight parameter for particle swarm optimization algorithm has also been defined
using the formula (6) [2]. All of themutation schemes that have been implemented for
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Fig. 2 Variation of α with respect to generation counter

GAs could also be implemented for BBO [9]. Polynomial mutation has already been
successfully applied to GAs [4] and therefore this paper also explores the application
of polynomial mutation in BBO algorithm. For a given solution X ∈ [Xlb, Xub], the
mutated solution X ′ is defined as below [4]:

X ′ =
{

X + δL(X − Xlb) if u ≤ 0.5

X + δR(Xub − X) if u > 0.5
(7)

Here u is a random number belongs to [0, 1] and δL and δR are calculated as below:

δL = (2u)
1

1+ηm − 1 u ≤ 0.5 (8)

δR = 1 − (2(1 − u))
1

1+ηm − 1 u > 0.5 (9)

Where ηm is user defined index parameter in the range [20, 100].
In this paper, a comparative study among basic version ofBBO,BBOwith original

mutation and modified blended migration, BBO with polynomial mutation and orig-
inal migration and BBO with polynomial mutation and modified blended migration
has been carried out. Results have also been compared with blended BBO of [8].

4 Numerical Experiments

In this section, the performance of BBO with polynomial mutation and modified
blended migration is examined through 20 unconstrained test problems listed in
Table 1. All the considered problems are of minimization type. Details of these
problems can be seen in [1]. All the considered problems are scalable and the number
of decision variables are fixed to be 30. For all experiments, parameters are set as
follows:

– Maximum immigration rate: I = 1;
– Maximum emigration rate: E = 1;
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– elitism size = 2;
– Mutation probability: mmax = 0.005;
– Number of habitats, i.e. population size =100;
– Total number of generations in each run = 1000;
– ηm (in polynomial mutation) = 20;
– αmin = 0.1 and αmax = 1 (in modified blended migration);
– λ = 0.95 (in modified blended migration);

Table 2 presents the average fitness of 30 runs for each problem. Second column
entries are the results of basic BBO algorithm, while subsequent columns presents
the results of blended BBO (BBO-BLX), BBO with original mutation and modi-
fied blended migration (BBO-MBLX), BBO with polynomial mutation and original
migration (BBO-PM) and BBO with polynomial mutation and modified blended
migration (BBO-MBLX-PM) respectively. It can be observed easily that BBO-BLX
performs better than basic BBO as expected. BBO-MBLX modifies the BBO-BLX
with a new setting of α in expectation of better results. As per expectation, BBO-
MBLXperforms better than BBO-BLX for 15 problems and equal for 4 problems out
of 20. However, combination of original migration and polynomial mutation (BBO-
PM) could not perform well but perform better than basic version of BBO and poor
as compared to BBO-BLX. But the combination of modified blended migration and
polynomial mutation in BBO did the job. BBO-MBLX-PM performed better than

Table 1 Test Problems

Sr. N0. Problem Name

1 Sphere
2 De Jong’s f4
3 Griewank
4 Rosenbrok
5 Rastrigin
6 Ackley
7 Alpine
8 Michalewicz
9 Cosine Mixture
10 Exponential
11 Zakharov’s
12 Cigar
13 brown3
14 Schewel prob 3
15 Salomon Problem
16 Axis parallel hyperellipsoid
17 Pathological
18 Rotated hyper-ellipsoid function
19 step function
20 Quartic function
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Table 2 Experimental Results

Sr. No. BBO BBO-BLX BBO-MBLX BBO-PM BBO-MBLX-PM

1 5.3080E-03 2.6900E-05 1.1300E-11 7.3800E-05 1.6300E-13
2 5.4600E-05 3.1300E-08 0.0000E+00 1.2700E-08 0.0000E+00
3 9.4859E-01 1.5651E-02 1.1808E-02 5.8904E-02 4.9280E-03
4 7.6474E+01 2.7476E+01 2.6537E+01 5.4545E+01 2.5124E+01
5 7.5930E-01 6.2500E-03 3.3900E-09 1.6706E-02 2.3700E-10
6 5.6093E-01 1.8627E-02 2.3100E-05 3.5261E-02 2.1200E-06
7 2.6216E-02 7.0900E-04 1.5700E-07 4.7280E-03 3.7900E-08
8 -8.6536E+00 -8.6602E+00 -8.6602E+00 -8.5152E+00 -8.6325E+00
9 -2.9979E+00 -3.0000E+00 -3.0000E+00 -3.0000E+00 -3.0000E+00
10 -9.9992E-01 -1.0000E+00 -1.0000E+00 -1.0000E+00 -1.0000E+00
11 8.6806E+00 9.3443E-01 4.6111E-02 2.7731E+00 1.3717E-02
12 1.3916E+03 6.4074E+00 6.2300E-06 1.9825E+01 1.6000E-07
13 2.0170E-03 3.1300E-04 1.5400E-09 3.0000E-05 1.6800E-13
14 4.5027E-01 1.2898E-02 3.2000E-06 5.7692E-02 4.7400E-07
15 1.3695E+00 8.4546E-01 4.3011E-01 9.1708E-01 3.7006E-01
16 7.4550E-02 3.5800E-04 4.6700E-10 1.0330E-03 3.4400E-12
17 3.3626E+00 4.0155E+00 3.6173E-01 4.4856E+00 9.4797E-01
18 1.3245E+01 4.3322E-02 7.5255E-08 1.8473E-01 3.7777E-10
19 1.6000E+00 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00
20 9.2439E+00 8.4372E+00 8.5114E+00 9.1217E+00 8.4506E+00

all considered versions of BBO over the considered test problems. Performance of
the considered BBO versions can be summarized as below (A > B ⇐⇒ algorithm
A is better than algorithm B):

B BO−M BL X−P M > B BO−M BL X > B BO−BL X > B BO−P M > B BO

5 Conclusion

This paper proposes amodification in the blendedmigration operator and use of poly-
nomial mutation in BBO. Simultaneous application of proposed non-linear decreas-
ing value of parameter α in blended migration operator and polynomial mutation
makes better balance in exploration and exploitation in BBO. Experimental results
over 20 unconstrained test problems exhibit that combination of these two operators
in BBOmakes BBO a promising continuous search algorithm. In the sameway, stud-
ies can be carried out to check the performance of other combinations of different
mutation and crossover operators already applied to the evolutionary algorithms.
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A Modified Biogeography Based Optimization

Pushpa Farswan, Jagdish Chand Bansal and Kusum Deep

Abstract Biogeography based optimization (BBO) has recently gain interest of
researchers due to its efficiency and existence of very few parameters. The BBO
is inspired by geographical distribution of species within islands. However, BBO
has shown its wide applicability to various engineering optimization problems, the
original version of BBO sometimes does not perform up to the mark. Poor balance of
exploration and exploitation is the reason behind it. Migration, mutation and elitism
are three operators in BBO. Migration operator is responsible for the information
sharing among candidate solutions (islands). In this way, the migration operator
plays an important role for the design of an efficient BBO. This paper proposes
a new migration operator in BBO. The so obtained BBO shows better diversified
search process and hence finds solutions more accurately with high convergence
rate. The BBO with new migration operator is tested over 20 test problems. Results
are compared with that of original BBO and Blended BBO. The comparison which is
based on efficiency, reliability and accuracy shows that proposed migration operator
is competitive to the present one.

Keywords Biogeography based optimization · Blended BBO ·Migration operator

1 Introduction

The process of inspiring from nature many evolutionary algorithms (EAs) [1] and
swarm intelligence (SI) algorithms [7] have been developed. Genetic algorithm (GA)
[4], Genetic programming [3], Evolutionary programming [21], Differential evolu-
tion(DE) [20] and Neuroevolution algorithms [10] are in the category of EAs. SI
algorithms such as Particle swarm optimization (PSO) [14], Ant colony optimiza-
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tion (ACO) [5] , Artificial bee colony (ABC) [13] and Spider monkey optimization
(SMO) [2] etc. have been developed. Biogeography based optimization (BBO) algo-
rithm falls down in the category of evolutionary algorithms because of some similar
properties as evolutionary algorithm such as mutation and sharing the information
within candidate solutions, admittedly. The origin of BBO algorithm started in the
19th century when the science of biogeography came in picture by Alfred Wal-
lace and Charles Darwin. Then Robert Mac Arthur and Edward Wilson initiated
work on biogeography theory and developed mathematical model of biogeography
which stands for the mechanism, how species originate, how species dead and how
species migrate among islands. Working process of BBO is motivated by this the-
ory and improves the quality of solution by probabilistically sharing the information
between population of candidate solutions. BBO has distinctive and effective capa-
bility to improve candidate solution using immigration rate (λ) and emigration rate
(μ) of each island in all generations. These migration rates decide the immigrating
habitat and emigrating habitat and responsible for updating solution by accepting
information from promising solutions.

There are many developments in BBO algorithm by implementing and improv-
ing migration and mutation operators in original BBO algorithm. In [6] Du et al.
proposed BBO with evolutionary strategy (ES) and immigration refusal (RE). In
proposed BBO/ES/RE migration is based on immigration refusal and mutation is
based on evolutionary strategy. In BBO/ES/RE immigrating island rejects the fea-
tures from another islands which has low fitness than immigrating island and some
threshold. In BBO/ES/RE, select only best n individuals among parent and child
islands for next generation. In [17] Ma et al. proposed blended BBO. In blended
BBO, migration operator combined the features of both immigrating and emigrat-
ing islands. In [19] Simon et al. proposed LBBO (linearized BBO) for improving
solution of non seperable problems. LBBO combined with periodic re-initialization
and local search operator and obtain algorithm for global optimization in a con-
tinuous search space. In [15] Lohakare et al. proposed a memetic BBO named as
aBBOmDE, for improving convergence speed by modifying mutation operator and
maintained exploitation by keeping original migration. In [12] Gong et al. proposed
RCBBO (real coded BBO) in which each habitat was represented by real parameter.
In RCBBO, to improving exploration ability and the diversity of population, some
special mutation operators as gaussian mutation, cauchy mutation and levy mutation
are incorporated into the habitat mutation. In [11] Gong et al. proposed a hybrid
differential evolution with biogeography based optimization named as DE/BBO. In
proposed algorithm exploration of DE combined with exploitation of BBO, gener-
ated the effective solution. In [16] Ma et al. presented BBMO for handling multiple
objective with the help of BBO. In proposed algorithm, problem decomposed into
sub problems and applied parallel BBO algorithm for optimizing each sub problems.

In this paper we introduced a modified migration operator. This operator is able
to use the four individuals’ information intelligently in essential step. This operator
is modified for diversified search in promising area of search space. It can not be
rejected that poor solution has good feature in some dimension as well as good solu-
tions has possibility for bad feature in some dimension. In this way, poor solution
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may responsible for promising result. In basic migration operator of BBO and mod-
ified migration operator developed earlier can not make the best use of the search
experiences. Therefore, acceptance of information for immigrating island from other
candidate solutions is the important task. In this paper, modified migration operator
is given for utilizing the best information of candidate solutions. The target of this
paper is to enhance the performance of BBO by modifying migration operator in
BBO algorithm. This paper is organized as follows: In section 2, description of BBO
algorithm and its performance. In section 3, detail description to modified migra-
tion operator in BBO algorithm. In section 4, modified BBO is tested over 20 test
problems. In section 5, paper is concluded.

2 Biogeography Based Optimization

An evolutionary algorithm, Biogeography based optimization(BBO) is recently
developed by Dan Simon in 2008. BBO is inspired by geographical distribution
of species within islands over period of time. The mathematical model of biogeogra-
phy is based on speciation of species, extinction of species and migration of species
within islands, but BBO is based on only the concept of migration of species within
islands. So that speciation and extinction are not considered in BBO algorithm. In
BBO, island represents the solution. The island which have large number of species
corresponds to good solution and the island which have few number of species cor-
responds to bad solution. Good islands shares their features with bad islands. The
features that characterize habitability are called SIVs (suitability index variables).
SIVs are considered as independent variable. Island suitability index (ISI) represents
the fitness. The island which is very friendly to life is said to have high island suit-
ability index (ISI) and the island which is relatively less friendly to life is said to have
low island suitability index (ISI) and the ISI can be considered as dependent variable.
Low ISI island has high probability to accepts the new feature (good feature) from
high ISI island. Emigration rate is decreases from high ISI to low ISI island so that
highest ISI island has maximum emigration rate and immigration rate is increases
from high ISI to low ISI island so that highest ISI island has minimum immigration
rate. The immigration rate λ and emigration μ are calculated by two formulas.

λi = I

(
1 − ki

n

)
(1)

μi = E

(
ki

n

)
(2)

λi stands for immigration rate of i th individual (island).
μi stands for emigration rate of i th individual (island).
I stands for maximum possible immigration rate.
E stands for maximum possible emigration rate.
n stands for maximum possible number of species that island can support.
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Ki stands for fitness rank of i th island after sorting fitness of i th island, so that for
worst solution Ki is taken as 1 and for best solution Ki is taken as n.
It suffices to assume a linear relationship between number of species and migration
rate for many application point of view. The relation between migration rate (λ and
μ) and number of species is illustrated in Fig. 1. If there is zero species in the island
then immigration rate is maximum, denoted by I. If there are maximum number of
species (Smax ) in the island then emigration rate is maximum, denoted by E. There
is an equilibrium state where immigration rate and emigration rate are equal. The
equilibrium number of species in this state is denoted by S0. The island referred as
high ISI island if the number of species is above than S0 and the island referred as low
ISI island if the number of species is less than S0. Migration and mutation are two
crucial operators in BBO. The migration operator is same as the crossover operator
of evolutionary algorithm. Migration operator is responsible for sharing the feature
among candidate solutions for modifying fitness. Mutation occur by sudden changes
in island due to random event and is responsible for maintaining the diversity of
island in BBO process. Algorithm [1, 2, 3] describes the Pseudo code of migration
operator, mutation operator and BBO respectively.

Algorithm 1. Migration operator

Population size ← n;
for i ← 1, n do
Select the habitat Hi according to λi ;
if rand(0,1) < λi then

for e ← 1, n do
Select the habitat He according to μe;
Hi (SI V ) ← He(SI V )

end for
end if

end for

Algorithm 2. Mutation operator

Population size ← n;
for i ← 1, n do
Select the habitat Hi according to probability Pi ;
if rand(0,1) < mi then

Hi (SI V ) ← randomly generated SIV
end if

end for
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Algorithm 3. Biogeography-based optimization

Population size ← n;
Define migration probabllity, mutation probability and elitism size ;
Evaluate ISI (fitness) value of each individual (island) ;
while Stoping condition not satisfied do
Sorting the population according best fitness to least fitness;
Apply migration :
Update the ISI value of each island ;
Apply mutation ;
Keep elitism in population ;

end while

Fig. 1 Relation between number of species and migration rate Fig. from[18]

Ps is the probability when there are s species in the habitat is changes from t to
(t+�t) as follows:

Ps(t + �t) = Ps(t)(1 − λs�t − μs�t) + Ps−1λs−1�t + Ps+1μs+1�t (3)

Where λs is immigration rate when there are s species in the habitat.μs is emigration
rate when there are s species in the habitat.
At time t+�t one of the following condition must hold for s species in the habitat.

1. If there were s species in the habitat at time t. Then no immigration and no
emigration of species within time t and t+�t.

2. If there were (s-1) species in the habitat at time t. Then one species immigrated
within time t and t+�t.

3. If there were (s+1) species in the habitat at time t. Then one species emigrated
within time t and t+�t.
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For ignoring the probability of more than one immigration or emigration, we take
�t very small
Taking �t −→ 0

Ṗs =

⎧
⎪⎨

⎪⎩

−(λs + μs)Ps + μs+1Ps+1, s = 0

−(λs + μs)Ps + λs−1Ps−1 + μs+1Ps+1, 1 ≤ s ≤ smax − 1

−(λs + μs)Ps + λs−1Ps−1, s = smax

(4)

3 Modified Migration in BBO

In biogeography based optimization process, migration operator plays a key role.
The concept behind the migration operator is sharing the information within islands.
Migration of solution feature within islands is motivated by the mathematical model
of species migration in biogeography. Basic BBO algorithm suffers from lack of
exploitation and stagnation at localminima. The possibleway to enhance its exploita-
tion capability is to improve the migration operator. Improved migration operator
simultaneously adopts more information from other habitats and maintains popula-
tion diversity as well as preserves exploitation ability and overcome stagnation at
local minima. The immigrating habitat Hi and emigrating habitat Hj are selected
according to the probability of immigration rate (λi ) and probability of emigration
rate (μi ) respectively.
In basic BBO, migration process is taken as:

Hi (SI V ) ← Hj (SI V ) (5)

In basic migration operator (5), immigrating island directly accepts the information
from emigrating island only. In the modified migration operator, immigrating habitat
accepts the information not only from emigrating habitat but also accepts the infor-
mation from immigrating habitat, best habitat and random habitat (other than best
habitat and immigration habitat). The working of new version of migration operator
is given as:

Hi (SI V ) ←

⎧
⎪⎨

⎪⎩

1
G (Hi (SI V )) + (1 − 1

G )(Hj (SI V )), i f G < Gmax
1
G (Hr (SI V ) − Hi (SI V )) +
(1 − 1

G )(Hbest (SI V ) − Hj (SI V )), i f G = Gmax

(6)

Where G is the generation index. The core idea of the proposed modified migration
operator is based on three considerations. First one is that if the immigrating habitat is
selected and generation index is not met maximum. Immigrating habitat accepts the
information only from immigrating and emigrating habitat. It is important to use the
information from other habitat in suitable ratio to improve the population diversity.
Here immigrating habitat use less information from itself andmore information from
emigrating habitat with increasing number of generation index. Here 1

G is decreasing
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Algorithm 4. Modified migration operator

Population size ← n;
Generation index ← G;
For the selected habitat Hi (SI V )

if rand(0,1) < λi then
Initialize generation index G=1;
if G ← 1 to Gmax − 1 then
Select the random habitat within population other than best habitat and running index
habitat;
Update the current solution as
Hi (SI V ) ← 1

G (Hr (SI V ) − Hi (SI V )) + (1 − 1
G )(Hbest (SI V ) − H j (SI V ))

else
Update the current solution as
Hi (SI V ) ← 1

G (Hi (SI V )) + (1 − 1
G )(H j (SI V ))

end if
else
Update the current solution as Hi (SI V ) ← Hbest (SI V )

end if

function of G and 1- 1G is increasing function of G. Second consideration is that if
generation index is met maximum, then immigrating habitat uses information from
first elite habitat, immigrating habitat, emigrating habitat and random habitat (except
immigrating habitat and first elite habitat). Here immigrating habitat uses very less
information from random habitat and immigrating habitat but uses relatively maxi-
mum information from first elite habitat and emigrating habitat. Third consideration
is that if rand (0,1) < λi is not met then immigrating habitat adopts the information
of first elite habitat.

4 Numerical Experiments

In this section we compare modified BBOwith other version of BBO algorithms and
experiments performed on 20 unconstrained test problems. Parameters used in the
algorithms are:
Maximum immigration rate:I=1
Maximum emigration rate :E=1
Mutation probability=0.01
Elitism size=2
Population size=50
Maximum no. of iteration=1000
No. of runs=100
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Table 1 represents the list of benchmark functions used in the experiments. In order
to see theeffectofproposedmodifiedBBOprocess success rate (SR),meangeneration
index (MGenIndex), mean error (ME), standard deviation (SD) and minimum error
(Min E) are reported in Table 2. Table 2 shows that proposedmodified BBO (MBBO)
outperforms in terms of reliability, efficiency and accuracy as compare to basic BBO,
blendedBBO(BBBO)andpreviouslymodifiedBBO(m1_BBO)givenin[8].Thepro-
posed algorithmMBBO is compared with BBO, BBBO and M1_BBO based on SR,
MGenIndex,MEandSD.The comparison of algorithms are based on this sequence as
SR, MGenIndex, ME than SD . Firstly all algorithms are compared according to SR,
if it is difficult to distinguish than compare based on MGenIndex, if still comparison
is not possible than compare according to ME. Finally, if find difficulty to compare
than compare according to SD. FromTable 2 it is clearly shown that according to suc-
cess rate, MBBO outperforms among all considered algorithms for the functions ( f1,
f2, f3, f5, f6, f8, f11, f12, f13, f15, f17, f18, f20). Further comparison for remain-
ing function is not possible by success rate than comparison according to mean gen-
eration index, MBBO is good for function f4 among all considered algorithms. Still
comparison is not possible by mean generation index. Then according to mean error,
MBBO outperforms for functions ( f7, f9, f10, f16, f19) among all considered algo-
rithms.Thenfinallyaccording toSD,MBBOperformance isbetter for the function f14
among all considered algorithms. From the above comparison the proposedmodified
BBOalgorithm (MBBO)outperforms the considered algorithms. It is clearly says that
MBBOiscost effective.All functiongiven inTable1arehighdimensional and include
unimodal, multimodal, separable, non separable with different optimum solution.

Table 2 Comparison of results of BBO , BBBO, M1_BBO and MBBO

Test problem Algorithm SR MGenIndex ME SD Min E

f1 BBO 0 1000.00 3.4172E-02 7.4295E-03 2.3251E-02
BBBO 0 1000.00 2.3055E-02 1.8532E-02 7.6838E-03
M1_BBO 0 1000.00 1.7875E-02 9.3983E-03 5.5819E-03
MBBO 64 1000.00 1.0952E-05 1.2781E-05 4.2636E-07

f2 BBO 0 1000.00 1.5005E-01 6.2059E-02 4.1119E-02
BBBO 0 1000.00 1.1160E-02 4.8538E-03 3.7219E-03
M1_BBO 0 1000.00 3.2510E-03 1.3871E-03 9.6735E-04
MBBO 100 719.97 8.9174E-06 1.3975E-06 1.3044E-06

f3 BBO 0 1000.00 4.5212E-03 1.7002E-03 1.4823E-03
BBBO 0 1000.00 4.4780E-04 2.3971E-04 9.0809E-05
M1_BBO 0 1000.00 1.1105E-04 4.8881E-05 4.0523E-05
MBBO 100 392.67 9.2256E-06 9.1214E-07 5.2037E-06

f4 BBO 0 1000.00 3.0398E-04 2.3429E-04 1.1133E-05
BBBO 78 901.51 1.1061E-05 7.5301E-06 2.6671E-06
M1_BBO 100 703.40 8.9391E-06 1.1892E-06 3.9210E-06
MBBO 100 419.86 9.2644E-06 1.0104E-06 3.9390E-06
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Table 2 (Continued)

f5 BBO 0 1000.00 1.9318E-04 6.0680E-05 7.5146E-05
BBBO 10 994.36 1.9646E-05 8.0968E-06 7.8973E-06
M1_BBO 94 824.13 9.5943E-06 1.3308E-06 7.0683E-06
MBBO 100 337.17 8.6550E-06 1.4708E-06 1.9623E-06

f6 BBO 0 1000.00 1.0345E+00 2.0308E-02 9.5733E-01
BBBO 0 1000.00 4.2443E-01 1.3223E-01 1.6039E-01
M1_BBO 0 1000.00 1.6664E-01 6.1318E-02 4.6993E-02
MBBO 77 998.34 8.7389E-05 4.3441E-04 4.5035E-08

f7 BBO 0 1000.00 5.8374E+01 2.9611E+01 1.3392E+01
BBBO 0 1000.00 2.7988E+01 2.1686E-01 2.7148E+01
M1_BBO 0 1000.00 3.5730E+01 2.1227E+01 7.9407E+00
MBBO 0 1000.00 2.6829E+01 2.7721E+00 1.2812E+01

f8 BBO 0 1000.00 1.3140E+00 2.2226E-01 7.9994E-01
BBBO 0 1000.00 6.2195E-01 8.3602E-02 3.9987E-01
M1_BBO 0 1000.00 5.5688E-01 7.5555E-02 3.9987E-01
MBBO 9 1000.00 2.7669E-01 2.3649E-01 3.0275E-02

f9 BBO 0 1000.00 9.4633E+00 3.3807E+00 3.7806E+00
BBBO 0 1000.00 3.2176E+02 1.1911E+02 1.0410E+02
M1_BBO 0 1000.00 1.7118E+00 1.0323E+00 4.7631E-01
MBBO 0 1000.00 1.5174E+00 1.6345E+00 4.1500E-03

f10 BBO 0 1000.00 5.1713E+00 1.1149E+00 2.2578E+00
BBBO 0 1000.00 1.3480E+00 2.2576E-01 7.6256E-01
M1_BBO 0 1000.00 1.1732E+00 2.0218E-01 6.9738E-01
MBBO 0 1000.00 9.4184E-01 1.4169E+00 2.5628E-02

f11 BBO 0 1000.00 6.8226E-01 1.1697E-01 4.2116E-01
BBBO 0 1000.00 1.6261E-01 3.7529E-02 8.1126E-02
M1_BBO 0 1000.00 6.7395E-02 1.4251E-02 3.4737E-02
MBBO 8 1000.00 1.0901E-04 9.7789E-05 3.6625E-06

f12 BBO 0 1000.00 1.0887E-02 3.9542E-03 3.3969E-03
BBBO 0 1000.00 1.0088E-03 4.5187E-04 3.2521E-04
M1_BBO 0 1000.00 2.8587E-04 1.2832E-04 4.5832E-05
MBBO 100 470.41 9.3789E-06 6.5679E-07 7.0421E-06

f13 BBO 0 1000.00 4.3800E+00 1.8683E+00 1.0000E+00
BBBO 54 910.06 5.9000E-01 7.7973E-01 0.0000E+00
M1_BBO 92 644.76 8.0000E-02 2.7266E-01 0.0000E+00
MBBO 99 983.56 1.0000E-02 1.0000E-01 0.0000E+00

Test problem Algorithm SR MGenIndex ME SD Min E
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Table 2 (Continued)

M1_BBO 0 1000.00 9.6601E+00 2.5619E-12 9.6601E+00
MBBO 0 1000.00 9.6601E+00 9.6772E-13 9.6601E+00

f15 BBO 0 1000.00 2.5698E+01 1.1451E+01 9.0935E+00
BBBO 0 1000.00 4.6674E-01 1.7943E-01 1.9471E-01
M1_BBO 0 1000.00 1.1357E+00 6.9909E-01 2.8541E-01
MBBO 50 1000.00 6.0615E+00 1.5010E+01 2.5766E-05

f16 BBO 0 1000.00 3.1193E+03 1.1982E+03 9.9760E+02
BBBO 0 1000.00 2.6013E+02 1.2657E+02 6.7269E+01
M1_BBO 0 1000.00 7.1825E+01 2.6809E+01 2.4157E+01
MBBO 0 1000.00 2.3801E-03 2.2788E-03 1.7076E-05

f17 BBO 0 1000.00 5.0369E-03 1.8759E-03 1.5551E-03
BBBO 0 1000.00 8.0826E-02 2.9152E-02 2.7447E-02
M1_BBO 0 1000.00 1.9267E-04 9.8574E-05 5.1375E-05
MBBO 100 785.24 5.9497E-06 3.1751E-06 3.6920E-09

f18 BBO 0 1000.00 6.1028E-01 4.8976E-01 9.0018E-06
BBBO 0 1000.00 5.0165E-06 7.3606E-06 2.0052E-08
M1_BBO 23 894.04 1.2787E-12 2.6254E-12 1.2212E-15
MBBO 85 441.13 1.4999E-01 3.5884E-01 1.1102E-16

f19 BBO 0 1000.00 8.6347E-01 1.9081E-01 4.8123E-01
BBBO 0 1000.00 3.6781E-01 3.2400E-01 1.0799E-01
M1_BBO 0 1000.00 7.2645E-02 2.0529E-02 3.8511E-02
MBBO 0 1000.00 1.0587E-03 1.7407E-03 3.6592E-05

f20 BBO 0 1000.00 1.4866E+00 5.2716E-01 6.3522E-01
BBBO 0 1000.00 7.5405E+00 2.4895E+00 2.3855E+00
M1_BBO 0 1000.00 6.8402E+00 2.1345E+00 2.0802E+00
MBBO 95 993.51 4.3060E-06 5.3902E-06 1.2352E-08

f14 BBO 0 1000.00 9.6601E+00 1.4342E-12 9.6601E+00
BBBO 0 1000.00 9.6601E+00 4.2958E-12 9.6601E+00

Test problem Algorithm SR MGenIndex ME SD Min E

5 Conclusion

This paper proposes a novel modified migration operator for better diversified search
in promising area of search space. The proposed modified BBO (MBBO) uses the
information from selected candidate solutions to find global optima more accurately
with high convergence rate. To verify the performance of MBBO, 20 test problems
with different characteristics are employed. Basic comparisonwith original BBO and
other variant of BBO are conducted. In terms of efficiency, reliability and accuracy,
the comparison results shows that MBBO outperforms the all considered algorithms.
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Tournament Selection Based Probability 
Scheme in Spider Monkey 
Optimization Algorithm 

Kavita Gupta and Kusum Deep 

Abstract In this paper, a modified version of Spider Monkey Optimization (SMO) 
algorithm is proposed. This modified version is named as Tournament selection 
based Spider Monkey Optimization (TS-SMO). TS-SMO replaces the fitness pro-
portionate probability scheme of SMO with tournament selection based probability 
scheme with an objective to improve the exploration ability of SMO by avoiding 
premature convergence. The performance of the proposed variant is tested over  
a large benchmark set of 46 unconstrained benchmark problems of varying  
complexities broadly classified into two categories: scalable and non-scalable 
problems. The performance of TS-SO is compared with that of SMO. Results for 
scalable and non-scalable problems have been analysed separately. A statistical 
test is employed to access the significance of improvement in results. Numerical 
and statistical results show that the proposed modification has a positive impact on 
the performance of original SMO in terms of reliability, efficiency and accuracy. 

Keywords Spider monkey optimization · Tournament selection · Unconstrained 
optimization · Swarm intelligent techniques 

1 Introduction 

Spider Monkey Optimization (SMO) technique [1] is a newly developed swarm 
intelligent technique for solving unconstrained real parameter optimization  
problems. It is a simple and easy to implement swarm intelligent technique with 
few control parameters. It is inspired from the food searching strategy of Spider 
monkeys. Spider monkeys belong to the class of fission-fusion social structure 
                                                           
K. Gupta() · K. Deep 
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based animals which live in a group of 40-50 individuals [4]. The group leader 
divides the whole group into small subgroups and the members of these subgroups 
search for their food in different directions. There are mainly two manipulation 
phases in SMO in each iteration which are responsible for the updation of the 
swarm. In one of these phases, members of the swarm get chance to update their 
position based on their probability. This probability is fitness proportionate, which 
is similar to roulette wheel selection in Genetic Algorithm (GA) [2,3]. Due to the 
use of fitness proportionate probability scheme in SMO, members of the swarm 
having higher fitness have better chances of updating their position as compared to 
the ones having lower fitness value. But sometimes even less fit members may 
contain some important information which can be very useful, but being not given 
a chance due to their low fitness, this important information is lost. Aiming at this 
limitation of SMO, we propose a variation of original SMO in which tournament 
selection based probability scheme has been used instead of fitness proportionate 
probability scheme of SMO. Tournament selection is one of the famous operators 
used in selection phase of GA [5]. Tournament selection based scheme will pro-
vide a chance to even less fit individuals to update their position. This modifica-
tion at improving the search ability and convergence speed of original SMO by 
favoring more exploration with the help of probability scheme based on tourna-
ment selection. To the best of our knowledge, this is the first attempt of using 
tournament selection for calculating probabilities in SMO. Tournament of size two 
has been used in the proposed method. The objective of this paper is to study the 
impact on the performance of SMO in terms of reliability and convergence speed 
after replacing fitness proportionate probability scheme with tournament selection 
based probability scheme which is meant to increase the exploration ability of 
SMO. 

The paper is organized as follows. Section 2 gives a brief introduction to Spider 
monkey optimization technique. In section 3, proposed modification in the origi-
nal SMO has been discussed. Section 4 deals with experimental settings followed 
by discussion of experimental results in section 5. Section 6 provides the conclu-
sion and future scope of proposed work. 

2 Spider Monkey Optimization Algorithm 

Like all other population based algorithms, SMO follows some iterative steps in 
the process of improving the swarm of randomly generated solutions. In addition 
to the initialization of the swarm, SMO follows six iterative steps. These are: 
Local leader phase, global leader phase, local leader learning phase, global leader 
learning phase, local leader decision phase and global leader decision phase. 
Detailed description of each iterative step along with their purpose in the 
algorithm can be found in [1]. Local leader limit, global leader limit, perturbation 
rate and maximum number of groups are four control parameters of SMO. 
Pseudocode for SMO has been provided in Fig. 1. 
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begin: 
   Initialize the swarm 
   Initialize Local leader limit, global leader limit, perturbation rate, maxi-

mum number  
   of groups 
   Iteration=0 
   Calculate fitness value of the position of each spider monkey in the swarm 
   Select Global Leader and Local Leaders by applying Greedy Selection 
   while (termination criterion is not satisfied) do 
         //Local Leader Phase 
        //Calculate Probabilities 
       //Global Leader Phase 
       //Global Leader Learning Phase 
       //Local Leader Learning Phase 
       //Local Leader Decision Phase 
       //Global Leader Decision Phase 
         Iteration = iteration +1 
    end while 
 end 

 

Fig. 1 Pseudocode for SMO 

3 Tournament Selection Based SMO 

TS-SMO is just a variation of SMO replacing fitness proportionate probability 
scheme used in SMO with tournament selection based probability scheme. The 
parameter associated with the tournament selection operator is the size of the tour-
nament. This size indicates the numbers of members which will participate in the 
tournament. In this paper, tournament size is two. In global leader phase, members 
of the swarm get a chance to update their position based on their probability. Fit-
ness proportionate probability scheme used in SMO provides more chances to 
highly fit members to make themselves better which sometimes may lead to pre-
mature convergence because of attraction of the swarm to highly fit individuals 
only. Tournament selection based probability scheme facilitates diversity in the 
population thus avoiding premature convergence.  Also, it may happen that even 
less fit individuals may contain some important information about the optimal 
solution. But since they do not have high probability, they have very less chances 
of updating their position. To avoid the loss of important information contained in 
less fit members of the swarm, it has been decided to use tournament selection 
based probability scheme in place of fitness proportionate probability scheme so 
that even less fit individuals may get chance to update their position. Let prob[i] 
and fit[i] be the probability and fitness respectively of the ith member of the 
swarm. Pseudocode for calculating probability in original SMO and TS-SMO has 
been provided in Fig. 2 and Fig. 3 respectively. 
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                    for i: 1 to n 

                    prob[i] = 0.9 0.1 

                    end for 
 

Fig. 2 Pseudocode for calculating probability in SMO 

 
                   for i: 1 to n 
                    a[i]=0 
                     for j:1 to n 
                       if (fit[i]>=fit[j]) 
                        a[i]=a[i]+1 
                       end if 
                      end for 
                    end for 
                    for i: 1 to n 

                    prob[i] = ∑  

                    end for 
  

Fig. 3 Pseudocode for calculating probability in TS-SMO 

4 Experimental Setup 

The performance of SMO and TS-SMO has been tested over a benchmark set of 
46 (1-30 are scalable problems and 31-46 are non-scalable problems) uncon-
strained optimization problems. All the scalable problems are of dimension 30 and 
dimension of each non-scalable problem is mentioned in the list of test problems 
given in the appendix.  Below is the parameter setting and termination criterion 
for the experiment. 

Swarm size =150 
Perturbation rate (pr) = linearly increasing ([0.1, 0.4]) 
Maximum number of groups (MG) =5 
Local leader limit =100 
Global leader limit=50 
Total number of runs =100 
Maximum number of iteration= 4000 
acceptable error =1.0e-05 
Stopping criterion = either maximum number of iterations are performed or  

acceptable error is achieved. 
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Here error is the absolute difference between the optimal solution and objective 
function value of the global leader. In order to make a fair comparison between 
the two algorithms, both the algorithms starts with the same initial swarm.. 

5 Experimental Results and Discussion 

In order to compare the performance of both the algorithms, number of successful 
runs and the average number of function evaluations of successful runs have been 
recorded. A run is said to be successful if the error value is less than the accepta-
ble error. Reliability of the algorithms has been measured from the number of 
successful runs and efficiency is measured with the number of function evalua-
tions of successful runs. Comparison between the two algorithms have been made 
in the following manner: 

First the number of successful runs have been checked and the algorithm with 
more number of successful runs will be the winner. If both the algorithms have 
same number of successful runs, then their average number of function evalua-
tions for successful runs have been checked and the algorithm with less number of 
function evaluations will be the winner. Further, to see if there is really any signifi-
cant difference between the function evaluations of successful runs, one tailed t-test 
at a significant level of 0.5 has been employed. “=” indicates there is no significant 
difference between the average of function evaluations of two algorithms and “+” 
and “-“ indicates that TS-SMO performs significantly better and worse than SMO 
respectively. T-test is only applied to the problems where number of successful runs 
for both the algorithms are same. The results of scalable and non-scalable prob-
lems have been provided in table 1 and table 2 respectively. 

From Table 1, it can be observed that out of 30 scalable problems, there are 5 
problems where both the algorithms do not have even a single successful run. 
From the rest of 25 problems, there are 21 problems were TS-SMO performs bet-
ter than SMO. Also, from the results of t-test, significant difference between the 
function evaluations can be observed.  

From Table 2, it is observed that out of 16 non-scalable problems, there are 3 
problems where both the algorithms have no successful runs. From the remaining 
13 problems, there are 7 problems where SMO performs better than TS-SMO, 
while there are 6 problems where TS-SMO performs better. Also, t-test results 
show significant difference in the number of function evaluations. 

From the results depicted in Table 1 and Table 2, it can be concluded that whe-
reas TS-SMO performs better than SMO on most of the scalable problems, its 
performance is not so good on non-scalable problems.  

In order to observe the effect of the variation in the objective function value as 
the iterations proceed Convergence graphs are plotted. Convergence graph of 
selected problems have been provided in Fig. 4, Fig. 5, Fig. 6 and Fig. 7. From 
these graphs it can be seen that TS-SMO convergence faster than SMO in most of 
the problems. 
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Table 1 No. of successful runs and average number of function evaluations of successful 
runs for SMO and TS-SMO (Scalable problems) 

Fun_no. Percentage of Success Function evaluations of successful runs 
Outcome of  

t-test 

SMO TS-SMO SMO TS-SMO 

1 100 100 33192 32128 + 

2 100 100 26566 25923 + 

3 100 100 103625 108601 = 

4 0 0 0 0 N.A. 

5 100 100 229495 254951 - 

6 100 100 63917 61660 + 

7 100 100 189827 149630 + 

8 100 100 24027 19040 + 

9 100 100 37701 34987 + 

10 100 100 25421 24404 + 

11 47 61 650570 682431 N.A. 

12 100 100 58502 56807 + 

13 100 100 32220 31231 + 

14 100 100 62664 60888 + 

15 0 0 0 0 N.A. 

16 100 100 38287 37013 + 

17 0 0 0 0 N.A. 

18 100 100 14002 13294 + 

19 100 100 22628 22437 + 

20 0 0 0 0 N.A. 

21 7 2 1051267 1117825 N.A. 

22 83 85 354061 349233 N.A. 

23 100 100 48381 47167 + 

24 100 100 30839 29457 + 

25 100 100 30695 29586 + 

26 100 100 39151 37892 + 

27 100 100 44665 43394 + 

28 0 0 0 0 N.A. 

29 100 100 106373 101093 = 

30 100 100 63980 61938 + 
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Table 2 No. of successful runs and average number of function evaluations of successful 
runs for SMO and TS-SMO for Non-Scalable problems 

Fun_no. Percentage of Success Function evaluations of successful 
runs

outcome  
of t-test 

 SMO TS-SMO SMO TS-SMO  
31 100 100 3738 3636 = 

32 98 93 430014 465326 N.A. 

33 100 100 18801 19552 - 

34 100 100 3585 3415 + 

35 100 100 256584 211382 + 

36 100 100 3304 3199 = 

37 100 100 131394 131171 = 

38 100 100 26119 33359 - 

39 100 100 2009 2281 - 

40 100 100 3071 2793 + 

41 0 0 0 0 N.A. 

42 100 100 24508 45553 - 

43 0 0 0 0 N.A. 

44 100 100 13458 13519 = 

45 0 0 0 0 N.A. 

46 100 100 10737 12525 - 

 

 

Fig. 4 Convergence graph of Function No. 8 
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Fig. 5 Convergence graph of Function No. 18 

 
Fig. 6 convergence graph of Function No. 36 

 

Fig. 7 Convergence graph of Function No. 38 
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6 Conclusion and Future Directions 

In this paper, a new version of SMO abbreviated as TS-SMO has been proposed. 
The novelty of this new version lies in the use of tournament selection based prob-
ability scheme instead of fitness proportionate probability scheme which has been 
used in original SMO. Maintaining a high level of diversity while preserving con-
vergence speed are two contradictory and necessary features of a metaheuristic 
technique and the numerical and statistical results show that whereas TS-SMO did 
a good job in balancing both the features by performing well on scalable prob-
lems, it could not perform so well on non-scalable problems. But since the expe-
riments have been performed over a limited number of benchmark problems and 
no theoretical proof has been provided, making any concrete conclusion will not 
be justified. Further work needs to be done experimentally and theoretically to 
make any strong judgement about the superiority of TS-SMO over SMO.  
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Appendix 

Table A1 Test problems 
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Table A1 (continued) 
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Table A1 (continued) 
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Optimal Extraction of Bioactive Compounds  
from Gardenia Using Laplacian Biogoegraphy  
Based Optimization 

Vanita Garg and Kusum Deep 

Abstract Bioactive compounds form different plant materials are used in a number 
of important pharmaceutical, food and chemical industries. Many conventional and 
unconventional methods are available to extract optimum yields of these bioactive 
compounds from various plant materials. This paper focuses on the extraction of 
bioactive compounds (crocin, geniposide and total phenolic compounds) from 
Gardenia (Gardenia jasminoides Ellis) by modeling the problem as a nonlinear 
optimization problem with multiple objectives. There are three objective functions 
each representing the maximizing of three bioactive compounds i.e. crocin, 
geniposide and total phenolic compounds. Each of the bioactive compounds are 
dependent on three factors namely: concentration of ethanol, extraction temperature 
and extraction time. The solution methodology is a recently proposed Laplacian 
Biofeographical Based Optimization. The results obtained are compared with 
previously reported results and show a significant improvement, thus exhibiting not 
only the superior performance of Laplacian Biogeographical Based Optimization, 
but also the complexity of the problem at hand. 

Keywords Biogeography-Based optimization · Response surface methodology · 
RCGA · Extraction of compounds · Laplacian BBO 

1 Introduction 

The extraction optimization of bioactive compounds from plant material is an 
important issue in order to yield the maximum benefits. Extraction optimization 
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plays a crucial role in final outcome. Many authors have solved this type of 
optimization using response surface methodology. Many Meta-heuristic 
approaches like genetic algorithm, Particale swarm optimization, Ant colony 
optimization, Biogeography based optimization etc. are getting famous by each 
passing day. Use of these optimization methods for extracting the optimal amount 
of bioactive compounds could be useful. Nature inspired technique like Real 
Coded Genetic algorithm has already been applied to this problem in [1].To 
optimize different yields of three bioactive compounds from gardenia fruit i.e. 
crocin, geniposide and total phenolic compounds, we are applying weighted sum 
approach of multi-objective optimization method. 

Gardenia is a plant having medicinal properties. Gardenia jasminoides Ellis is 
obtained from Gardenia fruits. These constituents of Gardenia fruits are used as 
herb medicines and natural dyes in many Asian countries. In real world scenario, 
using safe and natural colorants is a major concern as it can help in avoiding many 
harmful diseases [5]. 

Gardenia fruit is widely used in food industry for colored juice, candy, jelly and 
noodles. To serve this purpose, the extract of gardenia fruit which exhibit yellow, 
red and blue colors is used as a natural colorant because of their water solubility. 
Three main ingredients of gardenia fruit are considered in the present study i.e. 
crocin, geniposide and phenolic compounds. 

In this paper, to maximize these yields, multi-objective optimization technique 
is used. After using weighted sum approach of multi-objective optimization 
technique, this problem is converted into single objective optimization problem 
and then is solved using a recently proposed Laplacian Biogeography Based 
optimization.  

The paper is organized as follows: Section 2 gives the summary of the problem 
and its model. Section 3 describes the Algorithm used for solving the problem. 
Computational results are presented in section 4, response surface plots are given 
in section 5 and conclusions in section 6. 

2 Formulation of the Problem of Extraction of Compounds 
from Gardenia 

The problem is formulated in [1], where yields of three bioactive compounds 
namely crocin (Y 1), geniposide (Y 2) and total phenolic compounds (Y 3) 
obtained from Gardenia fruits which are affected by the three independent 
variables  namely concentration of ethanol (X 1, extraction temperature (X 2) and 
extraction time (X 3). The modeling of the data is done using method of least 
square fitting. The data in [8] is used by [1] to formulate the problem.  
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Three different yields are formulated as a function of three independent 
variables. These functions are written in the form of  second-order polynomial 
equation as follows: 

 ∑ ∑                      (1) 
 

where Yk  represents the yield, b0 is a constant, bi ,bii and bij are the linear, 
quadratic and interactive coefficients of the model, respectively. Xi and X j are the 
independent variables.  The resultant equations for yieldsY1, Y2 and Y3 are as 
follows: 

 3.8384907903 0.0679672610 X1 0.0217802311X2 .0376755412X30.0012103181X12 0.0000953785 22 0.0002819634 32 0.0005496524 X1X20.0009032316X2X3 0.0008033811X1X3                                                 (2) 
 46.6564201287 0.6726057655X1 0.4208752507X2 0.9999909858X30.0161053654X12 0.0034210643 22 0.0116458859 32 0.0122000907 X1X20.0095644212X2X3 0.0089464814X1X3                                                 (3) 
 6.3629169281 0.4060552042X1 0.3277005337X2 0.3411029105X30.0053585731X12 0.0020487593 22  0.0042291040 32 0.0017226318 X1X20.0011990977X2X3 0.0007814998X1X3                                                 (4) 
 
Now, the problem represents a multi-objective optimization problem where we 

need to maximize all the three yields. In this paper, to optimize all the three yields 
Y1, Y2, Y3 simultaneously, LX-BBO is applied to solve the multi-objective 
optimization problem. A multi-objective problem is an optimization problem 
where a number of objective functions are to optimize simultaneously. The 
weighted method approach is an effective and simple technique to handle multi-
objective optimization problem. In this technique different user defend weights are 
given to different objective functions and then the problem is treated as a single 
objective function . 

In the present problem, equal weights are given to all the yield functions and 
then the problem is solved using LX-BBO [4]. 

Mathematically, for given yields Y1, Y2 and Y3, the objective function is to 
solve the following function: 

 max g w Y w Y w Y                           (5) 
 
Where w1, w2 and w3 are user defined weights given to different yields. 
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3 Laplacian BBO (LX-BBO) 

Biogeography-Based Optimization is a nature inspired technique which is inspired 
from the biogeography [7]. It deals with the immigration and emigration of 
habitats based on its suitability index. Dan Simon introduced BBO where a 
solution is considered as a habitat this solution or habitat is improved by using two 
operators: Migration and Mutation. These Operators are explained as follows: 

 
Migration. The information sharing between the solutions (habitats) is termed as 
Migration. This information is shared probabilistically. Emigration and 
immigration rates decide which habitat is to be replaced and by which it should be 
replaced. These rates are based on Habitat Suitability index(HSI) usually taken as 
objective function. 
 
Mutation. A sudden change in natural calamity or disease etc. can change the HSI 
of a habitat. This sudden change is termed as Mutation. [3] 

Garg and Deep has proposed a new version of BBO named as Laplacian BBO 
[4]. In Laplacian BBO (LX-BBO), Migration operator of BBO is modified by 
integrating Laplace Crossover of Real coded Genetic Algorithm [2]. In migration 
operator of BBO, two habitats x1 and x2 are selected based upon immigration and 
emigration rates. These habitats are used to generate two new habitats y1 and y2 
using Laplace crossover.  

Two new habitats y1 and y2 are generated by the following equation: 
 

                            (6) 
 

                            (7) 
 
Where random number which follows Laplace distribution is generated given 

by the equation: 
 

β=
,     1/2 ,     1/2                          (8) 

 
є 0,1  is a uniform random number.  is called location parameter and b > 

0 is called scale parameter. 
These two new habitats further give rise to a new habitat z which is used in 

further generations. 
  1 γ                             (9) 
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Pseudo Code of LX-BBO 
Begin 

  Initialize: Generate a random set of habitats (Islands)  
  Compute HSI values of each habitat 

While (Stopping condition is not satisfied) 
For each habitat 
For each SIV 

             Calculate the immigration rate and emigration rate based on HSI values 
     Select habitat Hi with the help of immigration rate 
      If Hi  (i=1 to n, where n is the number of habitats) is selected then    
        Select habitat Hj(j=1 to n)  with the help of emigration rate 
           If Hj is selected then Find                

      H  SIV  1 γ  
            End if 

               End if 
     Select Hi (SIV) based on mutation probability 
       If Hi (SIV) is selected then 

                 Replace Hi (SIV) with a randomly generated SIV; 
                End if 

    End for 
    End for 
    For each habitat 

       Re-compute HSI values 
    End for 

    End while 
End    

Fig. 1 Pseudo Code of Laplacian Biogeography- Based Optimization 

4 Computational Results 

In this section we present numerical results which are obtained by using Laplacian 
Biogeography based optimization method .The problem is to maximize the 
function g . All the three yields are of same importance. Thus, weights are set to 
equal for each objective function. In this paper, the weights w1, w2 and w3 are set 
equal to 0.33, 0.33 and 0.34 respectively. Population size is set equal to 30. The 
mutation rate in LX-BBO is set equal to 0.005. The maximum number of 
generation is set equal to 300.Differnt 30 independent runs are performed on the 
basis of time clock seed. 
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Extraction of compounds from gardenia is solved by response surface method 
[8] and RCGA [6]. The results obtained by LX-BBO are compared with the results 
obtained by these two algorithms. 

Table 1 Yields obtained by different algorithms 

Algo/yield 
Y1(Crocin) 
mg/g 

Y2(Genoposide) 
mg/g 

Y3(Total Phenolic 
compunds) 
CAE/g 

LX-BBO 9.2504 113.924 25.2279 

DDX-LLM 8.43 110.026 24.81 

Yang et.al 8.36 108.5 24.5 
 
In Table 1, we can clearly see that the yields obtained by LX-BBO are much 

more than those with DDX-LLM (which is a real coded GA proposed by [6]) 
and.[8] Out of these techniques, LX-BBO is emerged as a winner. Thus, in solving 
extraction of compounds problem, LX-BBO can be quite helpful. 

5 Response Surface Plots  

To check the behavior of the  problem complexity, Response Surface plots are 
shown in following figures. Fig.2 (a) shows the response for (Y 1) yield of crocin 
when time is constant. Fig. 2(b) gives the response of (Y 1) yield of Crocin when 
temperature is constant. Fig. 3(a) shows the response for Y2 (Geniposide) when 
time is constant and Fig. 3(b) gives the response of (Y 2) yield of Geniposide 
when time is constant. Fig. 4(a) shows the response for Y3 (total Phenolic 
Compounds) when time is constant and Fig. 4(b) gives the response of (Y 3) yield 
of total Phenolic Compounds when time is constant. 

 

Fig. 2 Response surface plot for crocin keeping time(a) and temperature(b)constant 
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Fig. 3 Response surface plot for Geniposide keeping time(a) and temperature(b) constant 

Fig. 4 Response surface plot for  total Phenolic Compounds keeping time(a) and 
temperature(b) constant 

6 Conclusion 

In this paper the problem of extraction of bioactive compounds from a herb called 
gardenia, is modeled as a multi-objective optimization problem. The method of 
solution is a recently proposed hybrid version of Biogeography Based 
optimization called Laplacian Biogeography based optimization. The results are 
compared with earlier published results, which have been obtained to solve the 
problem at hand by a Real coded genetic algorithm namely LX-DDM. From the 
obtained results it is concluded that Laplacian Biogeography Based optimization is 
able to provide superior results as compared to the earlier published results. 
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Physical Interpretation of River Stage 
Forecasting Using Soft Computing  
and Optimization Algorithms  

Youngmin Seo, Sungwon Kim and Vijay P. Singh 

Abstract This study develops river stage forecasting models combining Support 
Vector Regression (SVR) and optimization algorithms. The SVR is applied for 
forecasting river stage, and the optimization algorithms, including Grid Search 
(GS), Genetic Algorithm (GA), Particle Swarm Optimization (PSO), and Artificial 
Bee Colony (ABC), are applied for searching the optimal parameters of the SVR. 
For assessing the applicability of models combining SVR and optimization algo-
rithms, the model performance is compared with ANN and ANFIS models. In 
terms of model efficiency, SVR-GS, SVR-GA, SVR-PSO and SVR-ABC models 
yield better results than ANN and ANFIS models. SVR-PSO and SVR-ABC models 
produce relatively better efficiency than SVR-GS and SVR-GA models. SVR-PSO 
and SVR-ABC yield the best performance in terms of model efficiency. Results 
indicate that river stage forecasting models combining SVR and optimization  
algorithms can be used as an effective tool for forecasting river stage accurately. 

Keywords Support vector regression · Grid search · Genetic algorithm · Particle 
swarm optimization · Artificial bee colony 
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1 Introduction 

Accurate forecasting of river stage is significant for enhancing reservoir operation, 
water supply, flood prevention, water resources management, and decision support 
system [1]. Recently, support vector machines (SVMs), which are known as classi-
fication, regression and outlier detection methods in artificial intelligence or ma-
chine learning field, have gained the attention in hydrologic fields, including soil 
moisture, rainfall-runoff, streamflow and reservoir water level. The SVMs, which 
are a machine learning method based on the statistical learning theory, are based on 
the concept searching the hyperplane that has the largest distance to the nearest 
training data point of any class. When the SVMs are applied for regression prob-
lems, they are called support vector regression (SVR). Although the SVMs are 
known to be better than existing methods, such as artificial neural networks (ANNs) 
in terms of problems including over-fitting, local optimal solution and low conver-
gence rate, the learning and generalization ability of the SVMs is very sensitive to 
the selection of their parameters. Therefore, it is essential to apply parameter optimi-
zation algorithms for selecting the optimal parameters effectively. 

This study develops river stage forecasting models combining SVR and optimi-
zation algorithms and evaluates the model performance from a case study on  
Andong dam watershed. The SVR is applied for forecasting river stage and the 
optimization algorithms, including Grid Search (GS), Genetic Algorithm (GA), 
Particle Swarm Optimization (PSO) and Artificial Bee Colony (ABC), are applied 
for searching the optimal parameters of the SVR. For assessing the applicability of 
models combining SVR and optimization algorithms (SVR-GS, SVR-GA, SVR-
PSO and SVR-ABC), the performance of models is compared with ANN and 
ANFIS models.  

2 Material and Methods 

2.1 Used Data 

Daily river stage data of two streamflow gauging stations, Socheon and Dosan, 
were obtained from the observation archives of Water Management Information 
System (WAMIS), which is operated by the Ministry of Land, Infrastructure and 
Transport (MOLIT), South Korea. Fig. 1 shows the locations of streamflow gaug-
ing stations. The collected data were prepared for the period between 2002 and 
2013. The data were divided into two parts, data of the first nine years for model 
training and the remaining three years data for model testing. 

2.2 Support Vector Regression (SVR)  

SVR is a machine learning method based on structural risk minimization (SRM) to 
solve nonlinear regression problems. The basic concept of SVR is that the original 
dataset is mapped into a high-dimensional feature space using a nonlinear  
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Fig. 1 Study region and locations of stage gauging stations 

mapping function. Given a training data of n  elements { } 1
,

n

i i i
y

=
x , where 

mR∈x  is the input vector of m  components and y R∈  is the corresponding 

output value, the regression function of SVR is formulated as follows [2]: 

( ) ( )Tf bφ= ⋅ +x w x                      (1) 

where ( )φ x  is the nonlinear mapping function, w  is the weight vector, and 

b  is the bias term. By mapping the input vector into high dimensional feature 

space using the function ( )φ x , a simple linear regression of the feature space can 

cope with the complex nonlinear regression of the input space. 
Coefficients w  and b  can be estimated by minimizing the regularized risk 

function regR  based on ε -insensitive loss function Lε  as follows [2]: 
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where ε  is the insensitive loss function parameter that is the radius of insensi-
tive tube, C  is a regularization parameter that specifies the trade-off between an 
approximation error and the weight vector. Both ε  and C  should be deter-
mined beforehand by the user.  

SVR performs linear regression in the high-dimensional feature space using ε -
insensitive loss function and tries to reduce model complexity by introducing  
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non-negative slack variables iξ , *
iξ , 1, ,i n=  , and minimizing 

2
w . The 

slack variables represent the distance from actual values to the corresponding 
boundary values of the tube. The regularized risk function regR  is transformed 

into the following constrained form [2]: 
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                (4) 

The optimization is a quadratic programming problem, which is solved by a 
dual set of Lagrange multipliers, iα  and *

iα . Consequently, the general form of 

the SVR function can be expressed as follows [2]: 

*

1

( ) ( ) ( , )
m

k k k
k

f K bα α
=

= − +x x x                  (5) 

where kx  is the support vector, m  is the number of support vectors and 

( , )kK x x  is a kernel function to yield the inner products in the feature space 

( )kφ x  and ( )φ x . There are several kernel functions used for SVM modeling, 

including linear function, radial basis function (RBF), polynomial function, 
hyperbolic tangent function, Bessel function of the first kind, Laplace RBF, 
ANOVA RBF, linear splines, etc. For example, RBF kernel can be written as fol-
lows: 

( )2
( , ) expi j i jK x x x xγ= − −                    (6)  

where 21/ 2 pγ =  is the kernel parameter and p  is the width parameter that 

reflects the input range of the training and testing data. Parameter γ  controls the 

amplitude of the Gaussian function and thus, controls the generalization ability of 
the SVM model [3]. 

2.3 Parameter Optimization Algorithms 

1) Grid Search (GS) 
The grid search method involves setting up a suitable grid in the design space, 
evaluating an objective function at all the grid points, and finding the grid point 
corresponding to the lowest function value. The method can require prohibitively 
large number of function evaluations in most practical problems. However, for 
problems with a small number of design variables, the method can be used conve-
niently to find an approximate minimum. Also, the grid method can be used to 
find a good starting point for more efficient methods [4]. 
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2) Genetic Algorithm (GA) 
GA is a heuristic search technique that works on the principle of natural genetics 
and natural selection [5]. The main operations of GA are selection, crossover and 
mutation. The working procedure of GA usually starts with an initial population of 
randomly generated chromosomes which represent the values of SVR parameters. 
The selection operation is performed to select excellent chromosomes to repro-
duce. New offspring is created by the crossover and mutation operations. The 
crossover operation is performed randomly to exchange genes between two chro-
mosomes. The mutation operation determines whether or not a chromosome 
should mutate to the next generation. Offspring replaces the old population and 
forms a new population in the next generation by the three operations. The evolu-
tionary process proceeds until stop conditions are satisfied [6, 7]. 

 
3) Particle Swarm Optimization (PSO) 
PSO is a population-based heuristic optimization algorithm that is inspired by the 
collective motion of biological organism, including bird flocking and fish school-
ing, to simulate the behavior seeking a food source [8]. The population, called the 
‘swarm,’ consists of individuals called the ‘particles.’ A PSO algorithm is initia-
lized with randomly produced population and velocity. To find the optimum solu-
tion, the velocity is dynamically adjusted according to the flying experience of 
itself and its companions, namely, pbest and gbest, respectively. Therefore, the 
particles fly through multidimensional search space with acceleration towards 
more optimum solutions during the search process.  

 
4) Artificial Bee Colony (ABC) 
ABC is an evolutionary optimization algorithm inspired by foraging and waggle 
dance behavior of honey bee colonies. In the ABC algorithm, the position of a 
food source represents a possible solution of the optimization problem, and the 
nectar amount of a food source corresponds to the fitness of the associated solu-
tion. The ABC algorithm consists of three phases: employed bee, onlooker bee 
and scout bee phases. The employed bee explores its food source. The employed 
bee produces a modification on the position (solution) in her memory, depending 
on the local information, and tests the nectar amount (fitness value) of the new 
source (new solution). The employed bee shares the nectar information of the food 
source with the onlooker bee. The onlooker bee evaluates the information and 
selects a food source to exploit, based on a probability related to its nectar amount. 
The employed bee, whose food source is abandoned, becomes the scout bee and 
then the scout bee is sent randomly to possible new food sources [9]. 

3 Results and Discussions 

The determination of significant input variables is one of the most important steps in 
the development process of the SVR model. This study determined the input va-
riables of the SVR model based on cross correlation function (CCF), autocorrelation 
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function (ACF), and partial autocorrelation function (PACF) between the variables. 
Table 1 shows input and output variables for mode configuration. 

Table 1 Input and output variables for model configuration 

Input variables Output variable 

WLSC(t-2), WLSC(t-1), WLSC(t), WLDS(t-3), WLDS(t-2), WLDS(t-
1) 

WLDS(t) 

WL: daily river stage, SC: Socheon, DS: Dosan. 

Table 2 Comparison of model performance 

Models CE d r2 RMSE 
(m) 

MAE 
(m) 

MSE 
(10-

3m2) 

MSRE 
(10-7) 

MS4E 
(10-4m4) 

ANN 0.965 0.991 0.967 0.079 0.053 6.195 2.154 11.909 
ANFIS 0.980 0.995 0.981 0.060 0.036 3.600 1.262 2.729 

SVR-GS 0.980 0.995 0.981 0.060 0.036 3.569 1.240 3.632 
SVR-GA 0.981 0.995 0.975 0.058 0.034 3.373 1.171 3.947 
SVR-PSO 0.981 0.995 0.982 0.058 0.034 3.352 1.164 3.833 
SVR-ABC 0.981 0.995 0.982 0.058 0.034 3.352 1.164 3.787 

 
The optimization algorithms, GS, GA, PSO and ABC, were applied for searching 

the optimal SVR parameters, including regularization parameter ( C ), RBF parame-
ter ( γ ) and insensitive loss function parameter (ε ). For assessing the applicability 
of models combining SVR and optimization algorithms (SVR-GS, SVR-GA, SVR-
PSO and SVR-ABC), the model performance was compared with that of artificial 
neural network (ANN) and adaptive neuro-fuzzy inference system (ANFIS). 

In this study, the performance of river stage forecasting models was evaluated us-
ing performance indexes, including the coefficient of efficiency (CE), the index of 
agreement (d), the coefficient of determination (r2), the root mean squared error 
(RMSE), the mean absolute error (MAE), the mean squared error (MSE), the mean 
squared relative error (MSRE) and the mean higher order error (MS4E). Table 2 
summarizes the values of performance measures for the models and Fig. 2 shows 
scatter plots for observed and forecasted values. It can be seen from Table 2 that 
ANFIS, SVR-GS, SVR-GA, SVR-PSO and SVR-ABC models have higher CE, d 
and r2 values and lower RMSE, MAE, MSE, MSRE and MS4E values than those of 
the ANN model. ANFIS, SVR-GS, SVR-GA, SVR-PSO and SVR-ABC models 
have similar CE, and d values, whereas the ANFIS model has slightly higher RMSE, 
MAE, MSE and MSRE than those of SVR-GS, SVR-GA, SVR-PSO and SVR-ABC 
models. SVR-PSO and SVR-ABC models have slightly lower MSE and MSRE than 
those of SVR-GS and SVR-GA models. This indicates that in terms of model effi-
ciency, SVR-GS, SVR-GA, SVR-PSO and SVR-ABC models are superior to ANN 
and ANFIS models, and SVR-PSO and SVR-ABC models are superior to SVR-GS 
and SVR-GA models. This also indicates that SVR-PSO and SVR-ABC models 
yield the best performance in terms of model efficiency. 
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(a) ANN 

 

(b) ANFIS 

 

 

(c) SVR-GS 

 

(d) SVR-GA 

 
(e) SVR-PSO 

 
(f) SVR-ABC 

Fig. 2 Scatter plots for ANN, ANFIS and SVR models 
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4 Conclusions 

This study develops river stage forecasting models using SVR and parameter op-
timization algorithms, including GS, GA, PSO and ABC, and evaluates the model 
performance from a case study on Andong dam watershed. In terms of model 
efficiency, SVR-GS, SVR-GA, SVR-PSO and SVR-ABC models yield better 
results than ANN and ANFIS models. SVR-PSO and SVR-ABC models produce 
relatively better efficiency than SVR-GS and SVR-GA models. SVR-PSO and 
SVR-ABC yield the best performance in terms of model efficiency. Therefore, it 
is found that the optimization algorithms applied in this study are very effective to 
search for the optimal parameters of SVR. Results indicate that river stage fore-
casting models combining SVR and optimization algorithms can be used as an 
effective tool for forecasting river stage accurately. 
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Online Support Vector Machine: A Survey 

Xujun Zhou, Xianxia Zhang and Bing Wang 

Abstract Support Vector Machine (SVM) is one of the fastest growing methods 
of machine learning due to its good generalization ability and good convergence 
performance; it has been successfully applied in various fields, such as text classi-
fication, statistics, pattern recognition, and image processing. However, for real-
time data collection systems, the traditional SVM methods could not perform well. 
In particular, they cannot well cope with the increasing new samples. In this paper, 
we give a survey on online SVM. Firstly, the description of SVM is introduced, 
then the brief summary of online SVM is given, and finally the research and  
development of online SVM are presented. 

Keywords Support vector machine · Machine learning · Generalization ability · 
Convergence 

1 Introduction 

Support Vector Machine (SVM) [1,2] is developed on the basis of VC dimension 
of statistical learning theory [3-5] and structural risk minimization principles, its 
success is due to its good generalization ability and has good convergence ability 
[6], as well as can show good performance in some difficult problems [7-8]. In the 
past decades, SVM as a new machine learning method has been successfully de-
veloped into one of the hot topic in the field of machine learning, and it was wide-
ly used in various fields, such as text classification, statistics, regression problems, 
pattern recognition, image processing, and so on. 

Based on the development of optimal hyperplane in linear separable situation, 
SVM was initially proposed by Vapnik and his partners in 1995 [3]. It can solve 
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the problems in high dimension and local minima problems. SVM uses the large 
interval factor to control the training process of machine learning, and finds out 
the optimal hyperplane, which has the maximal margin classification. When deal-
ing with the inseparable case, the slack variables are introduced to control the 
experience risk. This can not only satisfy the requirements, but also has good ge-
neralization ability. The process to find the optimal hyperplane can be transformed 
into solving a convex programming problem. Therefore, we can get global optimal 
solution theoretically. In view of the nonlinear classification problem, unlike tradi-
tional machine learning, SVM maps the input space to a high dimensional feature 
space by using nonlinear transformation, and still looks for optimal hyperplane in 
the high dimensional feature space. Consider the computational complexity, ker-
nel functions that satisfy the Mercer condition should be used [9,10] to assure that 
the complicated nonlinear operations in original space can be transformed into 
inner product operations in the high dimensional feature space. The kernel func-
tion can cleverly solve the problem of complex calculation in high dimensional 
feature space, so that the “dimension disaster” can be avoided. For regression 
problems, it aims to find an optimal hyperplane that ensure the errors between all 
the training samples and the optimal hyperplane are smallest. However, for large-
scare data sets, SVM usually takes a long training time and needs a lot of memory 
consumption. Especially, in real-time acquisition system, the traditional SVM will 
not be able to perform well when dealing with the new added samples. Therefore, 
in order to solve this problem, many online SVM algorithms are proposed by 
worldwide scholars, and have been successfully applied to many real-time acquisi-
tion systems, such as pedestrian detection and aircraft visual navigation system. 

The rest of this paper is organized as follows. In Section 2, the preliminaries 
about SVM are introduced. The algorithms of online SVM are discussed in  
Section 3. Research and development trends of SVM are presented in Section 4. 
Finally, conclusions are given in Section 5. 

2 Preliminaries of Support Vector Machine 

Generally speaking, SVM can be divided into support vector classifier (SVC) and 
support vector regression (SVR), but the principle of them is similar; therefore, in 
this section we only present the basic idea and principle of ε - insensitive support 
vector regression (ε - SVR), which based on the ε - insensitive loss function, and 
then the nonlinear problem of ε - SVR and kernel function will be introduced. 

Given the training data: 

{ }( , ) | , , 1,...,s
i i i iT x y x R y R i n= ∈ ∈ =              (1) 

Inε - SVR, the purpose of regression problem is to find a function ( )f x F∈
by using the training data sets, which makes the error between output value of  
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each input points ix and the corresponding target value iy  smaller than the given 

deviationε , meanwhile the function should be as smooth as possible. 

2.1 Linear ε - SVR 

Consider the linear function: 

( ) ( )f x w x b= ⋅ +   ,sw R b R∈ ∈                   (2) 

For regression problems, it aims to find an optimal hyperplane that ensures the 
errors between all the training samples and the optimal hyperplane are smallest. 
Finding the optimal hyperplane is equivalent to solving a convex programming 
problem, which is shown as follows: 

{
21min   

2
( ). .     ( )

i i

i i

w

y w x bs t w x b y
ε
ε

− ⋅ − ≤
⋅ + − ≤

                   (3) 

In order to prevent the formula (3) with no solution, Cortes&Vapnik [11] pro-
posed a method to use “soft margin” loss function and introduce slack variable

,i iξ ξ ∗  . Therefore, according to the structural risk minimization principle, the 

primal problem can be transformed into a convex programming problem as  
follows: 
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              (4) 

where C  is a penalty parameter, which is a constant that measure the complexity 
of model and the training error, and ε  is a given error of regression function.  

In order to solve the formula (4), Lagrange function has usually been intro-
duced to transform the formula (4) into a dual form as follows: 

2

1 1

1 1

1 ( ) ( ( ) )
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      (5) 

subject to the following constraints: 
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, , , 0, 1,...,

0 , ,  1,...,
i i i i

i i

i n

C i n

η η ξ ξ
α α

∗ ∗

∗

≥ =

≤ ≤ =
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where  , ,i i iη η ξ∗ , and iξ ∗  are Lagrange dual variables, iα  and iα ∗ are La-

grange multiplier.    

The dual formulation for ε - SVR is to find values for ,i iα α ∗  that minimize 

the formula (5), and with first order derivative conditions for L , then we can have: 
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            (7) 

We can obtain the final decision function by using equation (5), (6) and (7): 

1

( ) ( )( )
n

i i i
i

f x x x bα α ∗

=

= − ⋅ +                (8) 

where the parameters ( )i iα α ∗−  are nonzero, the corresponding sample point

ix is the support vector. 

2.2 Nonlinear ε - SVR  

Considering the nonlinear regression situation, we map the input space into a high 
dimensional feature space by using nonlinear transformation, and search for op-
timal hyperplane in the high dimensional feature space. Using kernel functions 
that satisfy the Mercer condition, the complicated nonlinear operation in original 
space can be transformed into inner product operations in a high dimensional fea-
ture space. It can not only solve the complex calculation problems in high dimen-
sional feature space but also avoid “dimension disaster”. 

In high dimensional feature space, each input vector ix  is transformed to a 

high dimensional feature vector ( )ixΦ . Similar to (8), the final decision function 

for a nonlinear ε - SVR is given as in (9) 

1 1

( ) ( )( ( ) ( )) ( ) ( , )
n n

i i i i i i
i i

f x x x b K x x bα α α α∗ ∗

= =

= − Φ ⋅Φ + = − +      (9) 

where ( , ) ( ( ) ( ))i iK x x x x= Φ ⋅Φ  is a kernel function, ( )i iα α ∗−  is a nonzero pa-

rameter, and the corresponding sample point ix is a support vector. 

From the formula (9), we can conclude that the SVR has a three layer network 
structure similar to a neural network, as shown in Figure 1, where the output is a 
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linear combination of several middle layer nodes and each middle layer node  
corresponds to the inner product, which is obtained from the input samples and 
support vectors.  

1( , )K x x 2( , )K x x ( , )NK x x

y

( )1 1α α ∗− ( )2 2α α ∗− ( )N Nα α ∗−

1x 2x sx

1

( ) ( , )
N

i i i
i

y K x x bα α ∗

=

= − +

( )i iα α ∗−

1 2, , ..., Nx x x

1 2( , ,..., )sx x x x=

 

Fig. 1 The network structure diagram of SVM (N is the number of support vectors) 

2.3 Nonlinear SVRε −  

In the Statistical Learning Theory, the symmetric function ( , ) ( ( ) ( ))K x x x x′ ′= Φ ⋅Φ  

that satisfies the limited semi-definite properties was called kernel function, that is 
to say the kernel function should satisfy the Mercer condition. In the symmetric 
function, ( )⋅  denotes the inner product in Hilbert space. Usually, the kernel func-

tion can be divided into two categories. One is called inner product kernel function 
and the other is called translation invariant kernel function. The common kernel 
functions are expressed as follows: 

1）Polynomial kernel function: ( , ) ( )dK x x x x′ ′= ⋅ , ( , ) (( ) 1)dK x x x x′ ′= ⋅ + ; 

2）Gaussian radial basis kernel function: 
2 2( , ) exp( )K x x x x σ′ ′= − − ; 

3）Perceptron kernel function: ( , ) tanh( )K x x x bβ′ ′= + ; 

4）Spline kernel function: ( , ) 2 1( )K x x B n x x′ ′= + − . 

Obviously, different kernel function will lead to different generalization ability. 
Thus, in specific situation, a proper kernel function should be chosen to obtain the 
best performance. 
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3 Online SVM Algorithms 

As a new machine learning method, SVM has a good generalization performance 
and has various algorithms. However, its biggest disadvantage is that when train-
ing a SVM model with the large-scale data sets, it usually takes a lot of time  
and big memory consumption with the huge kernel matrix. Many traditional  
algorithms, such as Sequential Minimal Optimization (SMO) [12-14] and Chunk-
ing Algorithm [15] have been successfully applied to solve these problems; how-
ever, the online learning process is still not solved properly. Since the traditional 
methods usually need to retrain the SVM model when comes a new sample, these 
traditional algorithms are not suitable for real-time acquisition systems with the 
huge computational cost.  

It is evident that online learning is very important in real-time pattern recogni-
tion system, and it can update the model in time as well as predict the trend of the 
system. Fortunately, some successful algorithms have been proposed to solve the 
online learning problem and successfully used in many fields. In general, the on-
line algorithm of SVM can be mainly divided into two categories. The one is to 
solve the primal problem of SVM, and the other is to solve the dual problem of 
SVM. Both of them will be introduced in this section.  

3.1 Online Algorithms in Primal Problem 

In primal problem, many algorithms are using the stochastic gradient descent algo-
rithm to handle the online learning problems [16]. The stochastic gradient descent 
method is to randomly select a sample to find gradient rather than select all the 
samples which can make the stochastic gradient descent method run faster than the 
common gradient descent method if the training samples are huge. Roberto [17] 
proposed an online algorithm based on stochastic gradient descent method. He put 
forward a new tube loss function called ρ -tube, which was similar to the ε -

tube, updated its variables of current model according to some specific update 
rules by using stochastic gradient descent method, then the new model can ob-
tained with the variables. It had been successfully applied to deal with orthogonal 
regression problems. In addition, Kivinen [18] proposed an online learning with 
kernel algorithm, by using the stochastic gradient descent within a feature space 
and the straightforward tricks, the online method can be applied to a wide range of 
problems, such as classification, regression, novelty detection, and so on.  

3.2 Online Algorithms in Dual Problem 

On the other hand, many online learning algorithms are proposed to solve the dual 
problem of SVM. Syed [19] proposed an algorithm, where the support vectors of 
current SVM model combined with the new added samples were taken as the new  
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training set and used to retrain the model. In Ref. [20], Vatsa proposed a method 
called 2v-Online Granular Soft Support Vector Machine. The decision function 
was first obtained by the original training samples, and then the model would be 
retrained only by the newly added samples. The new support vectors were ac-
quired at each time, and the existing support vectors that did not improve the 
model would be removed. Thus, it can ensure the training time would not increase 
significantly. Via using the weight, an online SVM method was proposed by 
Wang [21] for cell recognition. In this method, the old support vectors were  
removed, and weights were assigned to new training samples according to the 
importance of each training sample; therefore, it can adapt to the ever-changing 
experimental conditions.  

Based on the Karush-Kuhn-Tucker (KKT) condition, Cauwenberghs [22] pro-
posed an online SVM method, called IDSVM. The key was to retain the KKT 
conditions on all previously seen data, using the new samples and existing support 
vectors. When a new sample came, if it satisfied the KKT condition, then the cur-
rent SVM model was updated until the whole samples satisfied the KKT condi-
tion. Inspired by IDSVM, Martin [23] put forward an online method which was an 
extension of the method developed by Cauwenberghs. His development opens the 
application of SVM regression to areas such as on-line prediction of temporal 
series or generalization of value functions in reinforcement learning. Furthermore, 
there are some other online learning methods. Bordes [24] proposed a simple and 
efficient online SVM algorithm, called Huller. When a new sample arrived, the 
convex hull was updated to retrain the model. This method tried to make the new 
sample become support vector, and deleted other support vectors. In Ref. [25], 
Wang proposed an online SVM based on convex hull vertices selection, which 
attempted to select the convex hull vertices of current training samples in the of-
fline step that would be used for training. Via setting a threshold value, if a new 
coming sample lied in the given threshold, then we combined the new samples 
with the selected vertices of convex hull as the new training samples to update the 
current SVM model. This method can reduce the training time significantly, and 
can be applied to various online tasks, such as pedestrian and visual tracking. 

4 Research and Development of Online SVM 

Since its birth, SVM has attracted worldwide attentions in the field of machine 
learning because of its strong advantage in solving nonlinear, small samples and 
high dimensional problems. It integrates the optimal hyperplane, Mercer kernel, 
convex quadratic programming, sparse solution and slack variable technology, 
therefore, it obtains the best performance in some challenging applications. And 
SVM has been successfully applied to various fields, such as text classification,  
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statistics, regression problems, pattern recognition, time series prediction, bioin-
formatics and image processing. In recent years, online SVM theory has made 
significant progress both in the algorithm implementation strategies and in prac-
tical applications. Although online SVM has been already used in several real-
time acquisition systems, there are still some challenging problems when dealing 
with large-scare data sets, such as the training speed and computation complexity, 
therefore, this field needs further study and improvement. The research trend of 
online SVM can start from the following aspects. Computation time of kernel 
function takes most of the whole computation time, so computing and processing 
of kernel function is an important aspect; optimization of the existing online algo-
rithm or research more useful and accurate algorithms are meaningful; the online 
algorithms are implemented in software is also a hot topic for researchers; last but 
not least, the online SVM must be applied in various practical application so that 
can embody its research value only.    

5 Conclusions 

The support vector machine (SVM) is based on statistical learning theory, by us-
ing structural risk minimization (SRM) to minimize the errors. For nonlinear prob-
lems, SVM maps the input space to a high dimensional feature space by using 
nonlinear transformation, which improves the generalization ability, and with no 
limit of data dimension. SVM as a new machine learning method, not only can 
solve the classification and pattern recognition problems, but also can solve the 
regression fit problem. Therefore, it is widely used in various fields. 

In the aspect of SVM algorithm, many experts and scholars had put forward 
various algorithms. For small sample data sets, we can use the traditional methods, 
such as Newton method, conjugate gradient method, interior point methods; for 
large-scare sample data sets, we can use Block algorithm, Sequential minimal 
optimization (SMO), incremental learning algorithm. Incremental support vector 
machine learning algorithm can be applied in online training and learning, many 
experts proposed a lot of algorithms, and have been successfully used in time se-
ries prediction, weather forecasting and other areas. The training and achievement 
of SVM are necessary for further research, especially when considering the large-
scare data sets. To get the faster and more accurate SVM algorithm is still need to 
further study. What’s more, combined SVM with other various fields is also our 
research directions. 
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Computation of Daily Solar Radiation  
Using Wavelet and Support Vector Machines:  
A Case Study 

Sungwon Kim, Youngmin Seo and Vijay P. Singh 

Abstract The objective of this study is to apply a hybrid model for estimating solar 
radiation and investigate its accuracy. A hybrid model is wavelet-based support 
vector machines (WSVMs). Wavelet decomposition is employed to decompose the 
solar radiation time series components into approximation and detail components. 
These decomposed time series are then used as input of support vector machines 
(SVMs) modules in the WSVMs model. Based on statistical indexes, results indicate 
that WSVMs can successfully be used for the estimation of daily global solar 
radiation at Champaign and Springfield stations in Illinois. 

Keywords Support vector machines · Wavelet decomposition · Solar radiation 

1 Introduction 

Solar radiation is the principal energy source for physical, biological and chemical 
processes, such as snow melt, plant photosynthesis, evaporation, and crop growth, 
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and is also a variable needed for biophysical models to evaluate risk of forest fires, 
hydrological simulation models and mathematical models of natural processes. 
Solar radiation plays an important role in the design and analysis of energy 
efficient buildings in different types of climate. In cold and severe cold regions, 
passive solar designs and active solar systems help lower the reliance on 
conventional heating means using fossil fuels. In tropical and subtropical climates, 
solar heat gain is a major cooling load component, especially in cooling 
dominated buildings. The effects of prevailing climate and local topography 
would determine the actual amount of solar radiation reaching a particular location. 
The objective of the present study is to develop support vector machines (SVMs) 
and wavelet-based support vector machines (WSVMs) models that can be used to 
estimate daily solar radiation at two locations (Champaign and Springfield  
stations) in Illinois. 

2 Support Vector Machines (SVMs) 

The SVMs model has found wide applications in several areas, including pattern 
recognition, regression, multimedia, bio-informatics, and artificial intelligence. 
The SVMs model is a new kind of classifier that is motivated by two concepts. 
First, transformation of data into a high-dimensional space can transform complex 
problems into simpler problems that can use linear discriminant functions. Second, 
the SVMs model is motivated by the concept of training and uses only those 
inputs that are near the decision surface[16~18]. The solution of traditional neural 
networks models may tend to fall into a local optimal solution, whereas global 
optimum solution is guaranteed for the SVMs model[6]. The current study uses an 
ε-support vector regression (ε-SVR) model. It has been successfully applied for 
modeling hydrological processes[8~10, 17]. During the ε-SVR model training 
performance, the purpose is to find a nonlinear function that minimizes a 
regularized risk function. This is achieved for the least value of the desired error 
criterion (e.g., RMSE) for various constant parameters CC, and ε and various 
kernel functions with various constant σ values. Detailed information on the 
SVMs model can be found in[8~10, 16~18]. 

3 Wavelet Decomposition 

Wavelet analysis is a multi-resolution analysis in time and frequency domains. 
The wavelet transform decomposes a time series signal into different resolutions 
by controlling scaling and shifting. It provides a good localization properties in 
both time and frequency domains [15]. It also has an advantage in that it has 
flexibility in choosing the mother wavelet, which is the transform function, 
according to the characteristics of time series.  

A fast DWT algorithm, developed by Mallat (1989), is based on four filters, 
including decomposition low-pass and high-pass, reconstruction low-pass and 
high-pass filters. For practical implementation of Mallat’s algorithm, low-pass and 
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high-pass filters are used instead of father and mother wavelets, which are also 
called scaling and wavelet functions, respectively. The low-pass filter, associated 
with the scaling function, allows the analysis of low frequency components, while 
the high-pass filter, associated with the wavelet function, allows the analysis of 
high frequency components. These filters, used in Mallat’s algorithm are 
determined according to the selection of mother wavelets [5]. Multiresolution 
analysis by Mallat’s algorithm is a procedure to obtain ‘approximations’ and 
‘details’ for a given time series signal. An approximation holds the general trend 
of the original signal, while a detail depicts high-frequency components of it. A 
multilevel decomposition process (Fig. 1) can be achieved, where the original 
signal is broken down into lower resolution components [3]. Detailed information 
for Mallat’s algorithm can be found in [13]. 

 

 

Fig. 1 Mallat’s algorithm for two-level decomposition of a signal 

4 Case Study 

This study determined input variables. Daily weather data obtained from two 
weather stations (Fig. 2), Champaign (latitude, 40.0840° N; longitude, 88.2404° 
W; altitude, 219 m) and Springfield (latitude, 39.7273° N; longitude, 89.6106°W; 
altitude, 177 m) operated by the Illinois State Water Survey (ISWS), were used in 
this study (http://www.isws.illinois.edu/warm/). The ISWS is a division of the 
Prairie Research Institute of the University of Illinois at Urbana-Champaign and 
has flourished for more than a century by anticipating and responding to new 
challenges and opportunities to serve the citizens of Illinois. The weather data 
consisted of six years (January 2007 to December 2012, N=2,192 days) of daily 
records of air temperature (TEM), solar radiation (RAD), relative humidity 
(HUM), dew point temperature (DEW), wind speed (WIN), and potential 
evapotranspiration (ETO). Air temperature and relative humidity have been 

Hi

Lo

↓2

↓2

s

D1

Hi

Lo

↓2

↓2
Low-pass

High-pass Downsample

Downsample

Convolve with high-pass filter (Hi)Hi

Lo Convolve with low-pass filter (Lo)

↓2
Keep the even indexed elements
(downsampling)

s: signal
D1 and D2: Details
A2: Approximation

LEVEL 1 LEVEL 2

D2

A2



282 S. Kim et al. 

measured at 2 m above the ground, whereas wind speed has been measured at 10 
m above the ground (prior to winter 2011/2012 measurement made at 9.1 m). 
Potential evapotranspiration has been calculated using the Food and Agricultural 
Organization (FAO) of the United Nations Penman–Monteith equation as outlined 
in FAO Irrigation and Drainage Paper No. 56 “Crop Evapotranspiration”([1]) 
since 1 December 2012 (Water and Atmospheric Resources Monitoring Program 
2011). Prior to that time, the van Bavel method was used for calculating potential 
evapotranspiration [19].  

For a data-driven model, data was split into training and testing data. The 
training data were used for optimizing the connection weights and bias of the data-
driven model and the testing data were used to evaluate the chosen model against 
unseen data [4,7]. In all of these applications, the first 4 years data (2007–2010, 
N=1,461 days) was applied for training and 1 year (2012, N=366 days) for testing. 
The estimated solar radiation values were compared with observed ones using 5 
performance evaluation criteria: the correlation coefficient (CC), root mean square 
error (RMSE), Nash-Sutcliffe coefficient (NS) [2,14], mean absolute error (MAE), 
and average performance error (APE). Although CC is one of the most widely 
used criteria for calibration and evaluation of hydrological models with observed 
data, it alone cannot discriminate which model is better than others. Since the 
standardization inherent in CC as well as its sensitivity to outliers yields high CC 
values, even when the model performance is not perfect. Legates and McCabe 
(1999)[11] suggested that various evaluation criteria (e.g., RMSE, MAE, NS, and 
APE) must be used to evaluate model performance. Fig. 3 shows a comparison of 
observed and estimated daily solar radiation values using the SVMs and WSVMs 
models (three input). 

 

 

Fig. 2 Schematic map of two weather stations 
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The Discovery of Financial Market Behavior 
Integrated Data Mining on ETF in Taiwan 

Bo-Wen Yang, Mei-Chen Wu, Chiou-Hung Lin,  
Chiung-Fen Huang and An-Pin Chen 

Abstract In practice, many physics principles have been employed to derive 
various models of financial engineering. However, few studies have been done on 
the feature selection of finance on time series data. The purpose of this paper is to 
determine if the behavior of market participant can be detected from historical 
price. For this purpose, the proposed algorithm utilizes back propagation neural 
network (BPNN) and works with new feature selection approach in data mining, 
which is used to generate more information of market behavior. This study is 
design for exchange-traded fund (ETF) to develop the day-trade strategy with high 
profit. The results show that BPNN hybridized with financial physical feature, as 
compared with the traditional approaches such as random walk, typically result in 
better performance. 

Keywords Data mining · Back-propagation neural network (BPNN) · Exchange-
traded fund (ETF) · Financial physics · Behavior discovery 

1 Introduction 

The background of the study is for discovering abnormality in a financial 
market, which is more difficult than discovering the same in habitual behaviors. 
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Since operating with the knowledge gleaned from the habitual behaviors leads to 
no significant profit or causes enormous loss on the part of investors, a single time 
series in no event generates desirable outcome for investment strategy formulation 
purpose. Additionally, exertion of external forces (i.e., invisible hands) to the 
market and variation thereof are omnipresent in the entire time series, 
complicating the analysis of the financial market and highlighting the flaws of the 
analysis on basis of the single time series. So long as the trends (or patterns of the 
behaviors) could be identified or discovered regardless of their corresponding 
locations in the time series, the analysis derived from the trends could be superior 
in forecasting/predicting the behaviors of the financial market. 

The present study aims to identify the trends of ETF before formulating 
appropri-ate investment strategy (investment decision-making) so as to maximize 
profitability for any investments associated with ETF. 

Global financial markets have been through extreme downturns in the wake of 
cri-sis associated with sub-prime mortgages, causing many investors to suffer 
from enormous loss of their investment. Despite the individual/general investors 
generally are not able to avoid any financial crisis of the similar scale from 
occurring again, they can reduce the risks with the aid of information technology. 
One primary reason for which the general investors were not able to reduce the 
risk associated with dynamics of the financial market is holding their investments 
too long while selling their investments too quick. ETF has been proposed to 
minimize the risk when the investors concentrate their investments in single 
market, or in stock variety. Many prior studies therefore focused on proposing 
effective/efficient models solely for the ETF investment. However, in view of the 
present study those prior studies still had some room to improve. 

For example, an investment allocation method proposed by Harry Markowitz 
[1], a Nobel Prize Laureate in 1990 is widely perceived as having several 
unpractical as-sumptions therein including return and risk are normally distributed 
while at the same time concluding the investors are risk-averse, implicitly 
contradicting that particular assumption. In 1990, Dr. William Sharpe, another 
Nobel Prize Laureate, proposed a capital asset pricing model (CAPM) with the 
same assumption and conditioned upon existence of a perfect financial market. 
Those studies were associated with their corresponding restraints, which may 
distance the studies themselves away from the actual financial market. Further, 
since the financial market is at least driven by numerous factors even the 
investment strategies on basis of the studies with less number of the assumptions 
were still in the mode of searching for “transaction holy grail” in terms of their 
overall long-term performance. In other words, any currently-existing proposed 
investment studies could still go through a long period in which ups and downs in 
economy and even financial crises of much larger scale have occurred, without 
sustaining their profitability as succumbing to the fluctuations in the market. 
Therefore, the present study attempts to further improve the prior studies when 
having incorporating DM technique and weighted clustering to identify the trends 
of the market or the chosen stocks the ETF tracked so that the most profits 
associated with the investment of the ETF can be realized. 
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2 Literature Review 

2.1 Exchange-Traded Fund (ETF) 

Since the first investment trust fund that was first introduced in 1774 following the 
concept of “unity creates strength,” the similar idea has been widely applied in 
many aspects of financial fields and exchange-traded fund (ETF) is just an variety 
of the mutual fund [2]. First index-based fund of a mutual fund type tracking SP 
500 index was proposed in 1976. In 1993, first ETF (Standard Poor Depository 
Receipts, SPDR) tracking SP 500 index went public in U.S. In 1999, first HK-
based index fund was issued. Next Track, a newly established market solely for 
transactions of in-dex/stock-based fund, was in place in 2001 in which ETF was 
referred to as “Tracker” in Europe. And many countries have introduced ETF of 
similar types since then. 

ETF have been tracking a single country market, or global markets 
encompassing several countries’ stock markets, designated industries/sectors, 
derivatives, commodities, currencies and even dividends [3]. More specifically, 
iShares also provides gold trust which was established on January 25th 2005 to 
reflect the price of gold owned by the trust at that time, less the expenses and 
liabilities of the trust, and such specific trust could fall into the category of 
commodity-index fund [4]. In other words, ETF has been a useful tool that 
extends beyond borders of the countries and provides additional opportunities for 
the investors to increase their investment returns while subjecting the investors to 
additional risks associated with the ETF investments as well. 

2.2 Financial Physical 

The application of physics to financial and economic problems has been 
considered in numerous prior studies. In practice, many physics principles have 
been employed to derive various models of financial engineering. For example, 
the widely applicable random walk theory illustrative of stock price fluctuation 
was derived from Brownian motion, while pricing model of options applies heat 
equation to closed-form solutions. Recently, quantum mechanics has been applied 
to market microstructure analysis to perform simulation [5] [6]. Further, statistical 
physics has been employed to simulate the probability and stochastic process in 
economic and financial issues [7] [8]. All of these have given rise to the study of 
physical phenomenon in economic and financial activities, which collectively is 
termed “econophysics” [9]. 

The background of philosophy of Classical Physics comes from fundamental 
Mathematics such as Taylor series. The Taylor series of a function ƒ(x) that is 
infinitely differentiable in a neighborhood of “a” could be represented in the 
follows: 
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where n! denotes the factorial of n and f (n)(a) denotes the nth derivative of ƒ 
evaluated at a; while the zeroth derivative of ƒ is defined to be ƒ itself. 

From the Taylor Series, both sides of the equation are representative of causes 
and results, respectively. For example, the derivatives on the right side (or in other 
words, the derivatives of f(a) ) undoubtedly have impact on f(x) on the left side. 
Put Taylor Series in the context of Classical Physics, a first order derivative may 
be indicative of momentum while a second order derivative may thus indicate an 
impulse. People have been trying to quantize cause-result analysis and utilizing 
result of the analysis to more accurately predict the result solely depending upon 
the cause. However, in the absence of absolute representation of the cause/effect 
relativity of the cause/effect instead becomes the focus of the analysis. In other 
words, as people would never succeed in matching the first order derivative and 
the second order derivative with any events in the dynamic financial market any 
corresponding “absoluteness” analysis presents little value. 

Any dynamics in the financial market could be represented in terms of variation 
during a predetermined passage of time. For instance, when the variation in a 
stock index between yesterday and today is positive (e.g., the stock index is higher 
today) the first order derivative (which indicates the variation itself) of the stock 
index would remain positive. In terms of Classics Physics, the momentum in the 
stock market between yesterday and today is positive. And the second derivative 
of the stock index, which is the derivative of the first derivative in the passage of 
time, represents the “impulse” of the stock index. For example, when the variation 
(i.e., the first order derivative) between Day 1 and Day 2 is 1 and the variation 
between Day 3 and Day 4 is 2, the “impulse” between the pair of Day 1 and Day 2 
and the pair of Day 3 and Day 4 is “1.” Accordingly, when the impulse remains 
positive the stock index could be having larger potential of trending upwardly 
compared with the stock index having the positive first order derivative and the 
negative second order derivative. 

Further, difference between the closing price of one specific stock in day N and 
the closing price at day N+1 may be indicative of difference between kinetic 
energy be-tween day N and day N+1. And such difference may result from an 
external force (F), which is the outcome of a volume of transaction, which is 
representative of mass, at day N+1 multiplying the “impulse” (or the second order 
derivative). The larger the volume of transaction could lead to larger external 
force when the impulse stays at the positive territory, indicating the entire market 
is going to trend upwardly. And since the larger external force also leads to larger 
kinetic energy the closing price at day N+1 should be larger than the closing price 
at day N, which is consistent with the presence of the larger external force that 
causes the upward trending. 
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Classical physics are widely perceived as guidance for developing growingly 
complicated financial decision-making strategy so as to ensure that developed 
models associated with that particular strategy could help enhance performance in 
profitability after processing enormous amount of data and learning from the 
processed data. 

3 The BPNN Model for ETF 

In order to enhance the performance of that particular model, multiple options 
have been explored. Since the financial physical is capable of helping improve the 
accuracy of the investment strategy, the present research not only considers the 
technical indicators but also the financial physical. More specifically, the present 
research further takes into account the financial physical of the technical 
indicators such as the first-order derivative and the second-order derivative of the 
technical indicators to be more accurately forecasting the trend of the ETF. As 
such, the input variables include the technical indicators themselves and their first-
order derivatives for the purpose of enhancing the reliability of the improved 
model with its corresponding experiment discussed in sub-section as figure 1. 
Meanwhile, more specifically, the model proposed in the present research starts 
with : 

 
1. Retrieving EWT-related information from iShare ETF database,  
2. Calculating technical indicators utilized,  
3. Applying financial physical to technical indicators for presenting variation in 

trend of physical force associated with technical indicators and difference in 
the variation in trend of physical force,  

4. Inputting financial physical-related information as input variables of BPNN-
based system for self-learning of BPNN-based system in order to predict 
trend in subsequent transaction day, 

5. Calculating profitability of investment strategy. 

3.1 Calculating Input Variables 

The present research utilizes categories of price indicators, volume indicators, and 
theoretical indicators and picks one trend-type indicator and one swing-type 
indicator from each of these three categories to have MA (moving average), RSI 
(relative strength index), MV (market volume), VR (volatility ratio), MACD 
(moving average convergence divergence), and KD (stochastic oscillator) as the 
chosen technical indicators for the purpose of the present research. Please see  
the table 1 in the follows for the summary of the chosen technical indicators in the 
present research. 
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Fig. 1 The Proposed Model 

Table 1 Technical Indicators parameters 

Type Technical Indicators Time Unit 
Price MA 7 

RSI 7 
Volume MA 7 

VR 9 
Theory MACD 26, 15, and 9 

KD 9 and 3 

4 Experiments 

4.1 Data and Experiment Design 

This study is design for trading index or derivatives of index. The empirical data 
are retrieve from iShares MSCI Taiwan Index Fund(EWT) . The index consists of 
stocks traded primarily on the Taiwan Stock Exchange. The trading period for this 
experiment is from June 23, 2000 to June 16, 2011. Eight and half years period of 
the fund data is for training data and the others for testing data. Table 1 includes 
attributes of the data such as opening price (Open), highest price (High), lowest 
price (Low), closing price (Close), volume of transactions (Volume). 
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Table 2 The portion of EWT price in 2007 

Date Open High Low Close Volume 

2007/1/3 14.88 14.9 14.65 14.73 9268300 

2007/1/4 14.6 14.81 14.58 14.78 4198700 

2007/1/5 14.56 14.56 14.39 14.41 3826400 

2007/1/8 14.46 14.46 14.27 14.36 2321900 
…

 

…

 

…

 

…

 

…

 

…

 

2007/12/24 14.75 14.75 14.56 14.68 4518500 

2007/12/26 14.68 14.72 14.58 14.64 6011600 

2007/12/27 14.8 14.87 14.57 14.57 8728800 

2007/12/28 14.95 15.06 14.85 14.85 5353700 

2007/12/31 15.01 15.2 15 15.03 3244900 

 
In order to verify proposed model, strategy of Random Walk Theory and buy-

and-hold strategy are used as comparison model. The experimental results depend 
on the comparison between BPNN and the other two models during the test 
period. Training period uses to training neural network and determining 
parameters. The experiment design and the data intervals are shown in Table 3. 

Table 3 Experiment design 

Testing model 
Training Testing 

Day- 
frames 

Period 
Day- 
frames 

Period 

(1) BPNN 
2143 days 

2000.06- 
2008.12 

619 days 
2009.01- 
2011.06 

(2) Random 
(3) Buy and hold 

4.2 Performance Measures 

We measure the accuracy of prediction and return respectively, and use them as 
indicators to evaluate the model. They are defined as follows: 

onstransactioftimes

ons transactimaking-profit of times
Accuracy =

                
(3) 

positionshort  and long ofreturn return  Total =                 (4) 
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onstransactioftimes

positionshort  and long ofreturn 
return Average =

          
(5) 

Trading signals have two types which including long trade and short trade, and 
therefore the returns include long positions and short position. Long positions and 
short positions are demonstrated as follows: 

costn transactio-priceshort -price longposition long ofReturn =      (6) 

costn transactio-price long-priceshort positionshort  ofReturn =     (7) 

Because of the buy and hold strategy has only one transaction, the comparisons 
of accuracy and average return only verifies BPNN and random model. 

4.3 Comparative Results 

The trading signals divide to two. When the signal above the top threshold, long 
EWT, and vice versa. In order to making higher quality decision, the trading 
thresh-old can filter the noises and improve the accuracy. In the training period, 
the different thresholds are tested for the BPNN. Table 4 shows the results. The 
return and accuracy are trade-off, so the thresholds setting 0.55 and 0.45 can make 
more profit and higher accuracy. 

Table 4 Trading threshold 

Trading threshold 
Accuracy Average Return Total Return 

(%) (USD) (USD) 

0.5/0.5 79.14 736 804,098 

0.55/0.45 91.25 1,235 681,472 

0.6/0.4 94.93 2,356 240,272 

 
Table 5 is shown that proposed model has higher accuracy than Random model. 

The accuracy of random model isn’t exceeding 50%. From Table 6, in terms of 
average return, proposed model has outperforms the Random model. 

Table 5 Model comparison of accuracy 

Model Accuracy(%)

(1)BPNN 79.15

(2)Random 45.85
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Table 6 Model comparison of average return 

Model Average Return(USD)

(1)BPNN 1,195

(2)Random -398

 
From Table 7, it’s shown that total return during the testing period, and the 

proposed model has better performance than other two models. Even though the 
buy and hold strategy buys EWT at the lower price in the testing period, it still 
only makes 72,700 USD. The results shown that proposed model can help 
investors make better decision in trading. 

Table 7 Model comparison of total return 

Model Total Return(USD)

(1)BPNN 169,712
(2)Random -72,100
(3)Buy and hold 72,700

5 Conclusions 

The present research further capitalizes on characteristics including low cost and 
tax and trading flexibility associated with ETF to develop the day-trade strategy 
with high probability of positive investment return. Specifically, an approach 
proposed in the present study utilizes DM and back propagation neural network 
(BPNN). Experiment results show that when following the investment strategy 
prepared according to the present research the investment return is better and 
larger than following the traditional approaches such as Random Walk, 
notwithstanding the overall economy. 

In future works, as the proposed model utilizes the daily financial data and the 
primary characteristic of ETF compared with mutual fund allows for the 
transactions at any point of the transaction day. Tick information of ETF could be 
used in the model offering additional opportunities of investment returns. 
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Data Mining Application to Financial Market  
to Discover the Behavior of Entry Point –  
A Case Study of Taiwan Index Futures Market 

Mei-Chen Wu, Bo-Wen Yang, Chiou-Hung Lin,  
Ya-Hui Huang and An-Pin Chen 

Abstract The value of the investment method is that investors who are anxious to 
pursue, there are many value investing methods have been proposed, but only a 
minority of the value investing method were proved to be effective. The study is 
based on messages generated defined value of the investment by Steidlmayer in 
1984 proposed market profile theory. In order to extract trading behavior of dealer 
and product value by the huge financial trading information, the model used the 
trading data to capture feature patterns, and find the double distribution trend day 
generated by market profile. The experimental results show the single print as an 
entry point, and the reference to historical support and pressure line as an exit point. 
The results show the returns are 24.09 points and the accuracy achieved 57.45%.The 
results had shown the analysis model can find the investment goods real value from 
the huge trading information, and help investors obtain excess returns. 

Keywords Data mining · Market profile theory · Double distribution trend day · 
TAIEX futures · Pressure support line 

1 Introduction 

Global financial markets as a whole, because the price of the financial markets are 
often subject to general economic, national policy, and even unpredictable factors 
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all affect. Due to the ever-changing market prices, the market gradually, some 
people think the price is random and without regularity, and therefore cannot 
predict future price movements [1]. Efficiency market hypothesis is derived from 
random walk theory, Bachelier [2] in 1900 believes investors on the stock market 
is expected to be an isolated incident, sample collection will be close to normal 
distribution, represents about half of the people in the market that the share price 
will rise, and half think the stock price will fall, each act will cancel each other 
out, making the overall investor expectations of the market is equal to zero, in a 
very short period, price movements totally unpredictable. However, there is a 
blind spot above assumptions, when many people come together, decide between 
them affect each other, human behavior is no longer a stand-alone event, which is 
called "The Effect of Sheep Flock". Therefore, price movements are not random, 
but most investors will follow the view changes in one direction. Fama [3] in 1965 
formally proposed efficiency market hypothesis, all the information on the price of 
the security can be immediate and adequate response to the market, he said. The 
current stock price will be past, present and even future can estimate of the impact 
of information. So investors regardless of any trading strategy, are unable to 
obtain excess returns, because everyone analyze the stock is independent, 
mutually affected, and the stock can quickly respond to all the information, so 
investors cannot use any strategy to predict the share price. 

However, not all market can meet the above requirements, there will be some 
market information gap to some extent, but cannot reach full efficiency market, 
Fama [4] in 1970 reinforces his argument, he thought to be involved in the market 
both of rational participants to maximize profits for the termination, in an efficient 
market, prices reflect all information, any fundamental analysis or technical 
analysis cannot get excess returns from the market. Since the research methods, 
the study period, the researchers labeled different places, leading to the conclusion 
whether market efficiency are not the same, and therefore those who have 
different ideas on the market. 

However, Steildmayer [5] in 1984, a book market profile theory mentioned 
market price is definitely not random development, there are different players on 
the market, according to their needs to enter or leave the market, and thus change 
the price, so the market has the logic sex. He believes that the market value = 
Price + time, with changes in the market price and time, participants from several 
different angles, resulting in changes in value. Wherein the range of values is 70% 
of participants agree with the price range while moving changes in their range of 
values, which represents most of the participants for the price produced a new 
view, we must immediately assess market trends, look for a relatively low risk 
trading position. 

The study will outline the market theory, the use of Data Mining to dig out the 
number of days happen double distribution trend day, whichever form Single 
Prints range of values between the two, and the maximum and minimum day. 
Moving to judge the value range, whether it is High to Low or Low to High, on 
behalf of the whole range of values change, and whether long-term traders as the 
later transaction, which represents the recognition of this new range of values, 
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thereby assess the market potential of the moving direction, and analyze hidden 
forces behind the market, to further assist investors to grasp the future trend 
changes, it proves that the market is not in line with the weak-form efficient 
market hypothesis. 

2 Literature Review 

Market profile theory is an outline can be used to observe and analyze changes in 
market prices J.Peter Steidlmayer new doctrine by the year of 1984 presented. The 
role of the free market is through a competitive auction, changing prices enough to 
attract buyers and sellers to conduct transactions. Outline the basic concepts of the 
theory of the market can be divided into the market structure, the transaction time 
and transaction logic. Market Structure That Market profile graph, but by its 
distinctive bell-shaped curve that the market structure, and then describe the 
process of changes in market prices and reflect the behavior of participants. 
Trading Time is represented by a bell-shaped curve, and the widest part of the 
figure shows the value of area participants consuming the most transactions, that 
is now recognized by the participants to find the range of values, understand the 
current market a variety of participants behavior. Trading Logic that is 
experienced by observing the characteristics of the market structure and trading 
hours are obtained, and then grasp the key factor in the cause of market operation, 
power, mode etc.. 

The major market participants into day traders and long-term traders. Day 
Traders also known Locals, on the one hand from the long hands of the buyer to 
buy the other hand, long-term and immediately sold to the buyer, if the role of 
market intermediaries frequently traded. The Other Timeframe Traders Trader is 
sustained for more than a day, and usually only when the price deviates from its 
news value or extrinsic trading decisions, will enter the market, the real key is to 
control market forces. Market controlled mainly by long offensive players, to 
influence changes in the market value of the interval, resulting in different forms 
of the trading day, the market profile theory there are seven common trading 
patterns, patterns used in this study for the double distribution trend day, at the 
beginning of the transaction have less trading activity, market participants are 
extremely non-confidence in the market, resulting in a narrow price range. After 
some time, because of changes or the occurrence of an event causing investors 
perceive profitable, speed to market, and thus the price into another grade. 
Moreover, the weak trend of the trading day will run for a period of time after a 
specified direction, stop and wait for further development of the market, and to 
assess the long-term traders in the new range of values is of a continuing nature, 
and then to find the best entry point. 
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3 Proposed Method 

The subject is the TAIEX futures in this study. Experimental samples during the 
study from January 5, 2009 to December 31, 2013. Processing a total of 1,237 
trading days of historical data, and it contains date, trade time and trade price. 
First, TAIEX futures tick data organized into one minute price and thirty minutes 
market profile graph. After TPO-processing, determine which day is the double 
distribution trend day. Double distribution trend day includes two value areas, and 
at least two consecutive TPO of price single letter between D letter and G letter 
(from an hour half after opening to an hour half before closing). That may have 
chance to complete a bell curve, and it’s representing the value area to be accepted 
most of the investors and develop a new value area. A total of 152 double 
distribution trend days occurred between January 5, 2009 and 31 December 2013. 
Experimental groups determine long or short base on direction of double 
distribution trend days. Open mechanism is based on the maximum and minimum 
of Single Print, and evaluated the support capability. Stop mechanism is divided 
into two methods, first is stop-loss when loss ten points, and second is reference 
the single-letter support line. In the part of the control group, open on the 
maximum and minimum of Single Print by random long or short. Stop mechanism 
is stop-loss when loss ten points.Even though the open should filtered by long 
term days, cause market profile theory point out when the price keep longer which 
means long-term traders strongly agree the value area. Therefore, when value area 
moves in the other direction, long-term response traders will have more power to 
defense the new direction. The experimental groups divided four kinds of filters of 
days, contains after 1 day, 3 days, 5 days and 7 days. Two evaluation methods to 
measure the model performance by simulated trading for accuracy and 
profitability. 

In this study, experimental group A is focus on move direction of Double 
Distribution Trend Days and duration days, and stop-loss when loss 10 points. If 
value area from high to low, the support line which at the maximum of day will be 
continue average 14.5 days. If value area from low to high, the support line which 
at the minimum of the day will be continue average 27.6 days. Therefore, open 
position chose maximum or minimum price on direction of Double Distribution 
Trend Days to determine the support line, and evaluate the performance. 
Determine the support line and the duration of support line that could help to trace 
the long-term response traders. 

Experimental group B is focus on support capability based on Single Print of 
Double Distribution Trend Days, and stop-loss when loss 10 points. If value area 
move from high to low and generate a new value area, the maximum of Single 
Print will be support line and recover when the price back to the old value area. If 
value area move from low to high and generate a new value area, the minimum of 
Single Print will be support line and recover when the price back to the old value 
area. 
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Therefore, open position chose maximum or minimum price on Single Print of 
Double Distribution Trend Days to determine the support line, and evaluate the 
performance. Determine the support line and the duration of support line that 
could help to trace the long-term response traders.  

Experimental group C is focus on support capability based on Single Print of 
Double Distribution Trend Days, and stop-loss when reach support line by 
historical Single Print. If value area move from high to low and generate a new 
value area, the maximum of Single Print will be support line and recover when the 
price back to the old value area. If value area move from low to high and generate 
a new value area, the minimum of Single Print will be support line and recover 
when the price back to the old value area. Therefore, open position chose 
maximum or minimum price on Single Print of Double Distribution Trend Days to 
determine the support line; close position use support line of yesterday, and 
evaluate the performance. Determine the support line and the duration of support 
line that could help to trace the long-term response traders. 

Control group A is based on Weak Form of Efficient Market that assumptions 
is the stock price completely reflect all the history or existing information. Hence 
investors couldn’t use historical information to be analyzed and predict stock 
prices. Control group A trades by random walk model and compares with 
experimental group A. For this reason, the open timing is same as experimental 
group A., however short or long position is determining by random. The close is 
stop-loss when loss 10 points, i.e. when open by long position then close by short 
position; when open by short position then close by long position. Finally, 
determine the duration since occurred Double Distribution Trend Days is longer 
enough to support the price. 

Control group B is based on Weak Form of Efficient Market that assumptions 
is the stock price completely reflect all the history or existing information. Hence 
investors couldn’t use historical information to be analyzed and predict stock 
prices. Control group B trades by random walk model and compares with 
experimental group B. For this reason, the open timing is same as experimental 
group B., however short or long position is determining by random. The close is 
stop-loss when loss 10 points, i.e. when open by long position then close by short 
position; when open by short position then close by long position. Finally, 
determine the duration since occurred Double Distribution Trend Days is longer 
enough to support the price. Performance evaluation with experimental group B, 
and then test the Weak Form of Efficient Market in TAIEX market rationality. 

4 Experiments 

During the study period of January 5, 2009 to December 31, 2013, a total of 1237 
days, which took the weak trend in the trading day, a total of 152 strokes. 
According to the weak trend in the value range of the moving direction of the 
trading day, the maximum or minimum value to obtain the date, entering as a 
transaction, a total of 138 strokes. According to the weak trend in the value range 
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of the moving direction of the trading day, a single print) uppermost edge or do 
the lower edge, entering as a transaction, a total of 141 strokes. 

This study is divided into the accuracy of performance evaluation assessment 
method and two points with average earnings, in accordance with the evaluation 
criteria in order to compare the performance of. When trading strategies finished, 
all the statistics of transactions, if the transaction results showing a profit, and its 
value is set to 1, zero otherwise. All items will be positioned to capitalize on the 
sum, divided by the total items, see equation (1). 

  Accuracy rate ∑
                        (1) 

: i-items profit of correct information; N: total items. 
Then, with an average loss of points per port to measure. TAIEX futures 

simulated trading in goods, and to calculate profit or loss of points, each with a 
limited trading, calculated as follows: Average profit point ∑

              (2) 

：i-items trading remuneration，N: total items. 
As can be seen from the table a day later in the experimental group A (≥1 day 

admission), three days later (≥3 days of arrival), five days later (≥5 days of 
admission) accuracy rate rising, the loss per port getting smaller and smaller, but 
five days later (≥5 days of admission) and seven days later (≥7 days of arrival), the 
precise rate to a minimum, but the highest loss per port, on behalf of the more 
entry points with time night, the more entry points is not necessarily the reference 
value. After five days (≥5 days admission) before entering the entry point, 
Accuracy rate is relatively high, the smaller loss in the experimental group A 
mean showing a loss per port, maximum weak trend trading day produced or 
minimum value, does not have the capability of defense. 

Experimental group B after a day (≥1 day admission), three days later (≥3 days 
of admission), five days (≥5 days of admission) and after seven days (≥7 days of 
admission) accuracy rate rising , increasing earnings per port, on behalf of the 
later time as the entry point, which is the entry point with a reference value, a 
single letter (Single Print) weak trend in the trading day produced has defenses. 

Experimental group C after a day (≥1 day admission), three days later (≥3 days 
admission), five days (≥5 days of admission) and after seven days (≥7 days of 
admission) the accuracy of declining but the surplus is growing every mouth, on 
behalf of the later time as the entry point, increasing earnings per port, in addition 
to the entry point of a reference value, its appearance historical reference pressure 
support line,but also it has a significant effect. 
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Table 1 Experiment results 

 

Number of 
days 

before 
arrival 

Accuracy 
rate (%) 

Average 
profit 
point 

(point) 

Total 
losses 
(point) 

Number of 
transactions 

(number) 

Experimental 
group A 

after 1 day 
( 1  

44.93% -1.01 -140 138 

after 3 day 
( 3  

45.26% -0.95 -90 95 

After5 day 
( 5  

46.15% -0.77 -60 78 

after 7 day 
( 7  

42.43% -1.52 -100 66 

Experimental 
group B 

after 1 day 
( 1  

55.32% 1.06 150 141 

after 3 day 
( 3  

61.11% 2.22 120 54 

After5 day 
( 5  

70.00% 4.00 160 40 

after 7 day 
( 7  

76.67% 5.33 160 30 

Experimental 
group C 

after 1 day 
( 1  

57.45% 24.09 3396 141 

after 3 day 
( 3  

46.30% 35.89 1938 54 

After5 day 
( 5  

42.50% 41.78 1671 40 

after 7 day 
( 7  

36.67% 50.80 1524 30 

Control 
group A 

after 1 day 
( 1  

42.03% -1.6 -220 138 

after 3 day 
( 3  

41.05% -1.79 -170 95 

After5 day 
( 5  

41.03% -1.79 -140 78 

after 7 day 
( 7  

39.40% -2.12 -140 66 

Control 
group B 

after 1 day 
( 1  

41.84% -1.63 -230 141 

after 3 day 
( 3  

46.30% -0.74 -40 54 

After5 day 
( 5  

47.50% -0.5 -20 40 

after 7 day 
( 7  

50.00% 0 0 30 
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The whole, in addition to the day after arrival (≥1 day admission), Accuracy 
rate the experimental group B the highest, showing a single print to support the 
pressure line, and its ability to withstand stronger, is preferred entry points, 
combined with fixed stop-loss benefit stops playing, the results will be better than 
the experimental group a and experimental group C. In the highest part of the 
profit or loss per port, per port or loss Experiment C, representing the history of 
pressure support, has significant effects, but with the increase in transaction time, 
accurate rate is getting lower and lower, behind is more representative of the 
higher profit also it has a higher risk. 

Group A and group B randomly trading models were experimental group A of 
the control group and the control group, the experimental group B, its selection of 
approach methods are the same, with the exception of whether to do more or vent, 
then take a random way trade. Stop playing the same to stop Lee ten points, to 
close out the opposite direction, such as the approach to do more, then vented 
appearances; to vent approach is to do more appearances. Finally still weak trend 
trading screening occurs to calculate the number of entry points the day before 
yesterday, whether the late arrival, the pressure support more valuable. 

Accuracy rate of the control group B with each port and losses are higher than 
A, Accuracy rate the control group B with each loss the same port number as the 
day before entering the screening, the later approach the higher Accuracy rate, 
fewer losses. Overall, the group's forecast performance and profitability are poor. 

5 Conclusions 

In this study, the market profile theory, analysis of the double distribution trend 
day, the different parts of whichever parameter value trading, statistical analysis, 
can be hidden on the back of strength in the market, and then to find it hidden 
including the knowledge and behavior, creating high profit, and view Taiwan 
futures market is in line with the weak form efficient market hypothesis. 

Its maximum range from the study results that, in a weak trend trading 
Kusakabe, made of a single print or set minimum entry point, and then take 
advantage of Accuracy rate and to calculate profit per port, the obtained the 
remuneration to 24.09 points and 57.45% accuracy rate per port, the result was 
better than the maximum or minimum day. Next, the same single-letter approach, 
only played each stop loss or stop profit in each ten o'clock, and the reference 
pressure history as a yardstick support line. Can be learned from the results, stop-
loss or stop profit each ten relatively low risk for the low paid, historical support 
line pressure is high risk and high reward, thereby learned the history of pressure 
support line has the reference value. In the long-term market contours, it must be 
combined with effective reference index, it has the effect, as the later arrival time, 
if the value of the interval by most traders agree, the harder it will be a 
breakthrough.  
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Sensitivity of Sensors Built in Smartphones 

Zoltan Horvath, Ildiko Jenak, Tianhang Wu and Cui Xuan 

Abstract In our earlier researches we examined the reliability and accuracy of 
sensors used in outdoor positioning. Results have shown that they are not as relia-
ble as many think. So the question rightly arises: what sensor could be the solution 
for indoor navigation. The sensitivity and resilience of smartphone sensors are 
currently unknown, and their reliability is also questionable because of the many 
distracting factors. However, studies also show that it is possible to decrease dis-
traction-caused errors with the help of appropriate algorithms. Hence first we must 
define sensitivity of sensors and understand their operational principles to find the 
appropriate algorithms. 

Keywords Indoor positioning · Accelerometer · Gyroscope · Sensors sensitivity · 
Smart phones 

1 Introduction 

We began our research by examining GPS and GLONASS sensors used in out-
door navigation [11] [12]. Since nearly every fourth person has used navigation 
software, we found examining how accurate these sensors are and what factors 
may interfere with them to be interesting. This is also important because indoor 
positioning is more complex compared to the outdoor. Suffice it to say that out-
door positioning technologies don’t work indoor, because the sensors used are 
shielded. Our research, however, clearly revealed that outdoor positioning is not 
that simple either, as many might think [10]. Furthermore we didn’t get the same 
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result using different softwares, but the same device, operating system and sensors 
in the same weather conditions [3]. In this case it often occurred that we measured 
27-32% discrepancy among our data; this can be seen on Figure 1. 
 

 

Fig. 1 Average Distance 

I don’t mention environmental factors, since it’s evident that certain weather 
conditions can greatly distort the accuracy of results. Our experiments were com-
plemented by examining how devices respond if different forces are applied on 
them. We did this for we would like to make use of the gyroscope and the accele-
rometer in indoor positioning. Our measurement results showed that G-force can 
distort the precision of data if it reaches 3G. The other part of our experiment was 
to examine indoor positioning. For this we used the software developed by Lanoga 
Kft, which we can see on Figure 2 [2]. 

The software can monitor sensors (accelerometer, gyroscope, etc.) in smart-
phones [6]. From the firs measures it turned out that the sensors are very sensitive 
during measurements [4]. The data detected during the test are discussed in chap-
ter Results [7]. Many have attempted to use Wi-Fi networks for indoor positioning 
[1][8]. In this solution we meet with the same error as measuring inaccuracies 
caused by scattered and reflected signals observed in outdoor navigation.  
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Fig. 2 Monitoring software 

2 Material and Method 

2.1 Algorithms 

Results provided by sensors are not enough to obtain evaluable data for indoor 
positioning. As we have already proven, it is necessary to use different algorithms 
to get evaluable and reliable data. First we examined how useful the Kalman filter 
is, since it is quite effective if we want to process data measured by the original 
signal from the scattered ones. During our research we recorded nearly 14,000 
records, so it seemed obvious to examine the raw data with linear regression [5], 
since it gives a line; this is called a regression line. Its general formula is the  
following (1)[10]: 
      (1) 

 
However we should not forget that given this many data, measuring errors can 

occur, so do estimation errors in the regression. This can be described as follows (2): 
 ̀ ̀ ̀    (2) 
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Besides, we must mention the error of the regression line, the residual error, or 
the error variance. This can be expressed as follows (3): 

 ̀ 0  (3) 

 
We encounter it especially when we measure too much reflected signals during 

recording. Of course, these errors can be filtered further, even with as mentioned 
above, or with the Bayesian Histogram (4).   ∑ 1 1    ,     (4) 

 
Histogram filters have seen some use in robotics for localization due to their 

computational efficiency. 
However, they do not offer an easy way to guarantee convergence due to informa-
tion loss in the approximation step. 

2.2 Seismograph 

During tests we applied the software operating on the principles of a seismograph 
too. With this we wanted to examine whether smartphones suffer any resonance 
during measurements. This is an important factor during the research because if 
the software finds any displacement, a dispersion of a certain degree of measure-
ment results could be explained by that. Otherwise we must find the factor induc-
ing the scatter (5). 

2(n 1)

2

n
M

+=      (5) 

3 Results 

During test no displacement was measurable. The seismograph image confirms 
this, this can be seen on the next graph. 

It can be seen in the graph that none of the spatial axis suffered force. So we 
can state that dispersion described later and periodical errors couldn’t be inflicted 
by resonance, or at least by measurable resonance. 

In this research of ours we examined mainly the magnetometer and the accele-
rometer. The following measurement results are originated from a measuring at a 
fixed point, so that we can illustrate the accuracy of sensors better. First we dis-
cuss the results measured with the accelerometer. We recorded nearly 14,000 
records, thus we had a relatively large set of data to work with. WE measured in 
two dimensions, so it forms a plane; also the device was fixed to one point. The 
latter is important because the accelerometer resting on the surface of Earth meas-
ures 0 G with a good approximation. 
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Fig. 5 The inertial system 
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ways. Either we switch off the instrument in corner D which causes the interfe-
rence, or we try to filter the signal. In the present case it can be seen that all mea-
surement results are distorted, hence there will be no original signal to filter,  
and therefore the second solution is impossible. The next figure shows how mea-
surement results change if the instrument is switched off, and if the results are 
filtered too. 

 

 

Fig. 9 The values without interferences 

As we can see on the graph above, this way the four corners are palpable at the 
test premises. But we still experience some shift, so in this case we don’t perfectly 
perceive the original testing area. We attempted to estimate the original size of the 
testing area based on the measurement results. According to theme the longer 
walls were estimated to be 450 cm, while the shorter ones to be 250 cm long. In 
reality the longer sides are 432 cm, and the shorter ones are 240 cm long. So we 
can assert that, even if the used method is not 100% accurate, it is suitable for 
approximate estimation. 

4 Conclusions 

At this stage of our research we mainly examined the magnetometer and the acce-
lerometer. In our experiments we gathered and processed nearly 15,000 records. 
Our studies have shown that there are more interfering factors during indoor mea-
surements than during outdoor measuring. In our opinion the interference causes 
the greatest problem, since our buildings are full of electric appliances; and the 
thickness of walls and cable insulation are not effective enough to eliminate it. 
Another problem is if the interfering appliance is positioned within a 10 cm  
radius of the device. In this case we cannot find the original signal, so we can’t 
filter the faulty data. The smallest distance, where we could find signal with no 
disturbance, was 32 cm; but in this case we could use only 24 out of 1000  
measurement data to filter. 
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Harmony Search Algorithm for High-Demand 
Facility Locations Considering Traffic 
Congestion and Greenhouse Gas Emission 

Yoonseok Oh, Umji Park and Seungmo Kang 

Abstract Large facilities in urban areas generate lots of traffic and cause conges-
tion that waste social time and become a major source of greenhouse gas (GHG). 
To overcome a shortcoming of the fixed transportation cost in conventional facili-
ty models, the congestion effect by facility users as well as general drivers in  
networks, with increased GHG emission is considered. In this paper, several Har-
mony Search algorithms with local search are developed and compared to the 
existing Tabu Search algorithm in a variety of networks. The results demonstrate 
that the proposed approach and local search method can find better or comparable 
solution than other methods within a given time. 

Keywords Facility location problem · Harmony search algorithm · Traffic conges-
tion · Greenhouse gas emission 

1 Introduction 

Large facilities in urban areas, such as train station, bus terminals, department 
stores, or community centers typically generate lots of trips. These additional trips 
cause congestion and become major sources of greenhouse gas (GHG) emission. 
The conventional facility location models assume the transportation cost or time is 
fixed between demand and facilities, thus cannot analyze the network-wise impact 
of high demand facilities in urban transportation networks. The increased demand 
on the roadway and the rerouting of exiting drivers as well as increased GHG 
emission should be considered in finding the optimal location of facilities. 
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Recent study by Hwang et al. [1] investigated this problem and showed that the 
suggested approach can significantly save the total cost than the existing location 
problems. They proposed metaheuristic algorithms for solving the mathematical 
model; Genetic Algorithm, Memetic Algorithm and Tabu Search(TS), and TS 
showed the best performances among those. The purpose of this paper is to develop 
new algorithms using Harmony Search Algorithm (HSA) to solve the capacitated 
facility location problem with traffic congestion and GHG emission and compare the 
effectiveness of the developed algorithms to existing TS results by Hwang et al.[1] 

After Geem et al.[2] developed HSA, it has been applied to various optimiza-
tion problems such as storage containers problem [3], music composition [4], web 
page clustering[5], structural design[6], water network design [7], dam scheduling 
[8],transportation energy modeling[9], etc.1Geem and Sim developed parameter-
setting-free (PSF) harmony search algorithm[10], which can search good solutions 
without setting the fixed parameters for its best performance. Geem and Cho[11] 
solved optimal design of water distribution networks using PSF- HSA. 

The following parts of the paper begin with the model formulation and intro-
duce the suggested algorithms with flowcharts. Case study section presents the test 
results of algorithms with discussions. The paper ends with the conclusions and 
suggestions of the future research. 

2 Model 

In this section, a bi-level mixed-integer program is presented by combining fixed-
charge facility-location model and the route-choice model. The method deals with facil-
ity location, traffic congestion induced by high-demand facilities, and emission gas. 

Upper level: 
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∈ ∈
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1 Refer Milad and Pezhman(2013) for a detailed description of HSA including strengths 

and weaknesses. 
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Where,  ,  : Directed graph which represents the roadway network 
A, V : Set of directed links and nodes 
j : Candidate nodes,  
Cj: Capacity of facilities when the facilities are located on the candidate node j 

j: Fixed investment for the construction and operation of the facility 
Yj: Binary decision variable. 
α, β: Parameter converting the time and amount of CO2 to monetary value 
Ib , : Set of origins and destinations of background traffic,  

respectively. 
Id: Set of origins of facility demand traffic 
hi: Facility demand at node i ∑  : Total facility demand in the network 
xa: Flow on link a,  
qi,k: Total background traffic flow from i ( b) to k (k ) , : Background traffic flow from i to k on path m (m Mi,k) 
Mi,k: Set of possible path from i to k 
fl

i: Facility demand flow from origin i to virtual sink node S 
Li: Set of possible paths from facility demand node i to the imaginary sink  

node S ,, : Binary decision variable indicating whether link a is included background 
path m connecting from i to k or not 

i
a,l: Binary decision variable indicating whether link a is included the facility 

demand flow l or not 
ta(xa), Ea(xa) : Function of link cost and emission cost of traffic flow on link a, 

respectively. 
vj: Total assigned traffic flow on facility j , : Binary decision variable indicating the facility j is used by demand flow 

start from i 
 
An upper-level model was formulated to find the locations and number of facil-

ities, while minimizing total cost including construction cost, transportation cost, 
and emission cost. The solution of upper-level model was derived by metaheuris-
tic algorithms which we are tested in this paper then a lower-level model solves 
the traffic assignment problem of facility demand and background traffic.  
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Fig. 4 Structure of Location-
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Table 2 Result of small-size network (Sioux-Falls) 

TS(A) T-HSA(B) PSF-T-HSA(C) 

Mean (I) 
2,532,824             2,532,824              

2,532,824 

Min (J) 
2,532,824             2,532,824              

2,532,824 

Time to best solution (sec)  3.4 1.3 2.8 

 
LL-TS(E) LL-T-HSA(F) 

LL-PSF-T-
HSA(G) 

Mean (K) 
2,532,824             2,532,824              

2,532,824 

Min (L) 
2,532,824             2,532,824              

2,532,824 

Time to best solution (sec) 2.5 0.8 33.5 

4.1 Sioux-Falls Network : Small-Size 

First we tested these algorithms into small size networks. As shown in Table 2, all 
algorithms could find the same solution within given time limit. This shows that 
all algorithms can get into the satisfactory level of accuracy in the small size net-
work. LL method shows faster convergence than the original local search method 
in TS and conventional HSA.  

4.2 Incheon Network : Large-Size 

The facility building costs were categorized into three levels in the Incheon net-
work depending on the land values of the candidate locations, including areas with 
high, medium, and low land value. This assumption makes this case more realistic 
and more complicated to solve, at the same time.  

In this large-size network, all tested algorithms do not show a significant differ-
ent in their performance. However, there is a slight improvement from original TS 
to LL-TS. LL-TS can find the same objective value in shorter time (9,406 sec vs 
10,613 sec). T-HSA and LL-T-HSA could find comparable solutions, about 
0.05~0.07% less than TS algorithms in the mean best objective values of multiple 
(30) runs. The best objective values of T-HSA and LL-T-HSA in 30 runs are 
about 0.3~0.6% less than the objective value of TS and LL-TS (Table 3). PSF is to 
reduce the effort the find a fixed parameter values in HSA, and is known that 
usually does not outperform the conventional HAS with optimal parameters. This 
can be confirmed by the test result of PSF-T-HSA and LL-PSF-T-HSA. 
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Table 3 Results of Large-size Network (Incheon) 

 
TS(A) T-HSA (B) 

B/A-1 
(%) 

PSF-T-
HSA (C) 

C/A -
1(%) 

Mean (I) 
260,808 

260,628 -0.07 263,799 1.15 

Min(J) 259,348 -0.56 262,758 0.75 

LL-TS(E) 
LL-T-

HSA(F) 
F/E-1 
(%) 

LL-PSF-
T-HSA(G) 

G/E-1(%) 

Mean (K) 
260,808 

260,679 -0.05 263,468 1.02 

Min(L) 259,847 -0.37 262,315 0.58 

(K/I)-1 
(%) 

0.00 0.02 -0.13 

(L/J)-1 
(%) 

0.00 0.19 -0.17 

5 Conclusion and Future Study 

Defining the locations of high demand facilities are important task in urban areas 
since large amount of generated trips significantly affect the traffic conditions near 
the facilities. It can cause extra delays in nearby areas and these could be spread 
out to the other areas. In this paper, we applied several different versions of HAS 
and new local search method to solve the mathematical optimization model. The 
proposed algorithms have shown slight improvements in average and minimum 
objective function values in the large-size network, while all tested algorithms 
could reach the same objective value in the small-size network within given time.  

This paper only considered the objective level and calculation time in compari-
son of algorithms. Future study may be extended to the analysis of location of 
facility and the traffic pattern of solutions from each algorithm.HSA is known to 
be more effective in the problem with general integer variables than binary va-
riables. More complex location problems with multiple-size or discrete facility 
capacity can be a good examples that the proposed HSA can be applied.  
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Optimum Configuration of Helical Piles  
with Material Cost Minimized  
by Harmony Search Algorithm 

Kyunguk Na, Dongseop Lee, Hyungi Lee, Kyoungsik Jung and Hangseok Choi 

Abstract Helical piles are a manufactured steel foundation composed of one or 
multiple helix plates affixed to a central shaft. A helical pile is installed by rotat-
ing the central shaft with hydraulic torque motors. There are three representative 
theoretical predictions for the bearing capacity of helical piles: individual bearing 
method, cylindrical shear method, and torque correlation method. The bearing 
capacity of helical piles is governed by the helical pile’s configuration, geologic 
conditions and penetration depth. The high variability of influence factors makes 
an optimum design for helical pile configuration difficult in practice. In this paper, 
the harmony search algorithm is adopted to minimize the material cost of helical 
piles by optimizing the components composing a helical pile based on the pro-
posed bearing capacity prediction. The optimization process based on the com-
bined prediction method with the aid of the harmony search algorithm leads to an 
economical design by saving about 27percent of the helical pile material cost. 

Keywords Helical pile · Individual bearing method · Cylindrical shear method · 
Combined prediction method · Harmony search algorithm 

1 Introduction 

Helical piles are a manufactured foundation steel pile composed of one or multiple 
helix plates affixed to a central shaft. A helical pile can be driven to a designed 
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depth by hydraulic torque motors rotating the central shaft. Helical piles have 
become widely used in the US and Europe, generating the booming market and 
also there have been many studies on the application of helical piles in the local 
soil conditions [1]. The rotary drilling construction method of a helical pile is 
suitable in fine and coarse grain soil layers. However, because of the limitation of 
the torque power generated by the torque motor that cannot penetrate the soil in 
full depth, they cannot be adopted in a bed-rock stratum. 

There are three representative predictions for the bearing capacity of helical 
piles. The first is the torque correlation method predicted by the final installation 
torque measured in the construction [2]. The second is the individual bearing me-
thod assuming each of the helix plates has the end bearing capacity with the adhe-
sion on the shaft above the top helix plate [3]. Finally the cylindrical shear method 
is composed of three components: the end bearing capacity from the bottom helix 
plate, the cylindrical friction surrounding the helix plates, and the shaft adhesion 
above the top helix plate [4]. These three theoretical prediction methods have been 
commonly used in many helical pile constructions.  

In this study, by adopting the harmony search algorithm(HSA), one of the me-
ta-heuristic optimization algorithms, the material cost of helical piles is minimized 
by optimizing the composing variables of helical pile configurations such as the 
shaft diameter, helix plate diameters or number, and the intervals between  
the plates based on a new prediction method for bearing capacity by combining 
the individual bearing method and the cylindrical shear method. 

2 Input Function 

2.1 Bearing Capacities of Helical Pile 

The representative prediction methods adopted in this study are shown in Fig. 1. 
The individual bearing method is based on the failure mechanism that the each 
helix plate bears a uniform pressure distributed below the plate area with adhesion 
stresses along the shaft. The ultimate bearing capacity is given by P q A αH πD                                        1  

Where q : Ultimate bearing pressure A : Area of the helical bearing plate α: Adhesion between the soil and the shaft H: Length of the helical pile shaft above the top helix D: Diameter of helix plate 
 
By the cylindrical shear method, the spaces between the helix plates are consi-

dered as a uniformly cylindrical area. The bearing capacity composed of three 
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components: the end bearing capacity from the bottom helix plate, the cylindrical 
friction surrounding the helix plates, and the shaft adhesion above the top helix 
plate is given by P  q A T n 1 sπD αH πD                (2) 

Where A : Area of the bottom helix T : Soil shear strength n 1 s : The length of a shaft above the top helix plate 
 

 

 

(a) Individual bearing method (b) Cylindrical shear method 

Fig. 1 Mechanisms of the helical pile bearing capacity 

 
Referring the ratio between the bearing capacities calculated by the individual 

bearing method and the cylindrical shear method for the test site in Kimpo, South 
Korea, the combined prediction method, designed to consider with the local cor-
rection factor, can be defined as follows: Combined design method   0.85 1.79 0.5                          3   

Where P : Bearing capacity from the individual bearing method P : Bearing capacity from the cylindrical shear method 

2.2 Site Investigation 

The soil profile in Kimpo was investigated for the optimization of helical pile confi-
guration. To validate the effect of the helical pile on its bearing capacity, the pile 
penetration depth was limited to a depth of 8.4m from the ground surface. The soil 
stratum is composed of coarse-grained soils with the dry unit weight of 1.76 t/m . 
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Table 2 Market price of steel pipe (POSCO, 2015) 

Number 
Product 

name 
Standard Size  Unit 

Material 
price(won) 

1 Steel pipe J55 114.3 * 8.9T * 8M PCS 185,040 

2 Steel pipe J55 139.8 * 10.5T * 6.6M PCS 220,968 

3 Steel pipe 
API N80 88.9 * 10.6T * 

12M 
PCS 291,594 

 
As helix plates commonly demand lower yield strength compared to shafts and 

couplers, it is assumed to use a steel of J55 for helix plate sand N80 for a shaft and 
couplers. The thickness of shaft and plate were assumed to be 0.65cm and 0.95cm, 
respectively. The material cost of the helical pile according to Table 2 can be ex-
pressed as follows: Cost won π 0.5d 0.5d t z 9.319   π 0.5D 0.5d t 7.879 coupler                                                     5   

where D : Helix plate diameter 
d: Shaft diameter t : Thickness of the shaft diameter+ t : Thickness of the helix plate diameter 
n: The number of the helix plate 
z: Driven depth 
 
Considering constructability, the coupler was assumed to install at every 3m of 

the helical pile. The material cost for the coupler can be calculated as Coupelr won π 0.5d t 0.5d 200 π 0.5D 0.5d nt 7.065                                                                          6  

Where D :  Average helix plate diameter 

3 Haromy Search Algorithm 

Input parameters chosen in this study are shown in Table 3 such as HMS, the max 
iteration number, HMCR and PAR. The overall flowchart of HAS for this study is 
summarized in Fig. 3[6]. 
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Table 3 Parameters adopted in HSA 

Parameters in HS algorithm

HMS (Harmony memory size) 50

Max iteration 5000

HMCR (Harmony memory considering rate) 0.85

PAR (Pitch adjusting rate) 0.3
 

 
Fig. 3 Flow chart of optimization process of HSA 

4 Constraint Conditions 

The Criteria of helical pile configurations were considered in an aspect of empiri-
cal conformance with consideration of the minimum helical anchor embedment 
according to the soil conditions as shown in Table 4 and 5. 

Table 4 Criteria of helical pile configuration [7] 

Criteria 

Round shaft with outside diameters between 73mm and 89mm 

Helical plate diameters between 203mm and 356mm 

Helical plates spaced along the shaft between 2.4 to 3.6 times the helix diameter 
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Table 5 Minimum helical anchor embedment [8] 

Soil condition 
Normalized Embedment Depth 

(H/ ) 

Fine-grain 5 

Coarse-grain (loose) 7 

Coarse-grain (medium) 9 

Coarse-grain (dense) 11 

 
The specific flow chart of the penalty function applied in this study is provided 

in Fig. 4 [9]. 
 

 

Fig. 4 Penalty function with constraint conditions 

5 Optimization Results  

The optimized configuration of helical piles based on the combined prediction 
method at each load level is presented in Table 6 and 7. 
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Table 6 Optimized configuration using combined method (load level of 5 to 45ton) 

Load (ton) 5 15 25 35 45 

cost (won) 34600 54100 79900 109300 120000 

shaft dia. (cm) 7.30  7.30  7.30  7.30  7.30  

depth (cm) 223  309  459  668  810  

plate 
num. (num.) 2  2  3  3  2  

plate1 
dia. (cm) 20.91  31.36  32.43  33.16  31.15  

plate2 
dia. (cm) 23.49  31.36  32.91  33.29  

 

plate3 
dia. (cm)   

33.11  33.67  
 

plate4 
dia. (cm)      

plate5 
dia. (cm)      

interval 1 (cm) 50.42  75.35  115.92  102.65  75.05  

interval 2 (cm) 79.58  85.53  

interval 3 (cm) 

interval 4 (cm) 

 

Table 7 Optimized configuration using combined method (load level of 55 to 97 ton) 

Load (ton) 55  65  75  85  97  

Cost (won) 122400 124500 131500 138900 147000 

shaft dia. (cm) 7.30  7.30  7.30  7.30  7.30  

Depth (cm) 836.37  839.70  839.74  839.67  839.61  

plate num. (num.) 2.00  2.00  3.00  4.00  5.00  

plate1 dia. (cm) 30.01  32.26  33.27  34.10  34.75  

plate2 dia. (cm) 30.01  33.27  34.10  34.82  

plate3 dia. (cm) 33.27  34.11  34.86  

plate4 dia. (cm) 34.15  34.99  

plate5 dia. (cm) 35.03  

interval 1 (cm) 107.41  115.77  80.04  122.73  121.00  

interval 2 (cm) 79.88  81.89  83.61  

interval 3 (cm) 84.44  96.45  

interval 4 (cm) � � �

�  88.23  

 



Optimum Configuration of Helical Piles with Material Cost Minimized  337 

The optimized configurations in Tables 6 and 7 are schematically illustrated in 
Fig. 5 in detail. 

 

 

Fig. 5 Optimized configuration using combined method (load level of 5 to 97ton) 

6 Cost Benefits and Discussion 

Based on the bearing capacity measured from the pile load tests in Kimpo for the 
three helical pile configurations (shown in Fig. 6),the optimum configuration of 
the helical piles was evaluated along with the combined prediction method 

 

 
(a) TypeⅠ 

200,250,300cm 
(b) TypeⅡ 

250,300,350cm 
(b) TypeⅢ 

300,350,400 cm 

Fig. 6 Helical pile configurations of TypeⅠ, Type Ⅱ, and TypeⅢ 
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Table 8 Costbenefitswith shaft diameters of 73, 89, and 114mm 

Shaft 
dia. 

(mm)  

Plate  
dia. 

(mm) 

Driven 
depth 
(m) 

Model 
number

Bearing capacity (ton) 

Measured 
bearing 
capacity 

(ton) 

Measured 
material 

cost  
(won) 

Optimized 
material 

cost  
(won) 

Cost-
benefit 

(%) 

73 

Type
� 

400, 
350, 
300 

4.5 1-1 21 81800 73600 10  

6 2-1 26.8 103700 84700 18  

7.5 3-1 32 122500 101500 17  

9 4-1 61 144400 123700 14  

Type
� 

350, 
300, 
250 

4.5 1-2 16.7 76100 57200 25  

6 2-2 20 98000 70800 28 

7.5 3-2 38.9 116800 114800 2  

9 4-2 60 138700 123800 11  

Type
� 

300, 
250, 
200 

4.5 1-3 15.5 71300 55400 22  

6 2-3 16 93100 55500 40  

7.5 3-3 20.5 112000 70200 37  

9 4-3 56 133800 122600 8  

89 
 

Type
� 

400, 
350, 
300 

4.5 1-4 26 95700 84000 12  

6 2-4 27.5 122700 89400 27  

7.5 3-4 30 146100 90600 32  

9 4-4 52 173100 121400 30  

Type
� 

350, 
300, 
250 

4.5 1-5 24.5 89900 80800 10  

6 2-5 30.5 117000 105500 10 

7.5 3-5 36 140400 112400 20  

9 4-5 50 167300 121300 28  

Type
� 

300, 
250, 
200 

4.5 1-6 14.9 85100 54100 36  

6 2-6 29 112100 91500 18  

7.5 3-6 32 135500 101500 25  

9 4-6 51 162500 121300 25  

89 
 

Type
� 

400, 
350, 
300 

4.5 1-7 22.6 117200 76200 35 

6 2-7 32 152200 101500 33  

7.5 3-7 35.5 182700 111200 39  

9 4-7 76 217700 131300 40  

Type
� 

350, 
300, 
250 

4.5 1-8 20.4 111500 70200 37  

6 2-8 24.8 146500 80900 45 

7.5 3-8 32 166800 101500 39  

9 4-8 70 212000 126000 41  

Type
� 

300, 
250, 
200 

4.5 1-9 20.5 106700 70200 34  

6 2-9 22 141700 74100 48  

7.5 3-9 32.2 172100 101600 41  

9 4-9 52 207200 121400 41  
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While the shaft diameter shows the lowest effect comparing to the other para-
meters, the pile penetration depth shows the strongest effect on the optimization 
process. As the penetration depth starts to converge to its constraint limitation, a 
change in the helix plate diameter at each load level does not occur. After the con-
vergence of the penetration depth, the diameter of the helix plate increases gradu-
ally with an increase in the load level and eventually converges to its constraint 
condition. On the other hand, the number of helix plates increases with a slight 
decrease in diameter. These process repeats until the configuration meets the limi-
tation of the load level.  

When the required load level was 25ton, the helical pile with three helix plates-
shows lower material cost than that with two helix plates. This tendency seems 
reasonable to conclude that these exceptional configurations suggest the signific-
ance of HSA application that enables to find the unpredictable optimized results.  

Finally, In comparison with the material cost of the three helical piles con-
structed in the test site of Kimpo, the optimized configuration can reduce the  
material cost of helical piles about by 27.2% in the present study. Thus, it seems 
reasonable to conclude that the helical pile configuration optimized by HSA is 
economically feasible. 
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A Preliminary Study for Dynamic Construction 
Site Layout Planning Using Harmony 
Search Algorithm 

Dongmin Lee, Hyunsu Lim, Myungdo Lee, Hunhee Cho and Kyung-In Kang 

Abstract Construction site layout planning is a dynamic multi-objective 
optimization problem since there are various temporary facilities (TFs) employed 
in the different construction phase. This paper proposes the use of harmony search 
algorithm (HSA) to solve the problem that assigning TFs to inside of the building. 
The suggested algorithm shows a rapid convergence to an optimal solution in a 
short time. In addition, comparative analysis with Genetic Algorithm (GA) is 
conducted to prove the efficiency of the proposed algorithm quantitatively. 

Keywords Site layout planning · Optimization · Harmony search 

1 Introduction 

Site layout planning is an important task that involves identifying the temporary 
facilities(TFs) needed to support construction operations, determining their size 
and shape, and appropriately positioning them within the limited construction 
space[1]. Such TFs include temporary restaurant, site offices, storage yard, 
formwork storage yard, storeroom, labor residence, restrooms, utility control room 
and equipment(e.g., cranes). The site layout problem can be formulated as a 
assigning of facilities to suitable position over the course of a construction project. 
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Furthermore, the problems associated with the planning of a construction site 
layout with the consideration of changing site facilities and site space in different 
time intervals are termed as dynamic site layout problem[2]. In a dynamic site 
layout problem, finding the optimal time when the temporary facilities are 
installed and dismantled is a significant factor to improve construction 
productivity. 

On the other hands, according to the recent increase of high-rise building 
project in the downtown area where the space is very limited for construction, 
inside space of the building has become a possible allocation area for TFs.  
This study suggests a new method to solve the optimization problem with 
harmony search algorithm(HSA) which is one of the most powerful optimization 
algorithm [3]. 

Literature reviews show that many models have already been developed using 
various methodologies such as Genetic algorithm(GA), Ant colony 
optimization(ACO), Artificial intelligence(AI), computer-aided design(CAD). 
However, most of the previous researches more focus on static conditions. In fact, 
the main challenge in developing optimized layouts is in reflecting the dynamic 
nature of the site over the course of a construction project. Construction activities 
change as the project progresses, and accordingly, the number and nature of 
associated objects are subject to change as well. Several TFs enter the site at 
different times, occupy space on the site for different periods of time, and leave 
the site when they are no longer required. Furthermore, previously conducted 
researches.[1, 4-10] only consider horizontal space when generating dynamic 
layouts even though there is not enough space for the planning in a downtown 
construction site.  

This paper presents an innovative approach based on allowable principles, for 
the first time, considering the vertical layout planning. In fact, in practically lots of 
facilities are vertically arranged already on construction site. For example, office 
is located on 15th floor, storeroom is located on 20th floor, utility control systems 
are installed every twenty floor in a tall building project in Seoul. This paper 
recommends an optimization model for vertical layout planning of TFs especially 
proper for tall building construction site where the space is not enough. At the 
beginning of the construction, the TFs are allocated or installed on the floor level, 
and as the buildings are higher, TFs will dynamically be moved to inside of the 
building. The purpose of the model is to find which floor is best location for each 
TFs and, when is the best time for movement. 

2 Dynamic Construction Site Layout Planning Model 

Construction productivity is one of the significant interests in a project. The 
productivity is related with construction time, cost, and they are all related with 
site layout plan. The more efficient layout planning, the higher construction 
productivity according to reduce in working distances. Main movement of 
laborers are drawn in fig. 1. 
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STEP 4. Formulate objective function for vertical distance(restaurant) 

 

Fig. 3 Vertical distance for the traffic line of workers 

In this paper, there are 10 TFs, and they are arranged in a floor level at the 
beginning of construction stage, and as the buildings getting higher, several or all 
of TFs are transferred to the inside of building. The optimization process involves 
the following steps: (1) identifying the time intervals or needed characteristics for 
the TFs as discussed earlier; (2) identifying facilities’ objective function related 
with worker’s working distance; (3) optimizing the location of the selected list of 
facilities in process or tasks. 

3 Harmony Search Algorithm for the Site Layout Problem 

There are 10 decision variables(the types of TFs), and each variables’ range is 
1~50F(assume). Objective function is working distances. The process of placing 
TFs inside of building uses the HSA which is one of famous heuristic algorithms 
for optimization problem. Researchers have reported the robustness of HSA and 
their ability to solve several engineering and construction management 
problems[6]. The procedure The procedure of HS is shown in below. 
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HM x x xN xN f xx x xN xN f xxHMS xHMS         xNHMS x f x                 (1) 

 
N: number of decision variable 
HMS: harmony memory size 
 

Step 3. Generate a new harmony 
A new harmony memory vectorx x , x , , xN is generated form the HM 
based on the HM consideration, random selection, pitch adjustment. For instance, 
the value of first decision variable (  for the new vector can be chosen from any 
value in the HM range( ~ . And the other decision variables also can be 
chosen with same rule. There is a possibility that the newly generated value can be 
chosen using HMCR rule, and that varies between 0 and 1 as follows: 

 , , , , , ,    , , ,    1          (2) 

 
The HMCR sets the rate of choosing one value from the historic values stored 

in HM, and (1-HMCR) sets the rate of randomly choosing one value from the 
entire possible domain. For instance, a HMCR 0.9 indicates that the newly 
generated value is chosen from the HM with a 90% probability and from the entire 
domain with a 10% probability. Every component obtained from the memory 
consideration is examined to determine whether it should be pitch-adjusted.  

        1                 (3) 

 
The value of (1-PAR) sets the rate of doing nothing. If the pitch adjustment 

decision for   ,  is replaced as follows. 
                                                (4) 
 
Where  
bw   is an arbitrary distance bandwidth 
rand() is a random number between 0 and 1 

 
Step 4: Update harmony memory 
If newly generated harmony vector is better than worst harmony  in 
HM(the evaluation is based on fitness function), then exclude from the 
HM. As a result, HM will be updated with better solutions as the iteration keep 
going. 
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Step 5: Check for stopping criterion 
Repeat Step 3 and 4 until stopping criterion the criterion could be a certain time or 
number of iteration(NI). this paper used NI=1500 

4 Numerical Experiments(Comparative Analysis Between GA) 

4.1 Description of Case 

The case site is 50th floor building, and 10 different facilities must be assigned to 
inside of the building. Numerical experiments are conducted to justify the 
proposed optimization model. Also, comparison between GA was conducted to 
show the efficiency of HSA. After applying HSA and GA at the same example 
case, the solution was quantitatively analyzed.   

Table 2 Decision variables and its volume(assume) 

Num Facilities Volume( ) 
1 Temporary Restaurant 750 

2 Storage Yard 800 

3 Formwork Storage Yard 950 

4 Site Office 1 1,000 

5 Site Office 2 1,000 

6 Lifting Yard 900 

7 Cement, Sand, Aggregate Storage Yard 820 

8 Store Room 1,300 

9 Labor Residence 850 

10 Electrical Water and other Utilities Control Room 980 

Table 3 The height of each floor and their volumetric constraints(assume) 

Floor Num Height(m) Volume( ) 
1 6 1,500 

2 12 1,300 

3 18 1,200 

  

48 210 1,200 

49 214 1,000 

50 218 800 
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Table 4 The distance calculation formula of each facilities(assume) 

Num Facilities Distance Calculation Formula 

1 Temporary Restaurant   

2 Storage Yard 2  

3 Formwork Storage Yard (50- )* +(49- )* +(48- )*  

4 Site Office 1 50 3.5 2  

5 Site Office 2 50 3.5 2  

6 Lifting Yard 2  

7 
Cement, Sand, Aggregate 

Storage Yard 
Better near ,  

far  

8 Store Room 2  

9 
Labor Residence & 

Restroom 
Distance between Restaurant and Labor 

Residence, Restroom 

10 
Electrical, Water and other 

Utilities Control Room 
Summation of distance to another facilities 

position. 
 

- Constraints (Hard) 

1. Total installed volume of facilities in any floor must be less than the 

maximum space of the floor. 

- Constraints (Soft) 

1. Restaurant cannot be installed at the top floor. 

2. Restrooms and Labor residence should be installed near one of offices. 

3. Utility Control Systems should be installed lower than 25th 

- Optimization Parameter set 

Optimization Parameter Value 
HMCR 0.1, 0.5, 0.8 
HMS 15, 50 
PAR 0.1, 0.5, 0.8 

Crossover probability 0.5, 0.8(Optimum) 
Population Size 15, 50 

Mutation probability 0.2(optimum) 
Stopping criterion 500, 1000, 1500 
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4.2 Results 

These tables are comparison between GA and HS. 

Table 5 Optimum solution using HS 

Facilities           
Floor 22 25 11 1 14 11 18 2 10 9 

Table 6 Optimum solution using GA 

Facilities           
Floor 23 26 25 1 49 27 50 2 24 3 

 
In a 50th floor building, each facilities should be installed when starting 

construction of the i floor. For example,  is Office, and to minimize the total 
distance of laborers, the office should be installed when 14th floor construction is 
finished (In HSA). 

Table 7 Comparison between HMS and GA 

HMS HMCR PAR Iteration Objective Function 
(HS) 

Objective Function 
(GA) 

15 

0.8 0.8 

500 53012 km 

53834 km 
Minimum at 

(NI=1500, CR=0.5, 
M=0.2) 

54110 km 
Minimum at 

(NI=1500, CR=0.8, 
M=0.2) 

1000 52893 km 

1500 52809 km 

0.5 0.5 

500 54152 km 

1000 52800 km 

1500 52781 km 

0.1 0.1 

500 55181 km 

1000 54036 km 

1500 53383 km 

50 

0.8 0.8 

500 54387 km 

1000 53451 km 

1500 54113 km 

0.5 0.5 

500 54099 km 

1000 53451 km 

1500 53069 km 

0.1 0.1 

500 53276 km 

1000 52907 km 

1500 52675 km 
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In HMS=50, if the HMCR and PAR are higher, the objective function is 
increased 

In HMS=15, if the HMCR and PAR are higher, the objective function is 
decreased 

In the same HMS, HMCR, PAR condition, If the NI is increased, then the 
objective function continuously decreased. (Better result) 

 
The best result, came from the GA, was 53,834km and the best results 

came from HS were 52,781km(HMS=15, HMCR=0.5, PAR=0.5) and 

52,675 km(HMS=50, HMCR=0.1, PAR=0.1) each. That means HS is 

better Algorithm than GA for this optimization problem within 1500 

iteration. 

5 Conclusion 

The objective of this study is to provide a methodology for developing dynamic, 
vertical layout planning that are optimized over the duration of the project, while 
reflecting the actual changes on the site, in terms of object requirements and 
relationships between objects and their unique objective function which is made 
based on laborer’s working traffic lines. The HSA was utilized to solve the problem. 
On the other hands, vertical layout can be conceptually viewed as a problem in 
which a multitude of objects, with different temporal and spatial dimensions, and 
different proximity relationships, compete over best locations in a given space.  

A key feature of the model is that it considers the actual duration for which 
objects are required on the site in the process of optimization. This feature enables 
the reuse of the same space by different objects over the course of time. 
Furthermore, previous approaches are only focused on horizontal layout planning 
and they are not any meaning in the tall building projects since there is no space in 
horizontally. Another important aspect of the model is that it allows for a 
simultaneous search for the optimum location of all the objects that are required in 
different periods of the project. In other words, it allows all objects, regardless of the 
time and order in which they arrive on the site, to have an equal chance to compete 
over optimum locations for the specific time that they are required on the site.   

5.1 Limitation and Further Study 

The stopping criterion was set to be a 500, 1000, 1500 to investigate the efficiency 
of algorithm in a very short time(only 0.3sec searching time could be vulnerable to 
probability terms). Also, this model only considered 1day working distance, so it 
could not guarantee that is a global optimum, broader investigation is required. 
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Even though there are lots of TFs which should be considered when site layout 
planning, only 10 facilities are considered. Therefore, the decision variables 
should be more various. Also, parameter optimization was not conducted enough, 
more experiments and more realistic modeling is required.  
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Projects Using Alternative Thermal 
Powerplant Approach 
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Abstract This paper presents a simulation-optimization model integrating particle 
swarm optimization (PSO) algorithm and sequential streamflow routing (SSR) 
method to maximize the net present value (NPV) of a hydropower storage devel-
opment project. In the PSO-SSR model, the SSR method simulates the operation 
of reservoir and its powerplant on a monthly basis over long term for each set of 
controllable design and operational variables, which includes dam reservoir and 
powerplant capacities as well as reservoir rule curve parameters, being searched 
for by the PSO algorithm. To evaluate the project NPV for each set of the control-
lable variables, the “alternative thermal powerplant (ATP)” approach is employed 
to determine the benefit term of the project NPV. The PSO-SSR model has been 
used in the problem of optimal design and operation of Garsha hydropower devel-
opment project in Iran. Results show that the model with a simple, hydropower 
standard operating policy results in an NPV comparable to another model optimiz-
ing operating policies. 

Keywords Hydropower · Particle swarm optimization · Alternative thermal  
powerplant · Operating policy 
                                                           
S. Raeisi · S.J. Mousavi · B.A. Rousta() 

School of Civil and Environmental Engineering,  
Amirkabir University of Technology (Tehran Polytechnic), Tehran, Iran  
e-mail: raeisisina@yahoo.com, {jmosavi,roosta.hoda}@aut.ac.ir 
 
M.T. Beidokhti 
Iran Water and Power Resources Development Company (IWPC), Tehran, Iran 
e-mail: beidokhty@gmail.com 
 
J.H. Kim 

School of Civil, Environmental and Architectural Engineering, Korea University,  
Seoul 136-713, South Korea 
e-mail: jaykim@korea.ac.kr 



354 S. Raeisi et al. 

1 Introduction 

System analysis approaches including simulation and optimization have been used 
for decades in design and operation problems of hydropower systems. Optimiza-
tion models as gradient-based and evolutionary algorithms have attracted lots of 
attention as they have shown the ability to find promising solutions in such prob-
lems.  

The optimization model of reservoir operation and hydropower problems taking 
time reliability of water or energy supply into account could be a mixed integer 
non-linear program (MINLP) that is difficult to solve by gradient-based optimiza-
tion algorithms. In such problems, the random search of population-based evolu-
tionary algorithms has shown some advantages. In this regard, genetic algorithms 
[1], shuffled complex evolution [2], ant colony optimization [3] and honey-bee 
mating optimization [4] have been used to optimize the operation of single and 
multi-reservoir systems. Among the evolutionary algorithms, particle swarm op-
timization (PSO) has also attracted researchers’ attention. Meraji et al. [5], Kumar 
& Reddy [6,7] and Baltar & Fontane [8] have used PSO for reservoir systems 
operation optimization. Mousavi & Shourian [9] have employed PSO in combina-
tion with the sequential streamflow routing (SSR) simulation model in the design 
and operation optimization of Bakhtiari hydropower dam in Iran.  

This study extends the Mousavi & Shourian’s work [9] in terms of economic 
evaluation of hydropower projects. Taking advantage of linking the PSO algo-
rithm, as optimizer, to a hydropower reservoir simulation model based on the SSR 
method, maximization of the net present value (NPV) of Garsha hydropower de-
velopment project is considered. “Alternative thermal powerplant” (ATP) method 
is then used in order to evaluate the benefit term of energy production in the 
project’s economic evaluation.  

This paper is organized as follows: Model description and the methods used as 
well as the case study are presented in section 2. The results of the developed op-
timization model and conclusions are then presented in sections 3 and 4. 

2 Model Description  

The amount of hydroelectricity production depends on the net water head on tur-
bines and the flow passing through them. In a hydropower design problem, reser-
voir’s normal water level (N.W.L), the minimum operating level (M.O.L) and the 
powerplant’s production capacity (Pcap) are the main design unknowns that can 
take any values in their predefined continuous interval. Hence, there are a lot of 
combinations of these variables that each will result in a certain value of perfor-
mance and economic efficiency. To deal with the problem of choosing the best 
combination, we can take advantage of a systematic search or optimization algo-
rithm. In this line, a reservoir operation simulation model is also needed by which 
the variables of interest, which the system’s performance or economic value de-
pend on, are determined for any set of candidate design variables being searched 
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for by the optimization algorithm. We, therefore, integrate the PSO algorithm, a 
hydropower reservoir simulation model and the ATP economic evaluation tech-
nique to solve the problem of the optimal design of a hydropower storage devel-
opment project.  

2.1 PSO Algorithm 

PSO proposed by Kennedy and Eberhart [10] is one of the meta-heuristic methods 
that is used to solve global optimization problems. By PSO, a problem is opti-
mized by having a population of individuals (so-called particles), and moving 
these particles around in the search space. Each particle calculates the objective 
function of the optimization model based on its coordination in the search space. 
The particle chooses a direction using the current position and its best position in 
the previous iterations (pbest) and also the best position of the whole population or 
swarm (gbest). The particles move to new positions, and the objective function 
values of particles (solutions) are evaluated resulting in pbest and gbest in each 
iteration. This process is repeated until some stopping criteria are met.  

In the PSO algorithm, each particle consists of three D-dimensioned vectors, 
which D is the dimension of the search space. For the ith particle, these vectors 
are:  

i. The current position of the particle, ),,,( 21 iDiii xxxx = . 

ii. Velocity of the particle, ),,,( 21 iDiii VVVV = . 

iii. The best position that the particle has found so far (pbest),

),,,( 21 iDiii pppp =  

There is also another vector that shows the global best position identified in the 
entire population (gbest), )p,,p,p(p gD2g1gg = .  

Equation (1) updates the velocity and Equation (2) updates the position of each 
particle in the next iteration. 
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where d=1,2,…,D; i=1,2,…,N; N is the swarm size; χ is the constriction coeffi-
cient; ω  is the inertia weight; c1 and c2 are positive constant parameters called 
cognitive and social parameters, respectively; r1 and r2 are random numbers un-
iformly distributed in [0,1]; n is iteration number. The value of ω  is changed in 
each iteration according to the Equation (3): 

maxit

it
)( minmaxmax ×−−= ωωωω   (3) 

where maxit = the maximum number of iterations; it = the current iteration 
number. Values of minω  and maxω are determined by trial and error. 
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Stretched PSO Algorithm 
In order to escape from local optimum solutions in the PSO algorithm, Parsopou-
los et al. [11] offered to equip PSO with “stretching” function. This means that as 
soon as a local maximum is found, the objective function’s face will be trans-

formed artificially by Equations (4) and (5). Assume that x  is the position of 
local maximum which is found during a PSO generation, the two-stage transform 
functions are as follows: 

)1))x(f)x(f(sgn(xx
2

)x(f)x(G 1 +−×−−=
γ

  (4) 

)))x(G)x(G((tgh2

)1))x(f)x(f(sgn(
)x(G)x(H 2

−
+−

−=
μ

γ
   (5) 

where 1γ , 2γ  and μ  are arbitrary chosen positive constants. Equation (4) trans-

form the objective function’s face in a way that makes disappear all the local max-

ima whose objective function values are less than that of x , and Equation (5) low-

ers the neighborhood of x . It is worth mentioning that the latest equations don’t 

affect the points with higher objective function values than that of x , and the 
global optimum will be remained untouched. 

2.2 SSR Method  

Reservoir simulation model based on the SSR method is like a black box in which 
a given combination of hydropower system’s design decision variables (N.W.L, 
M.O.L and Pcap) are its inputs, and the amount of generated energy (primary and 
secondary) and the reliability of meeting the energy yield are its outputs. The bal-
ance equation, energy production equation, equations related to geometry of the 
reservoir and upper and lower bounds on the variables are fulfilled in this simula-
tion model. The iterative application of the SSR simulation model while changing 
Pcap in each iteration so that a certain level of reliability of meeting the energy is 
reached, is called reliability based simulation (RBS) model. Therefore, the differ-
ence between the SSR and RBS models is that Pcap in the RBS is associated with 
a predefined reliability level of the energy yield. More details on the RBS model 
may be found in Mousavi and Shourian [9].  

2.3 Project’s Economic Evaluation Using ATP Approach  

ATP is an approach for estimating the hydropower plant’s economic benefits. The 
concept of ATP is that if the hydropower plant was not built, a thermal powerplant 
would be constructed instead to supply an equivalent level of production in terms 
of both energy and power. So, the benefits of hydropower plant are equal to the 
costs of its alternative thermal powerplant. After calculating the ATP’s costs, the 
cash-flow of the hydropower plant’s benefits can be formed. On the other hand, 
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the cash flow of the costs will be constructed using the cost estimation items re-
garding dam and power plant construction. Subsequently, the economic index of 
the project’s net present value (NPV) is estimated. Figure 1 demonstrates the gen-
eral steps of the ATP approach.  
 

Choosing the type of the alternative thermal 
power-plant based on hydropower-plant’s 

plant factor

Calculating the costs of alternative thermal 
power-plant

Construction cost
Operations and 

maintenance cost
Fuel cost

Replacement cost 
and script value

Environmental costs

Preparing the cash flow of 
benefits

Preparing the cash flow of costs using cost 
estimation reports of the dam and hydropower 

plant

Evaluating the economic index of NPV 
based on cash flow  

Fig. 1 General steps of the ATP approach 

2.4 PSO-SSR Model 

As it was mentioned before, in order to solve the optimization model, an integra-
tion of PSO with reservoir simulator and the ATP module is used. Figure 2 shows 
the connections between the three modules.  

 

PSO Simulation module
Decision variables FE

SE
ATP module

Evaluation of the objective function

 

Fig. 2 Schematic flow diagram of the PSO-SSR model 

 
One can see in the figure that first PSO generates random values for each deci-

sion variables in the search space for each particle. These values are used as inputs 
to the SSR or RBS simulation model. The outputs of the simulation module are 
firm and secondary energy values, i.e FE and SE, respectively. The ATP module 
uses these energy values to evaluate the project’s NPV for each particle and pbest 
and gbest of the first generation will be defined. Afterwards, each particle moves 
through the search space using Equations (1) and (2) to obtain new values for 
decision variables, and the process is continued until the stopping criteria are met. 
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In this respect, two models were evaluated. The difference between these mod-
els is originated from whether the model optimizes the design variables or both 
design and operational variables. This means that the number of decision variables 
and their operating policy are different. 

Table 1 Characteristics of the two models developed 

Model PSO variable 
No. of 
PSO 

variables 
Operating policy 

1 
N.W.L 
M.O.L 

2 HSOP 

2 

N.W.L 
M.O.L 

Production capacity 
Monthly min and max of operating 

storage 

27 
parametric Sea-

sonal HSOP 

 
In model 1, by using the hydropower standard operating policy (HSOP) as the 

predefined operating policy, the design variables are optimized. In this model, 
N.W.L and M.O.L are considered as decision variables and the RBS model as the 
simulator. Therefore, by changing the Pcap iteratively in the RBS model, the re-
liability constraint on the energy yield is satisfied. Figure 3 shows the flow dia-
gram of model 1 whose objective function is to maximize the NPV evaluated by 
the ATP approach. 

In model 2, the PSO and SSR models interact to optimize design and opera-
tional variables simultaneously. The SSR model requires that Pcap has been de-
fined in advance. Therefore, besides N.W.L and M.O.L, the production capacity of 
hydropower plant is considered as the PSO decision variable. Since the reliability 
constraint on energy yield is not met in the SSR model, the PSO objective func-
tion will take care of that constraint using a penalty approach as follows:  

]P)lReargTlRe(NPV[MaxF.O ×−−=   (6) 

where O.F is the model 2’s objective function, NPV is the net present value 
calculated by ATP module, Rel is the estimated reliability of meeting energy yield, 
TargRel is the desired reliability level equal to 90%, and P is a penalty factor that 
is tuned by trial and error.  

The operating policy of model 2 is parametric, seasonal HSOP whose structure 
is similar to HSOP, but it works on a monthly basis. Parametric seasonal HSOP 
determines an upper (Smaxop) and a lower (Sminop) bound of reservoir storage levels 
for each month of the year, whereas HSOP uses constant minimum and maximum 
storage levels for all the months. This bounds that play the role of rule curves are 
optimized in model 2. In other words, 24 operational variables (12 minimum and 
12 maximum storage levels) are added to the PSO decision variables resulting in a 
27-dimensional search space. 
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Distribute particles randomly in the search space and 
generate random PSO decision variables

Start the RBS model for each particle 
using PSO decision variables as inputs

Estimate an initial production capacity 
(Pcap)

Simulate reservoir operation using SSR 
method

Calculating the reliability of meeting the estimated firm 
energy yield

Adjust the 
Pcap value

Is target 
reliability 
satisfied?

Yes

No

End of the RBS model

Evaluate particle’s objective function by ATP module and 
determine pbest and gbest of the current generation

Update the velocity 
and position of 

particles using Eqs. 
(1) and (2)

Is the stop 
criteria met?

Stop

Yes

No

 

Fig. 3 Flow diagram of the PSO-RBS model  

2.5 Case Study 

The case study of this paper is the Garsha Dam, which is one of the water re-
sources development projects on Seymareh River in Karkheh River Basin located 
in the west of Iran (Figure 4). Table 2 presents the upper and lower bounds of the 
decision variables of the project.  
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Table 2 Upper and lower bounds of decision variables [12] 

Decision Variable Minimum Maximum 

Normal Water Level (N.W.L) 1215 1244 

Minimum operating level (M.O.L) 1170 N.W.L 

Powerplant’s production capacity 20 500 

 

 

Fig. 4 Geographical location of the case study, Garsha Dam [12] 

The PSO parameter values as selected for each model by trial and error are pre-
sented in Table 3. 

 

Table 3 PSO parameters values 

Model Swarm size c1 c2 wmin wmax 

1 15 2.1 1.8 0.4 0.9 

2 50 2.2 2 0.4 0.9 
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One can see from the table that the results of the two models in terms of their 
objective function are comparable. Nevertheless, it is expectable that model 2 with 
parametric seasonal HSOP performs better than model 1 because it benefits from a 
larger degree of freedom in optimizing the controllable operational variables. The 
difference (2.57%) is, however, insignificant. This means that model 1 with a 
simple operating policy (HSOP) performs well enough. Figure 6 shows the varia-
tion of the gbest’s objective function value against PSO iterations. 

4 Conclusions 

We presented an application of the PSO algorithm in the problem of economic 
optimization of design and operation of Garsha hydropower development project 
in Iran while taking the reliability of energy production into account. The “alterna-
tive thermal powerplant (ATP)” approach was employed to determine the benefit 
term of the project’s net present value. The problem was solved by integrating 
PSO, the sequential streamflow routing (SSR) method simulating the hydropower 
systems’ operation and the ATP approach. The PSO-SSR optimization-simulation 
model was used to optimize the Garsha systems characteristics in two cases of 
design and design-operation optimization of the system’s components. Results 
indicated that the developed model is able to locate good solutions to the difficult 
to solve nonconvex, nonlinear optimization problem. Moreover, the simple, hy-
dropower standard operating policy (HSOP) was found to be a promising policy 
that performs well enough compared to optimized seasonal parametric rule curves. 
However, the amount of secondary energy production can increases by further 
optimizing the operation policy because the ATP approach gives higher economic 
values to the firm energy than the secondary energy.   
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Simulation Optimization for Optimal Sizing  
of Water Transfer Systems 

Nasrin Rafiee Anzab, S. Jamshid Mousavi,  
Bentolhoda A. Rousta and Joong Hoon Kim 

Abstract Water transfer development projects (WTDPs) could be considered in 
arid and semi-arid areas in response to uneven distribution of available water  
resources over space. This paper presents a simulation-optimization model by 
linking Water Evaluation and Planning System (WEAP) to particle swarm optimi-
zation (PSO) algorithm for optimal design and operation of the Karoon-to- Zohreh 
Basin WTDP in Iran. PSO searches for optimal values of design and operation 
variables including capacities of water storage and transfer components as well as 
priority numbers of reservoirs target storage levels, respectively; And WAEP eva-
luates the system operation for any combinations of the design and operation va-
riables. The results indicate that the water transfer project under consideration can 
supply water for the development of Dehdash and Choram Cropland (DCCL) in 
an undeveloped area located in Kohkiloyeh Province. 

Keywords Water transfer systems · Simulation-optimization · WEAP · PSO 

1 Introduction 

Unevenly distribution of freshwater over space and time, along with rapid popula-
tion growth and its consequent increase in per capita water consumption has led to 
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an inconsistency between water supplies and demands. Managing water resources 
requires planning, development, distribution, and optimal consumption of water 
resources. Such management would be recognized as a set of technical, institu-
tional, and legal measures, the purpose of which is to balance the water supply and 
demand [1].  

Iran is located in an arid and semi-arid area where water supply and demand is 
highly uneven over the space. Water availability is subject to considerable varia-
tions in different basins. While few basins are rich in water resources, the others 
suffer from significant water shortages. Hence, Water Transfer Development 
Projects (WTDPs) could be considered in order to alleviate spatial imbalance be-
tween water supplies and demands. A WTDP or an interbasin water transfer 
project is defined as transferring water from a distinct catchment or river reach to 
another one [2]. System analysis techniques including simulation and optimization 
models can be used to help investigate the technical aspects of water transfer 
projects ([3-7]). Some studies assess water transfer projects from social and envi-
ronmental prospect ([8]), and some other studies incorporate both the socio-
environmental aspects of water transfers and the technical ones ([9-11]). In this 
study, a mixed integer non-linear programming (MINLP) model is developed to 
determine the design parameters of the WTDP from Bashar Basin (one of Khersan 
River’s tributaries flowing in Karoon Basin) to Dehdasht and Choram Cropland 
located in Zohreh Basin in Iran. Since it is not easy to solve the model by using a 
gradient-based optimization algorithm, we have made an attempt to solve it by a 
simulation-optimization technique through the linkage of the well-known Water 
Evaluation and Planning System (WEAP) water allocation simulation model and 
the PSO algorithm.  

The remainder of this paper is organized as follows: A description of the study 
area is given in section 2. Section 3 describes the PSO-WEAP model and its  
application to the problem under study. The results and conclusions are then  
discussed in sections 4 and 5.      

2 Study Area and Problem Definition    

The target of this study is Dehdasht and Choram Cropland (DCCL), which is lo-
cated in Kohgilouye and Boyerahmad Province, Iran, as one of the most potential 
land and soil resources. In spite of the fact that DCCL is located near the Maroon 
and Kheirabad Rivers, farmers have not been able to divert water from these sur-
face resources to DCCL as the land is on a relatively high terrain. As a result, 
farming encounters water shortages and is mostly rain fed. From groundwater 
perspective, the land also has limited resources [12]. Therefore, in order to supply 
DCCL demands, a water transfer project has been proposed to transfer water from 
Bashar (one of Karoon’s sub-basins) to Zohreh Basin encompassing the DCCL. 
The project is designed to pump water from Kabkian reservoir to Sepidar diver-
sion dam (Fig. 1.) and flowing water by gravity through a tunnel to Shahbahram 
reservoir in Zohreh Basin (Fig. 1.). Kabkian and Shahbahram are designed to 
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serve as regulating reservoirs. The water regulated by Shahbahram is intended to 
supply agricultural water demand of DCCL. In this system, the existing Kosar 
reservoir with, respectively, normal and minimum storage levels of 492.8 and 
74.17 MCM provides water to municipalities along the coastline of the Persian 
Gulf and Kohgilouye and Boyerahmad, Khuzestan, Boushehr, Fars, and Hormoz-
gan provinces as well as the Lishtar croplands of Gachsaran [12]. There are also 
other environmental, industrial and agricultural demands in the system which are 
supposed to be supplied by available surface water resources. 
 

 

Fig. 1 Schematic representation of the system and the Bashar-to-Zoreh Basin water transfer 
project [12] 

3 Model Description 

The principal objective of this study is to develop a simulation-optimization model 
in order to optimize design and operation of Bashar-to-Zohreh WTDP. The moti-
vation behind developing this model is the incapability of classical optimization 
methods for solving mixed integer nonlinear programs including binary variables 
controlling temporal reliability of water supply. Therefore, WEAP as the simula-
tion model is linked with PSO as the optimization algorithm to construct such a 
simulation-based optimization tool. 

3.1 WEAP Model 

Developed by Stockholm Environment Institute (SEI) in 1988, WEAP is a physi-
cally based model that incorporates water supply projects and demand-side issues 
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into a practical tool in order to assist water resources planners [13]. WEAP pri-
marily operates based on the water balance accounting principle and can be ap-
plied to simulate either a single small sub-basin or a large scale complex basin as 
well as agricultural and municipal systems [13]. Even though WEAP solves sever-
al linear programs to determine the optimal allocations at a single time step, it is 
not capable of performing multiple time step optimization to determine the optim-
al decision variables. However, it can be linked to other process-based models 
using programming languages such as VB.net.  

WEAP utilizes standard linear programs solved iteratively to calculate water al-
location at each time step. The objective function of the LP is to maximize  
supplies to demand sites subject to supply preferences, mass balance and other 
constraints [13].  

3.2 PSO Algorithm 

First proposed by Kennedy and Eberhart [14], PSO is a stochastic evolutionary 
algorithm that adheres to the social behavior of bird flocks [15] to search through 
multi-dimensional decision spaces. Flexible operators, absence of gradients, and 
easily found solutions to mixed integer and combinatorial problems are some of 
outstanding characteristics of PSO. Providing the search space is D -dimensional, 
the i -th particle of the swarm is identified by the D -dimensional vector 

),,,( 21 iDiii xxxx = ; the best former position of this particle is identified by 

),,,( 21 iDiii pppp = ; the particle’s velocity change is identified by 

),,,( 21 iDiii VVVV = , and the swarm’s best particle is denoted by g . Particles of 

the swarm will move according to the following equations: 
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where Dd ,,2,1 = ; Ni ,,2,1 = ; N =size of population; ω =weight of iner-

tia; n = number of iterations; 21, cc = two positive constants called cognitive and 

social coefficient; χ = constriction coefficient; 21, rr = random values uniformly 

distributed in the range [0 1] [15]. In each iteration, ω is changed according to the 
equation (3): 

max
)( minmaxmax Iter

Iter×−−= ωωωω                          (3) 

where maxIter = total number of iterations; Iter = the current iteration number. 
Values of minω  and maxω are determined by trial and error. Like most evolutio-

nary optimization techniques, PSO faces the problem of convergence to the local 
minima. Function Stretching ([15],[16]), a technique for escaping from the local 
minima, is used in this study to alleviate PSO’s problem of local minima. This 
modified version is called SPSO. In the SPSO, as soon as a local minimum has 
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been detected, a two-stage transformation will be performed on the objective func-
tion. In the first stage where iG is produced, the original objective function ( iFC ) 

is elevated using the equation (4). In the second stage, equation (5) is applied to 
stretch iFC  neighborhood upward. 
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where i = one of the local minima; iFC = the objective function corresponding 

to i th particle; iG = the first transformation function; iH = the second trans-

formation function; μγγ ,, 21  = positive constant values. The local minima lo-

cated below i are not altered through aforesaid stages; therefore, the location of 
the global minimum remains unchanged.         

3.3 PSO-WEAP Model 

Given the WEAP’s ability of linking with other programs, one can input the de-
sired values of decision variables into the WEAP model in each iteration. Through 
coding the PSO algorithm in MATLAB environment and calling WEAP solver in 
the PSO algorithm, one can attempt to generate the values of variables of interest 
by the PSO algorithm and input them into the WEAP model. Once WEAP is per-
formed, the objective function of the PSO-WEAP model is evaluated. The objec-
tive function is to minimize the design capacity of the proposed reservoirs and 
water transfer systems while maximizing the DCCL cultivable area and temporal 
reliability of DCCL supplies. Hence, given the components of the schematic plan 
illustrated in Fig. 1, the objective function (O.F) is formulated as follows:  
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where kabcap = Kabkian reservoir storage capacity; sbcap = Shahbahram reservoir 

storage capacity; max1T = capacity of water transfer system from Kabkian reser-

voir to Sepidar diversion dam; max2T = capacity of water transfer system from 

Bashar to Zohreh basin and maxA = maximum cultivable area of DCCL. α  and 

β  are coefficients for adjusting values of the two last terms to values of the other 

terms of the O.F and are determined by trial and error. choramyreliabilit = reliabili-

ty of DCCL supply. Temporal reliability is defined as the frequency of the periods 
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during which DCCL is fully supplied when divided by the entire simulation pe-
riods. Temporal reliability is defined using binary variables as follows:  

 

TtDZT choram
ttt ,,2,13 =∀×≥  (7) 

T

Z
yreliabilit

T

t t

choram

 == 1  (8) 

where tT 3 = amount of water transferred to DCCL; choram
tD = irrigation water 

demanded by DCCL; T = all periods of simulation (648 months) and tZ =binary 

variable defined as:  
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            (9) 
 

Since we cannot call and run WEAP directly from MATLAB, , we used Excel 
as an interface between WEAP and MATLAB; that is, the generated-by-PSO val-
ues of variables are saved into the Excel; then, these values are called from Excel, 
and WEAP is executed; finally, the results are saved into the Excel and are called 
by PSO in MATLAB. This procedure is repeated up to the maximum number of 
iterations defined aiming at minimizing the objective function. The flow diagram 
of the PSO-WEAP model is presented in Fig. 2.  

Table 1 Upper and lower bounds of decision variables 

Minimum  Maximum Decision Variable  

14.7 201.89 Storage capacity of Kabkian reservoir (MCM)  

35  126.03  Storage capacity of Shahbahram reservoir 
(MCM) 

0  9 
capacity of water transfer system from Kab-

kian reservoir to Sepidar diversion dam (cms)

0  18 
capacity of water transfer system from Bashar 

to Zohreh Basin (cms)
5000 30000 DCCL’s maximum cultivable area (ha)  

 

Table 2 PSO parameters values 

c2 c1 ωmax ωmin χ iterations swarm parameter

1.5 1.5 0.9 0.4 1 200 20 value 
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Fig. 2 The flow diagram of the PSO-WEAP model 

The decision variables of the PSO algorithm are storage capacities of Kabkian 
and Shahbahram reservoirs, capacities of Kabkian-to-Sepidar and Bashar-to-
Zohreh water transfer systems and the DCCL’s maximum cultivable area. The 
upper and lower bounds considered for these variables are reported in Table 1 
[12]. It is worth noting that in WEAP, the ordinal priorities of demands to be met 
were considered as environmental, municipal, industrial, and finally agricultural. 
Moreover, the simulation was done for a period of 54 years from 1935 to 1988. In 
the developed PSO-WEAP model, PSO feeds the decision variables into the  
inner linear programs of WEAP. Afterwards, the resulting water allocations are 
returned back from WEAP to the PSO where the objective function for each set of 
generated decision variables is evaluated. Using the PSO algorithm’s evolutionary 
transition rules, this procedure ([1]) is continued between PSO and WEAP until 
the PSO objective function converges to a minimum value. The PSO parameter 
values are reported in Table 2.  

  Start of PSO 

Generate Random Values for 

Decision Variabes and Velocities 

of Particles 

 
Execute WEAP with Decision 

Variables Values 

 
Calculate Water Supplies of each 

Region 

 
Evaluate the Fitness Function of 

the Model 

 

Find the pbest for each Particle 

and the gbest for the Swarm 

Convergence? Stop 
yes 

  Iter= Iter + 1 

No 

  

Update the 
Velocities of 
Particles and 

Values of Decision 
Variables Using 

PSO Transition 

Rules 



372 N.R. Anzab et al. 

In the first scenario, the PSO-WEAP model is applied based on its primary assump-
tions. The second scenario introduces other assumptions into the basic model where in 
addition to the capacity of storage elements, the priority numbers of the reservoirs 
target storage volumes are considered as operational decision variables. In other 
words, the priority numbers of the reservoirs target storage volumes which are fed by 
the PSO algorithm will be optimized by the PSO-WEAP simulation-optimization 
model. If the priority number of a reservoir target level becomes lower than that of the 
downstream demand, water will first be stored in the reservoir and the excess water 
will be released to the downstream. Conversely, when the number becomes higher 
than that of the downstream demand, water will first be released to meet the down-
stream demand after which the excess water will be stored in the reservoir. 

4 Results and Discussions 

Although reliability index is evaluated just for DCCL demand site, there are 648 
integer variables in the model resulting in a relatively large scale MINLP model 
whose solution is difficult to obtain by classical optimization methods. Table 3 
 

 

 

Fig. 3 Convergence trend of the PSO particles for (a) the objective function value and  
(b) the maximum cultivable area of DCCL  

0

200

400

600

800

1000

1200

1400

1600

1800

2000

0 20 40 60 80 100 120 140 160 180 200

O
bj

ec
tiv

e 
Fu

nc
tio

n

Iteration

(a)

0

5000

10000

15000

20000

25000

30000

0 20 40 60 80 100 120 140 160 180 200D
C

C
L’

s a
nn

ua
l m

ax
im

um
 c

ul
tiv

ab
le

 a
re

a 
(h

a)
 

Iteration

(b)



Simulation Optimization for Optimal Sizing of Water Transfer Systems 373 

reports optimal values of decision variables of Bashar-to- Zohreh Basin WTDP 
obtained by the PSO-WEAP model for the first scenario. It is seen from Table 3 
that the water transfer project under consideration can supply water for the devel-
opment of 30,000 ha of the DCCL. Convergence curves of the particles’ O.F value 
and the maximum cultivable area of DCCL over subsequent iterations is illu-
strated in Fig. 3.  

Note that the O.F value goes up at some iterations in Fig. 3a which is due to 
function stretching; otherwise such fluctuations would not have been happened.  

Table 3 PSO-WEAP model results, first scenario  

Second 
scenario 

Basic 
scenario Parameter 

53.93 57.3Storage capacity of Kabkian (MCM) 
126.03 126.03Storage capacity of Shahbahram (MCM) 

7.15 9 Capacity of Kabkian-to-Sepidar water transfer sys-
tem (cms) 

7.9 9.17 Capacity of Bashar-to-Zohreh water transfer system 
(cms) 

30000 30000DCCL’s maximum cultivable area (ha)  
73.46 73.92Temporal reliability of DCCL demand (%) 

335.92 337.54Best objective function value of PSO-WEAP 
    

Table 4 Volumetric and temporal reliability of water supplies to different demand sites 

Temporal reliability 
index (%) 

Volumetric reliability 
index (%) Annual 

demand 
(MCM) 

Demand site  
Second 

scenario  
Basic 

scenario 
Second 

scenario   
Basic 

scenario 
96.75 96.7698.2 98.26.95 Dashtroom croplands  
99.7  99.799.7 99.70.28 Dashtroom industry  

89.66 89.6691.47 91.59.72 Sepidar lands  

73.45  73.92 75.84  76 variable 
Dehdasht and  
Choram croplands 
(DDCCL) 

88.73  88.985.5385.770.1 Lishtar lands  

89.96  90.12 95.2 95.27 210 
Persian Gulf muni-
cipals  

 
In the second scenario, the increase of the number of decision variables has re-

sulted in a larger number of function evaluations before the model convergence 
and therefore higher execution time of the PSO-WEAP model. It is, however, seen 
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that the best O.F value obtained for the second scenario is almost the same as that 
for the basic model. This shows that optimizing the operational variables has not 
had a significant effect on the improvement of the model performance compared 
to capacity optimization of the project's storage and water transfer components. 
Table 4 presents the model results in terms of reliability of meeting different types 
of demands represented by both volumetric and temporal reliability indices.  

5 Conclusions 

This study was about formulating and solving an optimization model for optimally 
sizing the components of Bashar-to-Zohre water transfer system supplying water 
to Dehdasht and Choram Cropland (DCCL) area in Zohreh Basin located in Koh-
gilouye and Boyerahmad undeveloped Province, Iran. Considering the temporal 
reliability of meeting water demands, the formulation of the model was a mixed 
integer non-linear program, being difficult to solve by gradient-based optimization 
approaches. We, therefore, developed a simulation-optimization approach by link-
ing the PSO algorithm to the well-known river basin water allocation model of 
WEAP. The PSO-WEAP model results indicated that the project can supply water 
to develop 30,000 ha of DCCL area for agricultural development. It is, however, 
of the utmost importance to consider socio-economic aspects of the proposed de-
velopment plan, focusing on the target areas of DCCL area located in Kohgilouye 
and Boyerahmad undeveloped province as well as its negative effects on Karoon 
Basin.  

Acknowledgement Mr. Jack Sieber, a senior scientist at SEI, is acknowledged for his 
technical help in employing WEAP.  
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Performance Evaluation of the Genetic 
Landscape Evolution (GLE) Model with 
Respect to Crossover Schemes 

JongChun Kim and Kyungrock Paik 

Abstract We investigate performance of the Genetic Landscape Evolution (GLE) 
model by changing number of crossover points, which controls spatial cohesive-
ness of topological information in generated offspring. Simulation results show 
that 1) GLE performance is insensitive to the number of crossover points, imply-
ing that the spatial cohesiveness does not significantly affect efficiency to find 
better solution sets; and 2) the method to generate randomness in GLE is a signifi-
cant element for its performance. 

Keywords Optimal channel network · Genetic landscape evolution · Genetic algo-
rithm · 2-D crossover 

1 Introduction 

One of fundamental questions in geomorphology is whether natural river networks 
are organized in a certain optimal manner [1,2]. A particular hypothesis named 
Optimal Channel Network (OCN) states that landscape evolves toward a mini-
mum of Total Energy Expenditure (TEE) which can be expressed as [1]: 

   0.5Minimize i iQ Lη     (1) 

where Qi and Li are flow discharge and the length of reach i, respectively, and ��

is a constant. 

                                                           
J. Kim · K. Paik() 
School of Civil, Environmental, and Architectural Engineering, Korea University,  
145 Anam-ro, Seongbuk-gu, Seoul 136-713, South Korea 
e-mail: arz6oiof@naver.com, paik@korea.ac.kr 



378 J. Kim and K. Paik 

To validate the minimum TEE hypothesis, Rodríguez‐Iturbe et al. [1] demon-
strated an optimized river network on 2-d grids. They obtained the optimal network 
configuration through an approach similar to the travelling salesman problem. Nev-
ertheless, real river networks are features projected on 3-d landscapes. Dealing only 
with 2-d projected feature is limited because of the one missed dimension. 

Paik [3] developed a powerful optimization algorithm named Genetic Land-
scape Evolution (GLE) to address this problem, which seeks an optimal 3-d topo-
graphy for a given goal function. GLE is a unique tool which involves 2-d genetic 
algorithm components handling 3-d topography information varying over time 
dealing with 4-d landscape evolution problems. The emphasis by this far has been 
on the ability of 3-d optimization of GLE. GLE is born to test optimality hypo-
theses, i.e. dealing with metaphysical problems. In this regard, an important fea-
ture was whether we can see converging patterns toward optimal state. Optimality 
hypotheses such as OCN pose great emphasis on physical implications. Scientists 
are interested in whether landscape pursues optimal arrangement, but natural land-
scape does not necessarily have global optimum organization. 

On the other side, from a perspective of optimization algorithm, it would be of 
interest to evaluate the optimization performance of GLE based on certain metric. 
Nevertheless, GLE has been only used for scientific interpretations and its detailed 
performance has never been thoroughly tested up to now. The main goal of this 
study is a quantitative evaluation of the performance of GLE. In particular, we 
focus on performance sensitivity with respect to algorithm parameters. 

It is known that the number of crossover points is one of the parameters which 
are sensitive to the performance of Genetic Algorithm (GA) [e.g., 4]. However, 
their evaluation schemes are valid for limited 1-d crossover process. GLE deals 
with 4-d domains, it is difficult to find any comparable algorithms with GLE. 
Accordingly, it is of our interest to find a way to improve GLE performance, ra-
ther than comparing GLE with other algorithms. Here, we focus on the 2-d cros-
sover module of GLE and seek rooms of performance improvements. 

On the basis of this background, we implement sensitivity tests by varying the 
number of crossover points, which controls spatial cohesiveness of topological 
information in generated offspring. We organize the remainder of this paper as 
three sections. In the next section 2, we explain details of the 2-d crossover mod-
ule used in GLE. In the section 3, performances of GLE depending on the number 
of crossover point are described. The summary and conclusions are given in the 
section 4. 

2 2-d Crossover in GLE 

In the conventional GA, crossover types are categorized as one point, two points, 
and uniform crossover [5]. It is known as one of critical parameters determining 
convergence performances in optimizations [e.g., 6]. However, to handle 3-d 
topography information recorded as 2-d matricies, it is required for GLE is to 
possess distinguished procedures compared to the conventional GA. The 2-d 
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4 Summary and Conclusions 

In this study, we deal with GLE which is a unique and powerful optimization algo-
rithm. Our interest is the algorithmic performance of GLE, especially focused on 
parameters used in the 2-d crossover module. We repeat simulations within the same 
conditions with GA by changing number of crossover points. Simulation results 
exhibit that 1) GLE’s performances are insensitive to the crossover process; 2) the 
trade-off relationship between the number of iterations and the optimum TEEs im-
plies that way to find the global solution in GLE is similar with random searches; 
and 3) the randomness in the GLE modules improves the performance. 
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Optimal Design of Permeable Pavement Using 
Harmony Search Algorithm with SWMM 

Young-wook Jung, Shin-in Han and Deokjun Jo 

Abstract The permeable pavement is one of representative Low Impact Develop-
ment (LID) facilities which were used to reduce flooding and recover the water 
cycle in urban environments. Since the unit cost of porous pavement is greater than 
that of non-porous pavement, the designs of permeable pavement need to consider 
reduction effect of rainwater runoff and cost of facilities. These are determined by 
the size and location of facilities. In this study, the optimal design of permeable 
pavement, considering the size and location of that, was simulated in a developed 
optimization model using the Harmony Search (HS)algorithm connected to the 
Storm Water Management Model (SWMM) to calculate urban Rainfall-Runoff. 

Keywords Harmony search algorithm · LID · Permeable pavement · SWMM 

1 Introduction 

Today, the continuously increasing amount of impermeable increases the risk of 
inundation by reducing the length of time of inundation concentration and increas-
ing the amount of runoff. To reduce the risk of inundation, many underground 
reservoirs have been constructed and studies on the economics and effectiveness 
of underground reservoirs have been conducted [1,2]. However, the construction 
of underground reservoirs involves many constraints such as increasing the cost, 
traffic congestion during the construction and civil complaints, is still in difficult 
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situation. Therefore, a distributed basin management technology, the Low Impact 
Development (LID), has recently been proposed as an alternative to traditional 
centralized rainwater management facilities [3,4]. LID is a development technolo-
gy to minimizing the impact on water circulating system of nature. The reduction 
of impermeable area resulting from comprehensive land using plan and applica-
tion of technology (including water cycling function, such as reserve, infiltration, 
filtration and evaporation), can cause increasing infiltration and reducing surface 
flow of rainwater. The aims of LID to improve the water cycling system of nature 
and reduce the pollution can be achieved simultaneously through these measures 
[5].The permeable pavement is representative of one of the LID technology. How-
ever, using the permeable pavement is limited as it involves a higher cost than 
traditional pavement, and for safety reasons. Therefore, the designs of permeable 
pavement need to consider the effect of the reduction of rainwater runoff and cost 
of facilities based on the size and location of facilities 

The main goal of this paper is to develop an optimal design model of permeable 
pavement using the Harmony Search(HS)algorithm connected to the Storm Water 
Management Mode (SWMM) to calculate the urban Rainfall-Runoff. This model 
determines the locations, the type of LID and the size of permeable pavement that 
could minimize runoff. Also, the effectiveness of the model is verified through its 
application to specific catchment basin. 

2 Optimal Design Model of Permeable Pavement 

In this study, the optimal design model of permeable pavement consists of the HS 
algorithm and SWMM. HS algorithm [6,7] is used to reduce repeated processes to 
search for the optimal solution. SWMM developed by the United Stated Environ-
mental Protection Agency (EPA) is a dynamic rainfall-runoff-subsurface runoff 
simulation model used for simulation of the surface and subsurface hydrology 
quantity from primarily urban and suburban areas [8]. Figure 1 shows the optimal 
design process of permeable pavement. 

The HS algorithm selects locations where the permeable pavement should be 
installed and determines the pavement type and size to meet each condition of 
selected location. SWMM performs a rainfall-runoff analysis using the parameters 
determined by the HS algorithm and send the runoff result back to the HS algo-
rithm. Then, the HS algorithm generates the more optimal solution from the runoff 
result. From these repeated process, the location for the installation of the permeable 
pavement, pavement type and size to satisfy the minimum runoff can be determined. 

Figure 2 shows the process of the HS algorithm. An initial randomly generated 
population of harmony vectors is stored in a Harmony Memory (HM). A new 
harmony candidate is then generated from all of solutions in the HM by adopting a 
memory consideration rule, a pitch adjustment rule, and a random re-initialization. 
Finally, the HM is updated by comparing the new candidate vectors value and 
worst harmony vector in HM. The worst harmony vector is replaced by the new 
candidate vector if it is better than the worst harmony vector in the HM. The 
above process is repeated until a certain termination criterion is met[9]. 
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The construction cost is thus regarded as a constraint. Based on the standard unit 
of estimate for construction, the construction cost calculated for each harmony 
vectors is set that it cannot excess the specific cost (Costmax).The objective func-
tion and cost constraint of this study are as follows(1,2).  , , , , ,                            (1) 100,000                                           (2) 

In this harmony search algorithm, the harmony memory size (HMS) is 20, the 
harmony memory considering ratio (HMCR) is 0.95, and the pitch adjusting ratio 
(PAR) is 0.7. The maximum iteration to search optimal solution is set at 5000.  

2.1 Runoff Analysis Module 

The location, type and size of permeable pavement determined by the HS algo-
rithm are used to input data for runoff analysis module. The role of runoff module 
is to link to SWMM 5.0 DLL and to calculate the rainfall-runoff result. The HS 
algorithm determines a goodness of fit from this runoff result and determines the 
optimal harmony vector. 

3 Application and Optimization Results 

To search the best harmony vector to result in the least amount of runoff, a variety 
permeable pavement type was used. A new town under construction near Seoul 
was selected to application basin and the best harmony vector including locations, 
type and size of permeable pavement was determined according the number of 
permeable pavement.  

3.1 Permeable Pavements 

To search the optimal pavement type to reduce runoff, a variety of permeable 
pavements was used. The permeable pavement was divided according to the 
pavement layer and storage layer, and the HS algorithm combined these for op-
timal solution. A porous concrete (PC), a porous asphalt (PA), a porous block 
(PB), and a porous polymer concrete (PP), which are mostly used in permeable 
pavement, were applied to the pavement layer. In the storage layer, three storage 
types were used: general gravel storage (SG), reservoir gravel storage (SR), and 
plastic reservoir (SP). The reservoir gravel storage has a higher permeability and 
porosity than general gravel storage, and the plastic reservoir has 50% porosity as 
shown in Table 1. 
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The 33 sub-catchment basins were classified as a main street, a narrow street, 
and a parking lot according to their role. Some pavement and storage were limited 
for application to narrow streets or parking lots according to safety issues as 
shown in Table 2. 

The probability of rainfall intensity of 5 year frequency and 60 minutes dura-
tion was selected as the input rainfall intensity.  

Table 2 Classification of Sub-Catchment Basin 

Role 
Sub- 

catchment  
Basin 

Applicable 
Pavement 

Applicable 
Storage 

Max. Depth of 
Permeable 

Pavement (mm) 
Main Street RW01-10 PC, PA, PB, PP SG 500 

Narrow Street RN01-20 PB, PP SG, SR 800 
Parking Lots PL01-03 PB, PP SG, SR, SP 3,000 

3.3 Construction Cost 

The standard process and unit construction cost for each type of pavement and 
storage were calculated based on the construction standard production unit system 
[10] for construction. The material cost is the average of commercial products. 
The labor and machine expenses were calculated from the price information of 
Korea (Table 3). The total construction cost is the price added the profit and gen-
eral management expenses. In this study, the construction cost is a constraint such 
that it cannot excess USD$100,000. 

Table 3 Unit Cost of Pavement and Storage Construction 

Type Process 
Unit Cost (USD) 

Unit 
Material Labor Machine 

SG 
Excavation - 48.327 13.434 m3 
Laying Subbase 17 2.341 7.612 m3 

SR 
Excavation - 48.327 13.434 m3 
Laying Subbase 24 2.341 7.612 m3 

SP 
Excavation - 48.327 13.434 m3 
Install Reservoir 450 3.249 3.503 m3 

PC 
Aggregate Base 24 2.602 8.457 m3 
Porous Concrete 130 0.929 2.328 m3 

PA 
Aggregate Base 24 2.602 8,457 m3 
Porous Asphalt 15 0.992 3.624 m2 

PB Porous Block 25 1.892 0.364 m2 
PP Porous Polymer 150 9.432 14.137 m2 
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to 6. Generally, as the number of the sites where the permeable pavement is installed 
increases at the same total area of permeable pavement, the total construction cost 
increases due to the additional facilities and increasing amount of excavation. 
However, the result of analysis shows that multiple permeable pavements are 
more effective to reduce runoff than using a large area of permeable pavement, as 
shown figure 6.This demonstrates the basic concept of LID, whereby distributed 
water management is more efficient than centralized water management. 

Table 4 Reduced Runoff and Construction Cost according to Number of Facilities 

Num1 
Sub-

catch-
ment 

Area 
(m2) 

Width
(m) 

TP2 
(Thickness 

(mm)) 

TS3 
(Thick-

ness(mm)) 

Reduc-
tion  

Runoff 
(mm) 

Approx-
imate  
Cost 

(USD) 

1 RW06 824 0.8 PC (250) SG (210) 4.464 93,505 

2 
RW05 687 2.2 PC (250) SG (220) 

8.144 97,465 
RW06 330 1.6 PC (250) SG (210) 

3 

RW05 216 1.9 PC (250) SG (240) 

11.135 97,837 RW06 367 3.5 PA (175) SG (200) 

RW08 368 2.1 PA (175) SG (240) 

4 

RW05 234 3.6 PA (175) SG (220) 

13.656 93,139 
RW06 174 0.3 PA (175) SG (220) 

RW08 116 1.9 PC (250) SG (230) 

RW09 265 0.9 PA (175) SG (210) 

5 

RW01 150 2.7 PA (175) SG (300) 

15.896 83,759 

RW04 86 2.0 PC (250) SG (200) 

RW05 344 3.9 PC (250) SG (200) 

RW06 169 3.2 PA (175) SG (220) 

RW09 105 2.5 PA (175) SG (210) 

6 

RW01 169 1.3 PA(175) SG(220) 

16.735 85,261 

RW03 161 1.4 PA(175) SG(300) 

RW05 120 2.9 PA(175) SG(260) 

RW06 160 3.3 PA(175) SG(220) 

RN01 45 0.7 PA(175) SR(500) 

RN09 22 0.4 PB(100) SR(510) 
1The number of installed permeable pavements. 
2Type of pavement layer. 
3Type of storage layer. 
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According to the Number of Installed Permeable Pavements 

design for the installation of a large number of permeab
ng time to build the initial harmony search memory a
e the range of construction cost calculated from randoml
ignificantly greater than constraint condition. Therefor
to be improved in order to reduce range of population t
locations. 

peat to Build Initial Harmony Search Memory 

d 
s 

1EA 2EA 3EA 4EA 5EA 6EA 

24 49 99 319 1,608 9,169 

l model for permeable pavement using the HS algorithm
DLL was developed and applied to a new town to dete

nd size of permeable pavement in an urban environment. 
comparing the reduction of runoff and construction co
of installed permeable pavement, as the number of in

ent increased, the amount of reduction runoff increase
ns construction cost. This demonstrates the basic concep
ted water management is more efficient than centralize

on of a large number of pavement locations increases th
al HS memory. The Building the initial harmony searc
improved. Nevertheless, the optimal model for permeab
his study was useful for LID design. 

93

le 
as 
ly 
re, 
to 

m 
er-

ost 
n-
ed 
pt 
ed 

he 
ch 
le 



394 Y.-w. Jung et al. 

Acknowledgement This research was supported by a grant (12 Technology Innovation 
C04) from the Advanced Water Management Research Program funded by Ministry of 
Land, Infrastructure and Transport of the Korean government. 

References 

1. Chung, J.H., Han, K.Y., Kim, K.S.: Optimization of detention facilities by using multi-
objective genetic algorithms. J KWRA 41, 1211–1218 (2008) 

2. Ryu, S.H., Lee, J.H.: Determination of optimal location and size of storage in the urban 
sub-surface using genetic algorithm. J KOSHAM 12, 285–290 (2012) 

3. Shin, D.S., Park, J.B., Kang, D.K., Jo, D.J.: An analysis of runoff mitigation effect using 
SWMM-LID model for frequently inundated basin. J KOSHAM 13, 303–309 (2013) 

4. Ministry of Environment: Low Impact Development (LID) technique element for 
building healthy water circulation system. South Korea (2013) 

5. Prince George’s County: Low-Impact Development Design strategies An Integrated 
Design Approach. Prince George’s County, Maryland (1999) 

6. Geem, Z.W., Kim, J.H., Loganathan, G.V.: A new heuristic optimization algorithm: 
harmony search. Simulation 76, 60–68 (2001) 

7. Lee, K.S., Geem, Z.W.: A new structural optimization method based on the harmony 
search algorithm. Computer & Structures 82, 781–798 (2004) 

8. Rossman, L.A.: Storm Water Management Model User’s Manual Version 5.0, United 
States Environmental Protection Agency, USA (2010) 

9. Banerjee, A., Mukherjee, V., Ghoshal, S.P.: An opposition-based harmony search algo-
rithm for engineering optimization problems. Ain Shams Engineering Journal 5, 85–101 
(2014) 

10. Journal of Construction and Transportation: Construction standard production unit system. 
South Korea (2015) 



 

  
© Springer-Verlag Berlin Heidelberg 2016 
J.H. Kim and Z.W. Geem (eds.), Harmony Search Algorithm,  

395 

Advances in Intelligent Systems and Computing 382, 
DOI: 10.1007/978-3-662-47926-1_38  

Development of Mathematical Model Using 
Group Contribution Method to Predict 
Exposure Limit Values in Air  
for Safeguarding Health 

Mohanad El-Harbawi and Phung Thi Kieu Trang 

Abstract Occupational Exposure Limits (OELs) are representing the amount of a 
workplace health hazard that most workers can be exposed to without harming 
their health. In this work, a new Quantitative Structure Property Relationships 
(QSPR) model to estimate occupational exposure limits values has been devel-
oped. The model was developed based on a set of 100 exposure limit values, 
which were published by the American Conference of Governmental Industrial 
Hygienists (ACGIH). MATLAB software was employed to develop the model 
based on a combination between Multiple Linear Regression (MLR) and poly-
nomial models. The results showed that the model is able to predict the exposure 
limits with high accuracy, R2 = 0.9998. The model can be considered scientifically 
useful and convenient alternative to experimental assessments. 

Keywords OELs · Group contribution method · QSPR · MATLAB 

1 Introduction 

Harmful substances can be defined as any substances in the air which can cause 
health problems. These harmful substances can be inhaled and cause harm to human 
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beings at workplace. Therefore, the occupational health major goal is to prevent 
health impairment from expose to harmful substances in the workplace [1]. 

There are several different agencies and organizations worldwide have estab-
lished and regulated exposure limit of chemical substances at workplace. The most 
widely used limits are; Threshold Limit Values (TLVs), which were issued in the 
USA by the American Conference of Governmental Industrial Hygienists 
(ACGIH), Permissible Exposure Limits (PELs) or usually called a Time-Weighted 
Average (TWA) concentrations, which were established in the USA by the Occu-
pational Safety and Health Administration (OSHA), Recommended Exposure 
Limits (RELs), which were recommended by the United States National Institute 
for Occupational Safety and Health (NIOSH), and maximum workplace concen-
tration values (MAK), which were established by Federal Republic of Germany 
(DFG). These exposure limit values were obtained from industrial experience, 
experimental animal studies, and from epidemiologic surveys [2]. Summary  
of these data can be found in the work of Yaws [3]. However, there are many  
substances for which safety and health organizations do not provide workplace 
exposure limits. Therefore, there is a need to provide a faster and an alternative 
approach to predict these limits. Group contribution methods have been widely 
used for the estimation and prediction of the physical and chemical properties of 
pure substances [4]. Several structural group contribution models have been de-
veloped in the past to predict different properties, include Flash Point (FP) [5-9], 
Auto-Ignition Temperature (AIT) [8, 10-14], Lower and Upper Flammability Lim-
its (LFL & UFL) [15-19]. However, up-to-date, predictions of the exposure limits 
using theoretical methods are poorly appeared in the literature. To the best of our 
knowledge, there were only two models which were developed in the past to estimate 
the exposure limit values. Whaley et al. [20] developed equations based on linear 
regressions method to estimate TLV/WEEL (Threshold Limit Value/Workplace  
Environmental Exposure Levels) values.  

Debia and Krishnan [21] developed QSPR model for computing the Occupa-
tional Exposure Limits (OELs).  

Today, there are about 2000 published exposure limits values for chemicals at 
workplace [20]. However, there are about 100,000 chemicals are presently handled 
and hundreds of new chemicals are added each year to be used in the industry. Thus, 
evaluating exposure limits for all existing chemicals can exceed the capacity of the 
toxicology profession worldwide [20,22]. There is, therefore, a need to provide a 
faster and more cost-effective approach to estimate the exposure limit values.  

The aim of the present work is to develop a novel mathematical model using a 
group contribution method that is capable of predicting the exposure limit values 
at a workplace.  

2 Methodology 

2.1 Dataset Preparation 

The data set used for developing the proposed model was taken from Yaws' hand-
book of thermodynamic and physical properties of chemical compounds [3].  
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In this handbook, Yaws collected exposure limit values for four different organisa-
tions, which are: TLVs (of ACGIH), PELs or TWA (of OSHA), REL (of NIOSH), 
and MAK (of DFG). In this work, we have selected the TLVs set to develop our 
model. This dataset contains 100 data for organic compounds encompass various 
families: hydrocarbons, halogenated compounds, ethers, aldehydes, alcohols, esters, 
ketones, amides, nitriles, acids, amines, nitro compounds, heterocyclic compounds. 

2.2 Model Development 
Quantitative structure activity (or property) relationship (QSAR/QSPR) is the 
process by which chemical structure is quantitatively correlated with a well-
defined process, such as biological activity or chemical reactivity [23]. 

Modelling methods used in the development of structure–property relationships are 
two types: correlative and pattern recognition. The most common correlative method 
is regression analysis. The model that will be developed in this work are based on a 
combination between Multiple Linear Regression (MLR) method and Polynomial 
method. We have used 45 functional groups as molecular descriptors, which were 
defined according to the Valderrama and Robles [24] group contribution method. The 
group contribution method expresses the exposure limit values as a function of a sum 
of contributions of all the functional groups constituting the molecules. 

Generally, in QSAR, to develop any model, the data set consist of a response 
variable, which can be denoted as Y, while the predictor variables will be denoted 
as X1, X2, ..., Xp, where p represents the total number of predictor variables. The 
true relationship between Y and X1, X2, ..., Xp is approximated by a regression 
model [25] expressed as:  

 
Y = f(X1, X2, … Xp) + ε                            (1) 

 
where ε is defined as a normal random error expressing the discrepancy in the 
approximation. The linear form of equation (1) can be expressed as: 
 

Y = βo + β1X1 + β2X2 + … + βpXp + ε          (2) 
 

where βo, β1, … βp, are defined as regression coefficients, i.e. constants to be esti-
mated from the data. Equation (2) was modified and integrated with a polynomial 

model [equation (3)] and the interaction between the two models  can be 

described by equation (4): 
 

      (3) 

 

                  (4) 
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Fig. 1 Algorithm for the TLV prediction using MATLAB 

The MATLAB software was used to develop the code and estimate the expo-
sure limit values by means of the algorithm illustrated in Figure 1 and the follow-
ing steps:  

 
- Pre-processing the data to remove outliers or misplaced data. 
- Combine MLR and polynomial models to obtain the best fitting model. 

Data collections (TLV)

Data preprocessing to remove 
outliers

Development of the hybrid model

R2 > 90%

End

 - Calculate R2, and ARD
 - Plot error histogram

No

Start

Structural formula

Descriptor computation

 - Find the optimal parameters
 - Find the optimal model
 - Predict TLVs

General model compression using 
hypothesis testing
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- Optimize the most accurate QSAR model (based on the best coefficients). 
- Use the developed model to estimate TLVs. 
- Validate the results obtained using the developed model with others  

obtained from experimental work and published literatures. 
- Check the accuracy of the model (R2). 
- Obtain error histogram. 

 
The accuracy of the develop model will be checked using the average relative 

deviation (ARD) (Eq. 5): 
 

                        

(5) 

 
where, 
 
N is the number of the substances,  

 is the predicted values, and 

 is the experiment values 

3 Results and Discussion 

MATLAB code utilized the experimental data and computed the best coefficients 
of the proposed model ( ). Then MATLAB tested the accuracy of the 

proposed model by comparing the predicted TLV with the other values obtained 
from Yaws [3]. As it can be seen from Figure 2 and Figure 3, a good fit is 
achieved with squared correlation coefficient, R2=99.98% and the standard 
deviation error = 7.32. In addition, it can be concluded from Figure 3 that out of 
100 components, there are 96 components possess 0% errors between the TLV 
predicted and experimental values. The errors between the predicted results and 
others TLV values could be due to the different methods adopted in measuring the 
TLVs as well as the conditions of the experiments. 

Table 1 Comparison between several models and their correlation coefficients 

Method No. of substances used R2 (%) Reference 

Linear regression 598 (TLV) 0.513-0.898 [20] 

Linear univariate  
regression 

68 (WEEL) 
88 (TLV) 

 
0.71 

[21] 
 

MLR+ polynomial 100 (TLV)  
0.9998
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The accuracy of the proposed model was compared with other two models, 
which are models of Whaley et al. [20] and Debia and Krishnan [21]. As it can be 
seen from Table 1, the proposed model is able to predict TLV with higher accu-
racy than the other two models. 

 

 

Fig. 2 Comparison between predicted and experimental TLV values 

 

Fig. 3 Results error histogram 

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
0

10

20

30

40

50

60

70

80

90

100

Pr
ed

ic
te

d 
T

L
V

s 

Error 



Development of Mathematical Model Using Group Contribution Method 401 

 

4 Conclusion 

In this paper, a new QSPR model for the prediction of exposure limit values based 
on ACGIH data has been developed. The model has been developed based on the 
combination of MLR and polynomial models and the code was written using 
MATLAB software. A data set comprising of 100 experimental TLV values was 
used for developing and verifying the model. The results show that the proposed 
model was able to predict TLV values with very high accuracy, R2 = 99.98%. Thus, 
the model can be considered reliable and can be used in the absence of experimental 
measurements for determination of exposure limit values. 
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Retracted Chapter: Optimization of Water 
Distribution Networks with Differential 
Evolution (DE)

Ramin Mansouri, Hasan Torabi and Hosein Morshedzadeh 

Abstract Nowadays, due to increasing population and water shortage and compe-
tition for its consumption, especially in the agricultural that is the largest consum-
er of water, proper and suitable utilization and optimal use of water resources is 
essential. One of the important parameters in agriculture field is water distribution 
network. In this research, differential evolution algorithm (DE) was used to optim-
ize Ismail Abad water supply network. This network that is pressurized network 
and includes 19 pipes and nodes 18. Optimization of the network has been eva-
luated by developing an optimization model based on DE algorithm in MATLAB 
and the dynamic connection with EPANET software for network hydraulic calcu-
lation. The developing model was run for the scale factor (F), the crossover  
constant (Cr), initial population (N) and the number of generations (G) and was 
identified best adeptness for DE algorithm is 0.6, 0.5, 100 and 200 for F and Cr, N 
and G, respectively. The optimal solution was compared with the classical empiri-
cal method and results showed that Implementation cost of the network by DE 
algorithm 10.66% lower than the classical empirical method. 

Keywords Differential evolution algorithm · Optimization · Distribution systems · 
Crossover constant · Scale factor 
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1 Introduction 

Nowadays, due to increasing population and water shortage and competition for 
its consumption, proper and suitable utilization and optimal use of water resources 
is essential. Distribution networks are an essential part of all water supply systems. 
A water distribution network is a system containing pipes, reservoirs, pumps, and 
valves of different types, which are connected to each other to provide water to 
consumers. 

The water distribution system is one of the major requirements in urban and re-
gional economic development. For any agency dealing with the design of the wa-
ter distribution network, an economic design will be an objective. Attempts should 
be made to reduce the cost and energy consumption of the distribution system 
through optimization in analysis and design. A water distribution network that 
includes booster pumps mounted in the pipes, pressure reducing valves, and 
check-valves can be analyzed by several common methods such as Hardy-Cross, 
linear theory, and Newton-Raphson (Stephenson, 1984).  

Traditionally, pipe diameters are chosen according to the average economical 
velocities (Hardy-Cross method) (Cross, 1936). This procedure is cumbersome, 
uneconomical, and requires trials, seldom leading to an economical and technical 
optimum. 

In the case of the design of a pipe network the optimization problem can be 
stated as follows: minimize the cost of the network components subject to the 
satisfactory performance of the water distribution system (mainly, the satisfaction 
of the allowable pressures). 

Numerous optimization techniques are used in water distribution systems. 
These include the deterministic optimization techniques such as linear program-
ming (for separable objective functions and linear constraints), and non-linear 
programming (when the objective function and the constraints are not all in the 
linear form), and the stochastic optimization techniques such as genetic algo-
rithms, simulated annealing, Deferential Algorithm, Particle Swarm Optimization 
and etc. 

Numerous works were reported in the literature for optimal design and some of 
them considered certain reliability aspects too. In optimization models, continuous 
diameters (Pitchai 1966; Jacoby 1968; Varma et al. 1997) and split pipes (Alpero-
vits & Shamir 1977; Quindry et al. 1979; Goulter et al. 1986; Fujiwara et al. 1987; 
Kessler & Shamir 1989; Bhave & Sonak 1992) were more prominently used. 

Mays and Tung (1992) recommended strongly the use of the linear program-
ming (LP) technique in designing the pipe networks due to the capability of the LP 
in handling more decision variables than other optimization techniques. Dandy 
and Hassanli (1996) developed a nonlinear model for optimum design and opera-
tion of multiple subunit drip irrigation systems on flat terrains. 

Application of the genetic algorithm (Hassanli and Dandy. 1996; Savic &  
Walters 1997; Vairavamoorthy & Ali 2000, 2005), the modified genetic algorithm 
(Montesinos et al. 1999; Neelakantan & Suribabu 2005; Kadu et al. 2008), the 
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simulated annealing algorithm (Cunha & Sousa 1999), the shuffled leapfrog algo-
rithm (Eusuff & Lansey 2003), ant colony optimization (Maier et al. 2003;  
Zecchin et al. 2007; Ostfeld & Tubaltzev 2008), novel cellular automata  
(Keedwell & Khu 2006) and the particle swarm algorithm (Suribabu &  
Neelakantan 2006a,b) for optimal design of water distribution systems are some of 
them. 

Samani and Mottaghi (2006) used the integer linear programming for obtaining 
the optimum pipe sizes and reservoir elevations in pipe networks. Kale, Sing and 
Mahar (2008) presented a linear programming (LP) model for optimization a de-
sign of a pressurized irrigation system subunit. Cisty and Bajtek (2009) proposed a 
new hybrid GA-LP approach for determining the least-cost design of a water dis-
tribution system.  

Dercas and Valiantzas (2011) presented two explicit optimum design methods 
for simple irrigation delivery systems. In the first method, a simple equation calcu-
lates explicitly the critical values of discharges corresponding to the available pipe 
diameters. The second method calculates the optimum economic diameter for 
every pipeline of the network. 

Mansouri et al. (2014) by using differential evolution algorithm (DE), CU eq-
uation (water distribution uniformity coefficient in zb sprinkler irrigation) was 
optimized and the best optimized coefficients obtained. 

Shahinezhad et al. (2011) presented a mixed integer linear programming (MILP) 
model for optimization of pressurized branched irrigation networks. Detailed anal-
ysis of the results is reported and compared with those generated based on trial-
and-error method. The proposed method results in a reduction of 12.5% in costs. 

In this paper, DE algorithm is developed to obtain the optimum pipe size and 
inlet pressure head that produce the least cost design of Shahinezhad et al. (2011) 
networks. In this study, the hydraulic analysis of the network is based on continui-
ty at nodes and Hazen-Williams formula for head loss calculations by using link 
between Epanet and Matlab Software. The results of this investigation compared 
with absolute optimization is obtained by mixed integer linear programming 
(MILP) model that is presented by Shahinezhad et al. (2011).  

2 Material and Methods 

2.1 Case Study 

The Ismail Abad irrigation network is located in 7 kilometers North West of Noo-
rabad city in Lorestan province. Land area of this project is 1000 ha. Fig. 1 depicts 
the schematic network of Ismael Abad. This network consists of 18 pipes and 19 
nodes are. In Table 1, the hydraulic details and arrangement of pipes for water 
distribution networks Ismael Abad is presented.    

This project consists of two kinds of steel pipe that is used. Polyethylene pipe 
material is used for pipe sizes equal or less than 500 mm and GRP for greater 
sizes. Pipe specifications are given in Table 2.  
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Fig. 1 Ismael Abad water distribution network 

Table 1 Main and sub main pipe line data of Ismail Abad Network 

Pipe Pipe No. Length (m)  Discharge (L/s)  
Beginning Elevation 

(m) 
End Elevation (m)  

Res.-J1 P1 - - - - 
J2-J3 P2 558 856.56 1791 1816.54 
J3-J4 P3 558 856.56 1816.54 1842.08 
J4-J5 P4 1430 429.8 1842.08 1847.57 
J4-J6 P5 955 52.9 1842.08 1838.71 
J4-J7 P6 1100 128.94 1842.08 1856.52 
J4-J8 P7 200 244.92 1842.08 1847.05 
J8-J9 P8 201 190.34 1847.05 1846.32 

J9-J10 P9 390 128.94 1846.32 1841.18 
J10-J11 P10 806 58.33 1841.18 1811.32 
J11-J12 P11 575 21.49 1811.32 1810.94 
J5-J13 P12 550 165.8 1847.57 1853.21 
J13-J14 P13 700 132 1853.21 1861.89 
J5-J15 P14 670 98.24 1847.57 1821.48 
J15-J16 P15 840 33.77 1821.48 1814.43 
J5-J17 P16 720 119.73 1847.57 1826.47 
J17-J18 P17 660 49.12 1826.47 1847.95 
J5-J19 P18 110 46.05 1847.57 1847.57 

RETRACTED C
HAPTER



Optimization of Water Distribution Networks with Differential Evolution (DE) 407 

 

Table 2 Pipe specifications data of Ismail Abad Network 

Cost ($/m) Outer diameter 
(mm)  

Internal diameter 
(mm)  

Material  No.  

5.895 110 93.8 PE80 1 
7.895 125 106.6 PE80  2 
9.495 140 119.4 PE80  3 

12.375 160 136.4 PE80  4 
15.705 180 153.4 PE80  5 
19.305 200 170.6 PE80  6 
24.525 225 191.8 PE80  7 
30.150 250 213.2 PE80  8 
37.800 280 238.8 PE80  9 
47.700 319 268.6 PE80  10 
60.525 355 302.8 PE80  11 
76.725 400 341.2 PE80  12 
97.200 450 383.8 PE80  13 

108.820 500 426.4 PE80  14 
111.323 600 600.0 GRP  15 
137.997 700 700.0 GRP  16 
170.633 800 800.0 GRP  17 
204.289 900 900.0 GRP  18 

2.2 Water Distribution Network Constraints 

2.2.1 Pressure Constraint 

Minimum Allowable pressure head required for each node is considered to be 50 m. 

2.2.2 Velocity Constraint 

In order to prevent sediment deposition in low flow velocities and avoid water 
hammer at high velocities, minimum and maximum allowable flow velocities in 
pipes are considered to be 0.7 m/s and 2m/s, respectively. 

2.3 Differential Evolution Algorithm (DE) 

Differential Evolution (DE) algorithm is a branch of evolutionary programming 
developed by Rainer Storn and Kenneth Price (1995) for optimization problems over 
continuous domains. In DE, each variable’s value is represented by a real number. 
The advantages of DE are its simple structure, ease of use, speed and robustness. DE 
is one of the best genetic type algorithms for solving problems with the real valued 
variables. Differential Evolution is a design tool of great utility that is immediately 
accessible for practical applications. DE has been used in several science and engi-
neering applications to discover effective solutions to nearly intractable problems 
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without appealing to expert knowledge or complex design algorithms. Differential 
Evolution uses mutation as a search mechanism and selection to direct the search 
toward the prospective regions in the feasible region. Genetic Algorithms generate a 
sequence of populations by using selection mechanisms. Genetic Algorithms use 
crossover and mutation as search mechanisms. The principal difference between 
Genetic Algorithms and Differential Evolution is that Genetic Algorithms rely on 
crossover, a mechanism of probabilistic and useful exchange of information among 
solutions to locate better solutions, while evolutionary strategies use mutation as the 
primary search mechanism. 

Differential Evolution (DE) is a parallel direct search method which utilizes NP 
D-dimensional parameter vectors. 

 i,Gx ,   i=1,2,....,NP    (1) 

As a population for each generation G. NP does not change during the minimi-
zation process. The initial vector population is chosen randomly and should cover 
the entire parameter space. As a rule, we will assume a uniform probability distri-
bution for all random decisions unless otherwise stated. In case a preliminary solu-
tion is available, the initial population might be generated by adding normally 
distributed random deviations to the nominal solution xnom,0. DE generates new 
parameter vectors by adding the weighted difference between two population vec-
tors to a third vector. Let this operation be called mutation. The mutated vector’s 
parameters are then mixed with the parameters of another predetermined vector, 
the target vector, to yield the so-called trial vector. Parameter mixing is often re-
ferred to as “crossover” in the ES-community and will be explained later in more 
detail. If the trial vector yields a lower cost function value than the target vector, 
the trial vector replaces the target vector in the following generation. This last 
operation is called selection. Each population vector has to serve once as the target 
vector so that NP competitions take place in one generation. More specifically 
DE’s basic strategy can be described as follows: 

2.3.1 Mutation 

For each target vector i,Gx ,   i=1,2,....,NP , a mutant vector is generated ac-

cording to: 

 i,G+1 r1,G r2,G r3,G   (2)  

With random indexes r1, r2  {1, 2 … NP} integer, mutually different and F 
> 0. The randomly chosen integers r1, r2 and r3 are also chosen to be different 
from the running index i, so that NP must be greater or equal to four to allow for 
this condition. F is a real and constant factor  [0, 2] which controls the amplifica-
tion of the differential variation (xr2,G - xr3,G). Fig.2 shows a two-dimensional ex-
ample that illustrates the different vectors which play a part in the generation of 
Vi,G+1. 

RETRACTED C
HAPTER



Optimization of Water Distribution Networks with Differential Evolution (DE) 409 

 

 
Fig. 2 An example of a two-dimensional cost function showing its contour lines and the 
process for generating Vi,G+1 

2.3.2 Crossover 

In order to increase the diversity of the perturbed parameter vectors, crossover is 
introduced. To this end, the trial vector: 

 i,G+1 1i,G+1 2i,G+1 Di,G+1u =(u ,u ,...,u )
  (3) 

Is formed, where: 

 



   (4) 

In Eq. (5), randb(j) is the jth evaluation of a uniform random number generator 
with outcome [0; 1]. CR is the crossover constant [0; 1] which has to be deter-
mined by the user. rnbr(i) is a randomly chosen index 1, 2, …, D which ensures 
that ui,G+1 gets at least one parameter from Vi,G+1. 

2.3.3 Selecion 

To decide whether or not it should become a member of generation G+1, the trial 
vector ui,G+1 is compared to the target vector xi,G using the greedy criterion. If vec-
tor ui,G+1 yields a smaller cost function value than xi,G, then xi,G+1 is set to ui,G+1; 
otherwise, the old value xi,G is retained. 

 (5) 
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Finally, this process continues to reach new generations to the number of NP. 
Then the same process is repeated to reach termination condition. 

Fig. 3 schematically overview of differential evolution algorithm for numerical 
model, the entire above process is specified numerically in this Fig. 3. 

 

 
Fig. 3 Computational module for differential evolution algorithm 

According the literature review in the differential evolution algorithm (Suriba-
bu, 2010) and other evolutionary algorithms, to find the best conditions for opti-
mizing water distribution network, at first considering an initial population of 100 
member (N=100) and generation of 500 (G=500) to find the coefficients of F and 
CR, 18 different combinations of these factors was examined. It should be men-
tioned, at study each of the condition in this algorithm, three runs were conducted 
and the optimal run was chosen for that. 

In general, in this study, in total 120 runs with different conditions of the algo-
rithm was implemented, in order to derive the optimal of water distribution net-
works by using differential evolution algorithm. 
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3 Results and Discussion 

3.1 F and CR Factor 

In the first step, to obtain the best conditions for algorithm that provide the most 
optimum and do not face local optimum problem, 18 combinations of different 
modes for the coefficients F and CR were examined. The results are shown in 
Table 3. 

Table 3 Study F and CR 

 No. Combination F  Cr  
Optimal 
cost ($) 

1 F=0.1 Cr =0.1 115427393 
2 

F=0.5 

Cr =0.3 832628 
3 Cr =0.4 768561 
4 Cr =0.5 758917 
5 Cr =0.6 740000 
6 

F=0.6 

Cr =0.3 738039 
7 Cr =0.4 737931 
8 Cr =0.5 737920 
9 Cr =0.6 737992 

10 

F=0.7 

Cr =0.3 737924 
11 Cr =0.4 737988 
12 Cr =0.5 740588 
13 Cr =0.6 758028 
14 

F=0.8 

Cr =0.3 786416 
15 Cr =0.4 824850 
16 Cr =0.5 832628 
17 Cr =0.6 833455 
18 F=1 Cr =1 55293902 

 

The Results show that median values for the coefficients of F and Cr provide 
the optimum situation and cause DE algorithm not to be trapped in local optimum. 
The most optimal answer for coefficients are 0.6 and 0.5 for F and Cr coefficients, 
respectively. These values matched with the results of Suribabu (2010). 

Scale factor (F) can increase the accuracy of the search. The smaller coefficient, 
the shorter steps needs to be taken for an accurate research. But the problem is that 
the algorithm may be trapped in local optimum and it cannot be withdrawn. On 
the other hand, the higher value of F, the more area will be searched, but the best 
optimum situation may not be obtained. 
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3.2 Population and Generation 

After finding the best combination of coefficients values F and CR, algorithms for 
solving the independent populations were examined. For this purpose, the popula-
tion of 4, 25, 50, 100, 500 and 1000 members were studied in two generations 
(G=50 and 100). Fig. 3 shows these results. 

Based on the DE algorithm, the initial population is very important to select the 
initial three members, when the population gets more, the selection of four initial 
members has more variety, which causes the algorithm to reach convergence. 

According to Fig.  4, it is clear that by increasing population, the optimal cost 
will be lower. In addition it is proved that the increasing population will extend 
the domain of the search; and more members are used for optimization. 

Finally, the best combination of coefficients and population were used to  
examine the effect of generations’ number, so ten generations (30, 40, 50, 100, 
200, 300, 500, 1000, 2000, and 3000) were studied. The results are shown in  
Table 4. 

Table 4 indicates that the generation number 200 is suitable for optimizing wa-
ter distribution networks. 

This results show that DE algorithm for optimizing water distribution networks 
in the generation of 200 gives acceptable results. 

 

Fig. 4 Optimization cost in different populations 
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Table 4 The effect of generation on optimization cost 

No. Generation 
Optimal cost 

($) 
Runtime (s) 

30 55293902 629 
40 2065347 780 
50 1222823 1005 

100 786416 1950 
200 737920 4024 
300 737931 6164 
500 737920 9324 
1000 737924 20163 
2000 737920 39826 
3000 737920 53911 

 
The increase in time per the number of population has almost a linear trend, 

which indicates the effect of population in the runtime algorithm. Hence specify-
ing suitable population to obtain an optimal results is very important. 

The runtime algorithm for 100 members of population and 50 generations is 
935s and 100 generation is 1950s. According to the numbers, the running time of 
the algorithm to reach new member in each generation takes an average of 0.19s 
(Fig.  5). 

 

  

Fig. 5 Runtime in different population 
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Results of Fig. 6 indicates a fairly linear relationship between runtime and 
number of generations.  

In general it can be said that the population and number of generations to run 
the algorithm, in order to optimize water distribution network is 100 and 200, 
respectively that requires nearly an hour to reach the optimal answer. 

So it can be revealed that one of the advantages of this algorithm is the high 
speed runtime. Another advantage is rapid convergence of the algorithm, that 
takes 16 minutes (G =50 and N =100) to reach convergence. 

 

  

Fig. 6 Runtime in different generation 

3.3 Differential Evolution Algorithm Optimization 

The network has been optimized with conditions Cr=0.5, F=0.6, 100 members of 
population and 200 generations in the differential evolution algorithm. The algo-
rithm makes relationship between Epanet and MATLAB software to optimize the 
water distribution network. The combination of optimum pipe diameter is shown 
in Table 5. 
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Table 5 Optimum pipe diameter in Differential Evolution Algorithm 

Pipe No. Pipe  
Optimum  

Diameter (inch) 
Internal Optimum 

Diameter (mm)  
Outer Optimum 
Diameter (mm) 

Res.-J1 P1 10.575 268.6 315 
J2-J3 P2 31.496 800 800 
J3-J4 P3 31.496 800 800 
J4-J5 P4 23.622 600 600 
J4-J6 P5 7.551 191.8 225 
J4-J7 P6 11.921 302.8 355 
J4-J8 P7 16.787 426.4 500 
J8-J9 P8 15.110 383.8 450 

J9-J10 P9 11.921 302.8 355 
J10-J11 P10 8.394 213.2 250 
J11-J12 P11 4.701 119.4 140 
J5-J13 P12 15.110 383.8 450 
J13-J14 P13 11.921 302.8 355 
J5-J15 P14 10.575 268.6 315 
J15-J16 P15 6.039 153.4 180 
J5-J17 P16 11.921 302.8 355 
J17-J18 P17 7.551 191.8 225 
J5-J19 P18 7.551 191.8 225 

Optimal cost ($) 737920 
1:07:00Runtime 

 
This combination of optimal diameter is the best diameter to have the optimal 

costs. According to these network diameters, hydraulic conditions in Tables 6 and 
7 are for pipes and nodes. 

Due to the hydraulic conditions in the pipes, it can be seen from Table 6, each 
pipe is in standard conditions and velocity in each pipe is in permitted range. Ta-
ble 7 shows pressure in each node in permitted range. So it can be said in this 
optimized network the constraint of pressure and velocity is considered. 
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Table 6 Hydraulic conditions optimal diameters in pipes 

Pipe 
No. 
Pipe  

Optimum 
Diameter (mm)  

Discharge 
(L/s)  

Velocity (m/s)   
Losses in 
1000 (m)  

Res.-J1 P1 315 - - - 
J2-J3 P2 800 856.56 1.70 0.72 
J3-J4 P3 800 856.56 1.70 0.72 
J4-J5 P4 600 429.8 1.52 0.81 
J4-J6 P5 225 52.9 1.83 4.64 
J4-J7 P6 355 128.94 1.79 2.45 
J4-J8 P7 500 244.92 1.72 1.62 
J8-J9 P8 450 190.34 1.65 1.69 

J9-J10 P9 355 128.94 1.79 2.61 
J10-J11 P10 250 58.33 1.63 3.32 
J11-J12 P11 140 21.49 1.92 8.80 
J5-J13 P12 450 165.8 1.43 1.31 
J13-J14 P13 355 132 1.83 2.73 
J5-J15 P14 315 98.24 1.73 2.84 
J15-J16 P15 180 33.77 1.83 6.00 
J5-J17 P16 355 119.73 1.66 2.28 
J17-J18 P17 225 49.12 1.70 4.04 
J5-J19 P18 225 46.05 1.59 3.59 

Table 7 Hydraulic conditions optimal diameters in nodes 

No. Node Discharge (L/s)  Hydraulic Elevation (m)  Pressure (m-water)  

Res. -856.69 1789.00 0.00 
J1 0.00 1788.71 -1.29 
J2 0.00 1926.02 134.69 
J3 0.00 1924.71 109.44 
J4 0.00 1923.39 84.98 
J5 0.00 1919.57 73.19 
J6 52.90 1908.85 73.73 
J7 128.94 1914.55 60.20 
J8 54.58 1922.32 80.93 
J9 61.40 1921.21 77.91 

J10 70.61 1917.86 79.37 
J11 36.84 1909.08 100.03 
J12 21.49 1892.48 84.97 
J13 33.80 1917.20 65.51 
J14 132.01 1910.93 50.48 
J15 64.57 1913.33 91.90 
J16 33.77 1896.79 83.39 
J17 70.61 1914.18 88.77 
J18 49.12 1905.42 59.08 
J19 46.05 1918.27 70.25 
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3.4 Comparison of Differential Evolution Algorithm 
Optimization and Classical Methods 

In this paper the network is optimized by differential evolution algorithm (DE) 
and the results are compared with classic method. Table 8 shows the results of 
optimizing from differential evolution algorithm classic method. 

In this study, we compared the algorithm (DE) with this method, Therefore, 
According to great potential of DE, the algorithm can be used in the loop, branch 
and complex network. 

In table 9 optimal cost obtained by each method can be seen. 
According to Table 9, it can be said that algorithm presents very good results for 

optimizing water distribution network. So that the optimal solution was compared 
with the classical empirical method and results showed that Implementation cost of 
the network by DE algorithm 10.66% lower than the classical empirical method. 

Table 8 Optimum diameter from DE algorithm and classic method 

Pipe No. Pipe  
Optimum Diameter (mm) 

DE Algorithm 
Optimum Diameter (mm)

Classic Method 
Res.-J1 P1 - - 
J2-J3 P2 800 900 
J3-J4 P3 800 900 
J4-J5 P4 600 700 
J4-J6 P5 225 250 
J4-J7 P6 355 355 
J4-J8 P7 500 500 
J8-J9 P8 450 500 
J9-J10 P9 355 400 

J10-J11 P10 250 250 
J11-J12 P11 140 160 
J5-J13 P12 450 400 

J13-J14 P13 355 315 
J5-J15 P14 315 315 

J15-J16 P15 180 200 
J5-J17 P16 355 400 

J17-J18 P17 225 250 
J5-J19 P18 225 160 

Table 9 Inlet pressure head and network cost by DE algorithm, Classic method and MILP 
Method 

Cost ($)  Inlet Pressure Head (m)  Methods  
737920 134.69 DE Algorithm  
825935 140 Classic Method  
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4 Conclusions 

In this study, to optimize water distribution network by DE algorithm, the best 
scale and probability coefficients (F and Cr) are 0.6 and 0.5, respectively. About 
the initial population and the number of generations investigation revealed that the 
initial population of 100 members and generations 200 are the best, in terms of 
time and efficiency.  

Conclusions show DE algorithm runtime is less than the other method that pro-
vides absolute optimum. While optimization of differential evolution algorithm 
(737,920 $) is %10.66 more than the classic method. 

About major networks with many pipes, using differential evolution algorithm 
is recommended compared with other evolutionary algorithms, because of high-
speed runtime and convergence to reach the optimum. 
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Artificial Satellite Heat Pipe Design  
Using Harmony Search 

Zong Woo Geem 

Abstract The design of an artificial satellite requires an optimization of multiple 
objectives with respect to performance, reliability, and weight. In order to consider 
these objectives simultaneously, multi-objective optimization technique can be 
considered. In this chapter, a multi-objective method considering both thermal 
conductance and heat pipe mass is explained for the design of a satellite heat pipe. 
This method has two steps: at first, each single objective function is optimized; 
then multi-objective function, which is the sum of individual error between current 
function value and optimal value in terms of single objective, is minimized. Here, 
the multi-objective function, representing thermal conductance and heat pipe 
mass, has five design parameters such as 1) length of conduction fin, 2) cutting 
length of adhesive attached area, 3) thickness of fin, 4) adhesive thickness, and 5) 
operation temperature of the heat pipe. Study results showed that the approach 
using harmony search found better solution than traditional calculus-based  
algorithm, BFGS. 

Keywords Artificial satellite heat pipe · Harmony search · Optimization 

1 Introduction 

Traditionally researchers have utilized calculus-based algorithms that give gradi-
ent information in order to find the right direction to the optimal solution of their 
own optimization problems. However, some researchers have recently turned their 
interests to nature-inspired meta-heuristic algorithms including genetic algorithm 
[1], simulated annealing [2], tabu search [3], ant colony optimization [4], and  
particle swarm optimization [5]. 
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These meta-heuristic algorithms have advantages over calculus-based algo-
rithms because they do not require complex calculus-derivative, massive enumera-
tion, and sensitive initial solutions. Also, meta-heuristic algorithms can easily 
handle discrete decision variables as well as continuous decision variables. 

Recently, another meta-heuristic algorithm, named harmony search (HS), has 
been emerging. The HS algorithm mimics Jazz improvisation and it contains a 
novel stochastic derivative [6] based on the experiences of musicians in Jazz im-
provisation process. Instead of the calculus information of an objective function, 
the stochastic derivative of HS gives a probability to be selected for each value of 
a decision variable. For example, if the decision variable   has three candidate 
values {3, 4, 5}, the partial stochastic derivative of the objective function with 
respect to   at each discrete value gives the selection probability for each value 
like 30% for 3; 50% for 4; and 20% for 5. While cumulative probability becomes 
unity (100%), the probability to be selected for each value is updated iteration by 
iteration based on musician’s experience. Desirably the value, which is included in 
the optimal solution vector, has higher chance to be chosen as the iterations 
progress. 

With this stochastic derivative information, the HS algorithm has been applied 
to various science and engineering optimization problems that include [7-9]: 
 

 Real-world applications: music composition, sudoku puzzle, time-
tabling, tour planning, logistics 

 Computer science problems: web page clustering, text summariza-
tion, Internet routing, visual tracking, robotics 

 Electrical engineering problems: energy system dispatch, photo-
electronic detection, power system design, multi-level inverter opti-
mization, cell phone network 

 Civil engineering problems: structural design, water network design, 
dam scheduling, flood model calibration, groundwater management, 
soil stability analysis, ecological conservation, vehicle routing 

 Mechanical engineering problems: heat exchanger design, satellite 
heat pipe design, offshore structure mooring 

 Bio & medical applications: RNA structure prediction, hearing aids, 
medical physics 

 
The goal of this chapter is to review the HS optimization in space engineering, 

especially, the optimal design of a satellite heat pipe. 

2 Structure of Harmony Search Algorithm 

As mentioned above, the HS algorithm was originally inspired by the improvisa-
tion process of Jazz musicians. Figure 1 [8] shows the analogy between improvi-
sation and optimization: each musician corresponds to each decision variable; 
musical instrument’s pitch range corresponds to decision variable’s value range; 
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musical harmony at certain time corresponds to solution vector at certain iteration; 
and audience’s aesthetics corresponds to objective function. Just like musical 
harmony is improved practice by practice, solution vector is improved iteration by 
iteration. 

 

Fig. 1 Analogy between Improvisation and Optimization 

This section introduces each step of the HS algorithm in detail, including 1) 
problem formulation, 2) algorithm parameter setting, 3) random tuning for memo-
ry initialization, 4) harmony improvisation (random selection, memory considera-
tion, and pitch adjustment), 5) memory update, 6) performing termination, and 7) 
cadenza [8]. 

2.1 Problem Formulation 

The HS algorithm was developed for solving optimization problems. Thus, in 
order to apply HS, problems should be formulated in the optimization environ-
ment, having objective function and constraints: 

 Optimize (minimize or maximize) )(xf  (1) 

Subject to 

 pihi ,,1;0)( ==x ; (2) 

 qigi ,,1;0)( =≥x . (3) 

 )}(,),(,),1({ iiiiii Kxkxxx =∈ X  or U
ii

L
i xxx ≤≤  (4) 
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The HS algorithm searches entire solution area in order to find globally optimal 
solution vector ),,( 1 nxx =x , which optimizes (minimizes or maximizes) the 

objective function as in Equation 1. If the problem has equality and/or inequality 
conditions, these can be considered as constraints in Equations 2 and 3. If the de-
cision variable has discrete values, the set of candidate values for the variable 
becomes )}(,),(,),1({ iiiiii Kxkxxx =∈ X ; and if the decision variable has 

continuous values, the set of candidate values for the variable becomes 
U
ii

L
i xxx ≤≤ . 

The HS algorithm basically considers the objective function only. However, if a 
solution vector generated violates any of the constraints, 1) the algorithm aban-
dons the vector or 2) considers it by adding certain amount of penalty to the objec-
tive function value. Also, HS can be applied to multi-objective problems by con-
jugating with Pareto set. 

2.2 Algorithm Parameter Setting 

Once the problem formulation is ready, algorithm parameters should be set with 
certain values. HS contains algorithm parameters including harmony memory size 
(HMS), harmony memory considering rate (HMCR), pitch adjusting rate (PAR), 
maximum improvisation (MI), and fret width (FW). 

HMS is the number of solution vectors simultaneously handled in the algo-
rithm; HMCR is the rate (0 ≤ HMCR ≤ 1) where HS picks one value randomly 
from musician’s memory. Thus, (1-HMCR) is the rate where HS picks one value 
randomly from total value range; PAR (0 ≤ RAR ≤ 1) is the rate where HS tweaks 
the value which was originally picked from memory. Thus, (1-PAR) is the rate 
where HS keeps the original value obtained from memory; MI is the number of 
iterations. HS improvises one harmony (= vector) each iteration; and FW is arbi-
trary length only for continuous variable, which was also known as bandwidth 
(BW). For more information of the term, a fret is the metallic ridge on the neck of 
a string instrument (such as guitar), which divides the neck into fixed segments, 
and each fret represents one semitone. In the context of the HS algorithm, frets 
mean arbitrary points which divide the total value range into fixed segments, and 
fret width (FW) is the length between two neighboring frets. Uniform FW is nor-
mally used in HS. 

Originally, fixed parameter values were used. However, some researchers have 
proposed changeable parameter values. Mahdavi et al. [10] suggested that PAR 
increase linearly and FW decrease exponentially with iterations: 

 ( )
1

1
)(

−
−×−+=

MI

I
PARPARPARIPAR minmaxmin  (5) 
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Das et al. [11] suggested that FW be the standard deviation of the current popu-
lation when HMCR is close to 1. 

 )var()()( iiIFW xx == σ  (7) 

Geem [12] tabulated fixed parameter values, such as number of variables, 
HMS, HMCR, PAR, and MI, after surveying various literatures. FW normally 
ranges from 1% to 10% of total value range. 

Furthermore, some researchers have proposed adaptive parameter theories that 
enable HS to automatically have best parameter values at each iteration [13-17]. 

2.3 Random Tuning for Memory Initialization 

After problem is formulated and the parameter values are set properly, random 
tuning process is performed. 

In an orchestra concert, after oboe plays the note A (usually 440Hz), other in-
struments randomly play any pitches out of playable ranges. Likewise, the HS 
algorithm initially improvises many random harmonies. The number of random 
harmonies should be at least HMS. However, the number can be more than HMS, 
such as twice or three times as many as HMS [18]. Then, top-HMS harmonies are 
selected as starting vectors. 

Musician’s harmony memory (HM) can be considered as a matrix: 
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 (8) 

Previously, the objective function values were sorted ( )( 1xf ≤ )( 2xf  ≤ … ≤

)( HMSf x ) in HM, but current structure does not require it any more. 

2.4 Harmony Improvization 

In Jazz improvisation, a musician plays a note by randomly selecting it from total 
playable range (see Figure 2), or from musician’s memory (see Figure 3), or by 
tweaking the note obtained from musician’s memory (see Figure 4). Likewise, the 
HS algorithm improvises a value by choosing it from total value range or from 
HM, or tweaking the value which was originally chosen from HM. 
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Fig. 2 Total Playable Range of a Music Instrument 

 

Fig. 3 Set of Good Notes in Musician’s Memory 

 

Fig. 4 Tweaking the Note chosen from Musician’s Memory 

Random Selection: When HS has to determine the value New
ix  for the new har-

mony ),,( 1
New
n

NewNew xx =x , it randomly picks any value from total value 

range ( )}(,),1({ iii Kxx   or U
ii

L
i xxx ≤≤ ) with probability of (1-HMCR). Ran-

dom selection is also used for previous memory initialization. 

Memory Consideration: When HS has to determine the value New
ix , it randomly 

picks any value j
ix  from HM = },,{ 1 HMS

ii xx   with probability of HMCR. The 

index j  can be calculated using uniform distribution )1,0(U : 

 1))1,0(int( +⋅← HMSUj  (9) 

However, we may use different distributions. For example, if we use 
2)]1,0([U , HS chooses lower j  more. If the objective function values are sorted 

by j , HS will behave similar to particle swarm algorithm, which prefers the best 

solution vector. 

Pitch Adjustment: After the value New
ix  is randomly picked from HM in the above 

memory consideration process, it can be further adjusted into neighbouring values by 
adding certain amount to the value, with probability of PAR. For discrete variable,  
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if New
ii xkx =)( , the pitch-adjusted value becomes )( mkxi +  where }1,1{−∈m  

normally; and for continuous variable, the pitch-adjusted value becomes Δ+New
ix  

where )()1,1( iFWU ⋅−=Δ  normally. 

The above-mentioned three basic operations (random selection, memory con-
sideration and pitch adjustment) can be expressed as follows: 
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Especially for discrete variables, the HS algorithm has the following stochastic 
partial derivative which consists of three terms such as random selection, memory 
consideration and pitch adjustment [6]: 

( )
PARHMCR

HMS

mkxn
PARHMCR

HMS

kxn
HMCR

Kx

f ii

ii

)(
)1(

))((
)1(

1 −
+−+−=

∂
∂  (11) 

Also, the HS algorithm can consider the relationship among decision variables 
using ensemble consideration just as there exists stronger relationship among spe-

cific musicians. The value New
ix  can be determined based on New

jx  if the two 

has the strongest relationship [19]: 

 [ ]{ }2),(maxwhere)( ji
ji

New
j

New
i Corrxfnx xx

≠
←  (12) 

If the newly improvised harmony Newx  violates any constraint, HS abandons 
it or still keeps it by adding penalty to the objective function value just like musi-
cians sometimes still accept rule-violated harmony (e.g., parallel fifth violation). 

2.5 Memory Update 

If the new harmony 
Newx  is better, in terms of objective function value, than the 

worst harmony in HM, the new harmony is included in HM and the worst harmo-
ny is excluded from HM: 

 HMxHMx ∉∧∈ WorstNew  (13) 

However, for the diversity of harmonies in HM, other harmonies (in terms of 
least-similarity) can be considered. Also, the number of identical harmonies in 
HM can be limited in order to prevent premature HM.  
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2.6 Performing Termination 

If HS satisfies termination criteria (for example, reaching MI), the computation is 
terminated. Otherwise, HS improvises another new harmony again. 

2.7 Cadenza 

Cadenza is a musical passage occurring at the end of a movement. In the context 
of the HS algorithm, cadenza can be referred to a process occurring at the end of 
the HS computing. In this process, HS returns the best harmony ever found and 
stored in HM. 

3 Satellite Heat Pipe Design Example 

For the satellite cooling system, heat pipes are generally used, and many  
researchers have applied optimization techniques to the heat pipe design [20-22]. 
The heat pipe model explained in this chapter is as shown in Figure 5 [22, 23], 
which has two objectives (thermal conductance and total mass) and five design 

parameters: 1) length of flange fin ( fL ), 2) cutting length of adhesive attached 

area ( cL ), 3) thickness of fin ( ft ), 4) Adhesive thickness ( bt ), and 5) operation 

temperature ( opT ). 

 

Fig. 5 Schematic of Satellite Heat Pipe 
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The parameter ranges are: 
 

 fL : 10.0mm ~ 25.4mm 

 cL : 1.5mm ~ 2.5mm 

 ft : 1.0mm ~ 1.7mm 

 bt : 0.12mm ~ 0.22mm 

 opT : -20.0°C ~ 60.0°C 

 
The objective function of the thermal conductance across the thermal joint of 

the heat pipe, which is to be maximized, is as follows:  
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The objective function of the total mass, which is to be minimized, is as  
follows:  
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The multi-objective function considering both thermal conductance and total 
mass, which is to be minimized, can be as follows:  
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As seen in the above equation, the multi-objective function is expressed as the 
sum of the absolute values of relative errors between optimal value and current 
function value, where the optimal value for each objective function can be before-
hand calculated using single objective functions for thermal conductance and total 
mass, respectively [23]. 
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For the single objective optimization, HS found the maximal thermal conduc-
tance of 0.3945 (W/K) or total mass of 25.763 (kg) while BFGS, one of best ma-
thematical techniques, found 0.3808 (W/K) or 25.868 (kg). 

For the multiple objective optimization, HS found the maximal thermal conduc-
tance of 0.3810 (W/K) and total mass of 26.704 (kg) while BFGS found 0.3750 
(W/K) and 26.854 (kg). The multi-objective solution of HS is Pareto optimal one 
because the conductance (0.3810) of HS is higher than that (0.3750) of BFGS and 
the mass (26.704) of HS is lower than that (26.854) of BFGS, that is, HS solution 
is better than BFGS one without disadvantaging at least one objective. 

4 Conclusions 

This chapter briefly explained the structure of the HS algorithm and also reviewed 
the HS application to the satellite heat pipe design which has two objectives of 
maximal thermal conductance and minimal total mass. The HS found better results 
than one of powerful calculus-based optimization technique, BFGS. 

The HS algorithm is still growing. We hope other researchers to suggest new 
ideas to make better shape of the algorithm structure. Also, we hope to see various 
HS applications in aerospace engineering field in the future. 

References 

1. Goldberg, D.E.: Genetic Algorithms in Search Optimization and Machine Learning. 
Addison Wesley, MA (1989) 

2. Kirkpatrick, S., Gelatt, C., Vecchi, M.: Optimization by Simulated Annealing. Science 
220, 671–680 (1983) 

3. Glover, F.: Heuristic for Integer Programming using Surrogate Constraints. Decision 
Sci. 8, 156–166 (1977) 

4. Dorigo, M., Maniezzo, V., Colorni, A.: The Ant System: Optimization by a Colony of 
Cooperating Agents. IEEE Transactions on Systems, Man, and Cybernetics-Part B 26, 
29–41 (1996) 

5. Kennedy, J., Eberhart, R.C.: Particle swarm optimization. In: Proceedings of the IEEE 
International Joint Conference on Neural Networks, pp. 1942−1948 (1995) 

6. Geem, Z.W.: Novel derivative of harmony search algorithm for discrete design  
variables. Appl. Math. Comput. 199, 223–230 (2008) 

7. Geem, Z.W. (ed.): Music-Inspired Harmony Search Algorithm. SCI, vol. 191.  
Springer, Heidelberg (2009) 

8. Geem, Z.W. (ed.): Recent Advances in Harmony Search Algorithm. SCI, vol. 270. 
Springer, Heidelberg (2009) 

9. Geem, Z.W. (ed.): Harmony Search Algo. for Structural Design Optimization. SCI, 
vol. 239. Springer, Heidelberg (2009) 

10. Mahdavi, M., Fesanghary, M., Damangir, E.: An improved harmony search algorithm 
for solving optimization problems. Appl. Math. Comput. 188, 1567–1579 (2007) 

 



Artificial Satellite Heat Pipe Design Using Harmony Search 433 

11. Das, S., Mukhopadhyay, A., Roy, A., Abraham, A., Panigrahi, B.K.: Exploratory Pow-
er of the Harmony Search Algorithm: Analysis and Improvements for Global Numeri-
cal Optimization. IEEE Transactions on Systems, Man, and Cybernetics, Part B:  
Cybernetics 41, 89–106 (2011) 

12. Geem, Z.W.: Optimal cost design of water distribution networks using harmony 
search. Eng. Optimiz. 38, 259–280 (2006) 

13. Wang, C.M., Huang, Y.F.: Self-adaptive harmony search algorithm for optimization. 
Expert Syst. Appl. 37, 2826–2837 (2010) 

14. Hasancebi, O., Erdal, F., Saka, M.P.: Adaptive Harmony Search Method for Structural 
Optimization. J. Struct. Eng.-ASCE 136, 419–431 (2010) 

15. Geem, Z.W., Sim, K.B.: Parameter-Setting-Free Harmony Search Algorithm. Appl. 
Math. Comput. 217, 3881–3889 (2010) 

16. Geem, Z.W., Cho, Y.-H.: Optimal Design of Water Distribution Networks Using  
Parameter-Setting-Free Harmony Search for Two Major Parameters. J. Water Res.  
Pl-ASCE 137, 377–380 (2011) 

17. Geem, Z.W.: Parameter Estimation of the Nonlinear Muskingum Model Using Para-
meter-Setting-Free Harmony Search. Journal of Hydrologic Engineering – ASCE 16, 
684–688 (2011) 

18. Degertekin, S.: Optimum design of steel frames using harmony search algorithm. 
Struct. Multidiscp. O. 36, 393–401 (2008) 

19. Geem, Z.W.: Improved harmony search from ensemble of music players. Lecture 
Notes in Artificial Intelligence 4251, 86–93 (2006) 

20. Rajesh, V.G., Ravindran, K.P.: Optimum Heat Pipe Design: A Nonlinear Program-
ming Approach. International Communications in Heat and Mass Transfer 24,  
371–380 (1997) 

21. de Sousa, F.L., Vlassov, V., Ramos, F.M.: Generalized Extremal Optimization: An 
Application in Heat Pipe Design. Appl. Math. Model. 28, 911–931 (2004) 

22. Huband, S., Barone, L., While, L., Hingston, P.: A scalable multi-objective test prob-
lem toolkit. In: Coello Coello, C.A., Hernández Aguirre, A., Zitzler, E. (eds.) EMO 
2005. LNCS, vol. 3410, pp. 280–295. Springer, Heidelberg (2005) 

23. Geem, Z.W., Hwangbo, H.: Application of harmony search to multi-objective optimi-
zation for satellite heat pipe design. In: Proceedings of US-Korea Conference on  
Science, Technology, & Entrepreneurship (UKC 2006), CD-ROM (2006) 

 



  
© Springer-Verlag Berlin Heidelberg 2016 
J.H. Kim and Z.W. Geem (eds.), Harmony Search Algorithm, 

435 

Advances in Intelligent Systems and Computing 382, 
DOI: 10.1007/978-3-662-47926-1_41  

A Pareto-Based Discrete Harmony Search 
Algorithm for Bi-objective Reentrant Hybrid 
Flowshop Scheduling Problem 

Jingnan Shen, Ling Wang, Jin Deng and Xiaolong Zheng 

Abstract In this paper, a Pareto-based discrete harmony search (P-DHS) 
algorithm is proposed to solve the reentrant hybrid flowshop scheduling problem 
(RHFSP) with the makespan and the total tardiness criteria. For each job, the 
operation set of each pass is regarded as a sub-job. To adopt the harmony search 
algorithm to solve the RHFSP, each harmony vector is represented by a discrete 
sub-job sequence, which determines the priority to allocate all the operations. To 
handle the discrete representation, a novel improvisation scheme is designed. 
During the search process, the explored non-dominated solutions are stored in the 
harmony memory with a dynamic size. The influence of the parameter setting is 
investigated, and numerical tests are carried out based on some benchmarking 
instances. The comparisons to some existing algorithms in terms of several 
performance metrics demonstrate the effectiveness of the P-DHS algorithm. 

Keywords Harmony search · Improvisation scheme · Reentrant hybrid flowshop 
scheduling · Bi-objective · Pareto dominance 

1 Introduction 

The hybrid flowshop scheduling problem (HFSP) is of significant applications in 
the flexible manufacturing environment, which has been extensively studied by 
many researchers during the past few decades [1-3]. Classical HFSP assumes that 
each job visits each stage only once. However, due to some technical reasons or 
quality consideration, some jobs have to visit or reenter some stages several times. 
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Such a characteristic leads to an extension of the HFSP called the reentrant HFSP 
(RHFSP), which can be found in many real-world production systems, such  
as semiconductor wafer fabrication, printed circuit board fabrication, and thin  
film transistor-liquid crystal display (TFT-LCD) panel manufacturing [4]. The 
RHFSP is more complex than the classical HFSP, which has been proved to be 
NP-hard [5]. 

Recently, the RHFSP has attracted increasing attention due to its theoretical 
and practical importance. For a two-stage RHFSP with the makespan criterion, 
Choi et al. [6] presented some heuristics and a branch & bound algorithm. Then, 
Hekmatfar et al. [7] developed a hybrid genetic algorithm (GA). For a three-stage 
RHFSP, Bertel and Billaut [8] designed some heuristics to minimize the weighted 
number of tardy jobs. Besides, the multi-stage RHFSP has been studied in much 
literature [4, 9-14]. Choi et al. [9] presented two list-scheduling algorithms for the 
RHFSP with a set of orders to minimize the total tardiness criterion. Kim and Lee 
[10] designed two heuristics to minimize the makespan by considering the total 
tardiness as a constraint with a certain allowance. To minimize the makespan and 
the total tardiness simultaneously, Cho et al. [11] developed some local-search 
based Pareto GAs, and Ying et al. [4] proposed an iterated Pareto greedy (IPG) 
algorithm with better performances. To minimize the total workload, Pearn et al. 
[12] proposed three network algorithms to solve an IC final testing scheduling 
problem with reentry, which is a generalization of the RHFSP. Dugardin et al. [13] 
developed a Lorenz-dominance based multi-objective GA for RHFSP with 
stochastic characteristics to minimize the mean cycle time and maximize the 
utilization rate of the bottleneck facility. Choi et al. [14] proposed a decision tree 
based real-time scheduling mechanism for the dynamic RHFSP arising from the 
TFT-LCD panel manufacturing. 

With the development of computational intelligence, nature-inspired meta-
heuristics have been powerful tools to solve complex optimization problems in a 
variety of fields [15, 16]. The harmony search (HS) algorithm [17,18] is a meta-
heuristic inspired by the behaviors of the musical improvisation. In the HS 
algorithm, it treats each solution as a harmony. By mimicking a musician seeking 
for the pleasing harmony, the HS algorithm searches the best solution based on 
memory consideration, pitch adjustment and random selection. During recent 
years, the HS algorithm has been applied to many optimization problems [19], 
such as structural design [20], power dispatch [21,22], feature selection [23], and 
production scheduling [24], etc. Inspired by the successful applications of the HS 
algorithm, a Pareto-based discrete HS (P-DHS) algorithm is proposed in this paper 
for the bi-objective RHFSP with the makespan and the total tardiness criteria. In 
the P-DHS, each harmony vector is represented by a sub-job sequence, where a 
sub-job denotes the operation set of each pass of a job. To handle the discrete 
representation, a novel improvisation scheme is designed. The harmony memory 
is used to update the Pareto solutions explored during the search process. The 
influence of the parameter setting is investigated, and numerical comparisons 
based on some benchmarking instances are presented to show the effectiveness of 
the proposed algorithm. 
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The remainder of the paper is organized as follows: In Section 2, the RHFSP 
with the makespan and the total tardiness criteria is described. In Section 3, the P-
DHS for the RHFSP is presented in details. In Section 4, the influence of 
parameter setting on the performances of the P-DHS is investigated, and the 
comparative results are provided. Finally, the paper is ended with some 
conclusions and future work in Section 5. 

2 Problem Statement 

The RHFSP can be described as follows. There are n jobs to be processed at s 
sequential stages. Each stage contains at least one identical parallel machine, and 
at least one stage contains more than one machine. At each stage, each job can be 
processed on any one of the machines. Due to the reentrant characteristic, some 
jobs should pass certain stages more than once. Suppose all jobs and machines are 
available at time zero. Each machine can process only one job at a time, and each 
job can be processed on only one machine at a time. All operations of each job are 
known in advance, and each operation should be completed without interruption 
once it is started. The capacity of buffers between successive stages is infinite. 

For the RHFSP, it needs to determine the start time and the processing machine 
for each operation at every stage to optimize certain scheduling objectives. In this 
paper, the makespan (Cmax) and the total tardiness (TDD) criteria are considered 
simultaneously, as shown in Eqs. (1) and (2), respectively, where Cj denotes the 
completion time of job j and dj denotes its due date. 

 
  (1) 

 
  (2) 

According to the concept of Pareto dominance, a solution X1 dominates 
solution X2 if  and . A 

solution is Pareto optimal or called the non-dominated solution, if it cannot be 
dominated by any other solution. A collection of all the Pareto optimal solutions is 
called a Pareto set, which forms the Pareto front in objective space. Thus, for the 
above bi-objective RHFSP, it aims to obtain the Pareto optimal solutions or the 
Pareto front. 

3 P-DHS for Bi-objective RHFSP 

In this section, the Pareto-based discrete harmony search (P-DHS) algorithm is 
presented to solve the RHFSP. First, the basic HS algorithm is introduced briefly 
with its main steps. Then, the encoding and decoding schemes, the initialization 
and update rules for the HM, and the improvisation scheme of the P-DHS are 
introduced in detail. 
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3.1 Basic HS Algorithm 

In the HS algorithm [17,18], it treats each solution as a harmony and imitates the 
behaviors of musical improvisation to seek for good solutions (fantastic 
harmonies). The main steps of the basic HS algorithm are as follows. 

Step 1: Initialize a harmony memory (HM). 
Step 2: Improvise a new harmony based on memory consideration, pitch 

adjustment and random selection. For the memory consideration, the value of a 
decision variable is randomly chosen from the HM. The pitch adjustment is 
performed after the memory consideration with a certain probability to make a 
slight change to the value of the current decision variable. As for the random 
selection, the value of a decision variable is randomly generated between the 
possible ranges. 

Step 3: Update the HM. If the new harmony is better than the worst harmony in 
the HM, replace the worst harmony by the new one. 

Step 4: Repeat Step 2 and Step 3 until the stopping criterion is met. 

3.2 Encoding and Decoding Schemes 

In the RHFSP, each job should pass all the stages one or more times. For each job, 
the operation set of each pass is regarded as a sub-job. Thus, each job can be 
treated as a set of sub-jobs with precedence constraints. In the P-DHS, each 
harmony denotes a solution of the RHFSP, which is represented by a sub-job 
sequence. In the sub-job sequence, each sub-job is denoted by the number of the 
job to which it belongs. The k-th occurrence of a job number refers to the k-th sub-
job according to the processing sequence of the job. Considering a simple RHFSP 
with three jobs (each job should pass all the stages twice), the representation of a 
feasible solution is illustrated in Fig. 1. 
 

 

Fig. 1 Example of the Encoding Scheme 

To obtain feasible schedules, it needs to arrange machines for all the operations 
and then determine the processing sequence on all the machines. In the P-DHS, 
the sub-job sequence determines the order for allocating all the sub-jobs. When 
allocating a certain sub-job, all its operations are assigned to the machines that can 
process the sub-job with the earliest completion time. 

3.3 Initialization and Update Rules for the HM 

In the P-DHS, the HM is initialized with a random generated harmony. At each 
generation, the HM will be updated by a new harmony. To handle the bi-objective 

1 1 2 3 2 3Sub-job sequence  
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optimization problem, two rules based on the concept of Pareto dominance are 
used to update the HM: (1) if a new harmony is not dominated by any a harmony 
in the HM, then add the new one to the HM; (2) if a harmony in the HM is 
dominated by the new harmony, then remove the harmony from the HM. Thus, in 
the P-DHS the HM is used to store all the non-dominated solutions explored 
during the search process, and its size changes dynamically. 

3.4 Improvisation Scheme 

The HS algorithm adopts three rules to improvise a new harmony, including 
memory consideration, pitch adjustment and random selection. In the P-DHS, the 
pitch adjustment is modified to handle the sub-job based representation. Besides, a 
repair procedure is embedded to ensure the feasibility of a new solution. The 
Pseudo-code of the improvisation scheme is shown in Fig. 2. 

 

Fig. 2  Pseudo-code of the Improvisation Scheme 

Initialize job number set I= {1, 2, ..., n}; 
Random select a harmony X from the HM; 
For k = 1 : length(X) 
   If rand(0, 1) >= HMCR //Random selection 
      Randomly select a job number j from I; 
      new_X(k) = j; 
   Else //Memory consideration 
      If rand(0, 1) >= PAR 
          k1 = k; 
      Else //Pitch adjustment 
          k1 = k - 1 or  k1 = k + 1; 
      End If 
      While (X(k1) ∉ I) //Repair 
          k1++; 
          If  k1 == length(X) +1 
              k1 = 1 
          End If 
       End While 
       new_X(k) = X(k1); 
    End If 
    If all sub-jobs of job new_X(k) are allocated 

//Update the job number set 
       Delete new_X(k) from I; 
    End If 
End For 
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4 Computational Experiments 

The proposed P-DHS algorithm was implemented in C++ and run on a personal 
computer with a 3.30 GHz processor. The benchmarking instances generated by 
Cho et al. [11] are used for numerical tests. Job number, stage number, machine 
number, reentrance times, and processing times are random integers from the 
uniform distributions U[10, 20], U[5, 10], U[1, 2], U[1, 2] and U[1, 10], 
respectively. The due dates are random numbers from the uniform distribution 
U[αP, βP], where P denotes the weighted sum of two approximations of 
makespan (see [11] for details) and the parameter pair (α, β) controls the tightness 
of due dates. Six pairs denoted as Case 1 ~ Case 6 are considered, including (0, 
0.33), (0.33, 0.67), (0.67, 1), (0, 0.5), (0.5, 1) and (0, 1). For each case, there are 
20 different instances, which results in a total of 120 instances. 

4.1 Performance Metrics 

Three performance metrics [4,11] for the bi-objective optimization are used for 
comparisons, including the convergence metric (γ), the diversity metric (Δ), and 
the dominance metric (Ω). 

The convergence metric measures the convergence of the obtained solutions to 
the known optimal Pareto front. First, the minimum Euclidean distance from each 
obtained non-dominated solution to the known optimal Pareto solutions is 
calculated. Then, it calculates the average of the distances of all the obtained 
solutions as γ. Clearly, the smaller γ is, the better the convergence quality is. 

The diversity metric shows the spread of the obtained non-dominated solutions, 
which is calculated as follows: 

 

  (3) 

where df and dl are the Euclidean distances between the boundary solutions of the 
obtained Pareto solutions with the extreme solutions of the known optimal Pareto 
front; N denotes the number of the obtained Pareto solutions; di is the Euclidean 
distance between the i-th and the (i+1)-th consecutive solutions in the obtained 

Pareto set; and denotes the average distance of all the solutions. Clearly, the 
value of  will decrease to zero, if all the solutions are uniformly located on the 
front. Thus, the smaller the value is, the better the diversity is. 

The dominance metric is defined as the percentage of the Pareto solutions 
obtained by a certain algorithm in the known Pareto set. Let  denote the set 

of Pareto solutions obtained by a given algorithm Ak, the dominance metric  

is calculated as follows: 
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where |S| denotes the number of the Pareto solutions in a set S. Clearly, the value 
of  will increase to 1, if all the Pareto solutions are obtained by algorithm 

Ak. Thus, the larger the value is, the better the dominance of the obtained solutions 
by the corresponding algorithm is. 

4.2 Parameter Setting 

The P-DHS contains two key parameters: the harmony memory consideration rate 
HMCR and the pitch adjustment rate PAR. To investigate the influence of 
parameter setting on the performances of the P-DHS in solving the bi-objective 
RHFSP, the two-way analysis of variance (ANOVA) [25] is implemented by 
using the instance Sproblem-01-01. 

Four levels are considered for each parameter, as listed in Table 1. For each 
parameter combination, we run the P-DHS with 200000 evaluations and record the 
obtained Pareto solutions. Then, it calculates the dominance metric for each 
parameter combination as the response variable (RV) of this parameter 
combination. Clearly, the larger the RV value is, the better the combination is. To 
yield more reliable information, we carry out the above steps 20 independent 
times, and present the ANOVA results in Table 2. 

Table 1 Combinations of Parameter Values 

Parameters 
Factor Level 
1 2 3 4 

HMCR 0.6 0.7 0.8 0.9 
PAR 0.1 0.2 0.3 0.4 

Table 2 ANOVA Results 

Source 
Degree of 
Freedom 

Sum of 
Squares 

Mean Square F-ratio P-value 

HMCR 3 0.43 0.14 7.26 0.00 
PAR 3 0.53 0.18 8.91 0.00 
Interaction 9 0.10 0.01 0.55 0.84 
Error 304 5.97 0.02   
Total 319 7.02    

 
From Table 2, it can be seen that the P-values for HMCR and PAR are 

0.00<0.05, that is, both parameters significantly affect the performances of the P-
DHS at the 95% confidence level. Clearly, a large value of HMCR or a small 
value of PAR will lead to premature convergence, while a small value of HMCR 
or a large value of PAR will slow the convergence rate. As for the interaction 
effect of the two parameters, the P-value is 0.84>0.05, that is, there is no 
significant interaction effect between HMCR and PAR at the 95% confidence 
level. Then, we illustrate the level trends of the parameters in Fig. 3. According to  
 

k
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Fig. 3 Level Trend of the Pa
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Table 3 Comparative Results of P-DHS, MOHS and IPG 

 P-DHS MOHS IPG 
γ Δ Ω γ Δ Ω γ Δ Ω 

Case 1 11.709  0.763  0.660 49.873 0.793 0.021 13.531 0.767  0.272  
Case 2 10.057  0.743  0.804 43.203 0.792 0.021 20.149 0.783  0.138  
Case 3 4.730  0.692  0.755 19.139 0.795 0.017 10.047 0.739  0.144  
Case 4 12.062  0.755  0.692 54.382 0.790 0.013 16.088 0.764  0.276  
Case 5 7.166  0.637  0.635 37.650 0.755 0.028 12.055 0.689  0.169  
Case 6 15.445  0.828  0.667 72.579 0.836 0.007 18.086 0.810  0.326  

Ave. 10.195  0.736  0.702 46.138 0.794 0.018 14.993 0.759  0.221  

 
From Table 3, it can be seen that the P-DHS performs better than the MOHS 

and the IPG in considering all the performance metrics. Besides, Fig. 4 illustrates 
the Pareto fronts obtained by the P-DHS, the MOHS and the IPG in solving the 
instance Sproblem-02-01, which clearly illustrates the effectiveness of the P-DHS. 
As for the computational efficiency, the average CPU times used by the P-DHS, 
the MOHS and the IPG are 2.2s, 2.0s and 3.3s, respectively. Considering the 
different processors, it can be concluded that the computational costs of these 
algorithms are at the same level. 

 

Fig. 4 Pareto Fronts of Sproblem-02-01 Explored by the P-DHS, the MOHS and the IPG 

Thus, it can be concluded that the proposed P-DHS is more effective than the 
MOHS and the IPG in solving the bi-objective RHFSP with similar computational 
costs. 
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5 Conclusions 

In this paper, the reentrant hybrid flowshop scheduling problem (RHFSP) with the 
makespan and the total tardiness criteria was studied, and a Pareto-based discrete 
harmony search (P-DHS) algorithm was presented to solve the problem. With the 
sub-job sequence based representation, specific improvisation scheme and 
harmony memory updating, the P-DHS well solved the problem and achieved 
better statistical performance metrics than the existing algorithms. Future work 
could focus on developing the adaptive HS algorithm for the problem as well as 
generalizing the harmony search algorithm for the stochastic or dynamic RHFSP. 
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Abstract Lack of available surface water resources and increasing depletion of 
groundwater are the major challenges of urban water systems (UWSs) in semi-arid 
regions. This paper presents a long term multi-objective optimisation model to 
identify optimal water allocation in UWS. The objectives are to maximize reliabil-
ity of water supply and minimize total operational costs while restricting the an-
nual groundwater withdrawal. Pumping water from a dam reservoir and water 
recycling schemes are two alternatives for supplying water to increasing water 
demands over the planning horizon. The developed approach is demonstrated 
through its application to the UWS of Kerman City in Iran. The Pareto-optimal 
solutions are obtained as a trade-off between reliability of water supply and opera-
tional costs in the Kerman UWS. The results show that addition of recycled water 
to the water resources can provide the least cost-effective and most efficient way 
for meeting future water demands in different states of groundwater abstractions. 
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1 Introduction 

Given the limited available fresh water resources, future planning of urban water 
systems (UWSs) is a challenging task for many water authorities when water de-
mands increase owning principally to population growth [1]. This is especially a 
major challenge in arid and semi-arid regions where climate change intensifies 
water scarcity though severe droughts [2]. Climate change and subsequently water 
scarcity would not only prohibit further expansion of water resources but also 
impose some further constrains on the withdrawal of raw water from water re-
sources (e.g. groundwater). In these circumstances, optimal development and op-
eration of potential, available water resources would be inevitably a mandatory 
option for future planning. This is gradually becoming to be top of the agenda for 
many water companies that are in the high risk of water scarcity for critically re-
thinking a new infrastructure for development of urban water resources in order to 
handle imminent water deficits in the future. In addition to traditional water re-
sources such as surface water (e.g. river and lake) and groundwater, water reuse as 
a non-traditional water resource has been receiving more attention in the recent 
decades as a viable option, which can be introduced as an alternative and supple-
mentary water resource in the future planning of UWSs [3]. The advanced tech-
nologies of various water recycling schemes in the recent decades are converting 
these schemes into valuable commodities that can be highly competitive to the 
conventional water resources. Due to some concerns about public health and envi-
ronmental issues, the application of water reuse has been primarily limited to non-
potable uses including either the domestic use such as toilet flushing or outside 
uses such as agricultural and landscape irrigation and industrial uses [4].  

Despite the existence of advanced technologies in water recycling, there remain 
issues relating to the extent of the performance improvement in conjunctive use of 
this water resource and other traditional sources [5]. Generally, previous re-
searches have principally addressed the potential potable water reduction, envi-
ronmental and economic criteria once water recycling is added to an UWS [5-7]. 
In one of the cases, Rozos et al. (2010) assessed the problem of optimal sizing of 
water recycling schemes in which the objective was to evaluate the trade-off be-
tween capital cost of installing water reuse schemes and potable water reduction in 
a water supply system [7]. However, as outlined above, construction of alternative 
water resources as a back-up plan is necessary, especially in vulnerable areas to 
climate change, which are heavily relied on available water resources. One of the 
recently built instances is the Sydney desalination plant that is kept on standby and 
will be in operation once the main dam storage level reaches 70% [8]. Given the 
availability of water recycling sources, the main challenge remains how to allocate 
water demand profiles from multiple water resources including traditional and 
non-traditional ones for long-term planning of UWSs. The impact assessment of 
recycling schemes within the context of water allocation in UWSs has yet to be 
included.  
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This paper presents a multi-objective optimisation model for identifying opti-
mal water allocation strategies for long-term operation (e.g. 20-40 years) of Ker-
man UWS, Iran. Next section describes the methodology followed by illustrating 
the case study, and then results and discussion are presented. Key findings are 
finally summarised and recommendations are made.  

2 Methodology 

Optimised water allocation strategies derived from both conventional and non-
conventional water resources are developed in this study for long-term operation 
of an UWS. The water allocation strategy is required once there exist multiple 
types of water resources each with different specifications. The types of water 
resources analysed here are groundwater and surface water for conventional and 
water recycling schemes for non-conventional type. This also demands an appro-
priate modelling approach for the simulation of water allocation from each source 
in different time steps and finally evaluate the performance of this operation for a 
long-term planning horizon. The simulation and performance assessment in Ker-
man UWS is undertaken by using the WaterMet2 model. Further details of both 
simulation and optimisation models are described in the following.  

2.1 Simulation Model 

The simulation of the UWS operation is handled by using WaterMet2 model, 
which is a demand-oriented, conceptual model for mass balance-based simulation 
of water and other flows in the main components of UWSs [2, 9]. The modelled 
UWS comprises three main subsystems of clean water supply, stormwater and 
wastewater collection. The main components modelled in these subsystems are 
various conveyance components (water supply conduits, distribution mains, trunk 
mains, wastewater collection) and storage components (water resources, water 
treatment works (WTWs) and service reservoirs, subcatchments, waste water 
treatment works (WWTWs)). Any arbitrary number of each type of these compo-
nents can be defined in WaterMet2 (see Fig. 2). WaterMet2 also quantifies the 
principal water-related flows and other metabolism-based fluxes in an UWS such 
as delivered demand, energy, costs and so on for each component and each time 
step over the entire analysed period. A number of other indicators can be derived 
from these basic flows and fluxes for the analysis of the UWS performance. Addi-
tional details of the WaterMet2 model and its application in UWSs can be found in 
[2, 9, 10]. In this study, reliability of water supply and total costs are two indica-
tors for performance measures in UWSs, which will be used as objective functions 
in the next section.  

In the water supply subsystem module of WaterMet2, simulation of water  
allocation for multiple demand using multiple water sources follows a two-step 
demand-oriented approach [10]. The first step calculates water demands of  
subcatchments and then aggregate them up to the most upstream components  
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(i.e. water resources) during each time step. The calculated water demands are 
added by the leakages from conveyance elements. For instance, the volume of 
water demand for water resource i and time step t (RDit) is calculated in Eq. (1) by 
adding the leakage percentage pertaining to conduit SCij (CLij) to the water de-
mand of that conduit: 

 

( )
=

+×=
m

j
ijjtijit CLWDCFRD

1

100/1    (1) 

where WDjt=water demand of WTW j; CFij= pre-specified fraction (coefficient) of 
water demand of WTW j supplied from resource i by conduit SCij; m=number of 
WTWs. By identifying the total water demands from each water resource, the 
second step starts off by abstracting water and distribution among downstream 
elements sequentially in which capacity control of storage components (i.e. both 
minimum and maximum) are the only governing equations. The re-
leased/abstracted water is finally distributed among subcatchments. In this study, 
WaterMet2 uses monthly time steps for simulation of Kerman UWS performance 
for a period of 30 years defined as the planning horizon. 

Two common water reuse mechanisms, i.e. rainwater harvesting (RWH) and 
grey water recycling (GWR), can also be simulated and incorporated into the 
UWS in WaterMet2. In this study, the many small RWH and GWR units located 
across the UWS are represented by using a single RWH and GWR scheme located 
in each subcatchment modelled. The water recycled from the two water reuse 
schemes analysed here can provide the collected rainwater and treated grey water 
only for toilet flushing, irrigation and industrial usages in their own subcatch-
ments. In addition, RWH tank can collect rainwater from roof, road and pavement 
surfaces, whereas GWR tank can collect greywater from consumption of some 
household appliances and fittings (i.e. hand basin, shower, dish washer and wash-
ing machine), industrial and commercial users. Other main parameters for design 
of RHW and GWR schemes are determined by using the developed optimisation 
model outlined below.  

2.2 Optimisation Model  

The problem of optimised allocation from multiple water resources to multiple 
water demands (i.e. subcatchments) is formulated as a multi-objective optimisation 
model [11]. The NSGA-II multi-objective, evolutionary algorithm [12] is used 
here to solve the optimisation model. The assessment criteria considered in the 
optimisation model as objective functions are (1) maximizing the reliability of 
water supply and (2) minimizing the total operational cost. The reliability of water 
supply is expressed here as the ratio of the total water delivered to customers (Si) 
to the total water demand (Di) [13]: 
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The second objective comprises the annual average of total operational expen-
diture of the UWS components including water-recycling schemes over the plan-
ning horizon, discounted to the present value with a specified discount rate. Note 
that none of the capital costs related to any components in the UWS is included in 
this cost. The operational costs include any fixed (e.g. labour and maintenance) 
and variable (e.g. energy) costs incurred in different UWS components. More 
specifically, given fixed annual costs in time step t as Ant (e.g. labour and O&M) 
and variable costs per spent unit volume of water, including energy in time step t 
as Ent (e.g. pumps, treatment and distribution) and chemicals in time step t as Cht 
used over the entire time horizon, the cost objective function can be written as:  

 Min Cost= 12))((
1

×++
=

ntimestepChEnAn
ntimestep

t
ttt

 
 (3) 

The decision variables (genes) of each solution (chromosome) consist of two 
parts (Fig. 1): (1) water demand coefficients as noted in Eq. 1 for water allocation 
from various water resources; and (2) size of water recycling tanks and the start 
year of operation for water recycling options in each subcatchment. Note that the 
start year of operation is an integer value ranging between 1 and 30 (end year of 
the planning horizon), whereas other variables are real values in which demand 
coefficients range between 0 and 1. Further details of assumptions are described in 
the next section.  
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Fig. 1 Chromosome representation in the developed optimisation model 

3 Case Study 

The above methodology is demonstrated through its application to the real-world 
UWS of Kerman City located in the south-eastern part of Iran as a reference city. 
While the city is suffering from decreasing water resources due to overexploita-
tion of groundwater resources, it is likely to face challenges in the future due  
to population growth and increasing urbanization. The city of Kerman with a  
population of ~640,000 in 2011 and a total area of 140 Km2 is in an arid region. 
The main water resources of the Kerman UWS is currently groundwater (i.e. four 
sets of grouped wells as schematically shown in Fig. 2) [14, 15].  
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Increasing rate of population growth and numerous droughts in recent years 
have resulted in the sever depletion of the aquifer levels due to excessive water 
withdrawals. In addition, to deal with increasing water demand, a dam reservoir as 
a new water source will be constructed and added to the system. The new dam is 
150 Km away from the city and the stored water needs to be pumped around 1000 
meters causing a lot of energy consumed for pumping. Alternatively, non-
traditional water resources (i.e. RWH and GWR schemes) can also be built to 
balance out the ever-increasing water demand over a long-term planning horizon. 
The electricity required for the operation of RWH and GWR schemes is estimated 
to be 0.54 and 1.84 kWh/m3, respectively [2, 9]. As a result, multiple water 
sources including existing and potential ones are available to supply different 
water demand profiles [14, 15, 16]. Hence, twenty coefficients of water demand 
allocation between WTWs and water resources (Fig. 2), the tank capacity and the 
start year for both water reuse schemes related to each of the six subcatchments 
constitute decision variables of the optimisation model as shown in Fig. 1. 

The real-world integrated UWS of Kerman was modelled in WaterMet2 using 
the main UWS components including water supply, wastewater and stormwater 
collection as shown in Fig. 2. Six subcatchments were used to define water con-
sumption and drainage basins. The water demand profiles in the UWS were split 
into domestic, industrial (commercial), garden watering and unregistered public 
use in the six subcatchments (Table 1). The domestic (indoor) water demand per 
capita was further split into six types of appliances and fittings including dish-
washer, washing machine, hand basin, toilet, shower and kitchen sink. The Ker-
man UWS consists of ~160,000 household properties with the occupancy of ap-
proximately 4 inhabitants.  
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Fig. 2 Main components of the Kerman UWS 
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Table 1 Main features of water demand profiles in the case study 

Subcatchment 

No 
Population 

Household 

demand 

(M3/month) 

Industrial 

demand 

(M3/month) 

Irrigation 

demand 

(M3/month) 

Unregistered 

public demand 

(M3/month) 

1 283,000 1,358,400 67,900 101,900 186,800 

2 72,900 376,000 32,800 37,200 63,400 

3 178,700 857,700 37,500 53,600 96,500 

4 24,500 120,000 8,100 12,500 22,000 

5 7,300 35,200 1,500 2,200 4,200 

6 70,800 350,300 23,400 27,600 46,700 

Sum 637,000 3,097,400 171,200 234,900 419,600 

 
Note that the historical time series of rainfall and river inflow to the new dam 

reservoir over the past 30 years were used for this analysis. The distribution of 
monthly average values of these variables are shown in Fig. 3 with the annual 
average rainfall of 123 mm and 65 million cubic metres (MCM) water inflow to 
the dam reservoir.  

 

 

Fig. 3 Distribution of monthly average values of rainfall and inflow to the dam reservoir in 
Kerman UWS 
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4 Results and Discussion 

The problem of optimising water supply management was analysed for determining 
water allocation coefficients in two distinct strategies: 1) only for existing water 
resources including groundwater and the new surface water reservoir and 2) for all 
existing and potential water resources including previous resources as well as water 
recycling schemes. Hence, the decision variables of Strategy 1 is limited to coeffi-
cients of water demand allocation (the first 20 genes in Fig. 1) while Strategy 2  
considers the entire decision variables (i.e. 44 genes in Fig. 2). Furthermore, three 
scenarios related to different maximum allowable annual groundwater abstraction 
(i.e. 40, 50, 60 and 70 MCM per year) are included in the analysis to identify the 
impact of various regulations on the derived operating policies.   

After a limited number of trial runs, the NSGA-II parameters were set as  
follows: population size of 52, tournament selection operator, one-point crossover 
with the probability of 0.75 and mutation probability of 0.05 for Strategy 1  
and 0.025 for Strategy 2. These values were rigorously checked so that a fast  
convergence could be obtained, and the solutions reached were robust enough in 
different optimisation runs. The Pareto optimal front was obtained from running 
the optimisation model with 500 generations with no further progress afterwards.  

Fig. 4 illustrates the Pareto optimal trade-offs between the two objective func-
tions (reliability and operational cost) for the defined strategies and groundwater 
abstraction limits. Each optimal solution in this front represents a set of optimal 
operating policies for water demand allocation from different water resources over 
the long-term planning horizon. The figure show that the Pareto fronts obtained in 
different groundwater abstraction in Strategy 2 outperforms the counterpart fronts 
in Strategy 1, and thus the solutions in Strategy 2 can be recommended as the 
most cost-effective solutions. For instance, when the limitation of groundwater 
abstraction is 70 MCM per year, 100% reliability of water supply can be achieved 
with €€  5.7 M per year in strategy 2, whereas strategy 1 in the same rate of 
groundwater limitation can achieve a maximum of 99.1% reliability by spending  
€€  6.6 M per year as operational expenditure. As the regulation of groundwater 
becomes more stringent, the difference of operational costs between the two 
strategies will increase (compare other Pareto fronts in Fig. 4). For the most strin-
gent regulation (i.e. groundwater abstraction of 40 MCM per year), none of the 
solutions in Strategy 1 can achieve a perfect value reliability of water supply (near 
100%). This can be attributed to the limitation of surface water (i.e. dam reservoir) 
to meet the increased water demand over the later years of the planning horizon. 
Note that in such cases of not being able to fully provide water demands, prioriti-
sation of water demands would be usually on the agenda and the water is supplied 
sequentially in order of importance (i.e. highest priority demands), which are  
usually sorted as domestic, industry and irrigation and unregistered public use.  
In the analysed case study, the domestic demands are accounted for 80% of the 
total demands and proportion of other water demands are 4% for industry, 6% 
irrigation and 11% for unregistered public use. 
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Fig. 4 Pareto trade-offs for the two water resource strategies and different groundwater 
abstraction limits 

Further analysis of Pareto front solutions can be carried out by focusing on the 
result of the two extreme groundwater abstraction limits (i.e. 40 and 70 MCM per 
year). Fig. 5 shows the percentage contribution of all non-dominated solutions of 
the relevant Pareto front in ascending order of operational costs for the two strate-
gies. As expected, the major source of water supply in all optimised strategies are 
groundwater (ranging averagely between 97% and 61% for different Pareto fronts) 
although its contribution reduces in different solutions for either providing higher 
reliability (i.e. larger solution number in the Pareto front) or including water recy-
cling source. The main reason that groundwater is the primary water source in all 
solutions is due to its lower cost compared to other water resources in the case 
study. Therefore, this water source is replaced with other sources only when regu-
latory withdrawal limitations are imposed. Out of the other competitive sources 
(i.e. surface water, RWH and GWR schemes), The GWR option is accounted for 
the highest surrogate and thus the most cost-effective option with respect to the 
total operational cost in the UWS. More specifically, once the groundwater ab-
straction limits preclude the UWS from using further groundwater, the GWR 
source in strategy 2 indicates averagely 95% of surrogate water for solutions of 
the Pareto front with 70 MCM/year of groundwater abstraction and %73 for solu-
tions of the Pareto fronts with 40 MCM/year of groundwater abstraction.  
This high proportion can be probably linked to the saving costs of GWR due to 
decreasing in both raw water abstraction and wastewater generation [2]. In  
addition, RWH option seems to be an ineffective option for the case study  
due mainly to small rate of average annual rainfall over the planning horizon  
(123 mm/year) [10]. 
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Fig. 5 Percentage contribution of different water resources in the Pareto optimal solutions 
for both strategies and two annual groundwater abstraction limits 

5 Conclusions 

Long-term planning of optimal water allocation was analysed in this paper for the 
real-world Kerman UWS, Iran, using existing water resources and potential ones 
including conventional water resources development and two types of water recy-
cling schemes. Optimal monthly water allocation coefficients were determined by 
using the demand-oriented WaterMet2 simulation linked to the NSGA-II multi-
objective evolutionary algorithm (MOEA). The two water harvesting/recycling 
type schemes were also considered in conjunction with traditional sources. The 
two objectives used in the MOEA model were reliability of water supply and the 
total cost of the UWS operation.  

The results obtained suggest that in the case of stringent regulation of ground-
water abstraction, the optimised use of conventional water resources may not be 
able to fully supply the water demand required, especially for higher supply reli-
abilities. However, the inclusion of alternative water sources such as optimal wa-
ter harvesting and recycling schemes could provide additional water required to 
achieve this and at reduced operational cost. In particular, grey water recycling 
scheme seems to be a good alternative to limited groundwater abstraction even 
under most stringent regulations. On the other hand, rainwater harvesting seems to 
represent a less attractive alternative to groundwater in the case study analysed 
given very little rainfall in summer months, i.e. when water is needed most.  

Although the results obtained here present some promising conjunctive-use 
strategies, they should be further evaluated on other case studies with different 

75%

80%

85%

90%

95%

100%

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51

secruos
reta

wtnereffid
fo

noitubirtnoc
egatnecreP

Solution no in  the Pare to front

Surfac e Water Ground w ater

(a) Strategy 1 with 70 MCM/year of groundwaterabstraction

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51

secruos
reta

wtnereffid
fo

noitubirtnoc
egatnecreP

Solution no in  the Pareto front

Surfac e Water Grou nd w ate r

(b) Strategy 1 with 40 MCM/year of groundwaterabstraction

75%

80%

85%

90%

95%

100%

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51

secruos
reta

wtnereffid
fo

noitubirtnoc
egatnecreP

Solution no in the Pareto front

RWH scheme GWR scheme Surface Water Ground water

(c) Strategy 2 with 70 MCM/year of groundwaterabstraction

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51

secruosreta
wtnereffidfo

noitubirtnoc
egatnecreP

Solution no in the Pareto front

RWH scheme GWR scheme Surface Water Ground water

(d) Strategy 2 with 40 MCM/year of groundwaterabstraction



A Multi-objective Optimisation Approach to Optimising Water Allocation  457 

structures and operational layout in order to derive more general conclusions  
for real-world applications of water reuse schemes in water supply management 
problems in the future.  
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Seismic Reliability-Based Design of Water 
Distribution Networks Using Multi-objective 
Harmony Search Algorithm 
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Abstract In the last four decades, many studies have been conducted for least-cost 
and maximum-reliability design of water supply systems. Most models employed 
multi-objective genetic algorithm (e.g., non-dominated sorting genetic algorithm-
II, NSGA-II) in order to explore trade-off relationship between the two objectives. 
This study proposes a reliability-based design model that minimizes total cost and 
maximizes seismic reliability. Here, seismic reliability is defined as the ratio of 
available demand to required water demand under earthquakes. Multi-objective 
Harmony Search Algorithm (MoHSA) is developed to efficiently search for the 
Pareto optimal solutions in the two objectives solution space and incorporated in 
the proposed reliability-based design model. The developed model is  
applied to a well-known benchmark network and the results are analyzed. 

Keywords Optimal design · Multi-objective · Harmony search algorithm ·  
Earthquake hazard 

1 Introduction  

Earthquake is one of the natural disasters causing huge economic and social 
losses. It causes significant impact on critical lifelines such as water, electricity, 
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bridges, and transportation systems [1]. There are two ways to reduce the losses of 
earthquake. One is to design system resistant to the event and the other is to re-
store the damaged system promptly after the event occurs. The former is achieved 
by strengthening the system so it can resist the outer interruption with small fail-
ure of system components. The latter focuses on the quick recovery of the system 
to minimize the consequences after the event occurs [2].  

In this regard, related researches on the reliability assessment of water supply 
networks for seismic hazard have been carried out over the past 30 years. How-
ever, most recent researches have focused on the development of techniques en-
hancing system’s ability to recover after seismic damage. The only few researches 
have studied methodologies for enhancing system reliability [3-5]. Li et al. [5] 
conducted a research to find the optimal topology of gas supply networks that  
are resistant to seismic hazards. The proposed model was to find the least-cost 
network topology while the seismic reliability between the sources and each ter-
minal satisfies predetermined reliability constraints. For this optimization prob-
lem, a genetic algorithm (GA) was used to search for the optimal solutions. The 
proposed method was demonstrated in the design of a simple example network 
consisting of 10 nodes and an actual network with 391 nodes located in a large 
city in China [5].  

In case of optimal design of water distribution networks, In the last four dec-
ades, Mmany studies have been proposed conducted for least-cost and maximum-
reliability design of water supply systems for last four decades. Early studies took 
into account economic cost as a single objective [6-8]. In recent years, however, 
most design methods have considered more than two objective functions simulta-
neously to minimize economic cost and to maximize system reliability [9-10]. 
Most models employed multi-objective genetic algorithm (e.g., non-dominated 
sorting genetic algorithm-II, NSGA-II) in order to explore trade-off relationship 
between the two objectives.  

This study proposes a reliability-based multi-objective design model that mini-
mizes total cost and maximizes seismic reliability under earthquake hazards.  
Impacts of seismic wave to water mains such as pipe, pump, and tank can be con-
sidered to determine the resulting failure statuses, proposed by Yoo et al. [1]. 
Seismic reliability is defined as the ratio of available quantity of water to required 
water demand under earthquakes. Multi-objective Harmony Search Algorithm 
(MoHSA) is used to efficiently search for the Pareto optimal solutions in the two 
objectives solution space and incorporated in the proposed reliability-based design 
model. The developed model is applied to a benchmark network and the results 
are analysed. 

2 Methodology  

The following sections provide the detailed descriptions of the objective functions, 
constraints, and Multi-objective Harmony Search Algorithm (MoHSA).  
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2.1 Objective Functions and Constraints 

The objective functions and constraints that were used in this study are shown in the 
following equations. The objective functions are to minimize the cost (Cc) and to 
maximize System serviceability (Ss). Ss in Eq. (1) is used as an surrogate measure of 
water supply network reliability. Ss is a factor for the evaluation of water supply 
ability against seismic hazards. It can be determined as the ratio of the required de-
mand to the available demand of the entire system. This value shows the supply 
ability of water supply networks and is normally defined and used as availability or 
serviceability. To calculate Ss, the available demand of the system that is obtained as 
the result of hydraulic analysis of the water supply network after the occurrence of 
an earthquake should be calculated. Yoo et al. [1] performed repetitive probabilistic 
simulations to quantify hydraulic reliability of system components under possible 
seismic scenarios. In this model, probabilistic seismic hazards are produced in target 
area using Monte Carlo simulation (MCS) and hydraulic reliability is quantified by 
the proposed reliability index. In this paper, the same approach is adopted to calcu-
late the available demand in the system. 

The available demand is calculated according to the node pressure that appears 
after an earthquake as shown in Eq. (3). If the pressure of a node is zero, the node 
cannot supply water and if the nodal pressure is above a certain level (P  , the 
node can deliver all water demanded. If the pressure is between zero and P , the 
amount of water that can be supplied by the node will decrease in proportion to 
the value of P /P . The optimal designs for all pipes aim to satisfy the stan-
dards for minimum nodal pressure requirement, as shown in Eq. (2).  

Objective Functions 

Maximize System Serviceability (Ss) = 
∑ Q ,∑ Q ,     (1) 

         Minimize Construction Cost (Cc) = ∑  

Subject to, 

 P,     P   (2) 

Here, Cc Pipe construction cost, uc D  = the unit cost of the pipe of di-
ameter Di (USD/ft) (i=1, …, n), n = number of pipes, Li = the length of pipe. Q ,  Available nodal demand at node i, which is expressed as a function 
of nodal pressure as follows: 

 Q ,
0                      when P 0Q , PP     when P P       Q ,                       when  P P    (3) 
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Here, Q , Updated nodal demand after pipe breakage at node i, 
 P Nodal pressure at node i after earthquake, P Allowable minimum nodal pressure, Q  , Required nodal demand at node i, P , Nodal pressure under normal condition at node i 
2.2 Multi-objective Harmony Search Algorithm 

The Harmony Search Algorithm (HSA) is an algorithm inspired by the artificial 
musical phenomenon, which was initially proposed by Geem et al. [11] and Kim et 
al. [12]. Various sounds made by multiple musical instruments combine to form a 
chord and the chord may be a harmony, in which sounds are harmonized with each 
other, or a discord, in which sounds are not harmonized with each other. Discords 
disappear gradually with practice. Among those chords that are appropriate as har-
monies (local optimum) are the most aesthetically beautiful chords (global opti-
mum), which can be achieved through much practice. The HSA is a technique that 
regards the optimal chords found through practice processes as the optimum solu-
tions to be found. As with other meta-heuristic techniques, the HSA uses several 
factors, such as harmony memory size (HMS), harmony memory considering rate 
(HMCR), and pitch adjusting rate (PAR). After the development of the HSA in 
2001, studies [13-14] to revise or improve the algorithm, such as changing the pa-
rameters of the algorithm itself, have been conducted and successfully applied to 
engineering problems. In addition, the concept of multi-objective HSAs, which can 
solve two or more objectives, has been presented by some researchers [15]. 

A multi-objective optimization problem is defined as follows: give an n-
dimensional decision variable vector x={x1,…,xn} in the solution space X, find a 
vector x* that minimizes a given set of N objective functions 
z(x*)={z1(x*),…,zN(x*)}. The solution space X is generally restricted by a series of 
constraints, such as Cj(x*)=bj for j=1, …,m and bounds on the decision variables. A 
reasonable solution to a multi-objective optimization problem is to find a set of solu-
tions, which satisfies the objectives without being dominated by any other feasible 
solutions. If all objective functions are for minimization, a feasible solution x is said 
to dominate another feasible solution y, if and only if, zi(x) ≤ zi(y) for i=1,…,N and 
zj(x) < zj(y) for least one objective function j (j=1,…,N) [16]. A solution is said to 
be Pareto optimal if it is not dominated by any other solution in the solution space. A 
Pareto optimal solution cannot be improved with respect to any objective without 
worsening at least one other objective. The set of all feasible non-dominated solu-
tions in X is referred to as the Pareto optimal set, and for a given Pareto optimal set, 
the corresponding objective function values in the objective space are called the 
Pareto front. In MoHSA, the fitness assignment procedure is based on Pareto-
ranking approaches. Various methods can be used for determining non-dominated 
solutions. In this study, the ranking approach proposed by Fonseca and Fleming [17] 
shown in Fig.1. Table 1 shows the Pseudo code of MoHSA. 
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Fig. 1 Ranking method [17] used in the MoHSA 

Table 1 Pseudo code of MoHSA 

Begin 

Objective function f1(x), x=(x
1
,x

2
,…,x

d
)

T

 

Objective function f2(x), x=(x
1
,x

2
,…,x

d
)

T

 

Generate initial harmonics (Define Harmony Memory and Size, HM & HMS) 
Define pitch adjusting rate (PAR), pitch limits and bandwidth (BW) 
Define harmony memory considering rate (HMCR) 
Determining non-dominated solutions by Fonseca and Fleming [17] 
while ( t<Max number of iterations ) 
Generate new harmonics by accepting best harmonics 
Adjust pitch to get new harmonics (solutions) 
if (rand<HMCR), choose an existing harmonic randomly 
else if (rand<PAR), adjust the pitch randomly within limits 
else generate new harmonics via randomization 
end if 
Determining non-dominated solutions by Fonseca and Fleming [17] 
Accept the new harmonics (solutions) if better 
end while 
Find the current best solutions (Pareto optimal solutions and Pareto fronts) 
End  

3 Application and Results 

3.1 Study Network and Input Parameter 

The proposed model is applied for the optimal design of a well-known benchmark 
WDS, Anytown network as shown in Fig. 2. Anytown network firstly published 
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by Walski et al. [18] was modified by Jung et al. [10]. The unit costs of the com-
mercial pipes are adopted from Walski et al. [18]. The pipe size can be selected 
from commercial pipe sizes (6, 8, 10, 12, 14, 16, 18, 20, 24, and 30 inch). In order 
to generate random locations of earthquake, 9 points were uniformly created and 
laid on the study network. Earthquake magnitude of 4 (M4) was generated at the 
points.   

Total 900 stochastic earthquakes were generated by MCS (100 simulation on 
average at each point), considering the fact that the number of seismic points used 
is 9. The minimum pressure of the Anytown netowork is set to be 40 psi (pounds 
per square inch). In case of parameters of MoHSA, the HMS is set to 30, and the 
maximum number of times of repetition is determined to be 50,000. The values of 
HMCR and PAR were determined to be 0.95 and 0.05, respectively. 

 

Fig. 2 Anytown network 

3.2 Application Results 

The obtained optimization results by MoHSA are shown in Fig. 3. The final Pare-
to optimal set was determined after 50,000 iterations. We found the representative 
solutions from the Pareto front sets shown as rectangular shape points. The optim-
al solutions show the better convergence and diversity ability of solution quality 
than the result until 1,000 iterations. The value of seismic reliability ranges from 
0.318 to 0.416. In case of the construction cost, then minimum and maximum 
values were 13.3M and 14.6M USD, respectively. Therefore, one solution  
from the Pareto sets could be selected considering the budget and environmental 
conditions. 
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Fig. 3 MoHSA optimization results for Anytown network 

Fig. 4. shows the optimal one candidate solution among optimal Pareto solu-
tions. The seismic reliability is 0.406 and the construction cost is 14.6M USD. The 
corresponding optimal pipe layout is also presented in Fig. 4. The minimum size 
(6 inch) pipe should be installed even if it is the most vulnerable pipe to earth-
quakes. It means that the optimal solution shows the compromised results between 
the reliability and cost. It is also caused by network’s layout. As we can see in  
Fig. 4, there are many diverse routes to supply the water at each node because the 
Anytown network is a looped network.  

 

Fig. 4 The one candidate solution among optimal Pareto optimal soultions 
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4 Conclusions 

This study developed a model to find optimal set of pipe diameter combinations 
that show minimum construction cost and maximum seismic reliability satisfying 
minimum require pressure requirement at the nodes. To solve this problem, MoH-
SA was used as optimization technique. The developed model was applied to a 
well-known benchmark water supply networks, and the results were analyzed. The 
results showed that MoHSA can be efficiently applied to search for the Pareto 
optimal solutions in the two objectives solution space and incorporated in the pro-
posed reliability and cost based design model. Therefore, it was concluded that 
optimal pipe design of developed model can enhance seismic reliability and in-
crease economic efficiency. 

In future research, the proposed methods should be applied to real size net-
works for the purpose of additional verification. 
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