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Preface

On June 11 and 12, 2012, several engineers and researchers from industry and
academia met at the Georgia Institute of Technology to discuss the present and
future of aerospace decision and control. This workshop was hosted by the School
of Aerospace Engineering and the Decision and Control Laboratory. Featured in
this workshop were aircraft and spacecraft control and autonomy, air traffic control
and management, and embedded software verification and validation. From this
workshop came the five essays printed thereafter.

Whether focusing on aeronautical or space applications, the decision and control
sciences of today largely supersede the servomechanism theory that used to be, and
still is, taught in all aerospace undergraduate curricula. Yet, the concern for
mathematical rigor and safety present in even the most basic control course is the
fertile ground upon which new disciplines, such as autonomy, can develop with a
genuine concern for applicability to aerospace systems. In this volume, the reader
will find a broad variety of topics that all share highly dynamical, real-time, and
safety- or mission-critical decision-making as core elements.

When looking at the space adventure, the reader will see that autonomy is
becoming, de facto, the prime mechanism through which humanity can project its
mind and soul onto faraway, extraterrestrial destinations. In an increasingly tech-
nological world, the reader will, however, get some appreciation for the gap that
separates the extremely high promise of autonomy technology for aerial applica-
tions from our ability to understand it well enough to let it take over part of our
overhead traffic. Likewise, the reader will get an appreciation for the astonishing
range of control issues raised by air transportation, including optimal control,
queuing systems, and combinations of the above.

Professor Gary Balas understood, perhaps better than anyone else in the trade,
the vastly expanded scope that the decision and control sciences need to cover to
address the challenges that aerospace engineering faces today. He presided over the
fast transformation of the aerospace decision sciences by fostering a climate of
openness toward the new aerospace decision and control sciences, whether they are

v



named autonomy, software analysis, air traffic control, or human-centric systems,
within his own University of Minnesota and the Department of Aerospace
Engineering and Mechanics, which he led with enthusiasm and humor. This volume
is dedicated to his memory.

Atlanta Eric Feron
March 2015
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Chapter 1
Spacecraft Autonomy Challenges
for Next-Generation Space Missions

Joseph A. Starek, Behçet Açıkmeşe, Issa A. Nesnas and Marco Pavone

1.1 Introduction

In early 2011, in an effort to streamline future resource allocation and refine its
plans, NASA’s Office of the Chief Technologist (OCT) released a set of technology
roadmaps with the aim of fostering the development of concepts and cross-cutting
technologies addressing NASA’s needs for the 2011–2021 decade and beyond [101,
103]. This set was organized into 14 technology areas (TA01 through TA14), divided
into a total of 64 technology subareas. In an attempt to engage the external techni-
cal community and enhance the development program in light of scarce resources,
NASA reached out to the National Research Council (NRC) to review the program’s
objectives and prioritize its list of technologies. In January 2012, the NRC released
its report entitled “Restoring NASA’s Technological Edge and Paving the Way for
a New Era in Space,” which reviewed an initial 320 technologies [48]. The NRC
report revolved around three technology objectives:
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• Technology Objective A: Extend and sustain human activities beyond low Earth
orbit. Invest in technologies to enable humans to travel throughout the solar system,
including surviving longer space voyages, arriving and working effectively at
specific extraterrestrial destinations, and finally returning to Earth safely;

• Technology Objective B: Explore the evolution of the solar system and the poten-
tial for life elsewhere (in situ measurements). Investigate technologies that enable
humans and robots to perform in situ measurements on other planetary bodies as
well as on Earth analogues (i.e. astrobiology);

• Technology Objective C: Expand understanding of Earth and the universe
(remote measurements). Develop technologies for capturing remotemeasurements
from platforms that orbit or fly-by Earth and other planetary bodies, and from other
in-space and ground-based observatories.

In its study, the NRC defined evaluation criteria that included assessments of tech-
nological benefit, alignment with NASA, non-NASA aerospace, and non-aerospace
national needs, technical risk and reasonableness, sequencing and timing (factoring
in requisite technologies), and development time and effort required to achieve each
goal. By the final ranking, the NRC had whittled the selection to a group of 16 top
priorities for technology.

While the NRC report provides a systematic and thorough ranking of the future
technology needs for NASA, it does not discuss in detail the technical aspects of
the prioritized technologies (which is clearly beyond the scope of the report). This
chapter, building upon the NRC report and an earlier assessment of NASA’s needs
in terms of guidance, navigation, and control technologies [14], aims at provid-
ing such technical details for a selected number of high-priority technologies in the
autonomous systems area. Specifically, this chapter focuses on technology area TA04
“Robotics, Tele-Robotics, and Autonomous Systems” and discusses in some detail
the technical aspects and challenges associated with three high-priority TA04 tech-
nologies: “Relative Guidance Algorithms,” “Extreme Terrain Mobility,” and “Small
Body/Microgravity Mobility.”

This chapter is structured as follows. The rest of this section provides a high-level
description of the high-priority technologies for TA04. Then, Sects. 1.2–1.4 focus,
respectively, on technical discussions of “Relative Guidance Algorithms,” “Extreme
Terrain Mobility,” and “Small Body/Microgravity Mobility,” each categorized as top
priorities of TA04 and which represent the key areas of expertise of the authors.
Finally, Sect. 1.5 draws conclusions with a summary of the technical challenges
facing the engineering community and the unsolved technical areas that must be
addressed to help NASA meet its vision. Each technology section follows the same
structure: Scope, Need, State of the Art, and Challenges and Future Directions.
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1.1.1 High-Level Challenges and High-Priority Technologies
for Space Autonomous Systems

While the guidance, navigation and control of spacecraft has resulted in numerous
successful space missions, its use in fully autonomous operations has thus far been
limited, with mission planners often opting for ground-in-the-loop interventions for
maneuver refinements and corrections, wherever possible. Where ground-in-the-
loop control is not feasible, as in the cases of rendezvous about other planets or
atmospheric entry, descent and landing for instance, autonomous operations are often
restricted tominimal scope in order tominimize the impact of a very costly validation
and verification process. In spite of numerous autonomous operation successes, a
number of anomalies have occurred during shuttle operations [57] and other recent
autonomous demonstration missions, e.g. [20, 38, 65, 77], that point to the need
for development and maturation in this area. This serves to illustrate the degree of
difficulty of autonomous navigation and control in space applications and on a broad
scale the significant challenges that must be overcome in aerospace engineering.

NASA has repeatedly identified robotic, autonomous, and sensing systems as
enabling technologies over its history, spanning as far back as the Gemini program
in the 1960s [108]. For spaceflight, many valuable proposed technologies, including
real-time autonomous decision-making, opportunistic science, and human-robotic
cooperation, are being investigated but have not yet been flight-tested. Analogously,
for roving applications, the capability does not yet exist for traversing extreme lunar,
Martian, or dusty terrains, including polar cold traps, high-grade surfaces, andmicro-
gravity environments [9]. The advancement of robotics and autonomous systemswill
be central to the transition of space missions from current ground-in-the-loop (geo-
centric) architectures to self-sustainable, independent systems, a key step necessary
for outer-planet exploration and for overcoming the many difficulties of interplane-
tary travel [123]. Drawing similar conclusions in their technological report, the NRC
highlighted TA04 “Robotics, Tele-Robotics, and Autonomous Systems” specifically
as a high-priority technology area, recognizing its importance in broadening access
to space and expanding humanity’s presence in the solar system.

The roadmap for TA04 was broken into seven technology subareas: sensing
and perception; mobility; manipulation; human-systems integration; autonomy;
autonomous rendezvous and docking (AR&D); and robotics, tele-robotics, and
autonomous systems engineering. Within this context, the NRC identified the fol-
lowing six top challenges for robotics and autonomous systems (quoted from [48]):

• Rendezvous: develop the capability for highly reliable, autonomous rendezvous,
proximity operations, and capture/attachment to (cooperative andnon-cooperative)
free-flying space objects;

• Maneuvering: enable robotic systems to maneuver in a wide range of NASA-
relevant environmental, gravitational, and surface and subsurface conditions;
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• In Situ Analysis and Sample Return: develop subsurface sampling and analysis
exploration technologies to support in situ and sample return science missions;

• Hazard Avoidance: develop the capabilities to enable mobile robotic systems to
autonomously and verifiably navigate and avoid hazards;

• Time-Delayed Human-Robotic Interactions: achieve more effective and safe
human interaction with robotic systems (whether in proximity or remotely) that
accommodates time-delay effects;

• Object Recognition and Manipulation: develop means for object recognition
and dexterous manipulation that support engineering and science objectives.

This list is consistent with the recommendations of NASA’s previous Vision for
Space Exploration [92], the recommendations referenced forNASAAutomatedRen-
dezvous and Capture operations [108], the lessons learned from Apollo Guidance
Navigation and Control (GN&C) [84], and the technology priorities described for
the future of rovers [9].

In light of these six challenges, and of the general technology objectives pre-
sented at the beginning of this section, eight specific high-priority technologies were
identified in the TA04 Roadmap:

• Technology 4.2.1, Extreme Terrain Mobility.
• Technology 4.2.4, Small Body/Microgravity Mobility.
• Technology 4.3.2, Dexterous Manipulation.
• Technology 4.3.6, Robotic Drilling and Sample Processing.
• Technology 4.4.2, Supervisory Control.
• Technology 4.5.1, Vehicle Systems Management and Fault Detection Isolation

and Recovery (FDIR).
• Technology 4.6.2, Relative Guidance Algorithms.
• Technology 4.6.3, Docking and Capture Mechanisms/Interfaces.

Technology advances in these areas will help towards accomplishing Technology
Objectives A, B, and C by improving access to space, increasing available mass-to-
surface, and enhancing robotic maneuvering capabilities, autonomous rendezvous
and docking, and precision landing, all of which were labeled top engineering road-
blocks that must be overcome to meet NASA’s goals.

The remainder of this chapter is devoted to clarifying precisely what needs to
be addressed for the three specific subcategories “Relative Guidance Algorithms,”
“Extreme Terrain Mobility,” and “Small Body/Microgravity Mobility,” according to
the best knowledge and expert opinions of the authors. The benefits, current state of
the art techniques, and technical aspects and challenges of each are discussed in detail
to better prepare the technical community for delivering on these advancements and
meeting the needs of next-generation space missions.
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1.2 Relative Guidance Algorithmic Challenges
for Autonomous Spacecraft

Relative guidance algorithmswere categorized by theNRCas the top-ranked technol-
ogy for robotics, tele-robotics, and autonomous systems; their improvement would
mark a tremendous milestone for robustifying and augmenting current capabilities
in autonomous guidance and control.

1.2.1 Scope

Guidance is the process of real-time planning of spacecraft state trajectories in both
translational and rotational motion. This involves computing desired sets of transla-
tional and rotational states and corresponding control forces and torques as a function
of time. Control, or more specifically feedback control, is responsible for following
these trajectories based on real-time state updates in the presence of disturbances,
measurement noise, and model uncertainties. Together they are referred to as Guid-
ance, Navigation, and Control (GN&C, or just G&C). This section addresses the
technical details and challenges for relative guidance of autonomous spacecraft in
four key space-based areas:

• Planetary Entry, Descent, and Landing (EDL)
• Proximity Operations for Primitive Bodies
• Autonomous Rendezvous and Docking (AR&D)
• Autonomous Inspection and Servicing (AIS)

In each of these applications, the guidance problem can be posed as an optimal
control problem with dynamics describing the motion of the spacecraft as well as
constraints on the vehicle state and controls. This can be expressed generically as
follows:

Problem G&C: Generic Autonomous Spacecraft Guidance Optimal Control
Problem

min
t f ,u

J (x(t), u(t), t) = K (x(t f ), t f ) +
∫ t f

t0
L(x(t), u(t), t) dt

subject to ẋ(t) = f (x(t), u(t), t)

u(t) ∈ U (t)

x(t) ∈ X (t), for all t ∈ [t0, t f ]

where x ∈ R
n is the state of the spacecraft, u ∈ R

m is the control input, t ∈ R

is time, J : R
n+m+1 → R is the cost-functional (which combines terminal and

incremental additive cost functions K and L), f : R
n+m+1 → R

n defines the



6 J.A. Starek et al.

dynamics, and U : R → R
m and X : R → R

n are set-valued maps defining
spacecraft control and state constraints. Due to the existence of system dynamics
and constraints, the resulting optimal control problem must be solved numerically
[15, 45] via an optimization algorithm after a proper discretization [66, 128]. Tomeet
the guidance challenges of next-generation space missions, onboard algorithms will
need to meet the following specifications:

• Real-time implementability: Algorithms must be implemented and executed on
real-time processors in a reasonable amount of time.

• Optimality: Given that feasible solutions exist, an optimal solution x∗(t) that
minimizes (at least approximately) the cost function J is desired.

• Verifiability: There must be design metrics that accurately describe the perfor-
mance and robustness of GN&C algorithms, with accompanying methods for
verifying these metrics.

1.2.2 Need

Autonomous spacecraft maneuvering, especially in proximity of artificial objects
(e.g. satellites, debris, etc.) or solar system bodies (e.g. asteroids, comets, irregular
satellites, etc.), is a key enabler for the majority of future NASA missions [48, 101].
In some cases this arises from obvious physical mission constraints, notably signal
transmission delays to and from Earth. A very good example is Mars atmospheric
Entry, Descent, and Landing (EDL), arguably one of the most tightly-constrained
control sequences in modern spaceflight, which prohibits human intervention due to
a nearly 26 minute two-way signal communication time that far exceeds the typical
seven-minute descent duration. Similarly, close proximity operations around small
bodies, many of which travel beyond the extent of Mars orbit, require autonomous
guidance for the same reason. In other instances, the need for autonomy derives from
a desire to increase mission frequency, robustness, and reliability. This includes Low
Earth Orbit missions, such as Autonomous Rendezvous and Docking (AR&D) and
Autonomous Inspection and Servicing (AIS). As space access improves through
commercialization, the increased scheduling conflicts and labor overhead associated
with ground-in-the-loop spacecraft guidance are expected to become prohibitively
expensive. The risk of human error will increase as well. Spacecraft autonomy can
circumvent these issues, as well as enable greater mission variety and improve the
commercial and scientific return from space.

1.2.3 State of the Art

Current state-of-the-art techniques for autonomous spacecraft maneuvering include
Apollo guidance (particularly phase-plane logic, glideslope, and sliding-mode con-
trollers), Model Predictive Control (MPC) [2, 17, 27, 99, 104], and Artificial
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Potential Functions (APFs) [7, 16, 87]. Unfortunately, such techniques, while
valuable in static uncluttered settings, appear to fall short in scenarios where time-
varying constraints (such as neighboring debris or other spacecraft), logical modes
(e.g., safety modes), and complex maneuvering (e.g., terrain sampling or manipu-
lation) become key features of the problem setup. In these cases, robotic motion
planning techniques, though currently unproven in spaceflight, could provide a valu-
able alternative [81, 118]; they are hence discussed here as well. Brief synopses
of each these methods are presented in Sects. 1.2.3.1–1.2.3.4 below, together with
highlights of recent autonomous demonstration missions in Sect. 1.2.3.5.

1.2.3.1 Apollo Guidance

The COLOSSUS Program, developed by MIT for NASA’s Apollo Program, called
upon three Digital AutoPilot (DAP) systems to stabilize and control the Apollo Com-
mand Service Module (CSM) as part of its Primary Guidance Navigation and Con-
trol System (PGNCS) [132]. The techniques used, now considered part of classical
control, formed one of the earliest successful deployments of spacecraft autonomy.
Block-diagram schematics of the Apollo CSM control logic can be seen in Fig. 1.1.
These Digital AutoPilot systems are each briefly described to provide context for
more modern control techniques:

• Orbital Re-entry Digital Autopilot (ENTRY DAP): assumed control of theCom-
mand Module (CM) after separation from the Service Module (SM) and handled
all Command Module flight maneuvers beginning with reorientation into Entry

Fig. 1.1 Illustrations of one of the earliest successful spacecraft autonomous control systems for
the NASA Apollo Command Service Module (CSM). a Block diagram logic used by Reaction
Control System thrusters to control CSM attitude. Here θd represents the reference attitude angle,
θe the attitude error, β an attitude bias, ω the attitude rate, and ω̂ the attitude rate estimate. b Phase-
plane logic schematic. For double-integrator models, this design can be shown to drive the rate and
attitude errors plotted on the x- and y-axes to the box-like area near the origin. The logic works by
breaking the plane into disjoint zones, inside of which the spacecraft is pre-programmed to torque
positively or negatively (solid white areas) or coast (shaded region); horizontal lines represent zero-
acceleration trajectories or “coasting arcs,” while parabolas represent lines of constant acceleration.
Images courtesy of [132]
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attitude up until drogue chute deployment. The autopilot called pairs of thrusters
distributed along the rim of the base of the Command Module, as well as an addi-
tional pair near the tip for pitch-down control. The first phase of operation marked
exoatmospheric mode, using various combinations of rate damping, attitude-hold,
and attitude-control depending on the pitch angle value. Phase-plane logic con-
trollers1 (attitude rate versus attitude error)with biased deadzones drove the system
to desired error tolerances. Once drag rose above 0.05g, atmospheric mode was
initiated. In this regime, roll control was maintained using a complex phase plane
incorporating a straight control line, maximum velocity boundaries, and constant-
acceleration switching lines, while yaw and pitch reverted to rate-damping using
a yaw rate versus roll rate phase plane logic and a simple relay with deadband,
respectively. The purpose of ENTRY DAP was to maintain the component of lift
in the trajectory plane needed to target a desired landing site given the vehicle’s
current position and velocity.

• Reaction-Control System Digital Autopilot (RCS DAP): Responsible for con-
trolling the attitude and attitude rates of the Command Service Module during
coasting flight, both with or without the Lunar Module (LM) stage attached. The
Digital AutoPilot employed for pitch, yaw, and roll control four clusters, called
quads, of four Reaction-Control System thrusters each, using a phase-plane logic
controller with nonlinear switching lines, a central deadband, and built-in hys-
teresis. The timing and firing commands of individual thrusters were issued by a
thruster-selection logic responsible for resolving Digital AutoPilot rotation com-
mands with translation commands and executing them as economically as possi-
ble according to the distribution of functional thrusters available. A second-order
angular-rate Kalman filter was used to compute estimates of angular velocity by
weighted sum of (1) extrapolated values of previous estimates and (2) derivations
from gimbal angle measurements.

• Thrust-Vector-Control Digital Autopilot (TVC DAP): Used to control the Com-
mand ServiceModule during powered flight, both with or without the Lunar Mod-
ule attached. Pitch and yaw were adjusted by actuating the gimbal servos of the
main engine, while a separate autopilot called TVC ROLL DAP controlled the
Command Service Module attitude and rate about the roll axis during powered
flight via the Reaction-Control System thruster quads. TVC DAP fed estimates of
attitude rate and angle errors to pitch and yaw compensation filters, with various
combinations of attenuation and phase stabilization depending on the configura-
tion of the Command ServiceModule due to the changes in overall center-of-mass
position, bending modes, and fuel slosh instabilities. TVC ROLL DAP used an

1Phase-plane controllers are typically used to determine stabilizing on-off control inputs for one
degree-of-freedom differential systems by defining a coordinate plane of two state variables (typi-
cally a state error and its corresponding state rate error) and a set of switching curves with accom-
panying “deadband,” “hysteresis,” etc. in such a way as to partition the space into disjoint control
regions that drive the system to within certain limits of the coordinate plane origin. Figure1.1 shows
a schematic of the phase-planes used by the Apollo missions.
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adaptation to the phase-plane switching logic of RCS DAP in free flight, modified
with ideal parabolic switching curves for roll axis attitude-hold within a small
tolerance. A number of logical constraints were additionally enacted in order to
conserve fuel and minimize the risk of thruster failures.

1.2.3.2 Model Predictive Control

Model predictive control (MPC) is a feedback lawbased on the repeated solution of an
optimal control problem (i.e. ProblemG&C) that uses an assumed dynamicsmodel f
and the current state set as the initial condition. This problem is solved to yield a finite-
horizon control trajectory that optimizes the predicted state response over the duration
of a planning period or time horizon. Once solved, however, only the initial control
segment is actually applied, after which the problem is reinitialized and the process
repeats until convergence to the goal. This characteristic renewal procedure over a
repeatedly updated horizon is what gives MPC its other common names: receding
horizon optimal control or moving horizon optimal control. This concept allows
one to design a feedback controller on the basis of nearly any open-loop optimal
control approach, improving its robustness and imparting it the ability to handle
disturbances and mitigate error growth. Even without prior disturbance modeling,
one can demonstrate under appropriate assumptions thatMPCcan lead to closed-loop
stability and state convergence to the target [86]. Other advantages of MPC include
the ability to handle pointwise-in-time state and control constraints, the capability
to withstand time delays, and reconfiguration in the presence of degradations and
failure modes [25, 26]. As the robustness properties of MPC are contingent on fast
resolvability, open-loop controllers for vehicle guidance for the most part must be
restricted to convex optimization routines.Another common choice for usewithMPC
schemes in autonomous spacecraft guidance is Mixed-Integer Linear Programming
(MILP) [22, 110], which are essentially solvers for linear optimization problems
with embedded discrete variables to handle simple logical constraints such as mode
switching and collision-avoidance.

1.2.3.3 Artificial Potential Functions

The artificial potential function (APF) method [7, 16, 87] transforms the guidance
problem into particle motion within a potential field. Attractive potentials are used
for goal regions, while repulsive potentials are used for obstacles—the value of occu-
pying a particular state is then represented by the sum of individual terms. A gradient
ascent/descent routine is often called to trace a feasible path from any initial state,
which, when tuned appropriately, will safely circumnavigate neighboring obstacles
and converge to a goal. Alternatively, an optimal control problem may be formed to
plan a path that minimizes the path integral along the gradient force field (analogous
to minimum-work in physical systems). The approach benefits greatly from the abil-
ity to react in real-time to environmental changes through adjustments in individual
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potential functions. Some difficulty lies in adjusting each function such that the
spacecraft behaves as desired (i.e. ensuring sufficient margin from obstacles, rapid
convergence, etc.). However, the main drawback of APFs is their well-known sus-
ceptibility to converge to local minima, which cannot be avoided without additional
heuristic techniques. This tendency can be mitigated by attempting random walks
out of local wells, or instead relying on a global optimization routine for open-loop
control, with an artificial potential function method called for closed-loop feedback
(i.e. trajectory-following, bubble methods [109], or real-time path modification [23],
for instance).

1.2.3.4 Spacecraft Motion Planning

Motion planning constitutes a class of algorithms used to generate sequences of deci-
sions, called plans, that safely navigate robots from given initial states to a set of
target states called goals. The framework is sufficiently general that it applies equally
well to spacecraft and rovers as it does to traditional robots [80]. Motion planning
techniques can be classified into two categories: exact (combinatorial) algorithms
and approximate (sampling-based) algorithms. Exact approaches develop a strategy
based on an explicit representation of the unsafe region of the state space, which
allows them to guarantee a solution if one exists. Techniques typically involve the
formation of roadmaps, which are topological graphs that efficiently capture the con-
nectivity of points in the obstacle-free state space. Exact algorithms are often limited
to problems of low-dimensionality, polygonally-shaped obstacles, and static envi-
ronments. Sampling-based algorithms, on the other hand, forgo explicit construction
of the unsafe state space and instead explore pathways via a sampling procedure, with
safety verified by a “black-box” collision-detection routine. In many ways this idea
is computationally advantageous; however, it has the obvious drawback that weaker
notions of correctness and completeness must be tolerated—existence of solutions
cannot be guaranteed in finite time without drawing an infinite set of samples. Promi-
nent examples of sampling-based algorithms include Probabilistic Roadmaps (PRM)
[76], the family of Rapidly-Exploring Random Tree (RRT) algorithms [80, 81], and
FastMarching Trees (FMT∗) [68] together with its kinodynamic versions [115, 116].
Sampling-based motion planning algorithms such as these have been shown under
mild conditions to quickly and uniformly explore the collision-free state space. Some
of them (e.g., RRT∗ [75] and FMT∗ [68]) have the added benefit of asymptotic opti-
mality; that is, they guarantee convergence to an optimal solution as the number of
samples goes to infinity.

1.2.3.5 Recent Demonstration Missions

A handful of autonomous maneuvering missions have demonstrated at least a few
of these state-of-the-art methods (combined with digital logic). Prominent examples
include JAXA’s ETS-VII [77, 102], AFRL’s XSS-10 [38], DARPA’s Orbital Express
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[65], NASA’s DART [111], and JAXA’s Hayabusa [51, 135]. Sadly, notable guid-
ance and control anomalies and mishaps occurred during the latter three missions,
in some cases spelling their end [20, 77, 135]. The DART spacecraft, for instance,
began using much more propellant than expected during proximity operations and
initiated a series of maneuvers for departure and retirement, but eventually collided
with the MULBCOM satellite [20]. This suggests that presently autonomous space-
craft navigation and maneuvering, even in static environments with well-understood
dynamics, is still in its technological infancy [22, 48].

1.2.4 Challenges and Future Directions

Many technical hurdles remain to be solved before autonomous spacecraft relative
guidance can become a mature technology. This section begins in Sect. 1.2.4.1 with
a summary of the most important relative guidance challenges concerning general
spaceflight, from which the discussion is specialized to two key areas: Planetary
Entry, Descent, and Landing (EDL) in Sect. 1.2.4.2, and Proximity Operations in
Sect. 1.2.4.3, a blanket term that encompassesAutonomousRendezvous andDocking
(AR&D), Autonomous Inspection and Servicing (AIS), and close-range operations
about primitive bodies.

1.2.4.1 General Relative Guidance Challenges

The main guidance challenge for next-generation autonomous spacecraft is to solve
the guidance and control problem (Problem G&C) with the appropriate dynamics
and constraints onboard and in real-time. This onboard capability will enable the
execution of missions with a much higher level of autonomy, ultimately prolonging
mission times, increasing mission frequencies, decreasing costs, and returning more
scientific data. Furthermore, it will allow the spacecraft designer to fully utilize the
performance envelope, thereby maximizing achievable performance.

The most important technical challenges to meet this ambitious goal are:

• Implementability: Developing robust, real-time implementable, and verifiable
onboard optimization algorithms for the solution of Problem G&C;

• Verifiability: Developing design metrics and verification and validation methods
for real-time optimization-based guidance and control algorithms;

• Formation Flight: Extending guidance techniques to multiple collaborative
vehicles;

• Testing: Demonstrating next-generation autonomous algorithms in representative
flight testing.

Meeting these challenges will require development of new mathematical formula-
tions and algorithms for robust, real-time implementation and for ground analysis.
For example, if one can express Problem G&C as a convex optimization problem for
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a given application, then one can employ Interior Point Method algorithms (IPMs)
to achieve globally-optimal solutions [21, 98], as well as improve runtime execution
speeds by 2–3 orders of magnitude [85]. This clearly motivates the use of real-
time convex optimization for relative guidance whenever possible, either in the ideal
case through lossless convexification (as in [58], for example) or through reasonable
convex approximations, particularly for complex, difficult, or hazardous problems
where the important need is a reasonably-good feasible solution obeying all mission
constraints.

Verifiability of solution methods is also another interesting and important chal-
lenge. In classical linear feedback control, one has prescribed design metrics such
as phase and gain margin specifications that serve as useful targets in the design of
feedback controllers. It is relatively straightforward to check whether these require-
ments are satisfied at design time. In the case of more complex guidance algorithms,
on the other hand, such general metrics do not exist. A good example can be given in
the context of Mars precision landing, for which the trajectory designer must direct a
vehicle from any initial state at the end of the parachute phase to a target on the Mars
surface with zero velocity. Suppose the expected set of initial conditions at the start
of powered descent is Ipd . Define Ic as the set of all initial conditions from which
the lander can reach the target, assuming fixed control parameters such as propellant
mass fraction, thrust-to-weight ratio, fuel consumption rate, etc. Then verification
simply requires checking whether the following set inclusion relationship holds:

Ipd ⊆ Ic.

The next question is how to generate Ic for a given set of design parameters. Exact
approaches devised for discrete systems conduct systematic searches through a finite
state-space, collecting information about reachable sets and the properties of the
states traversed [33, 136]. However, due to the exponential growth in state-space
size with dimension, this is infeasible for continuous or high-dimensional systems.
In such instances, one must resort to approximate techniques, collectively called
reachability analysis, for computing the set Ic. Clearly one approach is exhaustive
search of sample points in the set; however, this is very time consuming and not
usable at design time. Many efficient alternatives have been developed, however,
including (1) optimal control and Lyapunov-based theory [53], (2) state abstraction,
in which state-space size is reduced by grouping states together through omission of
less useful details [82], (3) propagation of conservative over-approximations to the
true sets [120], and (4) convexification of Problem G&C through exploitation of the
problem structure.

The next challenge is to extend guidance techniques to multiple collaborative
vehicles. This complicates problem formulation and solution methods, rendering
complex problems even more so when real-time solutions are demanded. The diffi-
culty lies in the coupling between the safety of each vehicle to the future trajectories
of all of its neighbors. This is often resolved in the literature by forming a hierarchy
in planning, in which one vehicle neglects its neighbors and develops a plan, the
second then develops a plan assuming the first’s path is fixed, the third designs a path
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under the consideration of the first and second, and so on. However, this technique
makes the key assumption that all current and future state information of each vehi-
cle is freely communicable to all other vehicles. As this illustrates, multiple vehicle
collaboration and guidance entails the need for communication and scheduling. This
generates the question of which control architecture, or rather communication archi-
tecture, ismost suitable to the application. Control architectures vary fromeither fully
individualized control called distributed control, or fully dependent control called
centralized control, in which one vehicle or mothership determines the plans for all
other vehicles. A number of methods have been developed to handle multiple space-
craft guidance, including specialized formation or coordination controllers (e.g. [13,
127]), passive/active relative orbit formulations (e.g. Clohessy-Wiltshire-Hill equa-
tions, halo orbits about libration points) [5, 55], optimal formation reconfigurations
[113], rigid body or quasi-rigid body rotation planning [19], potential-based meth-
ods [31] and behavioral planning [67]. Much of the literature focuses on simple
formation flight architectures, such as leader-follower formations. Formation flight
and collaborative decision-making remain highly active areas of research.

In summary, the key for autonomous relative guidance is having robust solution
techniques that can be made efficient for real-time implementation. Though some of
these techniques may not be implementable on current space-qualified flight com-
puters, the natural increase in onboard computational power and the use of multiple
processors with algorithm parallelization could enable their use in the not-too-distant
future. Therefore, priority in researchmust first be to develop robust solutionmethods
for the right problems with appropriate constraints. Subsequently, these algorithms
should be customized for flight implementation. Finally, a rigorous process (prefer-
ably combined with flight testing) should be established for solution verification and
validation.

The following Sects. 1.2.4.2–1.2.4.3 specialize the general challenges of this sub-
section to planetary EDL and proximity operations, each illustrating the types of
difficult, mission-critical control maneuvers that typically lie at the cutting edge of
modern spacecraft autonomy research.

1.2.4.2 Challenges for Planetary Entry, Descent, and Landing

This section focuses on the GN&C challenges associated with planetary missions,
first highlighting the difficulties of Mars and Moon landings before extending to
other planetary bodies.

The main purpose of any planetary landing GN&C system is to execute a con-
trolled deceleration from orbital or interplanetary velocities to near-rest conditions.
For a typical Mars EDL mission, this begins with an entry phase (see Fig. 1.2) that
cancels most of the planetary relative velocity. Once slowed to supersonic speeds, a
parachute is deployed. Then at a prescribed altitude (e.g. approx. 2km for the Mars
Science Laboratory (MSL)), the parachute is discarded and the Powered Descent
(PD) phase is initiated. At this point, passive descent during the parachute phase
coupled with atmospheric density and weather uncertainties cause the predicted
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Parachute Phase

Powered Descent (PD) Phase 
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Error accumulated during 
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phase cannot be predetermined:
Autonomous guidance is needed 
for the corrective divert

Fig. 1.2 Optimal Powered Descent Guidance (PDG) will enable planetary precision landing.
These algorithms search over all physically possible diverts to find a fuel optimal one, significantly
improving divert capability over current state-of-the-art onboard algorithms

positions and velocities relative to the target to disperse significantly (e.g. on the
order of 8–10km with a velocity trigger (used during the MSL mission) or 5–6km
with a range trigger at the start of the parachute phase [130]). To achieve preci-
sion landing (roughly 1km of position error or less at touchdown), an autonomous,
real-time Powered Descent Guidance (PDG) algorithm is required to continuously
redirect the vehicle towards the surface target. In manned missions, the challenges
are magnified and still largely unsolved. Though robotic landers can weigh as little
as about 2 metric tons, they are expected to require as much as 50 metric tons in
the manned case, which essentially precludes any passive means of deceleration.
Successful planetary descent of such heavy landers will necessitate active control
starting at supersonic speeds early in the EDL entry phase.

For planets or moons without an atmosphere, a solid rocket is typically used for
lander deceleration in a Braking Burn phase, which is then followed by a Powered
Descent controlled by liquid fuel propulsion for final landing. The process is com-
plicated by the fact that solid rockets must burn all of their fuel to completion once
initiated. Significant uncertainty generally exists in the associated burn-time, leading
to uncertainty in the vehicle state relative to the target at the end of the burn phase.
Analogous to atmospheric entry and descent, the Powered Descent phase is designed
to correct for any error accumulated during the solid rocket phase; autonomous PD
guidance algorithms must be called to guide the lander as close as possible to the
given surface target in order to achieve optimal landing accuracies.

In all planetary or lunar landing missions, the associated autonomous guidance
problems for translational motion can be expressed as highly-constrained optimal
control problems [3, 18, 119]. Written in terms of Problem G&C, the guidance
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equations can be represented as follows: Let x = (x1, x2, x3), where x1 ∈ R
3 and

x2 ∈ R
3 are the position and velocity, respectively, relative to the target in the

rotating frame of Mars, and x3 > 0 is the lander mass. The guidance problem can
be formulated as,

ẋ = f (t, x, u) = A(ω)x + B

(
g(x1) + u

x3

)

X (t) =

⎧⎪⎨
⎪⎩

{x | x(t) = x0} for t = t0
{x

∣∣∣ γ n̂Tx1(t) ≥ ‖T x1(t)‖ and ‖x2(t)‖ ≤ V̄
}

for t ∈ (t0, t f )

{x | H x(t) = a} for t = t f

U (t) =
{

u
∣∣∣ ρ1 ≤ ‖u‖ ≤ ρ2 and n̂Tu ≥ ‖u‖ cosβ

}

where A(ω) defines the Newtonian motion in a rotating framewith fixed rotation rate
ω and g : R3 → R

3 defines the gravitational field. Here X (t) captures initial and
final state constraints, along with constraints during the maneuver (known as “glide
slope” constraints [18]). The control vector norm has both an upper bound ρ2 and a
nonzero lower bound ρ1 due to the fact that the thrusters cannot be operated reliably
below a prescribed value. The other constraint on the thrust vector is that it has to
remain in a cone defined by the unit surface norm, n̂ ∈ R

3, and half-angle β in order
to avoid any possibility of rotating the lander excessively, which could interfere with
sensors that must be directed towards the surface. Note that the vehicle is assumed
to be a point mass with a thrust vector attached to it. This simplification is a valid
one since the attitude control authority and bandwidth are much higher than those
for translation, so that the vehicle can quickly adjust its orientation any time a thrust
vector is commanded.

As one does not know with certainty the initial relative state x0 into which
the lander will inserted from interplanetary flight, this problem must be solved
autonomously in real-time on-board the spacecraft. To accommodate this, some
authors have developed simplified, approximate versions of this problem that lend
themselves to analytical solutions [40, 78, 88, 91, 122]; however, to certify preci-
sion guidance across the entire landing envelope (the initial conditions from which
it is physically possible to land), one must explicitly account for the full set of con-
straints. Unfortunately, the control constraints U (t) define a non-convex set (due to
ρ1 > 0), which further emphasizes, as previously described, the benefits of lossless
convexification techniques [1, 3, 18, 59] and convex relaxations that are solvable
using Interior Point Methods (IPMs). The lossless convexification-based algorithm
[3] has already been demonstrated successfully by NASA JPL. See [72–74] for
flight videos. These test flights successively demonstrated increasingly aggressive
optimal divert maneuvers, starting from 100m for unoptimized flight and ending
with the longest possible optimal divert of 750m, showing strong evidence that
performance boundaries can be pushed to the ultimate physical limits via onboard
optimization.
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1.2.4.3 Challenges for AR&D, AIS, and Proximity Operations About
Primitive Bodies

InAR&D,AIS, and close proximity operations near space objects (such as spacecraft
or primitive celestial bodies) that are cooperative or otherwise, the primary guidance
objective is to compute a state trajectory that safely brings the spacecraft as close
as needed (including docking) to its target object while consuming as little fuel as
possible and avoiding any nearby hazards. In general, this introduces many difficult,
non-convex trajectory constraints into the optimal control problem given by Problem
G&C [110]. A detailed list of examples are included here to illustrate the point:

• Constraining sensor field-of-view: Often in proximity operations it is necessary
to keep the target, spacecraft or primitive body in the field-of-view (FOV) of
onboard sensors. This can be represented mathematically as:

n̂ · (r − rT ) ≥ cosα‖r − rT ‖

where n̂ is the unit vector describing the sensor boresight, r is the position vector
of the spacecraft, rT is the position vector of the target body, and α is the half-
cone angle defining the FOV. This constraint couples the attitude and translational
dynamics through n̂, which is determined by the orientation of the spacecraft. To
see this explicitly, if the position vectors are resolved in a rotating reference frame,
e.g. LVLH (Local-Vertical-Local-Horizontal), and n̂ is resolved in a spacecraft
fixed frame, then the equation above can be re-expressed as,

(r − rT )TC(q)n̂ ≥ cosα‖r − rT ‖

where q is the quaternion describing the attitude of the spacecraft, and C(q) is
the directional cosine matrix that takes a vector in the spacecraft body reference
frame to the LVLH frame.

• Avoiding plume impingement: Impingement of thruster exhaust plumes onneigh-
boring spacecraft poses a serious threat that can jeopardize sensitive optical
devices, generate large force perturbations and disturbance torques, and disrupt
thermal blankets and coatings [56]. Prevention requires restricting thrusters that
are pointed towards neighboring vehicle(s) from firing below a prescribed relative
distance. Unfortunately, this imposes a loss of control authority and necessitates
special guidance or escape plans that never apply thrust forces directed away from
the target when in close proximity. This constraint exists for primitive bodies as
well due to scientific contamination concerns, i.e. during sample return.
Represented mathematically, plume impingement constraints can be stated as, for
i = 1, . . . , nt ,

ui = 0 when

{
(r − rT )TC(q)t̂i ≥ cosβp‖r − rT ‖
‖r − rT ‖ ≤ Rp



1 Spacecraft Autonomy Challenges for Next-Generation Space Missions 17

where nt is the number of thrusters, ui is the thruster force command, t̂i is the unit
vector for the thruster direction in a spacecraft fixed frame, βp is the plume cone
angle, and Rp is the maximum effective plume radius (plume is effective if the
target is in this radius).

• Handling thruster force upper and lower (impulse bit) bounds: Due to fuel
energy storage limitations and nozzle design constraints, it is evident that all
thrusters have finite upper bounds on the amount of force that they can provide.
There is also a minimum nonzero force or impulse (impulse bit) that imposes a
lower bound on deliverable thrust; this means that arbitrarily small forces cannot
be applied using thrusters. This limits the control precision that can be achieved,
which can be critical during docking or proximity operations.
These constraints, when using force commands, can be expressed as, for j =
1, . . . , nt ,

u j∈{0} ∪ [u j,1, u j,2] where u j,1 > 0 and u2, j > u j,1 are min. and max. thrusts

• Avoiding collisions: Nothing can be more catastrophic to a spacecraft mission
than collisions, which damage or destroy participating vehicles and often mark an
immediate mission failure. For AR&D and AIS, the collision avoidance constraint
can be described as follows,

r − rT /∈ Ωc

where rT is the position vector for the target and Ωc is a set of relative positions
that lead to collisions. For a two-spacecraft scenario as in AR&D and AIS, this
can be simply a collision ball defined asΩc = {z : ‖z‖ ≤ Rc} for some prescribed
value of Rc. In proximity operations around primitive bodies, this region can be
much more complicated due to their irregular and often ill-defined shapes.

• Providing required thruster silence times: As thrusters fire, large errors are
introduced into the state estimation due to process noise at the instance of firings.
Often after each burn there must be a prescribed period of thruster silence to allow
the state estimator to filter this noise and re-converge to a prescribed level of
accuracy.
One approach to impose prescribed thruster silence is to have zero controls in
prescribed time periods during a maneuver, i.e.,

Fi (t) = 0, ∀i = 1, . . . , nt when t ∈
⋃

j=1,...,ns

Tj , (1.1)

where Tj , j = 1, . . . , ns form a disjoint set of zero-thrust time intervals.

• Using minimal fuel: Every spacecraft mission is constrained by a finite supply of
fuel that must be transported with the scientific payload. The high cost of access to
space currently inhibits the ability to refuel or resupply spacecraft, for themost part
isolating them and imposing a mission lifetime synonymous with remaining fuel.
This not only affectsmission lifetime but alsomission capability. For example, AIS
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missions seek tomaximize total inspection time,which has a direct correspondence
withmaximizing fuel efficiency. For primitive bodies, using fuel efficiently implies
longer observation times and more attempts for surface contact.

• Guaranteeing safety: A trajectory solution is needed that can ensure spacecraft
and mission safety at all times, for both the vehicle and its neighbors. Guarantees
are typically classified into two forms: passive safety, in which coasting arcs ema-
nating from points along the nominal guidance trajectory are certified as safe, or
active safety, in which safe actuated abort sequences called collision avoidance
maneuvers (CAMs) are enforced [46, Sect. 4.4]. In either case, hard (determinis-
tic) safety constraints are required to guarantee viable escape options in the event
of thruster allocation errors (misfirings, stuck-on or stuck-off valves, canted noz-
zles, etc.), unexpected environmental changes and disturbances, or even complete
system shutdown. Often in practice this is achieved through ad-hoc open-loop tra-
jectory design (guided by significant technical expertise). However, an automated
approach, potentially using optimal control techniques [22], positively-invariant
sets [26, 54, 131], motion planning with safe samples [49], or some combination
of all three [118], will be needed in the future in order to achieve truly autonomous
AR&D and AIS capability.

• Handling uncertainties: Thruster firings, aerodynamic drag in low Earth orbits,
solar radiation pressure, and camera measurements can introduce uncertainties in
relative state knowledge and control accuracy. As the spacecraft nears its target,
these uncertainties can induce violations in any of the aforementioned mission
constraints. Conversely, relative state accuracy typically improves as relative sep-
aration decreases. Hence one should embed in autonomous guidance and control
algorithms the capability to handle any expected uncertainty directly, i.e. one
should incorporate strategies to handle all “known unknowns.”

Due to potential coupling between translational and attitude dynamics, one must
consider both sets of dynamics in Problem G&C. This complicates the problem due
to the inherent nonlinearity in the attitude dynamics, leading to nonlinear equality
constraints after discretization. Having nonlinear equality constraints means having
non-convex constraints, causing the resulting parameter optimization problem to
be a non-convex optimization problem. This complicates the numerical solution
of Problem G&C significantly. Another source of non-convexity is the collision
avoidance constraint; its incorporation can also dramatically complicate the solution
algorithm for the same reason.

As a consequence of the nature of these constraints, convexification approaches
for AR&D, AIS, and proximity operations appear less suitable in this case than for
Entry, Descent, and Landing problems due to the errors incurred through relaxation.
Hence new tools will be needed.

It is in this context precisely that motion planning algorithms (Sect. 1.2.3.4) have
the potential to shine. Numerous studies have already been conducted assessing their
feasibility for realistic spacecraft proximity operation scenarios [49, 50, 81, 106,
118]. Though not yet flown on spacecraft hardware, their efficacy has already been
proven in real-world systems with challenging dynamics, namely onboard real-time
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guidance of urban vehicles during the 2007 DARPA Urban Challenge. Several win-
ning entrants to the 60-mi autonomous urban driving race used motion planning as
their primary guidance logic, including CMU’s winning Boss car with Anytime-
D∗, Stanford’s 2nd-place Junior car with hybrid A∗, and MIT’s 4th-place Talos car
with RRTs [24, 79, 83, 90, 126]. The ability of these algorithms to handle such
diverse constraints while providing robustness certificates in real-time applications
is promising for autonomous spacecraft control.

1.3 Extreme Mobility

Among the top technical challenges of technology area TA04 is maneuvering in
diverseNASA-relevant environments—a task that encompasses awide range of envi-
ronmental, gravitational, and topographical conditions. Space exploration in such
environments is enabled by three types of maneuvering: surface mobility, above-
surface mobility, and below-surface mobility. We focus here on the part of surface
mobility called extreme-terrain mobility, which pertains to terrains with extreme
topographies, large distributions of hazards, and/or unique regolith types. During
the 2012 NRC review process, two different review boards ranked “extreme-terrain
mobility” a high-priority2 technology forNASA to developwithin the next five years.
This section discusses the technical aspects and challenges associated with meeting
this goal.

1.3.1 Scope

Extreme-terrain mobility refers to surface mobility over a range of terrain topogra-
phies and regolith properties on bodies with substantial gravity fields. Examples of
such topographies and regolith types include highly-sloped crater walls and floors,
cold traps, gullies, canyons, very soft and friable terrains, and terrain with extreme
rock densities. It is worth noting that other extreme environmental conditions may
also be present at such sites, such as extreme temperatures or pressures. Extreme-
terrain mobility covers capabilities that enable access and egress to such extreme
terrains, safe traverses to designated targets, loitering for in situ measurements,
and sample collection and extraction. Extreme-terrain mobility encompasses diverse
platforms that may include wheeled, legged, snake, hopping, tracked, tethered and
hybrid platforms. Surface guidance, navigation and control for such diverse plat-
forms depend in part on the nature and constraints for the mobility approach. While
access to and sampling from extreme terrains can also be accomplished through
above-surface mobility, a key feature of extreme-terrain access is loitering at targets

2The National Research Council study panel ranked extreme-terrain mobility 6th, while its steering
committee ranked it 8th [48, Table3.7, p. 88].
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of interest for in situ measurements. Since the NRC defined and prioritized above-
surface mobility separately from extreme mobility, we only address the latter in this
section.

1.3.2 Need

Extreme-terrain mobility would be an enabling technology for both science and
human space exploration missions. For science missions, some of the most com-
pelling targets for future exploration within our solar system lie in terrains that are
inaccessible to state-of-the-art robotic platforms, including NASA’s Mars Explo-
ration Rovers [94] and the Mars Science Laboratory [93] rover.

For example, the recent discovery of recurring slope lineae (RSL), such as those
observed in Newton crater on Mars, are on steep slopes (25◦–40◦) that are hundreds
of meters down from the crater rim. In situ analysis and sample capture of these out-
flow deposits align with the science priorities that are described in both the Decadal
Survey [103] and the goals of MEPAG [35]. Similarly, successive flybys by the Mars
Global Surveyor revealed dynamic processes in the form of bright gully deposits
on the walls of two separate unnamed Martian craters.3 In situ samples of these
flows would likely lead to new insights into Martian geology. Moreover, methane
plumes that have been discovered over hazardous terrain on Mars are intriguing
researchers who are now attempting to ascertain whether the source is geological or
biological in nature4; this represents another question that extreme-terrain mobility
could potentially answer.

Another compelling scientific site that lies within extreme terrain was discovered
by NASA’s Cassini spacecraft, which revealed what scientists believe to be a cry-
ovolcano on the surface of Titan.5 Direct sampling of cryovolcanic ejecta along its
steep slopes would shed new light on the processes underlying cryovolcanism, as
well as provide valuable access to material from Titan’s interior.

A third example is from the LCROSS experiment. By impacting the lunar surface
and analyzing the ejected debris, the LCROSSmission found evidence of water ice in
theMoon’s permanently shadowed Cabeus Crater6 [34]. The shadowed regions lie at
the bottom of a long, steep slope. These lunar cold traps, which have never received
a single photon of sunlight, are believed to hold water ice within a few centimeters

3New Gully Deposit in a Crater in the Centauri Montes Region (2006). URL: http://www.nasa.gov/
mission_pages/mars/images/pia09028.html. Retrieved January 14th, 2011.
4MartianMethane Reveals the Red Planet is Not a Dead Planet (2009). URL: http://www.nasa.gov/
mission_pages/mars/news/marsmethane.html. Retrieved January 15th, 2011.
5Flyover of Sotra Facula, Titan (2011). URL: http://www.nasa.gov/mission_pages/cassini/
multimedia/pia13695.html. Retrieved January 8th, 2011.
6Ten Cool Things Seen in the First Year of LRO (2010). URL: http://www.nasa.gov/mission_pages/
LRO/news/first-year_prt.htm. Retrieved February 3, 2011.

http://www.nasa.gov/mission_pages/mars/images/pia09028.html
http://www.nasa.gov/mission_pages/mars/images/pia09028.html
http://www.nasa.gov/mission_pages/mars/news/marsmethane.html
http://www.nasa.gov/mission_pages/mars/news/marsmethane.html
http://www.nasa.gov/mission_pages/cassini/multimedia/pia13695.html
http://www.nasa.gov/mission_pages/cassini/multimedia/pia13695.html
http://www.nasa.gov/mission_pages/LRO/news/first-year_prt.htm
http://www.nasa.gov/mission_pages/LRO/news/first-year_prt.htm
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Fig. 1.3 Comparing
horizontal and vertical
access to stratigraphic layers.
Some deeper layers may not
be accessible via horizontal
traverses

of the surface. At high-probability locales such as these, the assessment of in situ
resources in terms of presence confirmation, abundance mapping, and extraction
possibilities would be critical for precursor missions ahead of human exploration
[129]. Other features such as lunar vents [60] and lava tubes are also potential sites
for future exploration. Lava tubes, through observations of skylights on the Moon
and on Mars, could potentially serve as future temporary habitats for astronauts,
providing them with protection from space radiation [63]. The exploration of lava
tubes could also be of scientific interest for similar reasons.

A new generation of robotic explorers is needed to explore these extreme ter-
rains in order to access, probe, measure, extract and return samples. Traversing and
loitering on steep, exposed substrate slopes reaching up to 90◦ would enable the
examination of stratigraphic layers of exposed bedrock [35] and icy bodies. While
current practice relies on long traverses across the surface to access these layers
(Fig. 1.3), direct access of exposed strata enables close examination of the interface
between stratigraphic layers, which, due to substantially less weathering, would offer
more details compared to what may be obtained through horizontal traverse alone
[36].

Traversing and loitering on slopes of granular and mixed media up to the angle of
repose enables access to locales such as the sites of putative “water” seeps on Mars
(Fig. 1.4). Traversing across and through alluvial fans for in situ examination would
further our understanding of the underlying physical processes and composition of
the ejectedmaterial [35]. As detailed topography of such fansmay not bewell-known
a priori, robust and versatile mobility platforms are required for their exploration.
Unfortunately, through the course of accessing such extreme terrain, hazards such as
sinking into soft regolith or falling via landslides could be encountered. The ability to
reliably avoid or survive such events in order to maintain an acceptable risk posture
becomes a key feature of these platforms.

Extreme-terrain exploration could be embarked upon with remote robotic assets
or could very well be part of human exploration missions. Extreme-terrain robots
would extend astronaut surface access to regions deemed too risky for human access.
They would also enable robotic precursor missions to explore hazardous sites likely
to harbor needed resources for future habitation. Lunar robotic missions to extreme
terrain could be operated from cis-Lunar orbit. Future human missions to Mars
could tele-operate robotic assets from stations on Phobos, a body significantly more
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Fig. 1.4 Examples of extreme terrains on Mars: recurring slope lineae (RSL) in Newton crater
hypothesized to be briny seeps (left, NASA/JPL-Caltech/University of Arizona—Mars Recon-
naissance Orbiter HiRISE, 2011), and a false-color image of Mars’ Victoria crater showing steep
slopes, scattered rocks, bedrock, and tall cliffs (right,NASA/JPL/Cornell—MarsExplorationRover:
Opportunity 2007)

accessible than the Martian surface that would also provide astronauts relatively
better protection from solar radiation.

In short, extreme mobility technologies enable access to otherwise denied areas.
This provides NASA with the capability to maneuver its surface vehicles in extreme
terrain in order to “follow the water”—a high-priority science focus for Martian and
lunar science missions that generalizes to many extraterrestrial surface exploration
missions, human or robotic [48].

While the primary motivation and focus here has been on planetary and lunar
exploration, robotic vehicles that can traverse extreme terrain may have ample ter-
restrial applications aswell, including in scientific research such as sampling of active
volcanoes and Antarctic slopes, in civil applications such as search-and-rescue, or
in commercial ventures such as mining.

1.3.3 State of the Art

Significant progress in terrestrial robot mobility has been made in recent years
towards handlingmore challenging terrains. However, efforts have primarily focused
on human-traversable terrains applicable to military purposes. For example, Boston
Dynamics’ BigDog and LS3 used dynamically-stable gaits to negotiate rough terrain
and slopes of up to 35◦ grade under rough and slippery conditions [42, 43]. They
also demonstrated robustness to external force disturbances sufficient to throw the
platform off-balance.

For space robotics, the constraints on mass and power as well as the desire
to traverse more extreme terrain have limited the adoption of such technologies.



1 Spacecraft Autonomy Challenges for Next-Generation Space Missions 23

Nevertheless, a number of developments have aimed at contributing to our current
understanding of the potential strategies for extreme-terrain mobility on planetary
bodies.

Both legged and wheeled robots, as well as tethered and untethered robots, have
been proposed for exploring extreme terrestrial and planetary landscapes, several of
which have been built and fielded. For example, the Dante II robot [10] was a tethered
legged robot thatwas specifically engineered to descend into active volcanoes. Shigeo
Hirose’s group has explored self-anchoring tethers and tethered tracked vehicles for
emergency response [62], as well as tethered leg vehicles for fieldwork [52]. The
JPL legged ATHLETE robot, designed to handle cargo in support of a sustained
human presence on the moon, has traversed rocky and sloped terrain at a number
of analog sites in California and Arizona, including Black Point Lava Flow [134].
For slopes greater than 20◦, the ATHLETE rover would also use a tether. The Axel
rovers7 [97], designed to explore very steep terrains, have demonstrated traversal
of near-vertical slopes and sloped terrain littered with large boulders. Other robots
that use leg-mounted active anchors in lieu of tethers have been proposed [8] and
developed [105].

In addition to these legged robots, a number ofwheeled designs have also been pro-
posed, ofwhich several prototypes have been built, fielded, and flown.One promising
example is a recurring mechanism configuration used in either a six-wheeled rocker-
bogie suspension (e.g. the MER and MSL rovers) or in a four-wheeled scissor-like
active suspension that allows each wheel to be independently lifted off the ground.
Such platformswere designed to lower the center-of-mass to provide greater stability.
One such example is the Nanorover [70], a grapefruit-sized rover that was proposed
for exploring an asteroid surface as part of the MUSES-C mission. This rover had a
symmetric design and was capable of operating in an upside-down configuration. It
actively controlled its center and was even capable of hopping on low-gravity plan-
etary bodies. Follow-on concepts included tethering the Nanorover to a Sojourner
class rover for future Mars missions. The architecturally-similar SCARAB rover
demonstrated an inch-worming maneuver that synchronized wheel and suspension
mechanism motion to traverse high-slip terrains [11]. Despite this ability, steeper
slopes will likely require additional external stabilization, such as through a tether.
A four-wheeled tethered rover was demonstrated with Cliffbot [107]. Unfortunately,
this architecture required a minimum of three rovers. Two rovers would traverse the
rim of a crater while a third rover, tethered to the other two, would descend into the
crater. Lateralmobilitywith two tetherswould generally be greater at closer distances
to the rim, but this advantage diminishes as the rover descends deeper into the crater.
The Cliffbot used the rim rovers to manage the tethers, which, unlike designs that pay
out their own tether, risks higher abrasion from constant rock-scraping. Moreover,
the Cliffbot cannot recover from tip-over, and the problem of planning the motions
of two tethers adds extra complexity.

7Axel Videos (2011). URL:http://www.youtube.com/watch?v=Ijjo1nW94tY. Retrieved October
30th, 2014.

http://www.youtube.com/watch?v=Ijjo1nW94tY
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Outside of four-wheeled rovers, a number of previous efforts dating to the early
1970’s have recognized the potential of two-wheeled rovers for steep terrains. Several
efforts have converged on a robotic body morphology consisting of a simple axial
body with two wheels and a caster, as recently exemplified by the Scout robots [121],
designed for military applications. A similar tethered rover with three large inflatable
wheels was proposed for future Mars missions [89]. Independently conceived, the
family of Axel rovers was initially developed a decade ago to provide modularity
and separation between themost failure-pronemobility elements and their respective
science payloads [64, 95]. In 2006, the originalAxel roverwas retrofittedwith a tether
and adapted with grouser wheels for extreme-terrain mobility on slopes [96]. Such
a configuration, with its symmetric design, has demonstrated potential for robust,
flexible mobility and operations on challenging terrain. Its single tether wasmanaged
by the same mechanism that controls an articulated boom. This family of rovers has
also included instrument bays housed inside the wheel hubs, which could be oriented
in a turret-like fashion independent of wheel rotation.

The DuAxel concept included docking and undocking of the Axel rovers with
a central module, enabling both untethered mobility for extreme-terrain access and
tethered mobility on steep terrains [97].

While progress has been made with extreme-terrain mobility for terrestrial appli-
cations, at the date of this writing, there has been no planetary mission that has
attempted access to extreme terrains. State-of-the-art surface exploration platforms,
such as the highly successful Spirit and Opportunity rovers as well as the most recent
Curiosity rover, were all designed to operate on relatively flat and shallow-sloped
terrains with slopes of less than 20◦ and 30◦ grade, respectively.

1.3.4 Challenges and Future Directions

To date, planetary rovers have been designed to explore rocky but relatively flat
regions and were not intended for terrains such as deep craters, canyons, fissures,
gullies and cryovolcanoes. Such extreme terrains pose a unique set of challenges and
requirements for a robotic explorer. Researchers developing extreme-terrain surface
space robots have to contend with the system complexity that results from high
degrees of articulation, tether management, and the challenges associated with lim-
ited power, communication, mass, volume, and computation, as well as with terrain
variations that impact anchoring and other surface operations. Conventional, flat-
topography rover designs must be completely re-evaluated in the context of high-risk
terrain missions.

One of themost significant challenges associatedwith extreme-terrain exploration
derives from having to land proximal to but outside of the target site, demanding an
approach from afar over diverse topographies that may require unique mobility aids
such as tethers, anchors, and higher traction devices. To illustrate, Fig. 1.4 shows a
ground-level picture of Mars’ Victoria Crater as imaged by the Opportunity Rover.
Typical of Martian craters, Victoria consists of steep slopes, scattered rocks, exposed
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bedrock, and tall cliffs. Rocker-bogie class rovers such as Spirit, Opportunity or
Curiosity were not designed for such terrain, and would not likely be well-suited to
navigate it. Such terrains would be very difficult to traverse since platform mobility
decreases with slope grade, particularly in areas of loose regolith where traction
forces can be severely diminished. Given that a sand trap on relatively smooth terrain
was enough to ensnare the Spirit rover [6], even a small amount of loose soil on sloped
terrain could prove insurmountable to traditional rovers trying to climb a crater wall
against the forces of gravity. Extreme-terrain rovers must be able to operate robustly
in such cases.

Another mobility hazard associated with traversing steep and rugged terrain is
tip-over, a concern which must be taken into consideration when designing extreme
terrain rovers. Tip-over can be caused by improper stabilization, or by other uncon-
trollable external factors such as wind, slippery ice, loose rocks, and many other
environmental factors. In 1992, the eight-legged walking robot, Dante II, success-
fully descended into Alaska’s Mt. Spurr volcano using a winch-cable system [10].
On the ascent trip, however, the rover fell on its side under the influence of large
lateral tether forces and was unable to right itself. Extreme-terrain rovers can reduce
the risk of tip-over by lowering their centers-of-mass and carefully planning safe
routes around obstacles so as to avoid tether entanglement and potential tip-over
conditions. Alternatively, such rovers can be designed to operate in both upright
and upside-down configurations, thereby eliminating the end-of-mission dangers of
tip-over altogether.

Another challenge for extreme terrain mobility is power and communication.
Energy sources can be difficult to find in areas of extreme terrain. For example, the
Cabeus Crater located near the Moon’s south pole lies in a state of near-perpetual
darkness, thus precluding the use of solar power. Even with consistent access to
sunlight, cold-traps like caves and crevices along crater walls would be difficult to
investigate for prolonged periods. Rough terrain consisting of tall peaks, deep craters,
or canyons naturally restrict access to sunlight, and rovers charged with exploring
these regions must be able to survive on a limited energy budget. Such terrains also
present challenges for Earth-based communications with the rover, particularly in
the absence of an orbiting communication satellite.

A problem that is unique to the robotic exploration of cold regions, such as the
surface of Europa and other icy moons, is heat dissipation. In addition to traditional
vehicle thermal engineering for ultra-cold climates, robotic explorers designed for
these environments must minimize thermal pollution to nearby terrain so as to avoid
disrupting the scientific analysis of volatile components. They must also be designed
with sufficient exposed surface area to allow for adequate thermal regulation.

Due to the hazardous nature of the environments and the unique mechanical,
thermal, and avionics designs likely required for extreme-terrain mobility, advanced
control and autonomy strategies will be needed to operate extreme-terrain rovers
safely. This will require more sophisticated onboard sensing, perception, planning
and computational capabilities than for state-of-the-art flat-topography rovers due
to the larger variations in terrain, more complex dynamics, and tighter operational
constraints.Of all the avionics systems, flight-qualified processors typically represent
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the bottleneck on computational capability and hence restrict the types of algorithms
and approaches that may be considered. Unfortunately, the performance gap between
current standard commercial processors and flight processors remains quite large. In
the commercial sector, the trend is moving toward greater parallelism and multiple-
core processing. Achieving comparable levels of computation, power consumption,
robustness, and reliability with a similar form factor on space-rated processors in the
face of increasing cost constraints remains an open problem.

In addition to these general challenges, each platform design would offer its own
range of capabilities and introduce its own sets of constraints to be addressed and
risks to be retired. A concerted and focused effort would be necessary to mature
technology to readiness levels acceptable for future missions. Key areas of technol-
ogy investments for extreme-terrain access include: traversal to designated targets in
extreme terrains, retro traverse for captured samples, control of tethered or anchor-
ing platforms including anchoring and deanchoring, avionics equipment built for
hazardous terrain, traversability analysis and motion planning, and high-fidelity ter-
rain modeling and simulation of extreme-terrain mobility. We now discuss in greater
detail the major technical hurdles and challenges of each, below.

• Traverse Technologies: In the absence of higher precision and pinpoint land-
ing capabilities that could deliver a payload to the vicinity of an extreme ter-
rain site, it becomes necessary to traverse a distance of at least several kilo-
meters to reach them by ground. In this case, technologies that would enable
faster autonomous traverse for flight systems become critically important. State-
of-the-art platforms currently navigate the surface at a rate of 20–30 m/sol using a
computationally-demanding procedure. They first process stereo imagery, gener-
ate three-dimensional maps, and assess terrain traversability. If feasible, they then
plan their motions and finally conduct their traverse. This sequential process can
take up to several minutes for every half-meter step. This is primarily driven by
the limited on-board power and computation on today’s flight-qualified processors
and by the lack of dedicated processors for computationally-demanding applica-
tions. Recent developments have made advances in migrating computationally-
intensive vision processing and some navigation functions to flight-relevant field-
programmable gate arrays (FPGAs). This also enables vision-based pose estima-
tion (a.k.a. visual odometry) to run more frequently and consequently help build
more accurate maps that enhance the quality of the navigation. Higher quality
maps would enable rovers to handle more challenging terrain and execute tighter
maneuvers in rock fields, such as thread-the-needle type maneuvers where the
rover negotiates a path between two tightly-spaced obstacles. As terrain topogra-
phies become more uncompromising near extreme sites, algorithmic advances in
surface navigation become more critical to reach targets of interest. One such
example is driving upslope towards a crater’s edge before deploying a tethered
payload into the steeply-sloped interior of the crater wall. As mobility in extreme
terrain is likely to become more dynamic, advances in computationally-efficient
localization would be necessary to improve control and mapping. In the future,
onboard sensing is likely to be fused with higher-resolution orbital imagery for
assessing terrain traversability in more effective and automated ways.
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• Tethered/Anchored Mobility and Control: This brings us to a second tech-
nology: tethered and anchored mobility. Highly-sloped terrains require strong and
robustmechanical support to counteract the effects of gravity. One approachwould
be to use an external means of mechanical support. Research in tethered mobil-
ity has included the design and management of both single and multi-tethered
platforms. Future studies would need to focus on strategies that preserve tether
integrity, improve coordination, minimize damage, and reduce the risk ofmultiple-
tether entanglement. Other technologies would include tether tension and shape
sensing to assist in pose estimation and identify high stress (i.e. “pinch”) points.
Algorithmswould have to becomemore sophisticated to incorporate this additional
sensory information for control and motion planning. Anchoring, either alone or
in combination with tethering, can be another means of providing mechanical
support to climbing or rappelling platforms on highly-sloped terrains. This can
be particularly challenging when terrain properties vary or are not known a pri-
ori, and would likely require onboard sensing and assessment of anchor bearing
strengths. The development of technologies that enable multiple anchoring and
de-anchoring across a wide range of terrain types would also be highly beneficial.

• Avionics and Terrain Equipment: Given the limited communication windows
and bandwidths, some level of control and autonomy would be necessary dur-
ing operations.While state-of-the-art rovers have demonstrated surface navigation
(obstacle detection and avoidance) for hundreds of meters at a time across theMar-
tian surface, such technology would have to be extended to extreme terrains where
system dynamics from the challenging topographies and gravity vector direc-
tion become relevant. The unique design of extreme terrain mobility may impose
additional challenges and constraints on sensor configurations, which would also
require further development. Platforms that sportmultiple appendageswould likely
require tool changes when transitioning from benign to extreme terrain. A hybrid
legged platform on wheels would likely call for a transition between wheels and
anchors when conducting an excursion across extreme terrain. In addition, given
that extreme-terrain assets are more likely to be payloads rather than primary plat-
forms due to the overall risk, their low mass constraints would drive a need for
smaller and lighter sensors, cameras, inertial measurement units, and other instru-
ments. Miniaturization of avionics equipment would increase payload capabili-
ties. Mission-dependent objectives in extreme terrain such as sample acquisition,
caching and handling present their own unique equipment challenges. Drilling and
coring require stabilization of the platform or some form of grappling to impart
necessary forces for percussion or coring, for instance.

• Traversability Analysis and Motion Planning: Control, traversability analysis
and path planning for an extreme terrain mobility platform takes on a newmeaning
than for traditional flat-slope mobility. In extreme terrains, motion may be more
constrained (especially for tethered systems), control may require more sophisti-
cated dynamical models given the gravity field, and knowledge of regolith prop-
erties may be more critical. As compared with state-of-the-art motion planners
that primarily consider terrain geometry and wheel characteristics for traversabil-
ity, long-duration excursions in extreme terrain would demand more sophisticated
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motion planning techniques that accurately account for gravitational forces and
the effects of terrain properties. Model-predictive motion planners that incorpo-
rate dynamics may well play an important role for executing more predictable and
controllable maneuvers in some of the most difficult terrains.

• High-Fidelity Terrain Modeling and Mobility Simulation: As a number of chal-
lenges need to be addressed to characterize extreme-terrain mobility in a relevant
environment, some elements would likely benefit from advances in physics-based
modeling and simulation tools. Recent and future advances in granular media sim-
ulations may prove quite effective in characterizing the interactions of the mobility
platforms (or components) with regolith across a range of terrain types and under
different gravity models. Given the hazardous environments and terrains, reli-
able fault protection and recovery systems would become essential parts of the
hardware, software, or operational scenario design. For example, recovery from
tip-overs could be addressed via a mechanical design that operates from all stable
states or through an alternate operational strategy. With appropriate simulation
tools to inform the design, such scenarios and strategies could be more readily
investigated and evaluated.

In addition to mobility technologies themselves, there are a number of related
technology areas complementary to and supportive of extreme terrainmobilitywhose
advances would have direct impact to mobility research. Brief discussions of a few
of the more important of these related technology areas are provided here.

Entry, Descent and Landing

One example is landing precision, which falls under the Entry, Descent and Landing
technology area (TA-09); see Sect. 1.2.4.2 for a detailed description of relevant chal-
lenges. The key subcategories of relevance within entry, descent and landing are: (a)
surface access to increase the ability to land at a variety of planetary locales and times;
(b) precision landing that enables space vehicles to land with reduced error, and (c)
surface hazard detection and avoidance to increase the robustness of landing systems
to surface hazards. Since exploring extreme terrains would first require reaching
extreme sites, technologies that would reduce the traverse distance by shrinking the
size of the landing ellipse would not only increase the number of potential landing
sites, they would also reduce the traverse distance requirement, and hence mission
duration, to visit those sites. Further advances in the terminal descent phase, such as
pin-point landing (within 100 m) could change the nature of extreme terrain explo-
ration, enabling cheaper missions where the extreme-terrain platform could then be
hoisted on a lander and its resources leveraged for power and communication.

Below-Surface Mobility

A second related area is below-surface mobility, which addresses vehicles that would
transit under regolith, in caves, or immersed in bodies of liquid. For certain sit-
uations, the same technologies developed for extreme-terrain mobility could be
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re-purposed for below-surface mobility applications. The exploration of collapsed
lava tubes (caves) and lunar vents are two such potential scenarios. For example,
tethered platforms originally designed for access to the interior of crater walls could
also potentially be reapplied to lava tube exploration.

Microgravity Mobility

Technologies developed formicrogravity mobility as discussed in Sect. 1.4, including
anchoring, fixturing, and tethering, as well as articulated legged, tracked, wheeled
and hybrid mechanisms, could additionally apply to extreme-terrain mobility appli-
cations and vice versa. Details on microgravity mobility systems will be given in the
subsequent section.

1.4 Microgravity Mobility

The National Research Council recommended small-body/microgravity mobility as
a high priority technology for NASA for the next five years. Initially, microgravity
mobility was assigned amedium/low score due to the expensive nature of micrograv-
ity system development and testing and its limited applicability outside the aerospace
community.

The panel later elevated the priority of this technology from medium to high
because the NASA 2010 Authorization Act (P.L. 111–267) indicated that small body
missions (to near-Earth asteroids) should be an objective for NASA human space-
flight beyond Earth orbit. If this goal is pursued as a high NASA priority, it would
also likely require precursor robotic missions to small-body surfaces with applica-
ble mobility capability. This section describes the benefit, technical aspects, and
challenges facing the robotics community today in achieving microgravity mobility.

1.4.1 Scope

Small-body mobility concerns the spatial surface traversal of planetary bodies with
substantially reduced gravitational fields for the purpose of science and human explo-
ration. This includes mobility on Near-Earth Objects (NEOs), asteroids, comets,
irregularly-shaped objects, and planetary moons, including Phobos, Deimos, Ence-
ladus, and Phoebe, to name a few notable examples. Surface mobility platforms
for small bodies differ from their planetary counterparts because the microgravity
environment largely influences their design. Microgravity can be leveraged as an
asset for mobility, as in the case for hopping platforms, or overcome as a challenge,
as in the case for wheeled rovers and anchoring systems. Microgravity mobility
includes hopping, wheeled, legged, hybrid and other novel types of mobility plat-
forms. “Hoppers”—a term short for hopping mobility platforms—move via many
diverse forms of actuation; examples include propulsive thrusters, spring-loaded
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mechanisms, and internal actuation, which effects platform motion using internally
moving parts that generate reactionary forces or changes in the platform center-of-
gravity. Note that any impacts of hopping robots with the surface are unlikely to cause
damage due to the very low gravitational acceleration associated with small-body
objects. Broadly-speaking, revolutions in these hardware and mechanism designs,
as well as improvements in multi-asset mission operations, low-power computing,
and autonomous control algorithms, will be key to performing mobile missions in
microgravitational environments.

1.4.2 Need

Weak gravitational fields (micro-g tomilli-g), characteristic of celestial small bodies,
hamper the adoption of traditional robotic mobility systems and call for the develop-
ment of disruptively new technologies for both surface mobility and surface opera-
tions. The National Research Council has designated these mobility technologies for
small-body and microgravity environments as a high-priority for NASA given their
destination potential for human spaceflight beyond Earth orbit, an endeavor likely to
require several precursor robotic missions. The relevance of enhancing small-body
exploration in the context of future human exploration programs was highlighted in
the exploration roadmap published by the Small Bodies Assessment Group [100] and
in the objectives of the Strategic Knowledge Gaps for Human Exploration [129]. The
need for these technologies is further emphasized by the fact that, to-date, no mobil-
ity system has ever been successfully deployed over the surface of a small body,8

indicating that little is currently known about robotic operations in microgravity
environments.

Surface investigation of small bodieswith a low-mass platform for both large-scale
coverage and fine-scale maneuvers (i.e. from kilometers to meters), as enabled by
microgravity mobility, would be monumental to the advancement of space missions.
Data obtained from recent missions to small bodies show that surface properties on
most small bodies evolve over scales ranging from hundreds of meters to as little
as a few meters (Fig. 1.5 highlights the diversity in surface properties at a variety
of scales for two representative objects); this is in contrast to the long-held idea
that the surfaces of small bodies are, in general, both chemically and physically
homogeneous.

The benefit of microgravity mobility to expected scientific return can be seen
explicitly in the recent decadal survey report for planetary science, which prioritized
three main cross-cutting themes for planetary exploration: (1) the characterization

8Small-body soft landings of spacecraft orbiters and static landers have, however, been achieved;
the first was NASA’s NEAR Shoemaker on asteroid Eros in 2001 [41], followed by two touchdowns
of JAXA’sHayabusa on asteroid Itokawa in 2005 [? ]. ESA’s Rosettamission [125] achieved the first
successful deployment of a static lander, named Philae, over the surface of comet 67P/Churyumov-
Gerasimenko on November 12th, 2014 [44].
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Fig. 1.5 Illustration of the diversity of landscapes and of physical and chemical properties encoun-
tered at small bodies. a Asteroid Itokawa (observed by Hayabusa) exhibits lateral variations in
albedo at the regional scale due to the combination of space weathering and surface dynamics (left);
high-resolution imaging of Itokawa reveals bright patches of “fresh” material excavated in discrete
places with a spatial extent on the order of 1m, distributed with a spatial wavelength of a fewmeters
(right). b Observations of comet Tempel 1 by Deep Impact also indicate regional variations in geo-
logical properties (left), with the presence of volatiles confirmed in a few discrete places (indicated
by arrows, right)

of the early solar system history, (2) the search for planetary habitats, and (3) an
improved understanding about the nature of planetary processes [103]. A growing
number of ground and space observations have recently shed new light on the astro-
biological relevance of small bodies, indicating that the exploration of a selected
subset of small solar system bodies would collectively address all three themes [28,
29]. The explorations of small bodies such as Near-Earth Objects and the moons of
Mars are also key components of the flexible path for human exploration. In general,
origins science and the search for habitats revolve around characterizing planetary
material chemistry (elemental, isotopic, mineralogical, noble gas, organics, etc.).
While some measurements could be obtained from remote platforms (such as space
telescopes or orbiting spacecraft), most require direct contact with (or close prox-
imity to) the surface, called in situ measurement, for an extended period of time at
multiple locations [29]. This is also the case for the precursor science that enables
human exploration, which first and foremost would require the detailed characteriza-
tion of surface physics, including regolith mechanical properties, dust dynamics, and
electrostatic charging [129]. Though in situ exploration of small bodies is currently
in its “technological infancy,” it is poised to become a major science enabler in the
near future, as the following several paragraphs serve to illustrate.

Astronomical observations (such as seen in Fig. 1.6, made by ground-based and
space observatories), though particularly suited to characterizing the orbital prop-
erties of large populations of objects, are insufficient for constraining the origins
of single objects, as resonances can dramatically alter their orbital properties. As a
result, in situ exploration plays a pivotal role in determining the density distributions
and dynamical properties of small bodies, while allowing more accurate character-
ization of volatile composition and isotopic ratios. Though isotopic ratios could be
determined in some cases through mass spectrometry of outgassing material, most
small bodies neither out-gas nor present enough exospheric density to allow such
measurements. Hence for a large class of small bodies, the measurement of isotopic
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Fig. 1.6 Illustration of the type of observations to be achieved by space missions in order to
successfully address the key science pertaining to the three cross-cutting themes highlighted in
Vision and Voyages. Note that in general we lack high resolution observations at the millimeter to
meter scale that can be best obtained by in situ exploration. Image courtesy of [29]

ratios requires in situ exploration. With appropriate instrumentation packages, this
capability would enable physical and chemical characterization of surface properties
relevant to both human and science exploration.

For a given science objective, in situ exploration at designated and multiple loca-
tions should be an integral component of future missions, and techniques for such
operations will need to be developed. Two motivating scientific examples are pre-
sented here. First, the comet Hartley 2 exhibits two starkly different terrains: very
granular areas with vents and smooth areas that have been interpreted as wasting
areas. Full characterization of the comet’s surface would require sampling at each
location. Second, the comet Tempel 1 presents four distinct geological units; in par-
ticular, it exhibits cryoflow features (products of its geological evolution) near areas
that appear to be less evolved andmay bemore representative of the original material
(see Fig. 1.7). Spatially-extended exploration of Tempel 1 would be key to capturing
information on the accretional environment of that object as well as on signatures of
its long-term evolutionary processes.

In summary, in situ information enabled by surface mobility about the chemi-
cal and physical heterogeneity of small bodies has the potential to lead to a much
improved understanding about their origins, evolution, and astrobiological relevance,
yielding important ramifications for science and an expanded human presence in our
solar system.
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Fig. 1.7 Illustration of the variety of landscapes found at comets. a Picture of Hartley 2 obtained
by EPOXI showing a contrast in surface roughness between active and waste areas. b This close
up shows the variations of physical properties, especially roughness, at all scales. c In this close-up
picture of Tempel 1 observed by Deep Impact lateral variations in chemistry (ice and dust) occurs
on short spatial scales. Image courtesy of [29]

1.4.3 State of the Art

While there have been several attempts at small-body surfacemobility, as of this writ-
ing no such system has successfully explored the surface of a small body. Traditional
forms of robotic mobility, such as wheels and legs, present bevies of new challenges
when operated inmicrogravity. As a result, a number of innovative designs have been
attempted using unconventional means of locomotion; for instance, NASA, RKA,
ESA, and JAXA have all attempted various forms of hopping strategies for traversing
small bodies. In fact, three missions so far have included a robotic hopper as part of
their payload: Phobos 2, Hayabusa, and Hayabusa 2. Their designs, as well as most
attempts of hopping mobility, made use of two basic principles:

1. Hopping using a sticking mechanism (thus jumping away from the surface).
2. Hopping by moving an internal mass.

Phobos 2 was a Soviet RKA mission launched in 1988, aimed at studying Mars
and its moons Phobos and Deimos. The plan was to deploy in close proximity to the
surface of Phobos a 41-kg robotic hopper called PROP-F (see Fig. 1.8). Its actua-
tion was based on a spring-loaded leg mechanism designed to adhere to the moon’s
surface. Unfortunately, when Phobos 2 was within 50m of the Martian moon, com-
munication with the spacecraft was lost before PROP-F was deployed [112]. Several
years thereafter, the JAXA Hayabusa mission planned to carry JPL’s Nanorover (see
Fig. 1.8), a four-wheeled rover with articulated suspension that was capable of roving
and hopping. Unfortunately, the rover was canceled due to budgetary concerns. Sub-
sequently, JAXA/ISAS developed the MINERVA rover, a 591g hopping rover that
employed for locomotion a single internal flywheel mounted on a turntable, which
imparted control over the direction of each hop. The MINERVA design was rated to
surface traversal speeds as high as 0.1 m/s. Unfortunately, the MINERVA rover also
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Fig. 1.8 a The PROP-F PhobosHopper. Image courtesy of [112]. bTheNanorover. Image courtesy
of [71]

failed upon deployment [69]. Both Nanorover and MINERVA were solar-powered
systems and hence constrained to very limited power (on the order of a couple of
Watts) and computation. Since then, a handful of other hopping designs have been
attempted.NASA-JPLhas prototyped several generations of robotic hoppers actuated
by surface adhesion. ESA developed a small hopper rover, calledMASCOT, actuated
by spinning two eccentric masses. MASCOT is currently a part of the Hayabusa 2
spacecraft payload [39, 124].

All of these platforms were designed for exploring extended areas; however, both
of NASA’s hopper prototypes [47, 71] (that relied on a combination of wheels
and sticking mechanisms), ESA’s hopper prototype, RKA’s unsuccessful landers
for the exploration of Phobos, and JAXA’s MINERVA lander did not allow for pre-
cision traverses to designated targets. Controlled mobility and precise positioning of
instruments on the surfaces of small bodies are still active areas of current research.
Researchers continue to examine several approaches to small-body mobility that
include legged platforms with anchoring for traction [105, 133], as well as other
forms of small-body leggedmobility that allow drilling and surface sample collection
[61]. In addition, a team from Stanford, JPL, and MIT is currently developing an
internally actuated rover that encloses threemutually-orthogonal flywheels. Through
controlled spinning of its internal flywheels, the rover can give rise to surface reaction
forces that instigate rover tumbling (for fine mobility) or hopping (for large surface
coverage) in a controllable direction (see Fig. 1.9) [4].

Other types of low gravity surface mobility have also been explored. Thrusters
are the key actuation mechanism for the Comet Hopper (CHopper) mission concept,
one of the three preselections for the NASA 2016 Discovery-class mission to comet
46P/Wirtanen [32]. The CHopper mission was designed to investigate changes in
surface properties with heliocentric distance and land multiple times (4–5 times) on
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Fig. 1.9 A
flywheel-actuated hopper
designed for precise
maneuverability. Image
courtesy of Stanford
University

the surface of the comet, hopping twice each time before coming to a stop; however,
it did not make the final selection.

1.4.4 Challenges and Future Directions

Microgravity environments pose many challenges not only for mobility and manipu-
lation at the surface of small bodies, but also for control, localization and navigation.
Recent observations from both space mission and ground-based telescopes have
revealed a more diverse landscape than previously thought. Small body surfaces can
range from areas covered with a thick layer of fine regolith to ones with rocky and
protruded regions. What may seem like simple operations on bodies with substantial
gravity fields, such as drilling or coring, can be quite difficult for a robot in micro-
gravity, unless some form of fixturing or anchoring is used to impart necessary
stabilization forces. The use of tethers or other aids could enhance control and
improve maneuvering precision, but they also yield the unfortunate side-effects of
added mass and complexity.

Technologies relevant for small body mobility include advanced mobility and
control techniques that would operate on a range of heterogeneous terrain types.
They would also include specialized techniques for localization of surface assets,
which are likely to require support from an orbiter given the number of significant
line-of-sight occlusions that result from the large topographic changes characteristic
of many small bodies. Localization is particularly complex for hopping and tumbling
systems due to the discrete, impulsive changes in pose that result from actuation. The
orbiter, hosting spacecraft, or “mothership,” is also likely to be used for asset surface
deployment; as a result, advances in control strategies exploiting synergistic opera-
tions between them and themothership could also enhance assetmapping andmotion
planning, while simultaneously alleviating their computational load. To date, most
of the proposed architectures involving in situ mobile platforms rely on decoupled
mission operations, in the sense that the mothership is essentially used as a commu-
nication relay (a sort of “bent pipe”). This either requires sophisticated capabilities
on-board the mobile assets for perception, localization and surface navigation, or
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leads to platforms with limited maneuverability (when such onboard capabilities are
not implemented). Coupled, hierarchical approaches, on the other hand, would allow
end-to-endminimalistic design ofmobile assets by redistributing their computational
tasks. Here the functions that require wide-area information, such as perception and
planning, are assigned to the mothership, while functions that rely solely on local
information, such as obstacle avoidance, are assigned to the mobile platforms.

To facilitate the discussion of microgravity systems, classification of mobility
platforms is divided into four groups according to their primary actuationmechanism.

• Thruster Mobility: Thruster actuation for small body exploration involves the use
of thrusters for control of far operations, with occasional visitations by de-orbit
onto the surface of the object. Once finished on the surface, sorties conclude when
the spacecraft lifts off and resumes far operations. The premise is that landed oper-
ations allow an extended period of time for scientific data collection, while return
to orbit can benefit the selection of and traversal to new scientifically-meaningful
landing sites. Possible drawbacks of this architecture include the risk of damage
to the lander during landing operations, the constrained number of visit locations
due to a fixed fuel budget, and the limited surface mobility (which, combined with
landing ellipse uncertainties, could limit the platform’s ability to target specific
sites of interest). Furthermore, for science missions, contamination of the landing
site from thruster exhaust could potentially interfere with scientific measurements
unless the lander had an alternate means of mobility or of reaching pristine terrain.
To overcome these limitations, it has been suggested to use a thruster-actuated
mother spacecraft that deploys hopping rovers for surface mobility [37]. The main
drawbacks of this approach are its mechanical and operational complexity, and the
fact that hovering at very low gravities can be extremely challenging.

• Wheeled Mobility: Wheeled vehicles have been quite successful on bodies with
substantial gravity like the Moon and Mars, demonstrating as many as tens of
kilometers in driving distance. However, gravitational accelerations in the milli-g
to micro-g range limit their practicality for small body applications. Because of
very low traction, wheeled vehicles are constrained to extremely low speeds of less
than 1.5 mm/s [71], a major issue that prevents fast mobility in microgravity. Other
concernswithwheeled vehicles are the complications inmaintainingwheel surface
contact (required for fine mobility and precision navigation to selected targets)
and wheel mechanism sensitivity to dust contamination and external conditions
that could cause the wheels to become “stuck.” Furthermore, surface bumps that
cause loss of contact can result in uncontrolled tumbling, a potentially catastrophic
situation for roving in deep space.

• Legged Mobility: Leggedmobility systems facemany challenges inmicrogravita-
tional environments. The primary drawbacks of legged systems are their mechani-
cal and operational complexity, the need for some form of anchoring system, and a
strong dependence of performance on regolith properties [30, 117]. Unfortunately,
as surface characteristics and regolith physics are largely unknown before launch,
designing legs with good grasping properties is challenging. On the positive side,
legged systems would provide very precise mobility.



1 Spacecraft Autonomy Challenges for Next-Generation Space Missions 37

• Hopping Mobility: Hopping rovers, or “hoppers,” are perhaps the most promis-
ing technology for future missions to microgravitational environments. Their key
advantage is that, with a fairly simple actuation mechanism, they are capable of
large surface coverage with relatively little control effort. Moreover, they are less
sensitive to the regolith properties of small body objects. Indeed, unlike other
types of actuation, hopper designs seek to exploit the low gravity to their advan-
tage, rather than facing it as a constraint. A particularly useful bonus of internal
actuation mechanisms on hopper platforms is self-containment of moving parts,
which significantly reduces the problemof dust contamination and thermal control.
One of the potential drawbacks to hopping mobility, however, is precision maneu-
vering for targeted instrument placement and sampling hard surfaces. In spite of
this, if one is able to devise control strategies for fine mobility, hopping robots
with internal actuation could represent a good trade-off between performance and
complexity (see also an analogous conclusion in [114]).

Unlike typical rover developments targeted for larger bodies, development of
microgravity technologies calls for specialized test beds (see Fig. 1.10), which are
expensive and have operational constraints. As a result, a necessary task for micro-
gravity technologieswouldbe the development of high-fidelity simulations and cross-
validation with results from experimental test beds and environments. High-fidelity
physics-based simulations of the regolith and its interaction with the platforms, such
as granular media microgravity simulations, would play a significant role in enhanc-
ing our understanding of small-body mobility.

Several subsidiary technologies would also be relevant to microgravity mobility.
Robotic mobility advancements are strongly correlated with a number of fields, par-
ticularly power and energy regulation, thermal control, structural material
development, planning and guidance algorithms, and telemetry and sensing. Each of
these subcategories and their benefits to microgravity mobility is described below.

Power Supply

Mobility platforms, like all space-based applications, are tightly constrained by avail-
able power. This is particularly apt for operations in microgravity. For example, the

Fig. 1.10 A six
degree-of-freedom gravity
offload test bed for testing
mobility platforms in
emulated microgravity.
Image courtesy of Stanford
University
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average power consumption for a Phobos-like environment is on the order of 15W.
For mobility systems functioning primarily off of batteries, with no recharging capa-
bility and assuming current state-of-the-art technology, lifetimes would be limited to
a couple of days at the most. Future efforts should explore life-expanding power sub-
system approaches, most likely including hybrid systems of multiple power sources.
To increase microgravity assets’ lifetimes beyond 48 hours, it may be necessary to
consider a combination of solar panels and secondary batteries. The critical concerns
for this system would be the available solar cell area and the possibility of solar cell
regolith dust build-up. Contact with the surface or the use of thrusters that stir up
dust may make solar cell/secondary battery choices unacceptably risky. Given the
uncertainty of the dust environment, it may be that miniaturized Radioisotope Ther-
moelectric Generators (RTGs) would provide a lower-risk power alternative, despite
the cost and regulatory issues. Recent breakthroughs in this field might make this
option viable. Another alternative technology that appears promising are advanced
regenerative fuel cell systems.

Thermal Control

Thermal requirements differ widely depending on the environment being explored.
Continuing with the example of Phobos, the moon’s rapid movement (7.66 h orbital
period) helps to average out the hot and cold exposure experienced on its surface.
First-order estimates show a thermal time constant on the order of the orbital period,
with an average temperature slightly above freezing [29]. Hence, at least for Pho-
bos and other short-period small bodies, passive thermal protection with additional
coatings and multi-layer insulation could be acceptable. On the other hand, for the
case of slowly-rotating NEOs, Radioisotope Heater Units (RHUs) may be required
if worst-case temperatures fall below minimum values allowed for electrical heaters
consistent with the planned electrical power system. An RTG or RHU would most
likely require a heat switch designed to prevent overheating during the pre-launch
and cruise phases. During surface operations, mobile assets would also need to be
isolated against heat exchange with the ground.

Shielding Against Electrostatic Effects

Electrostatic effects arising from solar wind and plasma build-up inDebye sheaths on
the dusty surfaces of celestial objects have the potential to wreak havoc on the electri-
cal components of space vehicles. However, if the electrostatic field has a potential
less than 100 V (as appears typical for most small bodies), electrostatic charging
should not represent a significant problem for deployed rovers’ operations, e.g. dur-
ing telecommunications between mobile rovers and their mothership, arguably the
most sensitive subsystem to static. For hoppers in continuous tumbles, any net accu-
mulated charge should rapidly reach an equilibrium with the surface. The only phase
that could represent a risk to such designs is the night-day transition; a possible
solution would be to turn off all telecommunications and allocate an initial phase
for the hopper to “shake” itself by tumbling. Other potential mitigation strategies
for static electricity include: (1) encapsulating hoppers or thruster-actuated mobile
assets in a wire cage that would prevent communications equipment from touching
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the ground, or (2) automatic off-switches that activate when mobile assets are not in
communication with the mothership.

Localization and Navigation

Localization and navigation are key challenges, particularly for unmapped environ-
ments such as small bodies, which have not yet been fully characterized. During local
navigation across the terrain, existing localization approaches for rolling or walk-
ing robots may apply, such as the use of extended Kalman Filters to fuse celestial
sensor data and optical-flow measurements [12]. Through dynamic sensors such as
MEMS inertial measurement units, accelerometers, gyroscopes, and contact sensors,
mobility platforms could also reconstruct their trajectory and hence determine their
current position. One or more sun sensors or star trackers could be incorporated for
attitude determination; thruster-actuated mobility platforms may be able to employ
horizon sensors as well during far operations. However, dynamic sensing approaches
may be subject to large position errors due to sensor drift. This motivates the use of
imaging sensors, which can map the local environment to assess terrain hazards and
identify nearby rocks and features to help with localization. Depending on the geo-
metrical constraints of mobile assets, vision may not be feasible or ideal. Small and
compact platforms would capture images from low vantage points, resulting in large
occlusions and significant geometric variations. They also constrain the baseline for
stereo vision (thus limiting depth perception). For hopping platforms, the contin-
uously rotating fields of view would make mapping and localization particularly
challenging and would call for new, less resource-intensive algorithms.

Multi-asset mission architectures, which employ a hosting spacecraft or moth-
ership together with minimalistic mobile rovers, demand special attention. Given
the low-mass, small-scale construction and the limited computational capabilities of
such rovers, localization should rely on novel synergistic mission operations wherein
the mothership and its daughter assets share the responsibility for localization and
mapping. As this scenario is unprecedented, this presents some unique opportuni-
ties for technology development in the area of hierarchical synergistic operations.
Within this architecture, localization of the rovers could be achieved through fusion
of sensors onboard both the mothership and its daughter assets, with the mothership
bearing the primary responsibility for rover localization. To keep the complexity,
computation and power of the mobility assets to a minimum, the rovers should be
responsible only for local perception and carry a minimal suite of navigational sen-
sors. The major hurdle associated with this architecture is its sensitivity to reliable
telecommunication.

On-Board Handling and Telemetry

Due to the largely uncertain environment on small-body objects, successful attempts
at communication for control commands are likely to be sporadic and discontinuous.
This poses a significant challenge, particularly for multi-asset operations. Irregu-
lar line-of-sight with the mothership would force each mobile platform to operate
autonomously, collecting, compressing, and storing data in between available uplink
opportunities. In low radiation environments, an FPGA, small micro-controller or
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micro-processor solution would be a favorable choice with relatively high-density
memory. The nature of the scientific payload would naturally allow for a high degree
of sequential operation with the initial uplink of accelerometer data, followed by in
situ data.

1.5 Conclusions

This chapter has addressed some of the engineering aspects and challenges associ-
ated with technology area TA04 “Robotics, Tele-Robotics, and Autonomous Sys-
tems,” expanding the discussion of the 2011 NRC Report on top technology pri-
orities for NASA’s Office of the Chief Technologist to a more detailed, technical
scope. Specifically, this chapter has discussed the “Relative Guidance Algorithms,”
“Extreme-TerrainMobility,” and “Small-Body/MicrogravityMobility” technologies
within the autonomous systems area, motivating the importance of each, highlighting
current state-of-the-art methods, and outlining the major technical hurdles facing the
aerospace engineering and robotics communities.

Spacecraft guidance and control has attained a sufficient level of maturity that the
majority of remaining technological advancement lies in on-board guidance capa-
bility and performance. Robust, real-time implementable, and verifiable optimiza-
tion algorithms for “Relative Guidance,” as discussed in the second section of this
chapter, are necessary to address situations involving delayed communications, time-
varying obstacles, elevated mission risk, and tight maneuver tolerances. Important
applications on the forefront of today’s capability include planetary entry, descent,
and landing, autonomous rendezvous and docking, autonomous inspection and ser-
vicing, and proximity operations about small bodies. Enhanced autonomy in these
difficult applications will require the extension ofmodern state-of-the-art techniques,
including Mixed-Integer Linear Programming, Model Predictive Control, Artificial
Potential Functions, andmotion planning algorithms, aswell as the invention of novel
approaches. As described in the chapter, prospective approaches will need to be able
to deal with logical modes, handle complex state-control constraints, and provide
certificates of algorithm correctness and convergence rates, all while providing hard
guarantees of mission safety

In addition to spacecraft, future science and human exploration missions will
heavily rely on autonomous control of mobile systems operating on and in proximity
of extreme, hazardous landscapes of extraterrestrial bodies, including deep craters,
canyons, fissures, gullies and cryovolcanoes. The discussion in the third section of
this chapter on “Extreme Terrain Mobility” prompts for further technology advance-
ments toward the development of affordable and versatile mobility platforms that
would enable access to otherwise inaccessible areas, capable of safely traversing to
multiple and designated targets, loitering for in situ measurements, and harvesting
samples from extreme terrains. Conventional, flat-topography rover designs must be
re-evaluated in the context of such high-risk missions in order to avoid the dangers
of tip-over, loose regolith, and other uncompromising terrain hazards. The advance-
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ments described in this chapter revolved around novel traverse technologies, teth-
ered mobility and control (including anchoring and fixturing deployment and man-
agement), avionics and terrain equipment, traversability analysis, motion planning
techniques, and lastly high-fidelity terrainmodeling andmobility simulation.Motion
planning algorithms and control laws must be developed so that both fine mobility
and instrument pointing can be reliably achieved over extreme terrains with narrower
targets on motion accuracy.

The subject of mobility was extended further in the final section of the chapter
to the specialized case of microgravity. Weak gravitational fields are characteristic
of celestial small bodies, whose unique environments call for dramatically different
modes of operation. “Small Body/Microgravity Mobility” constitutes mobile opera-
tions on Near-Earth Objects (NEOs), asteroids, comets, irregularly-shaped objects,
and planetary moons, enabling the access to and study of entirely new and highly-
prized scientific sites, including Phobos, Deimos, Enceladus, and Phoebe. Micro-
gravity introduces a number of new and difficult challenges. Simple operations such
as drilling or coring can be quite difficult unless some form of fixturing or anchor-
ing is used to impart necessary stabilization forces. Rovers relying on traditional
mobility concepts (such as wheels and legs) originally developed for high-gravity
environments cannot be used without significant modifications. On the other hand,
low gravity enables entirely new types of mobility, namely thruster-actuated locomo-
tion and hopping by surface impact and/or internal actuation mechanisms. Concur-
rent technological maturation of key subsystems is needed to enable these extreme
applications of engineering. Research must be done to identify power supply options
to increase mobility platform lifetimes, further develop communication and local-
ization strategies, improve thermal control and electrostatic shielding, and enable
on-board handling and telemetry. Finally, trades between monolithic and multi-asset
mission architectures will be needed to determine the most appropriate balance of
computational load for localization, mapping and motion planning between mobile
assets and potential host spacecraft; this paradigm-shifting approach for synergistic
mission operations directly exploits small bodies’ low gravity in the design process,
rather than facing it as a constraint, a key design perspective that will need to be
adopted in order to enable small-body missions.
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Chapter 2
New Guidance, Navigation, and Control
Technologies for Formation Flying
Spacecraft and Planetary Landing

Fred Y. Hadaegh, Andrew E. Johnson, David S. Bayard,
Behçet Açıkmeşe, Soon-Jo Chung and Raman K. Mehra

2.1 Introduction

The recent landing of the massive Mars Science Laboratory (MSL) rover Curiosity
was made possible by the sky-crane touch down system. The sky-crane used a high
rate, six degree-of-freedom guidance, navigation, and control (GN&C) system to
slowly place the rover on the surface, detect touchdown, and fly away. MSL clearly
showed the advantages of on-board closed loop GN&C and has opened the door for
infusion of new GN&C technologies into the next Mars lander missions as well as
other future spacecraft missions. However, MSL was not equipped with the capa-
bilities of pin-point landing and local hazard avoidance. This chapter begins with a
review of recent advances in perception technologies for on-board Hazard Detection
(HD) and Terrain Relative Navigation (TRN) in Sect. 2.2. The HD and TRN percep-
tion technologies will enable the next Mars lander missions to recognize landmarks
for pin-point landing or detect landing hazards on the fly for local hazard avoidance.
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This chapter also considers the problem of flying a swarm of spacecraft in Earth
orbit. Distributed spacecraft systems can collectively match or exceed the capability
of a more complex monolithic space system. Spacecraft swarms [11, 27] will push
the envelope of the existing formation flying spacecraft concepts by increasing the
number of spacecraft comprising the swarm by one or two orders of magnitude
(100–1000s), hence maximizing the benefit of distributed spacecraft systems.

The swarm approach opens up the possibility for enablingmany newmission con-
cepts like creating massively distributed large space apertures, distributed antennas,
decentralized sensing networks, anti-satellite disruptors, and geometric arrangements
optimized for decoy/camouflage. Moreover, spacecraft swarms can be controlled to
exhibit desired complex behaviors, which cannot be achieved by a single space-
craft. Spacecraft swarms are motivated by nature and are examples of bio-inspired
engineering systems. Examples from nature include a colony of ants searching for
food, or a swarm of bees protecting a bee hive from intruders. Swarming behaviors
observed in nature inspire and guide the development of efficient coordination and
control algorithms for spacecraft swarms.

In order to construct desired formations of spacecraft swarms and permit coordi-
nated maneuvers of spacecraft, the distributed controller needs to efficiently handle
a large of number of spacecraft in the network. Two methods are presented to deal
with the added complexity of large number of spacecraft. First, if the aim is to control
the relative motions of the spacecraft to generate desired formations of spacecraft
swarms, the new method of automatically generating evolving network topologies,
presented in Sect. 2.3, can be used to determine the flowof control information among
the spacecraft. Second, Sect. 2.4 presents the novel approach of driving the swarm
to a desired density distribution in a prescribed region of the configuration space.
Instead of controlling individual spacecraft, the probabilistic guidance approach con-
trols the average number of spacecraft per unit volume, ensuring that spatial averages
converge to the desired density distribution. The swarm guidance and control meth-
ods described in Sects. 2.3 and 2.4 are predicated on an effective solution to (a)
detect potential changes in existing orbital trajectories that may lead to damaging
collisions; and (b) localize, track, and assess trajectories headed towards collisions.
Hence, Sect. 2.5 expands on necessary models, simulations, and methods for deriv-
ing, evaluating, and comparing such optimal constellations that satisfy the stated
objectives (a) and (b) for various swarm collision scenarios.

2.2 GN&C Technologies for Planetary Landing
in Hazardous Terrain

2.2.1 Introduction

All robotic landers to date, includingMSL, have landed blindly. They have measured
altitude and surface relative velocity and used these measurements for soft landing,
but they have not had the ability to recognize landmarks for pin-point landing or
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detect landing hazards on the fly for local hazard avoidance. Blind landing has forced
missions to select landing ellipses that are free of hazards. This greatly constrains the
possible landing locations and either limits the science to what is possible in benign
terrain or requires the addition of a long traverse roving capability. For example,
MSL landed on the flat and smooth Gale Crater floor and will have to drive out of
its 10 kilometer landing ellipse to reach the most interesting science locations.

Hazard Detection and Avoidance (HDA) [19, 21] is an on-board function that
collects sensor data to map the landing site, applies an algorithm to determine the
safest place to land and then guides the vehicle to the safe landing site. HDA enables
the selection of landing ellipses that have a large number of know hazards that
can be avoided with a small divert (10–100m divert). It also enables landing at
possibly hazardous locations with limited reconnaissance. HDA requires perception
technology for on-board Hazard Detection (HD) and GN&C technology to land the
vehicle precisely at the safe landing site.

In contrast, Pin-Point Landing (PPL) is an on-board function that collects sensor
data and matches this data to a map of the landing ellipse generated before landing.
This match is then used to obtain a map-relative position fix. From this position fix,
the lander can compute a trajectory that guides the vehicle to the landing site (1–10km
divert). There is no active detection of hazards on-board, but PPL can be used to avoid
large hazards in the landing ellipse. It can also be used for precision deployment of
surface assets (e.g., the multi-mission Mars Sample Return architecture or building
up a lunar outpost). PPL requires Terrain Relative Navigation (TRN) perception
technology [3, 8, 24, 28] and GN&C technology for fuel optimal powered descent
guidance.

Figure2.1 shows a variety of planetary landing sites that can be made accessible
by pin-point landing or hazard detection and avoidance. For planetary science, PPL

Fig. 2.1 Planetary landing sites that require pin-point landing or hazard detection and avoidance
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and HDA will enable access to dust flows on comets and asteroids, seepage features
on the side of a crater wall on Mars, the boulder strewn source of water plumes on
Enceladus and the cracked andfissured icy terrain ofEuropa. Formanned exploration,
these technologies will enable access to the peaks of permanent light near the rugged
lunar south pole which are ideal locations for a lunar outpost due to the constant
illumination for solar power generation and thermal management and possible near
sources of volatiles for in-situ resource utilization. It should be noted that the Apollo
lunar program recognized the need for pin-point landing and hazard detection to
avoid small and large hazards, but the capability was implemented manually.

The focus of this section is on the TRN and HD perception technologies; whereas
GN&C technologies for powered descent are described in another chapter.

2.2.2 Design Considerations

The lander’s flight system and descent and landing approach greatly influence TRN
and HD design. The trajectory has a major impact on TRN and HD system design
because it dictates the time available for data collection and processing, the ranges
and off nadir angles for sensor operation, and the attitude rates and velocities for
tracking. The mechanical design of the lander sets thresholds on the hazard detection
capability by dictating the tolerable surface slope and roughness at touchdown. The
performance of the lander’s GN&C and propulsion system provide constraints on
divert sizes and accuracy, which affect the overall pin-point landing accuracy and safe
landing site size. Since TRN and HD algorithms require extensive processing in a
short amount of time, it is necessary to have a dedicated, possibly high performance,
processor. The size of the lander will also influence the mass, power and volume
available for the TRN and HD system.

The environment plays an important role as well. The transmission properties of
the atmosphere and the reflectivity of the terrainwill influence sensor range and image
contrast. If present, dust can reduce sensor range or addnoise to sensormeasurements.
The size and distribution of terrain features (rocks, craters, scarps, hills, etc.) will
determine the density of safe landing areas and influence the area needed for HD
imaging and PPL divert distances. During passive approaches, the terrain as well as
the illumination will influence the appearance of the imaged scene. PPL requires a
map made prior to landing; while the performance of TRN depends on the pixel size
and quality of the map data. Passive TRN approaches could require rendering of a
digital elevation map to generate an image for matching, which makes them more
sensitive to map quality than active sensor based approaches [8].

Because planetary landings occur only once, it is difficult if not impossible to test
system performance prior to the actual landing. TRN and HD systems must undergo
extensive validation and must be designed from the bottom up to be robust. Bolton
TRN and HD systems, composed of sensors, processors and algorithms with a low
bandwidth interface to the spacecraft, facilitate validation because the entire system
can be tested in the field under relevant conditions without the rest of the spacecraft.
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Bolt on systems also localize the timing of sensor data and alignment of sensors,
which greatly simplifies integration with the spacecraft.

The mission specific design constraints flow down into requirements on the sen-
sors (field of view, number of pixels, maximum range, measurement errors, etc.),
algorithms (position accuracy, detection rates, map size, etc.) and processing (clock
speed, memory, etc.). As the design space is quite large, there is no generic system for
TRN and HD. Instead TRN and HD need to be tailored to each specific application.
Since algorithms and sensors have already been developed that meet TRN and HD
requirements, the focus has now moved to the development of complete systems.
Below, we describe two systems under development: one for Mars robotic landing
and the other for crewed lunar landing.

2.2.3 Case Study 1: Mars Robotic System

Mars landers have an entry phase which is used to reduce most of the surface velocity
and, in the case of MSL, reduce the landing ellipse size down to 10Km radius. After
entry, a parachute is deployed and the heat-shield is ejected. At this point sensors
can image the ground and the TRN function can start. The parachute descent phase
lasts from 10km altitude to 2Km altitude, with vertical velocities near 100m/s and
horizontal velocities less than 30m/s. Toward the end of the parachute descent, the
off nadir angle is less than 20◦ and attitude rates are less than 20◦/s. TRN processing
completes when powered descent starts around 2km. Powered descent performs a
TRN commanded large divert and then goes into a vertical descent phase around
250m with a 30m/s vertical velocity. HD occurs quickly at the start of vertical
descent, when the off-nadir angle is low and the nominal landing site is directly
below. Once the safe site is identified, the lander targets it with a small divert. The
entire descent from heat-shield separation to landing, takes on the order of 100s.

Mars landing typically occurs during the day and at low latitudes, to have direct
communication with Earth during landing, so that more accurate and mature camera
based TRN approaches can be employed. As was done for MSL, a 1m digital ele-
vation map with co-registered images can be generated using Mars Reconnaissance
Orbiter images. This high resolutionmap enabled TRN accuracy in the order of 10m.

Robotic landers are small with touchdown areas in the order of 10m2, but Mars is
also hazardous with plenty of rocks, scarps and craters. Assuming the MSL hazard
tolerance of 55cm rocks and 22◦ slopes, studies of theMSL landing sites have shown
that a 12 × 12m hazard map generated with a single flash LIDAR image followed
by a 6m divert greatly reduced the chances of landing on a hazard.

Based on these constraints, the LanderVision System (LVS)was conceivedwithin
NASA’s Science Mission Directorate as a tightly integrated bolt-on smart sensor
system that has well defined path to flight implementation [20]. The LVS measures
terrain relative position, velocity, attitude and altitude while also detecting landing
hazards. The LVS sensor suite includes an imaging camera for the landmark recog-
nition required for terrain relative position estimation and image-to-image feature
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tracking for horizontal velocity estimation [28]. A dual use flash LIDAR is used
for near surface hazard detection and long distance ranging, for measuring altitude
through the entire descent. An inertial measurement unit (IMU) propagates vehicle
motion between image and LIDAR measurements, so that high rate state informa-
tion can be provided to the spacecraft. The sensors are tightly integrated with a high
performance computer that performs all processing required for TRN, HD, altimetry
and velocimetry. The current best estimates for the LVSmass and power are 8kg and
65W respectively.

The LVS is optimized to generate robust and accurate measurements from a min-
imal suite of sensors. Each sensor serves multiple purposes, which reduces mass,
volume and development costs. The flash LIDAR is the ideal sensor for hazard
detection because it can generate all the data required with a single, low noise, range
image taken at long distances [23, 29]. By decreasing the width of the laser illumi-
nation, the flash LIDAR can also be used to measure range at high altitude, thereby
removing the need to add a separate altimeter [22]. The camera provides images of
landmarks for position estimation [8]. It also provides image-to-image feature tracks
for velocity estimation, which eliminates the need for a separate velocimeter. Finally,
the IMU provides the attitude propagated from the spacecraft’s cruise phase that is
needed to start TRN and it also allows for high rate updates of the entire navigation
state, which is required for closed loop powered descent guidance.

The LVS sensors have low development risks. Cameras and IMUs have already
flown on many missions and are not a concern for development. Advanced
ScientificCorporation (ASC) has developed aflashLIDAR, and, underNASAfunded
Small Business Innovative Research Grants, ASC has also built a prototype of a flash
LIDAR that satisfies the LVS requirements and also uses parts with flight equiva-
lents [29]. Through extensive field testing, the ASC flash LIDAR has demonstrated
that it can detect hazards at low altitude (¡ 500m) [23] andmeasure accurate ranges at
high altitude (up to 8km) [22]. Given all these advances toward flight qualification,
the flash LIDAR is also a fairly low risk sensor.

The computational tasks are done using aflight qualified processor and aField Pro-
grammable Gate Array (FPGA). The FPGA interfaces with the sensors for fast data
acquisition and accurate timing. The FPGA also stores the computationally intensive
software vision modules for image normalization, homography-based image warp-
ing, image interest operator, frequency domain image correlation and spatial domain
image correlation. These high speed modules are used for terrain relative position
and horizontal velocity estimation. The processor coordinates the flow of data from
the sensors and the processing of modules on the FPGA. It also runs the navigation
filter [28] that fuses inertial, imaging and range measurements and interfaces with
the spacecraft to receive LVS commands and sends back navigation states and safe
landing site locations. The interface between the compute element and the sensors
has high bandwidth with tight constraints on timing and data latency. In contrast,
the interface with the spacecraft is simpler, with a low data rate and relaxed timetag
requirements.
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Fig. 2.2 Mars robotic lander vision system concept of operation and components

2.2.4 Case Study 2: Crewed Lunar System

The Autonomous Landing and Hazard Avoidance Technology (ALHAT) project
under NASA’s Human Exploration and Operations Mission Directorate is devel-
oping sensors and algorithms to increase safety during crewed and un-crewed lunar
landings [15]. ALHAT’s charter is to develop a system that can land anywhere, under
any lighting conditions and the lunar south pole is a challenging case that has focused
the ALHAT development. Operation under any lighting conditions has resulted in a
system that employs active sensors for TRN and HD (Fig. 2.2).

Following the approach used for Apollo, crewed lunar landing starts with a de-
orbit maneuver that places the lander on a long shallow trajectory to the surface.
During descent, attitude rates are very low and velocities start at 2000m/s near orbit.
When the lander reaches 15Km altitude, the braking burn begins and the LIDAR
is activated to take range measurements. For TRN, the ranges are combined into an
elevation contour and this contour is matched with a digital elevation map to obtain
a position fix [22, 24]. Based on the TRN measurement, a trajectory is computed
on board to clean up the trajectory dispersions (<1km). This process repeats until
around 1–2km range and 30m/s velocity, at which point the lander pitches up for
landing and crew viewing of the landing site.

The hazard detection phase begins at 1Km slant range and 30◦ angle from hor-
izontal. As shown in Fig. 2.3, the ALHAT Hazard Detection System (HDS) raster
scans a gimbaled flash LIDAR across a 100× 100m area; the LIDAR combines the
flash LIDARdetector fromASCwith large collection optics and a high power laser to
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Fig. 2.3 The ALHAT hazard detection system concept of operation and hardware components

obtain the 1Km imaging range required for ALHAT [3]. The multiple flash LIDAR
images are stitched together into a single digital elevation map (DEM) using the
onboard navigation solution for coarse placement and a LIDAR data-driven align-
ment process for fine alignment. The DEM is then passed to an HD algorithm that
detects multiple safe landing sites for a lander with a touchdown area around 200m2

and sensitive to rocks greater than 30cm high and slopes greater than 12◦.
Once a single safe site is selected by the crew, a trajectory is generated to bring

the vehicle to a point 30m above the target. The HDS then performs Hazard Relative
Navigation (HRN) [23] to keep the lander on trajectory to the safe site. During HRN,
the LIDAR is pointed at a prominent elevation feature near the landing site, and
the feature position is tracked during descent to provide safe site relative navigation
updates. The tracked feature actually changes during descent to keep the tracked
feature in front of the lander and deal with the large change in sensor footprint.
Due to dust kicked up by the propulsion system, the vehicle descends the final 30m
using inertial sensors only. Fortunately, the HRN measurements and velocity from
a Doppler LIDAR velocimeter, also developed in ALHAT [3], provide navigation
state that is accurate enough to seed this inertial propagation and bring the lander to
within 1m of the selected safe landing site.

There are boulder fields on the Moon, but the more prevalent hazards are small
craters and steep slopes. The best lunar terrain maps have been generated from Lunar
Reconnaissance Orbiter (LRO) data. LRO is in a polar orbit and has provided a polar
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DEM with a ground resolution of 25m. Near the equator, stereo imaging from the
LRO Narrow Angle Camera must be used to generate DEMs of sufficient resolution
for TRN.

The hazard detection data collection and processing must be completed in 10s
to leave time for safe site selection by the pilot. The HDS uses a hybrid processing
approach to meet this requirement. An FPGA collects and times the data from the
sensors. The FPGA then passes the data to a multi-core general purpose processor
which runs all of the algorithms for DEM generation, HD and HRN [32]. The mul-
ticore processor allows parallelization of time consuming processes and is straight
forward to program.

2.2.5 System Comparison

Figure2.4 shows a side-by-side comparison the LVS and ALHAT systems. The LVS
has less challenging requirements because of the daytime landing, small size of
the robotic lander and the significant hazard tolerance of the lander. These enabled a
system that canperformTRNwith themature computer vision algorithms and sensors
derived from the Descent Image Motion Estimation System on Mars Exploration
Rover [25] and HD with a single flash LIDAR image, which mitigates the need for a
gimbal or stitching of flash LIDAR images. Since the LVS is being developed for the

Fig. 2.4 A comparison of TRN and HD systems for Mars robotic missions and Lunar crewed
missions
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next Mars lander (2016–2022), the design focused on using components that could
be flight qualified in the short term. Amajor early design choice to maintain the short
duration path to flight was the selection of an FPGA based processor architecture
over one utilizing multi-core processing.

The requirements on theALHAT system aremore challenging thanwhat is needed
for robotic landing and the infusion period is farther in the future (2020–2030).
Consequently, the ALHAT development has focused more on meeting performance
requirements and less on detailed path to flight designs. The ALHAT system must
detect hazards from far away, with high resolution over a large area to safely land the
’not very hazard tolerant’ crewed lunar lander. This drove the design to a gimbaled
flash LIDAR and the associated increase in complexity, mass and power. The ’any
lighting condition’ requirement drives the TRN approach to use the less mature
LIDARsensors and contourmatching algorithm.Themulti-core processing approach
is better from flexibility and ease of programming stand point, but its path to flight
requires flight qualification of rad-hard processors.

Both the LVS and ALHAT developments are needed to meet short and long term
goals ofNASA.Moreover, TRNandHDremain fertile technologydevelopment areas
for applications beyond planetary landing. Proximity operations around comets and
near earth asteroids will use very similar algorithms and sensors. Satellite servicing
and orbital debris mitigation could probably use similar algorithms and sensors. On
the Earth, autonomous helicopters are being developed for cargo delivery and ship
board landing, that will rely on TRN and HD functions to deal with unknown and
unprepared landing sites. For all of these application domains, TRN and HD can be
expanded to include additional sensing modalities like high frequency radar, thermal
imaging and multi-return scanning LIDAR.

2.3 Phase Synchronization Control of Spacecraft Swarms

The objective of this section is to present an effective method for automatically
generating evolvingnetwork topologies that determinehowcontrol informationflows
among the agents, thereby reducing the complexity of controlling a large number of
spacecraft in the swarm. Directed graphs are used instead of undirected graphs to
account for heterogeneous sensing or communication capabilities of spacecraft in
the swarm network.

We review the recent results from our prior work [7, 9–11, 13, 27] in this section.
The proposed framework of adaptive graphs is useful especially when we deal
with a large number of spacecraft that perform arbitrary reconfiguration maneuvers.
Another benefit of the proposed method is that the required gain for stabilization is
smaller than the gain of an uncoupled control law by employing an adaptive graph
Laplacian. Also, the error bound of the proposed synchronization control law is
shown to be smaller than that of an uncoupled tracking control law. This justifies
the use of a synchronization framework that can help to maintain a desired shape,
even if individual spacecraft are shifted from their desired locations, as illustrated in
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Fig. 2.5 Swarm deployment to relative elliptical orbits called Passive Relative Orbits (PROs) (left);
Phase synchronization control of multiple spacecraft following elliptical orbits in the LVLH frame
(right)

Fig. 2.5. The high-fidelity nonlinear dynamic model of swarm spacecraft motions,
that include the effects of both Earth’s oblateness and air drag in LEO [27], is used
to derive the nonlinear stability proof of robust synchronization of coupled Euler-
Lagrange equations, first derived in [9, 13].

2.3.1 Problem Statement—Controlling the Phase Differences
in Periodic Orbits

Consider multiple spacecraft following some relative elliptical orbits as shown in
Fig. 2.5. We use the term relative, since the elliptical motions are generated in the
local-vertical local-horizontal (LVLH) frame attached to the chief orbital motion.
Hence, it should not be confusedwith an elliptical orbit around the Earth. The relative
orbital motions (qtr, j ∈ R

3, 1 ≤ j ≤ p) in the LVLH frame, of each (possibly
heterogeneous) spacecraft comprising the swarm network, is governed by

m j I3q̈tr, j + Ctr, j (œ(t))q̇tr, j + Gtr, j (qtr, j ,œ(t)) + Dtr, j (qtr, j , q̇tr, j ,œ(t)) = τtr, j

(2.1)

where m j is the mass of each spacecraft and the nonlinear terms, including the
graviation orces with J2 effects and the dissipative forces due to air drag, are given
in [27]. In particular, the vector of six orbital parameters, œ(t), which defines the
origin of the LVLH frame, as shown in Fig. 2.5, is governed by œ̇ = fœ(œ) [27].
Furthermore, the attitude dynamics of each spacecraft can be represented by the EL
form as

Mrot, j (qrot, j )q̈rot, j + Crot, j (qrot, j , q̇rot, j )q̇rot, j + Grot, j (qrot, j ,œ(t)) = τrot, j

(2.2)

where the attitude vector qrot, j can be represented by the first three values of
quaternions or the modified Rodrigues parameters [9]. note that we can combine
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Fig. 2.6 Transformation of elliptical orbit in 3D to two circles for phase rotation

the dynamics of (2.1) and (2.2) to derive the dynamics of q j = (qT
rot, j , qT

tr, j )
T.

Since Ctr, j (œ(t)) is skew-symmetric, Ṁrot, j (qrot, j )−2Crot, j (qrot, j , q̇rot, j ) is also
skew-symmetric. This property is essential for the stability proof used in this section.

Fuel efficient, J2-invariant elliptical orbits in the LVLH frame can be written as
qd,tr (t) = (xe sin(nt + ψe0), ye cos(nt + ψe0), ze sin(nt + ψz0))

T and they are used
as the desired elliptical trajectory [27].

In this section, the complexity of controlling multiple spacecraft is reduced by
setting a common phase angle for each desired elliptical orbit (φ1 and φ2, as shown in
Fig. 2.5). This common phase difference in each ellipse also sets some safe collision-
free distance between each pair of spacecraft. For spacecraft swarm applications,
such as sparse aperture arrays, it is more important to maintain a formation shape,by
ensuring constant phase differences between the spacecraft, than exactly following
a desired elliptical trajectory. Such a phase control of oscillators, called engineered
central pattern generators, has been successfully applied to control multi-joint loco-
motive systems [12, 13, 26]. Hence we define a common phase angle in an elliptical
orbit in 3D. It turns out that qd,tr (t) can be transformed into q′

d,tr (t)in the new
x ′-y′-z′ frame, comprised of a circular motion in the x ′-y′ plane and a sinusoidal
function in the z′ axis (see (Fig. 2.6) and [10] for details).

We can now perform a phase rotation by applying a rotation matrix T j−1 =
In−3 ⊕ T(( j − 1)φ)⊕ R(( j − 1)φ) for both the x ′-y′ frame and the z′ and Z ′, where
Z ′ is introduced to perform this phase rotation on the z′ coordinate [10]. For the
attitude dynamics of qrot, j , we do not apply phase synchronization, although it is
also a straightforward extension (see [9]).

The control objective is to drive the tracking control error for each j , v′′
j =

TT
j−1s′′

j =
[
v′

j v′
j Z ′

]
= TT

j−1q̇′′
j − q̇′′

d + Λ′′(TT
j−1q′′

j − q′′
d) or v′

j exponentially

to zero. In other words, in the presence of modeling errors, we should show

lim
t→∞

∥∥∥v′
j (t)

∥∥∥ ≤ ΔT . The phase synchronization control should yield a smaller syn-

chronization error than the trackin gerror, such that for each connected pair j and k,

lim
t→∞

∥∥∥v′
j (t) − v′

k(t)
∥∥∥ ≤ ΔS < ΔT .
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A conventional consensus controller without tracking control, results in undesir-
able drifting of the synchronized states. Then, the synchronization control ensures a
smaller synchronization error that helps to maintain a formation shape as shown in
Fig. 2.5. In contrast with prior work, this section uses an adaptive control scheme to
automatically compute a time-varying network topology. In other words, the adap-
tive Laplacian matrix determines not only which neighbors each member should
communicate with, but also the actual values of the time-varying gains.

2.3.2 Phase Synchronization Control Law with Adaptive
Graphs

The matrices and functions in (2.1) and (2.2) are converted to the new x ′-y′-z′ frame
by the matrix R f that defines q′

j = R f q j and q′
d = R f qd . Then, the dynamics in

the new frame and the controllers are given as

M ′′
j (q j )q̈′′

j + C ′′
j (q j , q̇ j )q̇′′

j + G ′′
j (q j ) + D′′

j (q j , q̇ j ) =
[

R f τ j (t)
τ j Z ′

]
(2.3)

[
R f τ j (t)

τ j Z ′

]
= M ′′

j (q j )q̈′′
j,r + C ′′

j (q j , q̇ j )q̇′′
j,r + G ′′

j (q j )

+ D′′
j (q j , q̇ j ) − (k1 + c j j (t))s′′

j − T j−1W ′′
j ({v′′}, ñ j )c j (2.4)

whereW ′′
j ({v′′}, ñ j ) = [−ñ j1v′

1 · · · −ñ j ( j−1)v′
j−1 −ñ j ( j+1)v′

j+1 · · · −ñ j pv′
p
]
and

c j j (t) =
p∑

k=1,k 	= j

ñ jk(t)
∣∣c jk(t)

∣∣. Also, c j = [
c j1 c j2 · · · c j ( j−1) c j ( j+1) · · · c jp

]T

is adapted by ċ j =
∑

j

Proj
(

c j , WT
j ({v′}, ñ j )v′

j

)
−

∑
j

Sc j (c j )c j .

The nonnegative function ñ j = [
ñ j1 · · · ñ j p

]T sets the adaptation rate based on the
relative distance with its neighbors and the synchronization errors. Note that ñ j p is
a nonzero scalar only if the relative distance is within the maximum communication
or sensing distance (d jk ≤ dlimit, j ): for j 	= k,

ñ j p

(∥∥∥v′
j − v′

k

∥∥∥ , d jk

)
=

tanh
(
α j

∥∥∥v′
j − v′

k

∥∥∥
)

+ ñ0

1 + ñ0

1 − tanh
(
β j (d2

jk − r2c, j )
)

1 + tanh(β j r2c, j )

(2.5)
Furthermore, each positive element of the diagonal matrix Sc j switches to zero if the
distance is outside the communication/sensing boundary or the corresponding c jk

exceeds the maximum allowable value. This means that outside the communication
boundary, the coupling gain exponentially tends to zero.
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The closed-loop systems from (2.3) and (2.4) are coupled through a diffusive
term in each controller, whose coupling gains are computed by an adaptive control
law. Then, the information flow in the network is epitomized by the adaptive graph
Laplacian matrix [L(t)]a defined [L(t)]a = diag(

[
c11 · · · cpp

]
)⊗ In +[c(t)]where

[c(t)] =

⎡
⎢⎢⎢⎣

0 −ñ12(t)c12(t) · · · −ñ1p(t)c1p(t)
−ñ21(t)c21(t) 0 · · · −ñ2p(t)c2p(t)

...
...

. . .
...

−ñ p1(t)cp1(t) −ñ p2(t)cp2(t) · · · 0

⎤
⎥⎥⎥⎦ ⊗ In (2.6)

Note that many elements of [c(t)] are zero, since many pairs of the agents have no
directed communication link. Hence, [L(t)]a of a large network will inevitably be a
sparse matrix.

2.3.3 Main Stability Theorems and Simulation Results

Theorem 2.1 ([10]) The network EL systems from (2.3) and (2.4) globally expo-
nentially converge to their desired trajectories with bounded errors such that the

distance R2(t) = ∫ (TT
j−1q′′

j )
′

q′
d

‖δz‖ between each (TT
j−1q′′

j )
′ = [In 0n×1]TT

j−1q′′
j

and the desired trajectory q′
d(t) exponentially tends to the ball of radius R2(t) ≤

λmax([H(q)])
λ′′k0λmin([H(q)]) (‖{Δd}‖) with a contraction rate of k0/λmax ([H(q)]) for s′′

j and λ′′
for q′′

j , if each diagonal element �k of Sc j satisfies �k > k0 for the design parameter
k0 > 0 chosen, and if

k1(t) ≥ k0 + min
(
degoñmcmax/2,

√
2mn(mn + dego)ñmcmax

)
(2.7)

Note that cmax denotes the known boundary value of ci j , used for the adaptive control
law, and dego ≤ p − 1 the maximum out-degree of each member (vertex). The out-
degree for each vertex defines how many other agents are receiving information
from that member. Also, mn is the maximum in-degree of each system, that is, the
maximum number of nonzero elements in each row of [c(t)].

The results of Theorem 2.1 can also be applied when the adaptive graph Laplacian
[L(t)]a is augmenting a certain (fixed) baseline digraph constructed by a graph
Laplacian [L(k1, k2)] in the closed-loop system. For this purpose, the main control
law (2.4) can be modified as

[
R f τ j (t)

τ j Z ′

]
=M ′′

j (q j )q̈′′
j,r + C ′′

j (q j , q̇ j )q̇′′
j,r + G ′′

j (q j )

+ D′′
j (q j , q̇ j ) − (k1 + c j j (t))s′′

j +
∑

k∈N j

k2s′′
k − T j−1W ′′

j c j

(2.8)
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where k1 > 0, k2 > 0. The fixed baseline topology is determined by the set of
(incoming) neighbors N j .

Theorem 2.2 Adaptive coupling gain augmentation. For the closed-loop system
obtained by (2.3) and (2.8), Theorem 2.1 holds by replacing k1 in (2.7) by λmin([L(k1,
k2)]sym) by using Weyl’s theorem [18].

We now show that the proposed control law guarantees both faster convergence
and smaller error bounds of synchronization between the coupled variables than
those of tracking control.

Theorem 2.3 ([10]) Faster synchronization. A balanced graph with the symmetric
Laplacian matrix [L(t)]b can be constructed for each [L(t)]a as

[L(t)]b =
(
[L(t)]a + [L(t)]Ta

)
/2 − diag

(
[L(t)]Ta [1, 1, . . . , 1]T/2)

)

If Theorem 2.1 holds, there exists a subset
(
VT

ss{v′
tr } = 0

)
of the original synchroniza-

tion manifold,
(
VT

s {v′
tr } = 0

)
, with Vss being a subset of orthonormal eigenvectors

(Vs) of [L(t)]b such that

1. synchronization occurs faster than tracking:

λs = k1 + λmin(VT
s [L]a,symVs)

λmax([1]T[M ′][1]) > λt = k1
λmax(VT

s [M ′]Vs)
(2.9)

2. the synchronization error is smaller than the tracking error if the disturbance
field is more co-directional (i.e.,

∥∥[1]Td(t)
∥∥ >

∥∥VT
ssd(t)

∥∥):

∫ VT
s {v′

tr }

0
‖δys‖ ≥ λmax(VT

s [M ′]Vs)
∥∥VT

s d(t)
∥∥

λmin(VT
s [M ′]Vs)(k1 + λmin(VT

s [L]a,symVs))
(2.10)

Hence, the control objective in Sect. 2.3.1 is met despite disturbances and modeling
errors. Again, the benefit of Theorem 2.3 is that a formation shape on relative ellip-
tical orbits can be maintained more precisely than tracking some desired positions.
Moreover, the adaptive graphs of communication or relative sensing connections are
automatically determined by synchronization errors and relative distances. Figure2.7
shows a result of simulation of reconfiguring 275 spacecraft moving in the LVLH
relative frame by using (2.1) and the proposed adaptive phase-synchronization con-
trol (2.4). Also, the figure shows the changes in the network topology during the
reconfiguration maneuver, due to changes in the adaptive graph Laplacian matrix.
These results demonstrate that spacecraft can automatically determine in a distributed
manner, an evolving digraph topology of a large network of spacecraft swarms based
on the synchronization errors and relative distances. The adaptive graph Laplician
matrix represents a time-varying digraph that considers the heterogeneous capabil-
ities of communication or relative sensing among the spacecraft members in the
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Fig. 2.7 Reconfiguration of 275 spacecraft using the proposed control law (left); Change of the
network topology when we reconfigure32 spacecraft (Images taken from [10])

swarm network. The objective of phase synchronization control is to maintain a
desired phase difference on a periodic orbit. This implies that the complexity of con-
trolling such a large number of spacecraft moving in relative elliptical orbits reduces
to setting a proper phase difference. Interestingly, this method of phase synchro-
nization is conceptually similar to phase synchronization of CPG oscillators that
generate phase synchronized rhythms in a self-sustained fashion on spinal cords of
vertebrates [12, 30].

2.4 Application of Probabilistic Guidance to Swarms
of Spacecraft Operating in Earth Orbit

2.4.1 Introduction

This section reviews the theory behind a probabilistic guidance approach to guiding
an arbitrary swarm of agents [1], and reviews its application to coordinating a space-
craft swarm operating in Earth orbit [2]. The main idea is to drive the swarm to a
desired density distribution in a prescribed region of the configuration space. Rather
than control individual spacecraft, the probabilistic guidance approach controls the
average number of spacecraft per unit volume, ensuring that spatial averages converge
to the desired targeted density distribution (see Fig. 2.8 for an example scenario). The
targeted density distribution is achieved as an emergent behavior of the swarm, and
is associated mathematically with achieving a statistical steady-state condition, i.e.
a fixed point of a spatial Markov process.

In its simplest form, the probabilistic guidance approach is completely decen-
tralized and does not require communication or collaboration between spacecraft.
Specifically, spacecraft make statistically independent probabilistic decisions based
solely on their own state, which ultimately guides the swarm toward the desired tar-
geted density distribution. In addition to being completely decentralized, the prob-
abilistic guidance approach has a novel autonomous self-repair property: Once the
desired swarm density distribution is attained, the spacecraft automatically repair
damage to the swarm distribution without collaborating and without explicit knowl-
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Fig. 2.8 In this example
scenario, thousands of
spacecraft are deployed in
Earth orbit. First they match
their periods to ensure that
they do not quickly drift
apart. Then they configure
themselves in order to
achieve a desired prescribed
pattern. The motion of this
pattern is determined by the
Earth orbital dynamics

edge that damage has occurred. First, the probabilistic guidance method is reviewed
for swarms operating in deep space. Then an adaptation of the probabilistic guid-
ance concept relevant to Earth orbiting swarms is reviewed, where orbital dynamics
are explicitly considered based on Hill’s equations. An illustrative example is given
showing theoretical swarm convergence and emergent behaviors.

2.4.2 Probabilistic Guidance Problem

This sectiondescribes the swarmdistributionguidanceproblem.Thephysical domain
over which the swarm agents are distributed is denoted as R. It is assumed that region
R is partitioned as the union of m disjoint sub-regions, which are referred to as bins:

Ri , i = 1, . . . , m, such that R =
m⋃

i=1

Ri

Let an agent have position r(t) at time index t . Let x(t) be a vector of probabilities
such that the sum of its entries is one and the i’th element x[i](t) is the probability
of the event that this agent will be in the i’th bin Ri at time t ,

x[i](t) := Prob(r(t) ∈ Ri ) (2.11)

The time index t will also be referred to as the “stage” in the remainder of the section.
Consider a swarm comprised of N agents. Each agent is assumed to act independently
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of the other agents, so that (2.11) holds for N separate events,

x[i](t) := Prob(rk(t) ∈ Ri ), k = 1, . . . , N

where rk(t) denotes the position of the k’th agent at time index t , and the probabil-
ities of these N events are jointly statistically independent. We refer to x(t) as the
swarm distribution. This is to be distinguished from the ensemble of agent positions
{rk(t)}k=1:N which, by the law of large numbers, has a distribution that approaches
x(t) as the number of agents N is increased.

The distribution guidance problem is defined as follows: Given any initial distrib-
ution x(0), it is desired to guide the agents toward a specified steady-state distribution
described by a probability vector v,

lim
t→∞ x[i](t) = v[i] for i = 1, . . . , m

where v[i] ≥ 0,
m∑

i=1

v[i] = 1

subject tomotion constraints specified in terms of an adjacencymatrix Aa as follows:

AT
a [i, j] = 0 ⇒ r(t + 1) /∈ Ri when r(t) ∈ R j ,∀t.

Here, the adjacency matrix Aa of the edges of a directed graph specifies the
allowable transitions between bins.

The desired distribution v has the following interpretation: We have m bins in
the physical space corresponding to where agents can be located, and the element
v[i] is the desired probability of finding an agent in the i’th bin. If there are N
agents, then Nv[i] describes the expected number of agents to be found in the i’th
bin. Let n = [n[1], . . . , n[m]]T denote the actual number of agents in each bin.
Then the number of agents n[i] found in the i’th bin will generally be different from
Nv[i], although it follows from the independent and identically distributed (iid) agent
realizations that v = E[n]/N , and from the law of large numbers that n/N −→ v as
N becomes large. Hence the vector v is a discrete probability distribution specifying
the desired average fraction of agents in each bin of the physical domain, which,
in practice, will only be approximated by the histogram n/N of agents. However,
the nature of the approximation is that v is equal to the mean E[n/N ] of the agent
histogram, and by the law of large numbers, n/N −→ v as N becomes large.

2.4.3 Probabilistic Guidance Algorithm (PGA)

The key idea of the probabilistic guidance law is to synthesize a column stochastic
matrix [6, 18] M , which we call Markov matrix for PGA, withv as its eigenvector
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corresponding to its largest eigenvalue 1 [16, 18], that is, M must satisfy

M ≥ 0, 1TM = 1T

where 1 is a vector of ones. The entries of matrix M are defined as transition proba-
bilities. Specifically, for any time instance,

M[i, j] = Prob(r(t + 1) ∈ Ri |r(t) ∈ R j ), i, j = 1, . . . m

i.e., an agent in bin j transitions to bin i between two consecutive stages with proba-
bility M[i, j]. The matrix M determines the time evolution of the probability vector
x as

x(t + 1) = Mx(t), t = 0, 1, 2, . . . (2.12)

Note that the probability vector x(t) stays normalized in the sense that the sum of
its entries is one for all time instances. The probabilistic guidance problem becomes
one of designing a specific Markov process (2.12) for x that converges to a desired
distribution v.

It is desired for x(t) to asymptotically converge to v, i.e., for v to be a globally
attractive stationary distribution for M . The main result of this section shows that
asymptotic convergence to v is ensured by imposing an additional constraint on the
design of matrix M , denoted as the spectral radius condition,

ρ(M − v1T) < 1 (2.13)

The synthesis of the Markov matrix for PGA can be achieved by using a vari-
ety of methods. Methods to synthesize PGA using convex optimization and the
“Metropolis-Hastings Algorithm” have been developed in [1]. Once the Markov
matrix is synthesized, the following PGA can be used to implement it by providing
a copy of the matrix M to each of the agents, and then having each agent propagate
its position as an independent realization of the Markov chain as follows:

Probabilistic Guidance Algorithm (PGA)

1. Each agent determines its current bin, e.g., rk(t) ∈ Ri .
2. Each agent generates a random number z uniformly distributed in [0, 1].
3. Each agent goes to bin j , i.e., rk(t + 1) ∈ R j , if

j−1∑
l=1

M[l, i] ≤ z ≤
j∑

l=1

M[l, i].

The first step determines the agent’s current bin number. The last two steps sample
from the discrete distribution definedby the columnof M corresponding to the agent’s
current bin number.

The following theorem (see [1, 2] for a proof) gives a necessary and sufficient
condition for asymptotic convergence of x to v for the generic PGA.
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Theorem 2.4 Consider the PGA below with column stochastic matrix M such that
Mv = v. Then for any at probability vector x(0), it follows that x(t) −→ v as
t → ∞ for the system in (2.11) if and only if Eq. (2.13) is satisfied.

Theorem 2.4 is important because it indicates that a probabilistic guidance law for
a swarm is asymptotically convergent if andonly if the spectral radius condition (2.13)
is satisfied. This condition has been interpreted in the context of Perron-Frobenius
theory and can be used as a basis for applying modern control theory to synthesizing
asymptotically convergent swarm guidance laws in [2].

2.4.4 Adaptation of PGA to Earth Orbiting Swarms

We consider spacecraft swarms in circular orbits around Earth. The dynamics of
each spacecraft relative to the circular orbit are given by Hill’s equations [31], also
referred to as the Clohessy Wiltshire equations,

ẍ = 2ω ẏ + 3ω2x + fx

ÿ = −2ωẋ + fy

z̈ = −ω2z + fz

Here x , y and z are the spacecraft’s local-vertical local-horizontal (LVLH) cartesian
coordinates associated with an orbital frame, which is defined at a point on the orbit,
and oriented such that the x-axis points in the zenith direction, the z-axis is normal
to the orbital plane, and the y-axis completes the right-hand system; fx , fy and fz

are the specific forces applied to each axis; and ω is the orbital frequency. From
the analytic solution to the Hill’s equations it can be shown that the swarm remains
bounded if all spacecraft initial states satisfy the following condition (in the absence
of any other external forces than the central gravitational field),

−6ωx(0) − 3ẏ(0) = 0

In this case, all the spacecraft are period matched. From this point on we will only
consider spacecraft swarms that are period matched. Furthermore, all spacecraft are
assumed to be in-plane, i.e., z(t) = 0 for all t . This latter constraint is not necessary
but imposed to keep the discussion contained according to the space limitations. The
complete generalization of all subsequent results to out-of-plane motion is given
in [2]. We now define useful notion of a swarm that is Orbit Type Matched (i.e., an
OTM swarm).

Definition 2.1 A swarm is referred to as a planar OTM swarm if it satisfies the
following conditions: For all i = 1, . . . , N ,

1. Period Matched with parameter ω, ẏi = −2ωxi (0)
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2. Centroid Matched with parameter yo, yo,i := yi (0) − 2ẋi (0)/ω = yo

3. zi (t) = 0 for all t

A new set of position coordinates is introduced and denoted as Scaled Rotated
(SR) coordinates that are instrumental in defining themotion of a planarOTMswarm:

[
x̄(0)
ȳ(0)

]
= RT(ωt)S−1

[
x(t)

y(t) − yo

]
where R(ωt) =

[
cos(ωt) sin(ωt)

− sin(ωt) cos(ωt)

]
, S =

[
1 0
0 2

]

Note that the coordinate transformation is time dependent while the SR coordinates
of any spacecraft in a planar OTM swarm are time-invariant. In a planar OTM swarm,
there are only two degrees of freedom that determine the motion of each spacecraft.
Out SR coordinates naturally capture this fact. Next we can describe the PGA adap-
tation for in-plane OTM swarms, where each agent follows the following steps:

• Step 1: At t , map current position (x(t), y(t)) in LVLH to SR coordinates r(t) =[
x̄(0), ȳ(0)

]T
t as,

r(t) = RT(ωt)S−1
[

x(t)
y(t) − yo

]

• Step 2: Determine current region R j s.t. r(t) ∈ R j , and propagate the Markov
Chain one step to calculate the next desired state r(t + 1) ∈ Ri using,

M[i, j](t) = Prob(r(t + 1) ∈ Ri |r(t) ∈ R j )

• Step 3: Map r(t + 1) back to LVLH according to,

[
x(t + 1)

y(t + 1) − yo

]
= S R(ω(t + 1))r(t + 1)

• Step 4: Complete the desired state in LVLH by OTM,

z(t + 1) = 0

ẋ(t + 1) = ω

2
(y(t + 1) − yo)

ẏ(t + 1) = −2ωx(t + 1)

• Step 5: Command agent to new state [x, y, z, ẋ, ẏ, ż](t + 1).
• Step 6: t ← t + 1, and go back to Step 1.

The idea behind this sequence of steps is to have each agent move according to a
Markov chain in SR coordinates. Physically, this corresponds to each agent moving
from one Hill’s trajectory to another in the plane of motion. Since the statistics of the
swarm propagate as the Markov chain, the swarm will converge asymptotically to
the desired distribution v in SR coordinates, regardless of the initial distribution. The
converged asymptotic distribution in LVLH, in turn, will be a rotated and stretched
version of v, corresponding to the time-varying mapping from SR coordinates to
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Fig. 2.9 An in-plane OTM swarm of 16,000 spacecraft in a near-circular Earth orbit starts as a
uniform distribution and evolves over time into a representative (18 hexagon) large aperture pattern

LVLH coordinates. Within this parameterization, PGA can guide the swarm to attain
a wide variety of shapes and distributions useful for a diverse range of potential
applications. A simulation is performed that demonstrates 16,000 spacecraft in a
near-circular Earth orbit. The spacecraft start at a random initial distribution and
converge out to a prescribed swarm distribution. Figure2.9 shows four instances of
the swarm density evolution. A concluding remark is given in Sect. 2.6.

2.5 Nonlinear State Estimation And Sensor Optimization
Problems for Detection of Space Collision Events

The objective of the collision event detection and tracking is to prevent damaging
collisions of currently active LEO satellites with other space objects. This includes
efficient detection and tracking of changes in trajectories of Resident Space Objects
(RSOs) that might cause the collisions. The collision concept considered here is
presented in Fig. 2.10. An important challenge in achieving the collision avoidance
objective is the possibility of a short warning time, that is, the time between the
change to a collision trajectory and the collision itself may be as short as a few
minutes. In this case, we have very stringent requirements on timing of collision
RSO’s detection and estimation of its new dynamic state values that would allow
possible effective avoidance actions.

An effective solution to the collision and avoidance problem is to design and
deploy constellations of LEO satellites equipped with EO/IR sensors that can: (1)
detect potential changes in existing orbital trajectories that may lead to damaging
collisions; and (2) localize, track, and assess trajectories headed towards collisions.



2 New Guidance, Navigation, and Control Technologies … 71

Fig. 2.10 Collision event concept: An event is a collision interval
[
t l
m , tu

m

]
during which a RSO

can change from its current orbit (dark blue) to a collision trajectory (red) that leads to a collision
location on the asset orbit (cyan). The collision interval is determined from a limit on the collision
satellite’s change in velocity (Δvm/s)

We have developed necessary models, simulations, and methods for deriving, eval-
uating, and comparing such constellations and also derived optimal constellation
designs that satisfy the stated objectives for given collision scenarios. In the follow-
ing sections, we give short summary of our results. In Sect. 2.5.1, we summarize the
design of collision event testbed and candidate LEO sensor constellation designs.
Satellite collision modeling and algorithms for tracking, collision detection, and
sensor management are presented in Sect. 2.5.2.

2.5.1 LEO Sensor Constellation Design and Collision Event
Testbed

The scenario that we consider assumes that there are three asset satellites that can
possibly collide with 23 other satellites during the day of April 1st of 2006. The
three satellites are AQUA, PARASOL, and AURA with the Two Line Elements
(TLEs) given from the NORAD catalog (http://www.space-track.org). We derive
LEO trajectories by using “standard” Simplified General Perturbations-4 (SGP4)
propagator [17] that may include higher fidelity orbital perturbations caused by envi-
ronmental factors such as gravity, atmosphere, and solar pressure and also satellite
physical properties such as ballistic coefficient. In a similar way,

EO/IR sensor constellation design:We considered a large number of constellation
designs for sensor orbits in order to obtain the best coverage of collision events with
minimal number of sensors [34, 35]. We considered sensor constellation designs

http://www.space-track.org
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(a) (b) (c)

Fig. 2.11 Three EO/IR constellations for collisions event comparisons: design in Fig. 2.11a is
shown to be optimal for detecting collisions. a Np = 2, N s

p
= 4. b Np = 3, N s

p
= 2. c Np =

3, N s
p

= 3

Fig. 2.12 Testbed snapshot showing collision satellite OPS 0203 collidingwith satellite PARASOL
at 11:26:06 (Hms) with collision trajectory length 21.4min and collision interval 28.42 min

using symmetry requirement, number of orbital planes Np, and number of satellites
per orbital plane N s

p
. An example of candidate constellations designs considered

in [35] is shown inFig. 2.11.ByconsideringSpaceBasedVisible (SBV)observations,
our analysis reported in [14] demonstrated that it is enough to have four observations
of the collision satellite locations after the end of the event interval to determine if
the collision related to that event is going to happen or not. This result was derived
by assuming that the time between observations is Δt = 50 s. Testbed simulation
snapshot for one of collision events is shown in Fig. 2.12.
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2.5.2 Satellite Collision Modeling and Estimation

From a given TLE set, we derive six Kepler parameters (orbital elements) ξt =
(αt , et , it ,Ωt , ωt , Mt ) that slowly change with time t ≥ 0, where the semi-major
axis at and the eccentricity et , describe the form of the orbit, the mean anomaly Mt

defines the position along the orbit, and the three other elements that include the right
ascension of the ascending node Ωt , the inclination it , and the argument of perigee
ωt , define the orientation of the orbit in space [26]. The derived state variable is
ξt = [

ξ̇t , ξt
]
where the first six coordinates are derivatives of the Kepler parameters

ξ̄t . More sophisticated stochastic modeling of the satellite states were derived and
applied in [36] as extension of simplified statemodel in [35]. Themeasurementmodel
of azimuth angle α

i, j
t and elevation angle β

i, j
t looking from j’th sensor platform

toward i’th collision satellite at time t ≥ 0, for γ
i, j
t =

[
α

i, j
t , β

i, j
t

]
, is given by

γ̃
i, j
t = γ

i, j
t + σaν

i, j
t , t ≥ 0,

where the error standard deviation is σa = 1 arcsec, and ν
i, j
t Ñ (0, I2) are normalized

Gaussian variables.
A measurement is collected by a sensor only if the following three conditions are

satisfied: (a) the sensor points its CCD array toward the predicted location of the
target; (b) the true location of the target is within the sensor field of view (FoV);
and (c) the target has “star background” looking from the sensor. Condition (c) is
necessary for accurate sensor attitude determination.

For each event interval, we collect observations to determine if the collision satel-
lite has changed its trajectory to any one of the candidate collision trajectories. Since
for realistic bound on change in velocity (usually denoted by and called “delta v”),
the collision can happen only on a small part of the asset’s orbit and therefore, as
an realistic approximation, we choose one point on the asset orbit as a location of
the collision that then corresponds to a unique intercept time. Then for any given
time inside the event interval, by using the Generalized Parametrized Battin (GPB)
method presented in [35] and derived from [5], we can determine a unique collision
trajectory that is parametrized by ξ (e.g. Kepler elements). By discretizing the event
interval at every second, we have a finite number of possible collision trajectories
that we denote by ξ

q
l and its corresponding hypothesis by Hq

l , where superscript
q denotes event (event index) and subscript l is an index of hypothesis for each
event. As time progresses (in our case at each second), we are creating hypotheses
corresponding to candidate collision trajectories. The zero hypothesis (l = 0) cor-
responds to the non-collision trajectory. Each hypothesized trajectory is initialized
with an appropriate uncertainty matrix to account for time discretization approxi-
mation of the event interval. Also, each hypothesis is tracked by applying a given
tracking algorithm, e.g. see a version described in Sect. 2.5.2.2. As observations are
collected, we calculate posterior probability of each hypothesis by applying the col-
lision detection algorithm described in Sect. 2.5.2.2. The hypotheses with very small



74 F.Y. Hadaegh et al.

(a) (b) (c)

(d) (e) (f)

Fig. 2.13 Hypotheses posteriors at each scan (50 s between scans) after the collision satellite
moved from its non-collision trajectory (hypothesis 0) to a collision trajectory (hypothesis 1): (a)
after t = 8s, collision probability is 0.055, i.e. collision threat is not detected; (b) after t = 58s,
collision probability is one, i.e. collision threat is detected; (c) after t = 108s, collision trajectory
is singled out (probability ≥ 0.6); (d) after t = 158s, number of hypotheses decreases and true
collision trajectory probability is ≥ 0.7; (e) after t = 208s, true collision trajectory probability is
> 0.8; (f) after t = 258s, true trajectory probability is one and all other hypotheses disappeared,
i.e. collision trajectory is uniquely determined

probabilities are discarded and ones with higher probabilities are kept till they are
fully resolved as shown in Fig. 2.13. The sensors management algorithm is discussed
in Sect. 2.5.2.3.

2.5.2.1 Tracking Algorithm

A simplified version of state perturbation model and its corresponding filter are
derived and demonstrated in [35]. The more advanced stochastic model of state
perturbations, i.e. stochastic target state model, with nonlinear particle filter based
tracking and estimation algorithm is derived and demonstrated in [36].

Tracking algorithms developed and demonstrated in [14, 33–36] consists of the
following five steps:

Step 1: Initialization
Step 2: Derivation of prediction state estimate
Step 3: Estimation of optimal sensor parameters (Sensor Management and

Tracking)
Step 4: Collection of measurements
Step 5: Updating of state estimates
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Nonlinear state and measurement equations are used in posterior propagation and
update using Particle Filtering algorithms involving propagation of particle states and
update of particle weights, respectively. The selected tracking results are summarized
in Fig. 2.15.

2.5.2.2 Collision Detection Algorithm

The collision detection algorithm is based on multi-hypothesis testing, using likeli-
hood derivation and initialization [14] as follows:

1. At time step k, we create N h,q
k hypotheses for each current event q.

2. For event q at time step k, we have hypothesis Hq
l that is associated with element

set ξq,l
k .

3. From the measurement model, we derive hypotheses likelihoods:

log p(t, γ̃ i, j
t |Hq

l )−̃ 1

2σ 2
a

‖γ̃ i, j
t − γ

j
t

(
(ξ

q,l
t )

)
‖2

where γ
j

t

(
ξ

q,l
t

)
is an azimuth-elevation pair associated with hypothesis Hq

l and

p(t, ·|Hq
l ). conditional probability of azimuth-elevation pairs given hypothesis

Hq
l at time t ≥ 0

4. We derive hypotheses conditional posterior p(t, Hq
l |γt ) given all measurements

Yt up to the current time t ≥ 0 by using Bayes’ Theorem and then select a set of
hypotheses that have posteriors above a given threshold.

Selected results from [14] are shown in Fig. 2.13 demonstrating the effectiveness
of the collision detection algorithm. Assuming 50s between any two consecutive
observations (SBV scans), plots (a) and (b) in Fig. 2.13 demonstrate that it takes
two measurements to get that probability of non-maneuver to be zero (hypothesis
indexed by zero in Fig. 2.13). The rest of the plots (c)–(f) of Fig. 2.13 demonstrate
that it takes extra two to four measurements (four to six from the change of the
trajectory) to uniquely determine the collision trajectory (hypothesis index one).

2.5.2.3 Sensor Management Algorithm

The details of sensor management algorithms and its effectiveness for LEO col-
lision detection and tracking using a SBV sensor platform are described in [14].
The algorithm is extended to disparate and dispersed sensors (radars and SBV plat-
forms) and also its effectiveness is demonstrated for continuous tracking of LEO
satellites in [33]. Our sensor management algorithm is based on maximization of the
Posterior Expected Number of Targets of Interest (PENTI) objective function fk(·)
that is information-theoretic representation of the expected number of well localized
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Fig. 2.14 Results of sensor management for collision detection and tracking: (a) simulation snap-
shot example of a typical LEO complex environment; and (b) number of observations per event

targets that are of tactical interest [26]. The sensor management is reduced to find-
ing pairs ( j1, l1), . . . , ( jn, ln) chosen from available sensors ( j1, . . . , jn) and targets
(l1, . . . , ln) which are a subset of all collision satellites of interest.

The sensor management problem then consists in determining the pointing
angles (γk, j1, . . . , γk, jn ) that are approximate solution of the following optimization
problem:

(γk, j1, . . . , γk, jn ) = argmax
γ j1 ,...,γ jn

fk(γ j1, . . . , γ jn ).

The sensor management simulation results are shown in plots (a) and (b) of
Fig. 2.14. Plot (a) of Fig. 2.14, is a snapshot of LEO complex environment that con-
sists of EO/IR sensor platforms (blue squares), assets that are not currently in danger
of collisions (green diamonds), assets that are in danger of being intercepted (magenta
diamonds), collision satellites that are in event interval (red circles), collision satel-
lites that are not currently associated with any event (white circles), and collision
satellites that might be on collision trajectories (yellow circles). Possible observation
collections and actual observations are represented by yellow and dash black lines.
In plot (b) of Fig. 2.14, we show the total number of collected measurements for each
event.

We implemented and demonstrated multisensor-multitarget sensor management
and multi-hypothesis based collision detection and tracking on the SSCI’s LEO
environment testbed [35]. The simulation results for sensor constellation in plot (a)
of Fig. 2.11, are shown in plots (a)–(c) of Fig. 2.15. Note that the standard deviations
in plot (a) of Fig. 2.11 are very low (shades of blue) for all collision satellites during
collision intervals which indicates good observability of the collision events and
therefore excellent sensor management. Oscillatory property of location and velocity
errors indicates an accurate modeling of state dynamics [35]. All collision events are
tracked with high accuracy and on a timely basis for effective collision avoidance.
A conclusion is given in Sect. 2.6.
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2.6 Conclusion

This chapter discusses new guidance and control technologies for planetary land-
ing and guidance, navigation, estimation, and control for swarms of spacecraft in
low Earth orbit. In Sect. 2.2, we compared the Lander Vision System (LVS) and
Autonomous Landing and Hazard Avoidance Technology (ALHAT) systems for
planetary landing applications. The LVS has less challenging requirements because
of the day-time landing, small size of the robotic lander, and the significant hazard
tolerance of the lander. These enabled a system that could perform TRN with the
mature computer vision algorithms and other sensor measurements such as a single
flash LIDAR image. On the other hand, the requirements on the ALHAT system are
more challenging. The ALHAT system must detect hazards from far away at high
resolution over a large area to safely land the crewed lunar lander. This resulted in the
design of a gimbaled flash LIDAR and the associated increase in complexity, mass,
and power. In Sect. 2.3, the new formation control and phase synchronization strategy
for swarms of spacecraft was discussed, in which orbital and attitude motions could
bemodeled as coupled Langrangian systemsmoving in elliptical periodic orbits. The
adaptive control strategy of automatically computing evolving network topologies
eliminated the need for defining a fixed communication or relative sensing topol-
ogy on a digraph for synchronization stability. Such an evolving communication
network gave rise to the adaptive graph Laplacian matrix. The error bound of the
proposed synchronization control law with an adaptive graph Laplacian was shown
to be smaller than that of an uncoupled tracking control law. This justified the use of a
synchronization framework, for application where synchronization errors should be
kept smaller than tracking errors, like stellar interferometry applications. In Sect. 2.4,
the Probabilistic Guidance Algorithm (PGA) was applied to the problem of guid-
ing swarms of spacecraft, operating under dynamic constraints imposed by being in
Earth orbit. The main simplifying assumption was that all agents have nearly circu-
lar orbits and they obey Hill’s linearized equations of motion. A simulation example
showed the basic feasibility of the method. Due to space limitation, the discussion
was restricted to in-plane motion only, but references have been provided that gener-
alized all results to the out-of-plane case. Section2.5 demonstrated that it is possible

Fig. 2.15 Collision events (left triangles and dots represent event intervals and right triangle repre-
sents approximate intercept time) tracking and detection results: (a) estimation standard deviations;
(b) location errors; and (c) velocity errors for all satellites
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to detect and avoid space collision events using a small number of space-based EO/IR
sensors. We implemented realistic scenarios and models for LEO collisions, devel-
oped appropriate metrics for the evaluation of different EO/IR sensor constellations,
and evaluated the tracking and sensor management performance for different LEO
EO/IR sensor constellations. The constellation that is designed on two orbital planes
with four satellites on each offers the best compromise between the number of satel-
lites and overall performance. The developed capabilities are expected to lead to
significant improvement in Space Situational Awareness (SSA). The Space Based
Visible sensors/constellations can be used for enhancing the capabilities of Space
Surveillance Network (SSN). Future developments of an effective space surveillance
system can utilize a swarm of spacecraft. The algorithms developed during our study
will be applicable to those designs and lead to cost-effective implementations.
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Chapter 3
Aircraft Autonomy

Piero Miotto, Leena Singh, James D. Paduano, Andrew Clare,
Mary L. Cummings and Lesley A. Weitz

3.1 Introduction

The word automatic is a compound of the Greek words auto which means
“self”, and maō, which means “to be ready or eager”, hence the word automatic
literally means “acting on one’s will or self-acting.” Automation is the discipline
behind the design of automatic systems. Important strides have been made in the
area of system automation. The word autonomy, on the other hand, is formed from
compounding the word auto with another Greek word nomos , which means
“law”, hence autonomy literally means “one who gives oneself its own law.” Unlike
automation, very little has been done in the area of developingmanned and unmanned
aerospace systems that are truly autonomous. The focus of this chapter is to explore
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the progress in aircraft automation and the challenges that lay ahead in our path
toward the development of truly autonomous aircraft systems.

Automation is increasing in every aspect of our society and in our daily lives. It is
being entrusted with the management of complex operations in many wide-ranging
sectors such as mass transit, medicine, finance, law enforcement, military, science,
etc. In mass transit, we have seen the automation of intra-airport rail systems and
even a few city scale subway systems. In finance, banking operations are conducted
via Automatic Teller Machines (ATM) without human supervision. In the field of
medicine, automation is used in procedures such as the laser eye surgery and the
post- surgical care of patients. Unmanned Vehicles (UVs) have also been success-
fully employed in dangerous and remote environments, which has resulted in impor-
tant scientific breakthroughs and discoveries. For example, underwater Unmanned
Vehicles (UUVs) have explored the deepest trenches of the ocean [75] and NASA’s
unmanned rovers have traversed the surface of Mars [55]. Scientists have studied
global warming by surveying the polar ice caps [68] with UAVs, while civilian agen-
cies have employed Unmanned Aerial Vehicles (UAVs) for border patrol [39] and
fighting forest fires [16].

The importance of automation is clearly manifested in the military sector. UAVs
have enabled the military to run long endurance missions over hostile territory with-
out placing a human pilot in harm’s way. For this reason, they have become a key
component of aerial surveillance missions. UAVs are also playing an increasingly
vital role in ground attacks. Unmanned Ground Vehicles, for example, have been
utilized by soldiers and civilian bomb squads to investigate and defuse explosive
devices [56]. The military is now working to incrementally increase the employment
of UAVs in cargo delivery, medical evacuation, and supply missions. They are set to
operate alongside piloted aircraft in what the Air Force terms “same base, same time,
same tempo” operations. Further, automatic landing systems on aircraft have demon-
strated the ability to land jets on a moving ship deck in extremely low visibility and
turbulent landing conditions with no pilot supervision. Automatic landing has proven
so successful and practical that, today, the United States military trains twice asmany
ground operators for its unmanned aerial vehicles (UAVs) as pilots for its military
jets. The military is working to further enhance the autonomous capabilities of their
aircrafts. These enhancements include the abilities to perform unmanned mid-air
refueling, takeoff and landing of full-scale helicopter on unmapped terrain, low-
altitude nap-of-the-earth flight, and pilotless medical-evacuation demonstrations.

In the commercial sector, automation has proven instrumental in reducing the
cockpit crew fromfive to two. Current plans include even further reduction in piloting
operations. In the words of the President and CEO of Boeing Commercial Airlines,
James Albaugh, when delivering the keynote address at the 2011 AIAA Modeling
and Simulation Conference, a “pilotless airliner” is no longer a question of “if” but
only a matter of “when”. In the coming years, unmanned aircrafts are also expected
to increase their footprint in civilian applications particularly in the “dull, dirty and
dangerous” mission space. The goal is to employ UAVs to execute air-based storm
damage surveillance including infrastructure surveys, refugee evacuation, and trans-
portation of cargo.
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3.1.1 Challenges to the Safe Integration of UAVs
in the National Airspace

In order to achieve these goals, UAVs, whether fully autonomous or remotely piloted,
will have to demonstrate in recognizable and provable terms, not only their ability
to perform the most routine missions in civilian airspace but also their ability to
operate alongside manned aircraft in full conformance with the rules and constraints
of national civil aviation. As of 2015, the FAA has allowed only very restrictive con-
ditions under which UAVs can operate during routine civilian operations. In order to
meet the requirements to operate in civilian airspace, it is paramount that we enhance
the technical capabilities of UAVs such that we can guarantee the safe integration of
UAVs in the civilian and commercial sector. A safe and graceful integration will, as a
result, reduce the public’s fear about the usage of UAVs and enable wide acceptance
among the passengers and partners alike.

The differences between Military UAVs and the civilian ones are stark. Mili-
tary UAVs leverage owned-and-operated satellite systems supplemented by undersea
cables to link their ground controllers (at times, half a world away from the aircraft)
with low latency data and high-speed video transmission. Civilian UAVs, on the
other hand, are forced to splice into the FCC-directed channels for all communi-
cation. Insufficient ground-communication bandwidth caused by the fine frequency
allocations spread between mobile phones and other communication infrastructure
fundamentally limits the ability to coordinate operations between all aircraft in a
common airspace and does not allow a civilian aircraft to transmit its data to ground
stations thus preventing human backup takeover of the flight controls.

Because of these severe limitations, as of today, UAVs lack: the ability to
automatically detect and avoid nearby aircraft within visual range; a standard com-
munication capability between the ground stations of remotely piloted aircraft and
fully automated ones; the logic and software, both onboard and within the ground-
based air traffic systems, that would allow autonomous air vehicles to share airspace
withmanned aircraft. These limitations prevent them from enteringmainstreamoper-
ations and ensuring the necessary safety error tolerance.

The current aviation infrastructure, since itwas conceived anddeveloped solely for
human operators with multiple tiers of human-in-the-loop safety systems, presents
an additional obstacle to the safe integration of UAVs in the civil sector. Modern air
traffic management protocols are neither suitable nor reliable enough to ensure safe
incorporation into autonomous flightmonitoring and support. To simplymandate that
anyUAVoperating within the National Air Space (NAS) bemonitored by a pilot who
can communicate with existing Air Traffic Control (ATC) systems and issue in-flight
trajectory updates or changes, is not a practical solution. This approach would simply
overwhelm the communication frameworks, the human infrastructural capability and
increase the financial burdens of using UAVs which de facto obliterates the advan-
tages of autonomy. However, the shared goal of the air traffic monitoring and control
systems currently under development in the European Union (SESAR or Single
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European Sky ATMResearch) and the United States (NextGen ATM) include provi-
sions to support both military and civilian, national and international aircraft in the
same airspace.

3.1.2 Technical Enhancements for Safe Insertion of UAVs
in the NAS

To achieve a safe integration of UAVs in the NAS, the military has identified the
following enabling technologies: sense-and avoid technologies via communication-
based response and collision-avoidance capabilities; intent estimation of the other
aircraft; integrity management; terminal area sensing andVerification and Validation
(V&V) of autonomous systems. Likewise, the FAA has instituted an unmanned
aircraft programoffice to determine the regulations that will accord UAVs permissible
flight corridors. In Europe, SESAR has been formed to completely overhaul the
European airspace and its Air Traffic Management (ATM) system. For both sides
of the Atlantic, the next generation of ATM system regulations will need to define
capabilities and conventions for handling both manned and unmanned aircrafts.

The need to develop sense-and-avoid (SAA) technologies stems from an FAA
requirement that expects the aircraft operator to be able to detect an aircraft within
visual range, andmaneuver to prevent collisions. Sense-and-avoid capabilities, there-
fore, will need to span autonomous aircraft detection, fusing measurements from
multiple on-board sensors to detect and identify an “intruder” aircraft, take evasive
action from the aircraft (according to regulation minimum separation standards),
notify air-traffic control and then land safely. Remotely piloted aircrafts, too, will
need to be fittedwith some SAA capability since high-bandwidth telecommunication
operation is not practical due to bandwidth constraints in the large and the size of
the expected fleet. Although such implementations readily fall within present day
automation capabilities, they will need to be universally and uniformly instituted.

Notwithstanding such implementations, aminimum threshold onguaranteed com-
munications capability will still need to be instituted in all autonomous aircraft,
civilian and military, to allow ground controllers to communicate with the aircraft in
the terminal area, and ensure rapid response to controller directives i.e. to receive,
acknowledge, execute and request confirmation on all ATC commands according to
the same protocols and in the same timely fashion as the manned counterparts.

Intent estimation is a derived capability required by the FAA to support terminal
area operations. It involves fusing measurements from all proximity sensors with
models of typical airfield operations to estimate the status and possible intent of
other aircraft, and to ensure proactive rather than reactive actions conformal with the
actions of piloted aircraft.
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Finally, once UAVs are included within the NAS, there will be a need for a
reformulated ATC to handle a heterogeneous airspace as well as to scale to the
numbers of aircraft that will need to be supported.

Under current day practices, under normal flight conditions, military UAVs and
autonomous air systems operate with an on-board autopilot and a mission manager
flying a preplanned trajectory or performing way-point guidance under the approval
of a ground-stationed human operator. Despite the capability of UAVs to perform
challenging ship-deck landing operations in uncertain lighting and turbulent weather
conditions, a hand off to a human pilot is required under off-nominal conditions
such as in rough weather or due to special airport operational requirements. Total
autonomous flight control operations throughout the operating envelope and in the
presence of systems failures will be necessary to expand the safe and reliable opera-
tional envelope of the autonomous pilot; this will necessitate further development of
control, diagnostics, and mission planning systems [4, 14, 15, 36, 46, 60, 61, 71].

In the “Unmanned Systems Integrated Roadmap FY2011-2036”, the United
States Department of Defense has stated that top priorities for future research
include increasing UV autonomy and developing advanced techniques for Manned-
Unmanned teaming [29]. The road-map has outlined the following: the need for
more advanced autonomy, the desire for this autonomy to be flexible and adapt-
able to dynamic and uncertain environments, the need for collaborative autonomy
between multiple UVs, and the need for new Verification and Validation (V&V)
approaches to certify increasingly complex autonomy [29, 53]. While the Depart-
ment of Defense is enthusiastic about autonomy, the road-map also cautioned that
“because artificial systems lack the human ability to step outside a problem and inde-
pendently reevaluate a novel situation based on commander’s intent, algorithms that
are extremely proficient at finding optimal solutions for specific problems may fail,
and fail badly, when faced with situations other than the ones for which they were
programmed [29]”.

The ensuing three sections of this chapter tackle some of the challenges outlined in
this introduction. The first section titled “On-board air autonomy systems needs” dis-
cusses advancements in flight control system capabilities and flight-deck-automation
that will equip UAVs with the on-board functionality required of all aircraft operat-
ing within the NAS. The next section titled “Human-Automation Collaboration” dis-
cusses the algorithms required for the development of an effective human-automation
collaborative system for managing multiple UAVs in the airspace. The final section
discusses issues in the modernization of the air traffic management system, and
presents the challenges and the new technologies required to meet ever increasing
air traffic demands. All three sections will talk about the key shortcomings in today’s
autonomous systems, and propose the most promising concepts to overcome these
shortcomings. Each sectionwill include a roadmap for the safe development, testing,
and integration of these technologies into fielded systems.
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3.2 On-Board Air Autonomy Systems Needs

Challenges for the autonomy and controls community have appeared in the form
of Broad Agency Announcements (BAAs), discussions of next-generation warfare
scenarios, and concepts that continue to resurface regarding desired capabilities. In
the present section, we first attempt to introduce these challenges with some attempt
at organization. Then, we translate these challenges into technical challenges or
technical approaches that show promise. The final part describes a road-map for
moving forward.

3.2.1 Challenges to Integration of UAVs in the NAS

The continued expansion of UAVs in commercial operations is the key challenge
identified by Congress, users and providers alike for the next decade. For this to
happen, it is universally agreed that UAVs must achieve operation at man -rated lev-
els of safety. To be sure, this translates to different requirements for different types
of UAVs. For Predator/Global Hawk class UAVs to operate from civilian airports
and to follow flight paths similar to those of civil transports, and thus be fully inte-
grated in the commercial sector, reliability levels will have to be higher than, for
example, for a 2 pound foam UAV, which will not need triplex redundancy. A more
interesting challenge regarding safety is posed by the 10 to 150 pound. range of
vehicles. Although in this case the potential for injury and death is still very high,
the cost of the vehicle would be prohibitive were it required to meet the standards for
large vehicles. To reach appropriate safety standards across the board, key technical
challenges previously mentioned in the introduction include: V&V for autonomous
system, Sense & Avoid solutions, and FAA integration strategies and ConOps. Other
technical challenges are listed below.

Proximity Operations:

This area of expansion in the employment of UAVs includes landing on ship decks
or other moving vehicles, urban and indoor operation, autonomous refueling, and
airborne launch and recovery. Many of these operations would place UAVs in envi-
ronments where, to date, they have never operated: in proximity to other vehicles
or structures. Sensing, estimation, disturbance rejection, and control take on very
different requirements in this regime, and many challenges have yet to be met.

GPS denied operation:

This is related to proximity operations in the sense that ProxOps often cannot rely
on GPS due to its lack of sufficient accuracy and the fact that relative position to
obstacles is needed. Many of the sensing solutions are related to those that enable
ProxOps, such as vision-based control, but others such as signals of opportunity, are
unique.
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Anti-Access Area Denial (A2AD):

This has been made a top priority by the Air Force. Autonomous systems are a
potential solution to achieving the objective of area protection. Anti-Access refers to
the ability to prevent large scale access to a region, whereas AreaDenial describes the
ability to prevent tactical operation in the immediate area of an enemy force. Large
teams of UAVs with unique properties could provide a way to overcome enemy
capabilities.

Protection against “Swarm” Attacks:

In this context, “Swarm” refers to a set of vehicles (manned or unmanned) that
overwhelms the protective “pickets” set up around large vessels at sea. This is an
asymmetric threat; were enough low-tech vehicles to attack, just a few breaking
through could create a USS Cole-like incident.

3.2.2 Technical Enhancements for Improved In-Air
autonomy—Key Technologies

This section translates the high-level programmatic challenges outlined in Sect. 3.2.1
into technical challenges to the autonomy community and puts them in the context
of technologies to be pursued and advanced.

Vision and LIDAR based estimation and control:

Vision andLIDAR systems havemade great strides in recent years and computational
capabilities needed to put them into flight to enable Sense-and-Avoid capabilities are
now available. Vision-based methods are divided roughly into optical flow or heuris-
tic methods, feature-based methods, and perception- or semantic- based methods.1

Optical flowmethods are bio-inspired and provide fast, reactive capabilities for guid-
ance through urban environments and obstacle detection and avoidance. Generally
they are not quantitative estimation techniques; nevertheless the amazing optical flow
-driven capabilities of human and insect eyes, for enabling safe, proximal operations
and threat detection, make this an important area of research. Feature-based meth-
ods consider ‘features’ in the environment that are easily detected and tracked by a
computer, but otherwise have no identity to the computer. A rich set of such features
can be used for GPS-denied navigation, mapping/SLAM, and proximity operations.
Semantics in vision refers to the idea of actually recognizing and classifying objects
in the environment. Such ability can be used to identify, for instance, a landing site,
improve localization accuracy by looking for known objects in the environment, or
to determine whether a landing site has suitable rigidity to allow a heavy helicopter
to land without sinking into mud, gravel, etc.

1This is the author’s own taxonomy and terminology, a vision expert might divide it some other
way.
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As with many technology areas, the number of approaches and applications is so
wide that little or no attempt has been made to organize them in a rational way. Such
organization would be appropriate at this stage. Aurora maintains the SPHERES
test-bed on the ISS to which a binocular camera system was recently added, as
well as an embedded system suitable for MAVs, which performs vision processing.
These platforms and associated vision-based ego- motion estimation and optical
flow algorithms could be used as baselines to start the process of identifying best
approaches to address various Proximity Operations challenges, strengthening those
approaches, and making them available to the engineering community at large.

Adaptive Control:

Adaptive control has advanced by leaps and bounds in recent years, to the point that
many believe it is ‘ready for prime time’, that is, ready to become an integral part of
the next generation of autonomous vehicles. New vehicle configurations engineered
to meet the challenges previously described 2 often do not live up to their potential
because conventional control designmethods require toomuch work to bring to bear.
A case in point: a hobbyist can hover and transition a foamy aircraft in light gusts,
but only a handful of autonomous systems have achieved this capability—and these
have either been adaptive, have utilized motion capture, have required costly and
time-consuming engineering, and have utilized simplifications that reduced utility.
Adaptive control is making its way into industry, but funding is needed to further the
transition from universities and NASA to industry. Reliability, and V&V challenges
exist, and research is needed in this area. UAVs will benefit from these advancements
towards enabling safe flight in the presence of failures and/or executing “safe abort”
in the presence of critical failures.

Optimization-Based Control:

Optimization based trajectory generation and following, path planning, and multi-
vehicle coordination have all been researched actively over the past 10 or 15 years.
Methods are making their way into applications across the board and, for problems
like A2AD and Swarms, there are a number of companies and institutions with
strong capabilities to address these challenges. For path planning and multi- vehicle
coordination, the remaining challenges appear to be logistics and system-integration.
For instance, many of the techniques implicitly rely on the existence of an existing
ad hoc network and, although many of these techniques are robust to brief outages
or range-related drop-outs, they all require the existence of such a network. However
the military has not settled on or fielded a standard for the type of radios required
to enable network- in-the-sky communication between many vehicles in the air. The
logistics of take-off and landing for a large team of UAVs also presents a challenge.
This area would need a “killer app”, agreed upon by all funding agencies and that
does not leave space for alternatives. Swarm protection may prove to be such a killer

2Specifically, proximity operations, indoor operations, small vehicles that require severe gust
rejection capability, and operations off of unequipped ship decks.
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app, and the Navy has made progress in the area of team-based anti-submarine and
mine countermeasures. Other ways may, however, exist and should be investigated.

As to the area of trajectory generation and following, which here refers to maneu-
vering along a non-equilibrium flight path to achieve a goal such as aircraft landing
onto a pitching ship deck, maneuvering through an urban environment, or flare-to-
land of a helicopter onto a highly sloped surface. Here, too, the tools seem up to the
challenge but questions about reliability have still been left unanswered. Advanced
methods such as falsification, or other efficient methods to replaceMonte Carlo, may
be appropriate for bringing these tools into applications.

Verification and Validation:

A recurring concern in the world of control systems is the high cost of turning
concepts into practice, due to the expensive nature of software, integration, and
testing costs [53]. By way of a number of short-cuts (motion capture, open-source
software, one-time integration), Universities have been able to develop and fine-
tune a number of significant capabilities that seem ready for transition. Few of these
capabilities, however, at the present have found their way into actual air vehicles. The
complexities of full-scale aircraft, the cost of hardware-in-the-loop simulation and
validation, and the cost of code generation and validation in a flight critical setting
continue to be severe obstacles and are perhaps the main obstacles for the realization
of capabilities that are so close at hand.

Although the current modus operandi may prove sufficient in the case of the
government being willing to pay the industry to implement an important capability,
DARPA has prominently articulated the question if the development cycle really
needs to be so expensive, manpower hungry, and slow-moving. Some private indus-
tries have attained higher levels of flexibility. Universities, too, have achieved impor-
tant results in flight demonstrations. But, at present, it is still unclear how to lower
the cost of the implementation of such capabilities on full-scale vehicles.

Self-Aware Vehicles:

Some of the challenges outlined earlier can be partially addressed by aircraft with
proprioception capability, that is, the capability to sense their aerodynamic and/or
structural state. New, distributed sensor in and on the wings of small UAVs are giving
them gust rejection and maneuver capabilities that should be considered.

3.2.3 Conclusions: A Road-Map to Address the Technical
Challenges

Any ideal road-map should have, as its goal, the creation of a codified base of capa-
bilities, that is, a (hopefully diverse) set of companies, research labs, and universities
able to perform the engineering tasks associated with a new capability on a regular
basis. The development process of miniature flight controls components serves as
an example of such an ideal road-map. Through funded research, small business
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initiatives, and developments in the electronics industry, the integration of a small
flight controller into a UAV is now a routine matter. This can be achieved in one of
the following ways: buy a turnkey system from a small company, create an inter-
nal capability by hiring a few engineers with know-how and experience, or join an
open-source community that maintains a system. Similarly, 6-DOF nonlinear sim-
ulation of conventional flight vehicles is a well-established capability both reliable
and attainable at a reasonable cost. For these and a number of other control-related
technologies, “people know how to do it”.

The road-map to creation of such codified capabilities or shared industrial know-
how is difficult to pre-specify. Often these capabilities evolve in an organic way,
with little or no pre-planned road-map. For important technology efforts, the R&D
community has the responsibility of a more rational approach, i.e. we need to have
a clear vision of the capability we want to develop and of the specific steps that will
lead us to attain such goal. Below are two examples of this model road-map.

Vision and LIDAR based estimation and control:

This is an area where a “capability goal” is relatively easy to define. At present,
we lack the ability to systematically engineer vision-based approaches. Although
attempts utilize simulations in 3D environments derived from video games, it is yet
unclear whether these environments are applicable to the real world. No good tools
or guidelines for hardware-in-the-loop or real-time simulation exist; this is especially
true for LIDAR. Testing in realistic settings is often prohibitively difficult, except
for indoor flight. Thus a road-map to an engineering base for vision- and LIDAR-
based estimation and control is urgently needed.

To build such a road-mapwe first need to focus on the simulation issue and answer
the following questions: how can we simulate vision, and how does one validate the
simulation? Can we create a framework that is suitable for real-time or faster-than
real time operation, how can we capitalize on the gaming industry and apply it tothe
real world? The next step, which could be pursued in parallel, and might inform the
first step, is the issue of sensor emulation: i.e., how can a simulation environment
take on the properties of a LIDAR or a camera, as either a bridge to or a mechanism
for hardware-in-the-loop testing? Finally, can a systematic methodology for testing
against available video data, or testing under various canonical illumination, shadow,
and other environmental conditions, be created?

There are a number of software tools for vision available and, at present, it is
relatively routine to do blob and edge detection, SIFT and SURF, and run various
other vision algorithms. What is still missing and urgently needed is to bring these
tools into a systematic engineering framework of design, build, test, iterate, and fly.

Verification and Validation:

Another area where a clear end state can be formulated is Verification and Validation.
Large aerospace prime contractors have the knowledge to perform V&V and have
methodologies consistent with certification requirements; in other words, we have
a process in place for certifying manned aircraft. No such process, however, exists
for UAVs in the 10 to 150 pound class. While UAVs of this class are too heavy to
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ignore from a safety perspective, they are too small and low cost to undergo the full
manned aircraft approach. We need a road-map to the creation of a framework for
engineering certified small UAS.

To develop such a road-map, we first need to define the requirements entailed in
certifying small UAVs:

1. what, for example, are the ConOps for its operation;
2. what are the safety considerations;
3. how could confining the operations of UAS make special-purpose certification

feasible and acceptable to the public.

Such a road-map, whenever given the FAA stamp of approval, would offer the frame-
work that would enable the development of a vibrant industry. Informed by such a
road-map, we could seek verification and validation methods that meet the specific
needs of small UAS and are not hampered by current regulations. The goal of such a
road-map would be to trade off reliability for cost of V&V for, if and when realistic
set of ConOps and certification standards are put into place, the overall safety can
be met with a different set of reliability standards. To this end, engineering tools can
be adapted to meet the specific needs of the small UAS V&V problem. Finally, we
need to develop processes leading to certification consistent with the ConOps and
tool envisioned.

Similar road-maps should be developed for the other challenges outlined in
Sect. 3.2.1 of this paper. We outline a feasible approach to road-map generation
based on the experience of past successes, two of which have been discussed in
some detail in the present paper. Previous experience leads us to believe that a suc-
cessful road-map should have the following components:

1. A clear vision of the end state being sought. This vision should be to solidify or
strengthen a capability within the industry, rather than a one-off demonstration
or research thread with no clear conclusion.

2. Buy-in from funding agencies and the technical community. Obviously a long-
term road-map requires funding, and this funding is predicated on agreement that
the sought after goals are appropriate and the roles of the agencies involved are
clear. A technical working group to guide the process is also valuable.

3. Realism. Goals and way points toward those goals should be clearly reachable.
At present, we too often are able to implement in a one-off fashion, so we know
what can be done; we just don’t know how to do these things routinely.

4. Modularization and redundancy. One of the factors that enabled the success of the
miniature flight avionics capability was the fact that many companies were trying
to create these devices. Competition and a critical mass within the community
are needed to create a ‘sub-culture’ of people and organizations that can do the
engineering involved.
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3.3 Human-Automation Collaboration

Although in the past decade UAVs have proven key to a variety of missions and tasks
both in the military and in the commercial sector, significant obstacles still prevent
their wider use. One problem is the large number of human operators required to
operate them, a number that is often well in excess of that needed to operate a
comparable manned vehicle [42]. This obstacle can, however, be overcome through
an increase in the autonomous capabilities of UVs [24].Many advancedUVs are able
to execute basic movement and navigational tasks autonomously and can collaborate
with other UVs to complete higher level tasks, such as surveying a designated area [2,
10]. The United States Department of Defense has for years envisioned inverting
the operator -to-vehicle ratio such that a single operator controls multiple UAVs
simultaneously [28]. This concept has now been extended to single operator control
of multiple heterogeneous (air, sea, land) UVs [54].

This inversion of operators to vehicles will require the computational ability of
optimization algorithms combined with the judgment and adaptability of a human
supervisor. Identifying the characteristics thatmake an algorithmsuitable for this kind
of human-automation collaboration is essential for the development of an effective
system. In order to begin to derive requirements for algorithms that can effectively
collaborate with humans, a survey of academic and industry publications was con-
ducted focusing on recently developed multiple UV scheduling algorithms [19]. The
goal of the survey was to determine the types and frequency of scheduling algorithms
that were currently in use in unmanned systems and to classify the characteristics
and capabilities of these algorithms in terms of human-automation collaboration.We
summarize the results of that survey below to describe the state of the art in mul-
tiple UV scheduling algorithms and to identify the important remaining challenges
towards the development of an effective human-automation collaborative system for
controlling multiple UVs.

3.3.1 Challenges in the Collaborative Human-Automation
Scheduling Process

To effectively control multiple semi-autonomous UVs, there exists the need for a
systematic method for scheduling tasks. For our purposes, scheduling is defined as
creating a temporal plan that assigns tasks among a teamofUVs and determineswhen
the tasks are to be completed. While there is no explicit focus on path planning, it is
worth noting that path planning is coupled with the scheduling problem, due to the
need to estimate the amount of time needed for a UV to travel to a certain location
to accomplish a task.

A wide variety of optimization algorithms have been developed to address the
problem of scheduling tasks for multiple UVs. While varying in their method of
formulating the scheduling problem and solving the optimization, all the approaches
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utilize an autonomous scheduler with little to no human input during the develop-
ment of the schedule. In the presence of unknown variables, possibly inaccurate
information, and changing environments, these automated scheduling algorithms do
not always perform well [64, 66].

Though fast and able to handle complex computation far better than humans, opti-
mization algorithms are notoriously “brittle” in that they can only take into account
those quantifiable variables, parameters, objectives, and constraints identified in the
design stages that were deemed to be critical [67]. In a command and control situ-
ation such as one requiring the supervision of multiple UVs and where events are
often unpredictable (e.g. weather changes, unexpected target movement), automated
planners have difficulty accounting for and responding to unforeseen changes in the
environment [40, 58]. Additionally, the designers of optimization algorithms often
make a variety of assumptions when formulating the optimization problem, deter-
mining what information to take into account, or, in the case of receding horizon
algorithms, deciding how far into the future to plan [8, 47].

One approach to deal with the “brittleness” of these algorithms is to have a human
operator and an algorithm develop schedules collaboratively. A number of studies
have shown that humans collaborating with algorithms can achieve higher perfor-
mance than either the human or the algorithm alone under certain conditions [3, 25,
27, 45, 49, 59, 63]. While extensive research has been conducted to develop better
algorithms for planning, comparatively little research has occurred on the methods
by which human users utilize these tools, especially when working in dynamic,
time-critical situations with high information uncertainty [50]. Additionally, oper-
ators can become confused when working with automation, unaware of how the
“black box” algorithm has reached its solution or the assumptions made by the algo-
rithm in modeling the problem. Moreover, generally humans play solely the role of
decision-maker and only approve or disapprove schedules,without any considera-
tion to the way a human could actually aid an algorithm in improving a solution.
Figure3.1 is a representation of the fact that there are often differences between the
real world, the automation/engineer’s model, and the human operator’s model of the
world. Designing an effective human-automation collaborative scheduling system

Fig. 3.1 Differences
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algorithm’s model, and
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Fig. 3.2 Human-automaton collaborative scheduling system diagram

could provide the ability to supervise multiple UVs while addressing the inherent
brittleness and opacity of algorithms. As shown in Fig. 3.2, the system could include
the human operator, the graphical interface which displays information to the oper-
ator and allows the operator to interact with the system, the scheduling algorithm,
and the semi-autonomous UVs which act in the environment, all with information
flowing between components. It should be noted that the scheduling algorithm could
exist as a stand-alone component, as pictured, or as sub-system of each UV, as in
many decentralized systems [44, 76].

In the development of any complex system, the definition of requirements is a fun-
damental step in the systems engineering process [12]. While others have attempted
to develop requirements for the graphical interfaces in human-automation collabora-
tion [23, 37, 44, 67], few have attempted to develop requirements for the scheduling
algorithms to be used in such systems.

3.3.2 Candidate Methods in Human-Automation
Collaborative Scheduling

A survey of 117 publications within academia and industry on multiple UV schedul-
ing algorithms was completed in order to determine the types and frequency of
scheduling algorithms that are currently in use, and to classify the characteristics
and capabilities of these algorithms [19]. The survey spanned the years 2006-2011,
in order to emphasizewhat is currently in use or in development [19]. Papers included
in the survey were chosen based on searching for resource allocation or scheduling
algorithms specifically meant for assigning tasks to multiple UVs in real-time.

A brief summary of the results is presented here to identify the primary algorithms
that are available for use in human-automation collaborative scheduling systems and
highlight the areas where more research is necessary to enhance the capabilities of
such systems.

We began by examining the methods chosen for solving the combinatorial opti-
mization problem and the guarantees of optimality made by these methods. Among
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the typical nonlinear optimization search methods, meta-heuristic methods and
market-based auction algorithms were the most popular technique to solve a vari-
ety of scheduling problems. Also, Dynamic Vehicle Routing (DVR) methods using
Voronoi partitions were identified as a potential solutionmethod that could guarantee
a certain level of performance without the need to re-plan constantly in a dynamic
environment. DVRmethods produce policies or decision rules, as opposed to specific
task assignments, typically by optimizing the expected value of performance.

Non-deterministic scheduling algorithms, while potentially sub-optimal, have
faster computational times and scale better to larger problems. Thus, meta-heuristic
and auction-based algorithms can provide a good balance of performance and compu-
tational speed for larger missions. Branch and bound or other “iterative” approaches
that monotonically improve the schedule with further iterations favor smaller num-
bers of vehicles and tasks. Thus, deterministic algorithms, which do not necessarily
scale well to larger problems, are adequate for simpler missions. These algorithms
are likely also easier to certify for systems that must operate with real vehicles.

In general, more centralized algorithms have been developed than decentralized
ones, but interest has increased recently in decentralized algorithms for their potential
ability to scale to larger problems, reduce communication bandwidth, and maintain
robustness to single node failure [41]. Algorithm developers are also shifting their
focus towards methods that have the capability to schedule tasks for heterogeneous
UVs in order to support cooperation between air, land, and seaUVoperations. Finally,
there is growing interest in algorithms which can take into account uncertainty, espe-
cially algorithms designed for generating robust schedules and providing estimates
of the certainty of the schedule. This class of algorithms will be essential for success-
ful operations in dynamic environments with new tasks emerging, changing weather,
and potential UV failures.

3.3.3 Technical Enhancements needed for Humans
Interactions with Scheduling Algorithms

In comparison to the extensive literature on developing scheduling algorithms for
multiple UV control, there is relatively little research on human interaction with
these planners. Caves [17] demonstrated that humans guiding a Rapidly-Exploring
Random Tree (RRT) algorithm in the development of paths for multiple UVs could
decrease time to solution; however, operators had difficulty understanding the con-
straints that such algorithms would impose on physical paths. Forest et al. [37, 69],
found that operators working with a human-guided algorithm to create a pre-mission
schedule for multiple UVs gave the highest subjective ratings to the interface where
they had the most control of the objective function of the algorithm. Clare et al. [20]
found a similar result in an experiment where operators were allowed to modify the
objective function of a real-time decentralized scheduling algorithm throughout a
mission. While overall system performance did not change, operators had increased
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trust and acceptance of the planner [20].Hanson et al. [43] found that humanoperators
paired with an algorithm for scheduling multiple UVs desired a greater understand-
ing of why the algorithmmade certain recommendations. Miller et al. [51] developed
the Playbook™ human-automation integration architecture, which identified a set of
common tasks performed by semi-autonomous UVs, grouped them into “plays”, and
provided the operator with a set of play templates to utilize. Cummings et al. [26]
demonstrated that when humans are allowed to coach a decentralized multiple UV
scheduler, overall system performance can improve up to 50% as compared to an
unassisted planner. Ryan [63] has shown that when coupled with human expert rea-
soning, an integer linear programming algorithm can produce superior schedules for
multiple manned and unmanned vehicles as compared to just the algorithm alone.

From this sparse literature, as well as more literature on human interaction with
algorithms in other domains like transportation planning [3, 67], space satellite
scheduling [26], and industrial process control [17, 41], five challenges have been
identified in understanding how to best design automated schedulers in order to
capitalize on the strengths of human induction and judgment, which are critical in
resolving uncertainty in dynamic environments.

Emergent Behaviors:

While near-optimal algorithms have obvious performance benefits, the emergent
behavior of an algorithm is a significant concern when pairing a human operator
with a scheduling algorithm. An open question is how human operators react to the
unpredictability of working with these types of algorithms, where the algorithm’s
behavior is non-deterministic. Caves [17] showed that operators can become quickly
frustrated with such an approach to the detriment of overall performance.

A prime concern for any human operator collaborating with a scheduling algo-
rithm is gaining a sufficient understanding of how the algorithm created the solu-
tion [57]. Increasing automation transparency may be difficult with the use of prob-
abilistic, meta-heuristic and auction algorithms, whereas deterministic solvers such
as greedy algorithms often emulate the method by which humans would choose to
solve the problem [9]. Would a human operator collaborating with an “inferior”, but
understandable algorithm perform better than a human operator collaborating with
a more “advanced” but less predictable and more opaque algorithm? More research
is needed into how well human operators can understand the method by which the
algorithm reached its solution.

Behavior Modeling:

Computationalmodels of humanbehaviorwhencollaboratingwith advanced schedul-
ing algorithms are needed. In contrast to purely theoretical or conceptual models,
these models typically leverage computer simulations to both promote deeper under-
standing of how human operators behave and provide testable predictions about
human behavior under different circumstances [38]. These models could be used by
designers of future UV systems to predict the relative impact of different algorithm
architectures, human-automation collaborative strategies, and training methods on
system performance, saving time and money in the design process. It is also possible
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that these models could help to generate a set of recommendations for the developers
of scheduling algorithms, based on model predictions of which algorithm character-
istics have the greatest positive impact on the collaborative scheduling process.

Operator Situation Awareness:

In a human-automation collaborative scheduling system, a central node is necessary
for a human operator to maintain situation awareness. It remains an open question
whether decentralized algorithms maintain their proposed advantages over central-
ized algorithms when used by a human operator due to the need for a centrally
connected node. While decentralized systems may be capable of continuing a mis-
sion even with a communication interruption, the need for consistent updates to the
human operator and the need for approval for major schedule changes or critical
events such as weapons release from the operator may negate some of the proposed
advantages of decentralized algorithms.

Trusted Autonomy:

Human trust in the algorithm is a crucial driver of performance in ahuman-automation
collaborative scheduling system [21]. Human trust in the algorithm can fluctuate due
both to the operator’s initial trust level in the algorithm and the behavior of the
algorithm throughout the mission [38]. Providing operators with certainty estimates
could be beneficial to both system performance [11] and developing appropriate
trust [48] between the operator and scheduling algorithm. Further research is neces-
sary into human trust in advanced scheduling algorithms and how different methods
of displaying algorithm certainty estimates impact the operator’s ability to effectively
make decisions under time pressure.

Vehicle Health Monitoring:

WhenmonitoringmultipleUVs, the need to assess the health and status of the vehicles
drives much of the operator’s workload. Health monitoring is a very significant
problem for single operator control of multiple UVs and even with highly automated
vehiclesmaydriveworkload to unacceptably high levels [21].More highly automated
health monitoring, error detection, and self-repair algorithms are necessary before
single operator control of multiple UVs becomes feasible.

3.3.4 Conclusions

The goal of this effort is to begin to identify algorithm characteristics that could sup-
port real-time human-automation collaborative schedule creation for multiple UVs
in uncertain environments. While some algorithms may provide optimal schedules
almost instantaneously, an algorithm may lack certain characteristics that are essen-
tial for effective human-automation collaboration. Our goal is to analyze how these
scheduling algorithms can successfully be paired with a human operator to operate
in real-world scenarios.
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We have highlighted five critical areas that should be considered when teaming an
automated scheduler with a human operator. Most importantly, the human represents
a source of information that can resolve uncertainty for many schedulers and should
be treated as a core system component who adds value to the solution quality instead
of simply approving it.

Finally, a systems-level significant issue not specifically addressed by exam-
ining human or algorithm attributes is the regulatory aspect of the adoption of
non-deterministic algorithms for UV scheduling [72]. How does one certify that
an algorithm with no guarantee of repeatability is safe or ready for deployment in
safety critical missions? While some have begun to propose methods of perform-
ing V&V on advanced autonomy [5], further work is necessary before the military
and the Federal Aviation Administration (FAA) will certify advanced autonomy for
real-world operations.

3.4 Autonomy Evolution for Air Traffic Control

Air TrafficControl (ATC) operations began in 1936with fifteen controllersmanaging
flights across US airspace to ensure that aircraft were not on conflicting routes. At
that time, air traffic controllers managed flights by contacting airline dispatchers
to get information about aircraft locations and routes because radar surveillance
systems were not yet in place [1]. ATC operations continued to evolve over the next
several decades to meet increasing levels of air traffic and enabled by advances in
communication, navigation and surveillance (CNS) systems. For several decades a
ground-based radar surveillance system has provided air traffic controllers with the
necessary information (e.g., position, velocity, and flight-plan data) to safely separate
and manage flights across the National Airspace System (NAS). Advances in flight
control systems (FCS) on the aircraft have also evolved to better help pilots manage
their aircraft in a safe and efficientmanner. For example, FlightManagement Systems
(FMSs) are able to compute precise trajectories that optimize for fuel use and flight
time as a function of aircraft weight and predicted wind conditions [70].

Advances in CNS systems are continuing today with the development of some
key technologies, such as Controller-Pilot Datalink Communications (CPDLC),
global navigation satellite systems (GNSS), and Automatic Dependent Surveillance-
Broadcast (ADS-B). CPDLC is a text-based system that alleviates congestion on
voice frequencies and is expected to reduce errors in interpreting voice-based com-
munications between air traffic controllers and pilots. GNSS receivers on-board air-
craft allow for more precise navigation in the airspace, eliminating the dependence
on ground-based navigation aids that have previously constrained aircraft to cer-
tain routes. ADS-B is a key component technology in the modernization of US and
European ATC operations. ADS-B transmitters on-board an aircraft will transmit the
aircraft’s position and velocity, derived from aGNSS, for use by air traffic controllers
and ground-based automation systems. Additionally, aircraft that are equipped with
ADS-B receiverswill receiveADS-Bmessages fromother aircraft in the surrounding
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airspace enabling the development of avionics that leverage the increased situation
awareness in the cockpit [32].

3.4.1 Challenges and Limitations of Current Air Traffic
Management System

Despite the continued advancement of key technologies on the ground and on the
flight deck intended to increase safety and efficiency, ATC operations remain human
centric with air traffic controllers ultimately providing oversight and direction to
pilots to safely manage flights and avoid conflicts in the airspace. Whereas new
technologies enable increased automation in ground-support tools for air traffic con-
trollers and in flight-deck systems for pilots, the humans in each of those domains
must be provided with sufficient information to accurately assess a situation and take
action if necessary [65]. Overriding safety objectives prevent excessive reliance on
automation alone in a system with many uncertainties, such as weather, differences
in aircraft performance, and the potential for automation failures. The Air France
447 accident is one example of human error due to an over-reliance on flight-deck
automation and the information provided by the automation [7].

The Federal Aviation Administration’s NextGen and Europe’s SESAR (Single
European Sky ATM Research) programs are efforts to transform and modernize
US and European air traffic management operations, respectively, to meet increas-
ing air traffic demands with traffic levels forecasted to double in the next twenty
years [33]. Increasing traffic demands will be addressed by developing new ATC
operational concepts that leverage advanced CNS technologies while also improv-
ing safety and efficiency for aircraft operators. In the US, there are several ongoing
efforts to improve ground automation to help air traffic controllers more efficiently
manage flows of aircraft, and there are efforts to improve flight-deck technologies to
enable the reallocation of air-traffic-controller tasks to the airborne domain.

3.4.2 Enhancements Made Within ATC System

The Time-based Flow Management (TBFM) program is one effort to improve
decision-support tools for air traffic controllers during metering operations, where
aircraft are being managed to meet a Scheduled Time of Arrival (STA) at a desig-
nated point in the airspace [31]. Metering operations are typically used when traffic
density reaches a level that operations are constrained by airspace capacity, and
the STAs help ensure a consistent flow of traffic through the airspace. The ground-
based automation generates a sequence and schedule of aircraft in the airspace using
trajectory-modeling and scheduling algorithms, and the air traffic controller is pro-
vided with the amount of time that each flight must be delayed or make up to meet its
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STA. The air traffic controller would then employ various techniques (e.g., issuing
speed changes or path modifications) for each aircraft to meet their STAs. However,
uncertainties in the environment, such as convective weather, may cause significant
errors in trajectory modeling and other functions causing air traffic controllers to
revert to less efficient modes of operation (e.g., placing flights in holding patterns).
Proposed enhancements to ground-based automation include 3D-Path Arrival Man-
agement (3D-PAM), developed by the National Aeronautics and Space Administra-
tion (NASA), which adds the calculation of speed and path-stretching advisories for
aircraft to more precisely meet their STAs while reducing air-traffic-controller work-
load [22]. In the proposed 3D-PAM concept, the ground-automation still provides
the speed and path-stretching advisories to the air traffic controller to communicate
to the pilots, keeping the air traffic controller in the loop.

Several flight-deck enhancements have been proposed to enable the allocation of
some tasks to the pilot. Currently, some aircraft are equipped with a Required Time
of Arrival (RTA) functionality in the FMS that determines the speeds and the vertical
profile that the aircraft should fly to meet an ATC-provided STA at a point [6]. In
that case, the management of the aircraft’s speeds to meet an overall operational
objective is allocated to the airborne domain (i.e., the pilot and the avionics). The
Interval Management (IM) concept is another flight-deck concept that uses avionics
to help the flight crew achieve and maintain a spacing interval (in distance or time)
relative to an ATC-specified target aircraft [35, 62]. The IM avionics rely on ADS-
B technology to receive the target aircraft’s state information. Other flight-deck
concepts, enabled by the information provided by ADS-B, have explored the use
of a Cockpit-Display of Traffic Information (CDTI) to increase the flight crew’s
awareness of surrounding traffic and to provide guidance to support the flight crew’s
safe and efficient management of the aircraft [13, 30, 52].

The 3D-PAM, RTA, and IM concepts may all be used to address a similar opera-
tional objective: provide precise and consistent delivery of aircraft to a point (e.g., the
terminal boundary). However, the control objectives and task allocations are different
for the three concepts, as shown in Table3.1. In each case, the overall operational
objective is managed by the ground domain (i.e., the air traffic controller with sup-
porting ground automation), and some tasksmay be allocated to the airborne domain.

Table 3.1 Task allocation and control objectives of flight deck enhancements

Concept Control objective Task allocation

3D-PAM Meet STA at a point Speeds calculated by ground automation and
communicated to pilot by air traffic controller

RTA Meet STA at a point STA provided to pilot by air traffic controller; speeds
(and vertical trajectory, if necessary) calculated by
avionics

IM Achieve spacing interval
relative to target aircraft

Target aircraft and relative spacing interval provided to
pilot by air traffic controller; speeds calculated by
avionics
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Furthermore, in the IM concept, the spacing is relative to a target aircraft resulting
in a decentralized control solution, which is in contrast to the RTA concept where an
aircraft meets its STAs independently of how the preceding aircraft meets its STA.
Whereas the IM concept must address issues with string stability [73], that is not a
concern for the 3D-PAM and RTA concepts.

3.4.3 Technical Enhancements needed in the Evolution
of Airborne and Ground-Based Technologies

There are several challenges that must be addressed as a part of the ATC operational
and technological evolution, including:

1. the determination of the appropriate allocation of tasks between the ground
domain (i.e., air traffic controllers and supporting ground automation) and the
airborne domain (i.e., pilots and supporting avionics);

2. themethods to synchronize informationbetween thegroundandairbornedomains;
3. the approach to managing mixed-equipage operations;
4. and, the provision of necessary and sufficient information to the human operators

to ensure situational awareness.

These challenges are not independent of each other, and as will be demonstrated
here, the investigation of one challenge may inform another.

Task Allocation Strategies:

As previously described, advances in CNS systems and flight-deck automation will
enable some tasks to be allocated to the aircraft that were previously managed by
air traffic controllers. For example, in the IM concept, the controller could identify
a target aircraft and request that an appropriately-equipped aircraft follow the target
aircraft with a 90second spacing interval. The flight crewwould enter the appropriate
information into the avionics and would ensure that the guidance is followed to
achieve and maintain a 90second spacing relative to its target aircraft. In this case,
the air traffic controller still identifies the overall operational objective: to ensure
consistent and precise spacing between aircraft; however, the management of the
spacing relative to the target aircraft, which is one component of the overall objective,
would be the responsibility of the flight crew. There are several different proposed
concepts currently under development by the FAA, and in some of these concepts,
the task allocation remains much as it is today, with controllers leveraging decision-
support tools to manage traffic. In other concepts, such as IM, tasks are reallocated
because it is believed that improved flight-deck automation will enable more efficient
operations.

Information Synchronisation:

A major challenge that must be addressed is the synchronization of information used
by the airborne and ground domains. Inconsistent information used by the flight-deck
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and ground automation may lead to inconsistent or unexpected behavior, which will
likely limit the usability of automation systems and will lead to distrust by human
operators. For example, inconsistencies in the wind information used to model air-
craft trajectories can lead to significant differences in trajectory times. In RTA flight
trials, the ground automation modeled trajectory times to determine feasible STAs
for aircraft entering terminal airspace. In the RTA operation, the air traffic controller
provided a ground-derived STA to a flight crew, and the flight crew entered the STA
into the RTA function in the FMS. In some cases, inconsistencies between the wind
information in the ground automation and in the avionics resulted in the avionics
declaring the STA to be infeasible because the required speeds were outside of the
aircraft’s performance envelope [34]. Reference [18] describes a proposedmethod for
synchronizing aircraft trajectories between the airborne and ground domains, lever-
aging CPDLC and ADS-C technologies, to ensure consistent trajectory predictions.

Mixed Equipage Operations:

Avionics standards that support NextGen operations, such as theRTAor IMconcepts,
are currently being developed. However, there is no mandate for airline operators
to equip their fleets with more advanced flight-deck systems. Without a mandate,
equipage is driven by economic incentives; and therefore, it is expected, for the
foreseeable future, that air traffic operations will consist of a mix of aircraft: some
that are equipped with avionics to support applications like RTA or IM and some
that are not. In mixed-equipage operations, the air traffic controllers will need to
know the equipage capabilities of the different aircraft in order to provide appropriate
instructions (e.g., provide anSTA to anRTA-equipped aircraft and a target aircraft and
relative spacing interval to an IM-equipped aircraft). Furthermore, the combination of
different applications within a single operation, in order to best leverage the available
aircraft equipage, must be studied to understand any adverse effects that may arise
when combining different concepts. Reference [74] presents some considerations for
a mixed-equipage IM operation, where some aircraft are equipped with IM avionics
and other aircraft are managed by supporting ground automation. Whereas aircraft
that are equipped with IM avionics will implement speeds relative to a target aircraft
to support the overall operational objective, the air traffic controller will provide
speeds, calculated by the ground automation, to unequipped aircraft to meet STAs
at a point. Therefore, the mixed-equipage operation combines two different spacing
concepts: relative spacing (i.e., spacing relative to a target aircraft) and absolute
spacing (i.e., spacing to an absolute time at a point in space), and performance
differences in the two concepts can result in unexpected behavior in the combined
operation that should be accounted for in the ground automation or in procedures
that the air traffic controllers follow.

Operator Situational Awareness:

The information needs of the human operators to accurately assess the state of the
operation are a major part of the research for any new ATC operational concept.
Air-traffic-controller and pilot inputs remain a significant part of the entire research
and development process of any new concept. Feedback from the human operators,
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e.g., through human-in-the-loop simulations and fields tests, helps to determine what
information must be displayed to the human to ensure that the guidance provided by
the ground automation or the avionics is appropriate and will not adversely affect the
safety of the operation. Keeping the human in the loop (i.e., the air traffic controller
or the pilot) provides an added level of safety to ensure that uncertainties that result
in unacceptable guidance will not get passed on to the aircraft.

3.4.4 Conclusions and Proposed Road-Map

A road-map is proposed for the evolution of ATC operations and the evolution of
supporting ground and flight-deck automation.

Step 1 Develop and select concepts to address different airspace objectives (e.g.,
provide a consistent flow of aircraft into terminal airspace or precisely space
aircraft at the runway threshold).
Because of differences in traffic demand, airspace design, and weather con-
ditions across the US NAS, some ATC operational concepts may be better
suited to address certain airspace objectives than others (i.e., one concept
may not be suitable for all operations). Furthermore, a number of concepts
may be combined to best leverage the expected variation in aircraft equipage.

Step 2 Evaluate the mixed-equipage operation to identify challenges in combining
different concepts that could require different aircraft equipage.
The identified challenges in the mixed-equipage operation may be addressed
through improvements or enhancements in the ground automation or through
procedures, to support the air traffic controller’s management of the opera-
tion, or through modifications to the avionics.

Step 3 Define steps in the evolution from today’s operation to the proposed opera-
tion.
Intermediate steps in the evolution of the operational concept, where the
ground automation is providing increasing levels of information and the
flight-deck avionics is providing guidance for situationswith increasing com-
plexity, may help the human operators to trust the automation.

Step 4 Conduct operational evaluation throughout the evolution from today’s oper-
ation to the final, proposed operation.
The operational evaluation would be comprised of data gathering to:

(I) evaluate the effectiveness of the ground automation and the avionics,
especially in the presence of uncertainties such as weather;

(II) evaluate the effectiveness of the information provided to the human
operators to aid in their assessments of the operation.

This proposed road-map seeks to address the challenges identified in the previous
section, while acknowledging the challenges of increasing the role of automation in
a human-centric system. Hesitation to take the human out of the loop in air traffic
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operations does, in fact, slow the evolution to higher levels of autonomy. However,
we must ask whether traffic demands, as well as safety and efficiency goals, can be
reached without complete autonomy in the foreseeable future.
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Chapter 4
Challenges in Aerospace Decision
and Control: Air Transportation Systems

Hamsa Balakrishnan, John-Paul Clarke, Eric M. Feron,
R. John Hansman and Hernando Jimenez

4.1 Introduction

The Next Generation Air Transportation System (NextGen) is the FAA’s vision of
how the nation’s aviation system will operate in 2025 and beyond [40]. In 2004, the
National Airspace System (NAS) was already operating near capacity, and demand
was expected to grow two- to threefold over the following 20 years. The NextGen
initiative was established in 2003 in order to meet the challenges presented by the
predicted increase in demand. It represents a substantial and long-term change in the
management and operation of the US air transportation system, and involves both the
leveraging of existing technologies and the development of new ones. This includes
satellite-based navigation and control of aircraft, advanced digital communications,
advanced infrastructure for greater information sharing, and enhanced connectivity
between all components of the air transportation system. The overarching objectives
of NextGen are to improve the safety, speed and efficiency, and to mitigate the envi-
ronmental impacts of air transportation, while accommodating increased demand.
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There are similar ongoing efforts in Europe as well, as part of the Single European
Sky Air Traffic Management Research (SESAR) initiative [22].

The safe and efficient functioning of the air transportation system requires the
smooth integration of the technological (which are generally computer-based) and
physical elements of the system. This requirement will be even greater in NextGen,
with an increase in the level of automation in all parts of the system, ranging from
the aircraft themselves, to the ground infrastructure, communication systems, and
air traffic controller decision support tools. Air transportation is a prime example of
a system with computational as well as physical elements, also known as a Cyber-
Physical System (CPS). Research on fundamental CPS issues is therefore critical to
the successful development and implementation of next generation air transportation
systems worldwide. Recognizing this need, the US National Science Foundation
(NSF) initiated discussions amongst researchers studying air transportation systems
[5]. The main objectives of the study were:

• Identifying key challenges related to the NextGen and its successors.
• Determining a logical path from the safety-critical problems faced by NextGen to
a list of fundamental research topics.

It is worth noting that many of the fundamental research topics in air transporta-
tion systems are closely related to broader CPS problems, further emphasizing the
importance of this research, and the need for developing solutions.

4.2 Key NextGen Topics

The initial survey of the research community identified nine key topics of discussion,
as shown below in Fig. 4.1. The topics included the decomposition of the system by
phases of flight (Airspace Management, and Airport and Terminal-area Operations),
decomposition by function (Traffic Flow Management, and Communication, Navi-
gation and Surveillance), system-level performance concerns (Safety, Interactions

Fig. 4.1 The nine key
NextGen topics that were
identified Humans and Automation 

Airspace Management 

Airport and Terminal Area Ops 

Traffic Flow Management 

Communications, Navigation and 
Surveillance Systems 

New Vehicles in the NAS 

Safety 

Metrics 

International Operations 

2. 

3. 

4. 

5. 

6. 

7. 

1. 

8. 

9. 
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between Humans and Automation, and Metrics), interoperability in an increasingly
global environment (International Operations), and the future challenges that will be
imposed by the changing face of demand (New Vehicles in the NAS). Because many
different divisions of the system into such topic areas are possible, similar research
issues were raised independently in multiple discussion groups: for example, the
need for frameworks to assess system risk and vulnerability was seen as a key issue
in the context of safety, CNS systems, international operations, and the introduction
of new types of vehicles into the NAS.

4.3 Supporting Technology Research Challenges

Each of the previously-mentioned NextGen topics presents fundamental research
problems that need to be tackled. There are many recurring themes, i.e., the same
research problems are critical to several topics. This result is not surprising, and
it emphasizes the very interconnected nature of air transportation. However, this
observation also shows the need to solve the identified research problems in a holistic
manner, paying attention to the different elements of the system, in order to obtain
solutions that can be implemented in the real world. A bipartite mapping of some of
the critical research issues to the NextGen topics is shown in Fig. 4.2.

Design of automation with graceful degradation modes 

Metrics 

Communications, Navigation 
and Surveillance 

Models of human operator cognitive complexity 
Theory of single operator-multi process control 

Design and analysis of architectures to support mixed 
human- and automation-based decision making 

Stochastic network models for complex systems 

Large scale, real time, deterministic, 
robust or stochastic optimization algorithms 

Heterogeneous sensor placement, data fusion, and 
assessment of the value of information 

Multi-objective, multi-stakeholder optimization frameworks 
System architectures that facilitate distributed decision-

making; study of incentives for information sharing 

Flexible service provision in a large system-of-systems 

 Risk analysis and robustness in net-centric info. systems 

Fundamental understanding of wake vortex dynamics 

Estimation of resource capacity (accounting for weather, 
operator limitations, vehicle mix, mixed equipage, etc.) 

Humans and Automation 

Airspace Management 

Airport and Terminal Area Ops 

Traffic Flow Management 

New Vehicles in the NAS 

Safety 

International 

Risk and vulnerability assessment frameworks 

Dynamics of consensus on metrics and tradeoffs 
Metrics representation at various levels of system 

maturity / level of abstraction 

Evaluation of performance and conformance 

Safety diagnosis/health monitoring methods for CPS

System verification, validation and certification

Fig. 4.2 A mapping of research issues (nodes on the left) to NextGen topics (nodes on the right)
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It is useful to consider the mapping of research problems to NextGen topics using
different “lenses”, each centered on a particular research problem. We now con-
sider the views through four such “lenses”, namely, ones centered on the problems
of the design of automation with graceful degradation modes, the verification, val-
idation and certification of aviation systems, the development of large scale, real
time, deterministic, robust or stochastic optimization algorithms, and the design of
multi-objective, multi-stakeholder optimization frameworks. The objective of the
following discussions is to describe each research problem, assess its relevance to
NextGen, discuss its relevance to other or more general cyber-physical systems, and
finally, describe ongoing research efforts within the aviation community to solve this
problem and the research directions adopted for the same problem in other CPS.

4.3.1 Design of Automation with Graceful Degradation Modes

Graceful degradation is a core concern for NextGen, and is relevant to several of
the identified NextGen topics: Humans and Automation, Safety, Airspace Manage-
ment, and CNS (Communication, Navigation and Surveillance). Considering CNS
and airspace management, a particular challenge arises from hardware breakdowns,
whose ability to gracefully degrademay liewith the hardware itself (via some form or
redundancy), or with a combination of hardware and operations reconfiguration (for
example, existing procedures to handle sudden losses of radar coverage, temporary
airport shutdown such as San Francisco in july 2013, or loss of airspacemanagement,
such as Chicago’s approach control in 2014). Fundamental research topics associated
with mitigating such graceful degradation include fault detection and isolation, as
well as adaptive control, taken in its most general sense - the sense carried by this
research volume and previously covered in [76].

Considering humans, automation, and safety, the notion of graceful degradation
is perceived to be intimately connected with human operators and their interaction
with automation. In other terms, the entire human + automation system is considered
to be degrading, and graceful degradation must be considered with the whole system
in mind. In the context of safety, graceful degradation is concerned more with a
nominal human being able to properly handling several machine modes, such as
nominal or alternative control laws in a jetliner, or handling several aircraft projected
on a computer screen [29].

4.3.2 System Verification and Validation (V&V)

This broad topic relates to Humans and Automation, Safety, and Communication,
Navigation, and Surveillance (CNS). In the context of humans and automation, the
issue is that system breakdown is typically not in human performance or automation
per se, or their interface, but rather in work constructs that are too complex, or too
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brittle, to provide efficient, repeatable, robust operations. Thus, it is important to
develop system verification and validation techniques that apply to both the humans
and the environment they interact with. This novel observation has served as the basis
for several research projects, including those supported by NASA’s airspace safety
program.

In the broad context of safety, there are several well-known issues in V&V. The
evolutionary nature of NextGen encourages the use of compositional approaches in
software and system design/verification. For example, there is the need to be able to
integrate/replace subsystems and technologies without having to re-certify the whole
system. Such wishful thinking, however, must also accept the limits established
by system theory, which has shown long ago that compositionality of system sub-
elements to form a system often does not imply compositionality of verification and
validation of the same sub-elements to prove the system is safe. The underlying
question is whether the air transportation is closer to a large supply chain or the
Internet, where modularity of design and analysis have proved particularly efficient,
or more like one of these modular, complex flexible structures like the International
Space Station or the most recent commercial aircraft, where compositionality of
verification and validation has eluded researchers and engineers for years, and re-
examination of the entire system is necessary each time a new module is added or
a new version is designed [35]. Moreover, the need for certification of embedded
and real time software at the algorithmic level, mixed with concerns about cost and
development time of that certified software justify the need for research in model-
based software validation and certified-by-design software.

In the context of CNS, we observe that the current FAA network has approx-
imately 17,000 network devices, and keeps growing, and that in November 2009
configuration errors brought current FAA network down and air traffic to crawl [67].
It is therefore necessary to come up with new methods to update, verify, and validate
configurations on the fly. Moreover, advances in network configuration management
technology and techniques are needed, which require the development of a disci-
pline of complex system configuration, verification of system architectures, robust
and fault-tolerant systems design.

4.3.3 Large-Scale, Real-Time Optimization Algorithms

This research topic covers theNextGen topics of safety, airspacemanagement, airport
and terminal-area operations, new vehicles, and traffic flow management strategies.

There are currently over 35,000 commercial flights a day in the US, and a simi-
lar number of military and general aviation flights. Scheduling airport and airspace
resources in such a system needs the development of large-scale optimization algo-
rithms, and the incorporation of weather uncertainties motivates the development of
robust or stochastic approaches. Safety constraints increase the complexity of the
problem. There are a range of ways in which the system can be modeled, ranging
from discrete models, which require the solution of large integer programs [8, 9],
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to continuous, flow-based, Eulerian models, which can often be solved using lin-
ear programs, but lose individual, flight-scale characteristics [7, 51, 62, 90]. Both
approaches hold promise at different time-scales, and research into the tradeoffs
between the approaches for tactical and strategic decision-making is needed.

4.3.4 Multi-Objective, Multi-Stakeholder, Optimization
Frameworks

The presence of multiple stakeholders and competing interests in the air transporta-
tion system also poses an interesting research challenge. The objectives themselves
may differ among stakeholders; for example, on a weather-impacted day at a con-
gested airport, air traffic control may be interested in maximizing the rate at which
aircraft arrive and depart (the throughput), the airlines may be interested in min-
imizing either fuel costs, crew costs, or the total delays incurred by them, or the
delay incurred by high-priority flights, while travelers may care about the delay per
passenger or the number of missed connections, or, simply, the possibility of arriv-
ing home today rather than tomorrow. These objectives are not necessarily aligned;
for example, the schedule that maximizes throughput may not be the fuel-optimal
or delay-optimal schedule. It is necessary to develop techniques that determine the
trade-offs among the different objectives to support traffic managers and airport
operators in their decision-making [52, 66]. Similarly, the study of the incentive
properties of resource allocation mechanisms is an important step to handling such
a multi-stakeholder environment.

4.4 Domain-Specific Research Challenges

In addition to the overarching issuesmentioned above, the design and implementation
of domain-specific solutions also pose important research challenges. A few such
problems are discussed below.

4.4.1 Airport Arrival Management

Arrival management consists mainly of making sure that the flow of arriving aircraft
is timely and orderly. In this process, the primary consideration is runway capacity.
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4.4.1.1 Ground Delay Programs

Sometimes, optimizing arrival flows occurs before the arriving aircraft has even taken
off from its origin airport. Under these conditions, for a given set of aircraft bound
to an airport, it has been observed that an excessive number of flights at departure
results, a few hours later, into excess arrival demand at the destination airport and
delays. Given the lower fuel and crew costs associated with waiting on the ground at
the departure location, rather than waiting in the air at destination, ground delay pro-
grams aim at delaying aircraft departures sufficiently so as to avoid traffic saturation
at arrival [6, 94]. For completely saturated airports, such as London Heathrow inter-
national airport, such ground delay programsmust be very carefullyweighted against
the extreme, round-the-clock demand for landings, which cannot tolerate any missed
landing opportunity. In this case, residual airborne delay is deliberately maintained
close to arrival so as for arrival traffic to always be available to meet the landing
runway capacity. The key progress in ground delay programs has been, unchal-
lenged, the introduction of Collaborative Decision Making (CDM) [96], whereby
airlines recover some independent decision-making ability despite temporary capac-
ity limitations. This success can be equally attributed to the phenomenal evolution
in communication technology, and to the strong spirit of collaboration among all
airspace operators, most notably air traffic flow managers and airline dispatchers.

Recently, the collaborative principles of ground-delay programs have been ten-
tatively extended to handle airborne capacity limits. The Collaborative Trajectory
Options Program (CTOP) aimed at formalizing the already existing collaboration
between airline dispatchers, pilots, and air traffic flowmanagers when desired routes
and enroute capacity drop. Although similar in spirit to CDM, the foundations of
the problem addressed are very different, adding a strong spatial dimension to the
temporal dimension successfully handled by CDM.

4.4.1.2 Green Arrivals

Traditional arrival procedures are built upon the availability of 1950’s navigation
and control technology. Such arrival procedures are very inefficient as far as fuel
and noise go, as they include several descent and power-on level flight segments,
whereas, in principle, environmentally friendlier, less noisy, power-off descents are
possible. The main challenge associated with power-off, green descents is the partial
loss of controllability over the aircraft trajectory timing. Consider for example the
standard approach shown in Fig. 4.3 together with a green approach. The standard
approach is staged with many leveled-off segments allowing air traffic control and
pilots to tightly control their 4D position. The green approach, in comparison, offers
little control over the trajectory timing, having been already carefully optimized to
be performed with idle, or near idle, engines. The challenge of green descents is
therefore to meet the stringent timing requirements allowing the arrival runway to
perform at full capacity, despite the more limited control action. In recent work [74],
it was shown that, given essential information, such as aircraft type, aircraft mass,
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Fig. 4.3 Conventional versus continuous approaches (from [64])

and the aircraft time of arrival at the top of descent point, it is possible to estimate the
time of arrival at the final approach fix with sufficient precision and therefore reduce
environmental impact without impacting airport capacity. Today, green arrivals are
implemented at many airports around the world.

4.4.2 Airport Departure Processes

Aircraft taxiing on the surface contribute significantly to the fuel burn and emissions
at airports. This observation has motivated several efforts to identify opportunities to
reduce airport congestion, design and field-test surface management strategies, and
estimate the benefits of these strategies [24, 63, 71, 84, 89].

4.4.2.1 Modeling

The modeling of airport operations is essential for understanding the underlying
challenges, and for the development of mitigation strategies. To this end several
models have been developed, ranging from queuing models [38, 49, 56, 72, 83], to
various attempts to characterize airport capacity [31, 73]. These models have been
further used to predict taxi-out times at a specific airport [36, 37, 81, 82], and on
occasion, as part of NAS-wide modeling efforts [17, 55, 99].

A third body of related work involves the microscopic modeling of all airport
components. These tools model the layout of an airport, the operating rules for every
aircraft type, and the dynamics of every gate, taxiway and runway with high fidelity.
Aswould be expected, there are tradeoffs among the level of modeling fidelity, effort,
and computational times [18, 34, 53].
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4.4.2.2 Congestion Mitigation Strategies

The simplest form of airport congestion mitigation mechanism is to create a virtual
queue, whereby aircraft ready for pushback wait for favorable conditions to do so
[24]. A state-dependent pushback policy, such as the N-Control strategy [12, 15, 16,
71], is based on the typical variation of departure throughput with the number of
departures on the surface (denoted N ): As more aircraft pushback from their gates
onto the taxiways, the throughput of the departure runway initially increases, as
seen in Fig. 4.4 and first observed by Shumsky [82]. This curve is the fundamental
diagram of airport traffic and is the exact counterpart to the fundamental diagram
of networked ground traffic, extensively discussed by Daganzo [30], and shown in
Fig. 4.5. As the number of taxiing departures exceeds a given threshold, denoted N∗,
the departure runway capacity becomes the limiting factor, and there is no additional
increase in throughput. Any additional aircraft that pushback simply incur taxi-out
delays [63]. A similar heuristic, based on the concept of an Acceptable Level of
Traffic (ALOT), has been observed to be employed by Air Traffic Controllers at BOS
during extreme congested situations [19]. TheN-Control policy is also closely related
to the constant work-in-process (CONWIP) policy used in manufacturing systems.
The main benefits of CONWIP systems are their simplicity, implementability and
controllability [88]. They present an efficient way to control congestion by accepting
an adjustable risk of capacity loss. Such congestion control strategies are the direct
counterpart of road access control strategies implemented in many highways around

Fig. 4.4 Airport throughput versus traffic density
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the world. It is worth mentioning that airports are usually not subject to the type
of instabilities resulting from the unimodal geometry of the ‘fundamental curve of
ground traffic’ (cite appropriate people here) that makes road traffic congestion so
challenging to address, although evidence of gridlock can be observed experimentally
at certain exceptionally busy airports, such as Newark Airport, see Fig. 4.6.

Fig. 4.5 Fundamental diagram of single or networked traffic [93]
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Fig. 4.6 Fundamental diagram of airport traffic at NewYork International Airport; when the airport
is very highly loaded (in excess of 20 aircraft taxiing at the same time), the airport throughput goes
down, showing evidence of a growing gridlock
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4.4.2.3 Implementation

The N-Control strategy can be adapted to the human environment in the air traffic
control tower to obtain a rate-based control strategy by predicting the throughput in
a future time period, and deciding on the number of pushbacks in that time period
needed to maintain a certain level of ground traffic. Indeed, it was found that a
rate-based control strategy is much better accepted by human operators than a pure
threshold strategy. Generalized versions of pushback control policies, based on full-
state feedback using surface surveillance, have also been considered for surface
traffic management [13, 14]. Recently, a refined Pushback Rate Control strategy has
been developed, which uses the transient analysis of D(t)/Ek(t)/1 queuing systems
to determine the optimal rate of pushbacks in a given time period, based on the
operating environment, the number of aircraft taxiing out, and the length of the
departure runway queue [84].

Several approaches to departure metering have been field-tested, including the
Ground Metering Program at New York’s JFK airport [63, 89], the field-tests of the
Collaborative Departure Queue Management concept at Memphis (MEM) airport
[11], the human-in-the-loop simulations of the Spot and Runway Departure Advisor
(SARDA) concept atDallas FortWorth (DFW) airport [41], the trials of theDeparture
Manager (DMAN) concept [10] in Athens International airport (ATH) [80], and the
field-tests of Pushback Rate Control at Boston’s Logan International airport (BOS)
[85, 86].

Pushback control can also be formulated as a network congestion control problem
and solved efficiently using approximate dynamic programming techniques [92].
This approach has been shown to effectively address practical resource constraints,
such as limited gate availability [43, 44].

4.4.2.4 Metrics to Characterize Airport Operational Performance

The availability of detailed surface surveillance datasets from sources such as theAir-
port Surface Detection Equipment, Model-X (ASDE-X) have the potential to be used
for assessing airport performance, in addition to their primary purpose of enhancing
safety [23]. In particular, the data can be used to characterize surface flows, includ-
ing identification of congestion hotspots, queue dynamics and departure throughput,
and to develop metrics to evaluate the daily and long-term operational performance
of an airport under different operating conditions. These metrics can provide useful
feedback on operational performance to airport operators, and therefore have the
potential to improve the efficiency of surface operations at airports [42, 45].
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4.4.3 The Trip is Not Over: Passenger Management
in the Terminals

The passenger perspective on airports resource management differs noticeably from
that of the aircraft operator: While aircraft operations happen within the airside, the
passenger experience, which includes part of the airside, is also considerably influ-
enced by landside activities. Aircraft and passengers meet at the interface between
the two spaces, which consists of the boarding gate.

Passenger traffic is driven by trajectory optimization, system capacity and queuing
behaviors, just like airspace dynamics or, for that purpose, any transportation system.

There are several steps that may be undertaken to mitigate long transit times and
excessive queuing for passengers: Both phenomena result in lost time, which may be
either reduced, or reused to improve passenger experience and airport earnings alike:
For example, passengers may use excess transit time to either engage in shopping,
or enjoy the services of a restaurant, all activities also beneficial to retailers and the
airport authority.

4.4.3.1 Minimizing Passenger Unimpeded Transit Times

Passenger transit times within a given terminal usually grow with the distance sep-
arating the passenger point of entry to his destination. Three cases arise: Either the
passenger checked in at the airport, or the passenger reached his destination, or the
passenger is connecting from one flight to the next. In all cases, gate assignment is
key to influencing passenger transit time, since a gate close to the airport terminal
results in reduced transit time for checking-in and exiting passengers. On the other
hand, two aircraft close to each other will see passengers connecting from either
aircraft to the other enjoy a lower gate-to-gate transit time. Placement of aircraft at
gates is therefore very important and can be very dynamic.

4.4.3.2 Queuing Effects

Queuing effects arise in two contexts:
First, couplings and trade-offs exist between the competing goals of minimizing

passenger unimpeded transit time and ‘queuing at the gate’, a common phenomenon,
whereby an arriving aircraft finds its arrival gate to still be occupied by a departing
aircraft. Figure4.7 shows how expected wait time due to occupied gate decays as a
function of scheduled gate idle time between occupancies.

A strategy aimed at optimizing passenger transit tends naturally to cluster aircraft
within a small, convenient set of gates, and a density increase in scheduled occupancy
times for a given gate will result in increased ‘gate queuing’. Casual observations
show that ‘gate queuing’ is badly tolerated by passengers. We can explore the pareto
front showing passenger transit time from gate to gate (or from gate to exit) vs.
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Fig. 4.7 Evolution of average gate delay as a function of planned idle time between occupancies
[48]

passenger time waiting for the gate to be free by optimizing

J (α) = α × (passenger transit cost) + (1 − α) × (waiting for gate to free up).

for various values of α between 0 and 1 [47]. The resulting tradeoff curve is given
in Fig. 4.8. It shows that indeed transit costs and ‘wait for gate’ costs must be traded
against each other. It is up to the airline to adjust what is the equivalent of a ‘cost
index’ to obtain acceptable trade-offs.

Second, queuing occurs at key locations in the airport terminal: Entering passen-
gers experience queuing first at check-in, especially if they need to check in luggage.
Then, the same passengers experience queuing at security gates. Last, these pas-
sengers experience queuing upon boarding the aircraft. Exiting passengers usually
experience delays at customs and border control. Just as for ground delay programs
and congested departure operations, intelligent queue management techniques can
alleviate queueing problems arising in the terminal. Unlike airport arrival and depar-
ture capacity, however, passenger serve capacity at bottlenecks can be adjusted very
fast via intelligent staffing policies. One of the keys to matching demand against
capacity is appropriate demand monitoring. The recent work by Nikoue and Clarke
[48] shows that smart phone positioning techniques using triangulation or other sig-
nal localization techniques can be used to anticipate demand at border control and
support appropriate booth staffing policies. To support this task, there also exists a
fundamental diagram of single or networked pedestrian traffic inside airport termi-
nals. The one shown in Fig. 4.9 reflects that of Sydney airport, based on triangulated
signals from cell phones carried by passengers.
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Fig. 4.8 Trade-off between time spent transiting from gate to gate/exit and time spent waiting for
arrival gate to be free. All units are in minutes

Fig. 4.9 Fundamental curve of airport pedestrian traffic approaching passport control at Sydney
International Airport (courtesy Harold Nikoue). Red Average flow. Green 90% confidence interval.
When the facility is highly loaded (in excess of 300 passengers present in the passport control area
at the same time), the passenger throughput saturates
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Focusing on Sydney international airport, Nikoue and Clarke, have demonstrated
the significant improvements that can be obtained by properly managing passenger
queuing in real time and feeding back anticipated passenger demand (which is cor-
related with flights expected flight landing times). Figures4.10 and 4.11 shows the
radically different evolutions of queuing delays, depending on whether feedback is
provided and acted upon by the immigration staffing unit.

The effect of feedback is to limit the length of queuing at any time, and eliminate,
for example, the massive queuing peak occurring near 11:30 when the nominal
staffing profile is applied without feedback.

4.4.4 Domain-Specific Contributions: Abstract Modeling
Approaches

The combination of physical aviation infrastructure and automation in NextGen
presents a variety of opportunities and challenges related to systems and control the-
ory. The context of traffic control can be the source of many new abstract problems
to solicit the curiosity of mathematically inclined researchers in the decision and
control sciences. The value of these abstract problems is not only for intellectual
amusement: Microscopic simulations project are essential to the validation of the
underlying models by confronting their output against the opinion of system opera-
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Fig. 4.10 Actual passenger delay generated by mismatched immigration staffing and actual flight
arrivals times
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Fig. 4.11 Simulated passenger delay generated by mismatched immigration staffing and actual
flight arrivals times

tors. But proper abstract models of traffic can make preliminary analyses of air traffic
operations much faster and cost-effective, allowing the investigator to quickly turn
several design options around.

4.4.4.1 Models of Air Traffic Based on Statistical Mechanics

Perhaps the greatest success of abstract thinking applied to air traffic control is the
generation of closed form analytical models inspired by gas particle dynamics to
characterize airspace conflicts arising from properties such as structure, directional-
ity, or density. Some of the earliest published work featuring the gas particle collision
model dates to the early 1960’s. In a report to the Federal Aviation Administration,
Arad et al. [3] proposed a mathematical approach to model air traffic control with
the primary purpose of quantifying possible en-route airspace conflicts as a proxy of
controller load to guide better sector design. The model relates the control function
load to the expected number of conflicts C arising in a sector over a unit of time. C
is estimated as

C = 2āV̄ N 2

g0S
(4.1)

where ā is a linear measure of separation minima, V is the average traffic speed, g0
is a non-dimensional flow organization factor, and S is the (top-view) 2-D area of the
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airspace sector. As would be done in most subsequent developments of the particle
collision model, expressions for cases interest (e.g. airway crossings or overtaking)
are derived fromageneralizedmodel form, and the 2Dmodel is extended to formulate
one for the 3D case.

In two subsequent studies [25, 32] the same model was applied to the terminal
area environment, explicitly incorporating the concept of uniformly distributed ran-
dom traffic position and heading. As shown by Graham and Orr [33] expressions for
the expected number of conflicts can be derived from a few fundamental concepts
including the average relative velocity, the conflict volume swept by the moving air-
craft, and traffic density. Alexander [1] is perhaps one of the first authors to explicitly
refer to this type of model as a gas model, arguing that it is a reasonable analogue for
air traffic phenomena given the quadratic relationship of conflict rate to traffic den-
sity as supported by empirical airspace observations. The model assumes a random
distribution of aircraft and flight directions to estimate the probability that an aircraft
will not come within a distance r of another aircraft having already traveled a dis-
tance L as a function of the average traffic density σ and number of non-interacting
altitude layers n. The corresponding mean-free path L2 and frequency F2 of 2-body
interactions at a distance r with aircraft velocity V are estimated accordingly. The
resulting interaction frequency per unit surface area is

C2 = 1

2
F2σ = rσ 2V

n
(4.2)

Using representative values for airspace density σ , aircraft speed V , and aircraft
separation minima r , Alexander draws meaningful conclusions regarding inherent
conflict risk as a function of density.

In a similar way May [59] builds upon the technique originally suggested by
Marks [58] to estimate the probability of conflict with a random particle collision
model. The relative velocity VR between two aircraft can be used for one so that
the other can be assumed immovable. A NMAC cylindrical volume, defined with
horizontal separation distance MH and a vertical separation distance MV , sweeps a
total NMAC volume as the aircraft moves on a straight line in time interval t:

RNMAC = 4MH MV VRt (4.3)

The probability of aNMAC is estimated as the the probability that a second aircraft
will be in the swept volume RNMAC. Assuming a uniform time-invariant distribution
of traffic, the estimate is reduced to be directly proportional to the swept NMAC
volume. Following the work by Graham and Orr [33] May estimates the average
relative velocity as:

V̄R = 1

π

∫ π

0

√
V 2
1 + V 2

2 − 2V1V2cos(δ)dδ (4.4)
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May applies this general technique to yield analytical estimates for the expected
number of NMACs in a number of particular cases of interest, for instance for an
aircraft with velocity V1 intruding airspace where aircraft fly at V2, in once case with
random headings and in another organized as a traffic stream.

Other seminal work focused on extensions and generalizations of the theory,
treatment of special cases, and cross-examination against empirical air traffic con-
flict data. For instance, Anno [2] compared midair collisions from the standpoint of
random collision theory with midair collision data to estimate the effectiveness of
ATC control.

Endoh’s (1982) generalization and extension of the gas model constitutes one
of the most significant contributions to the modeling paradigm. For instance, the
estimate of the expected relative velocity considers the probability distribution of the
velocity values and the vector angle, resulting in the expression below for independent
distributions.

E(Vr ) =
∫

V1

∫
V2

∫ 2π

0

√
V 2
1 + V 2

2 − 2V1V2cos(β)ρ(β)ρ(V2)ρ(V1)dβdV2dV1

(4.5)

Endoh [21] also examines the implications of the above definition of expected
relative velocity against definitions in statistical mechanics and prior midair collision
models. The special cases that Endoh derives from the generalized model are also
noteworthy because they account for important airspace features that are often not
captured in earlier work by virtue of oversimplifying assumptions. For instance, the
non-uniform distribution of flight headings as observed in large airspace volumes,
an IFR airway immersed in unstructured VFR airspace.

Muchof thework byEndohwas later incorporated and expandedupon in reference
materials byProfessorRobert Simpson [87] for theEngineering ofAir TrafficControl
Systems course at MIT, contributing to the growing popularity and adoption of the
generalized method throughout the 1990s. In this course material Simpson revisits
the generalized 2D formulation and provides closed form solutions of the horizontal
encounter rate for special cases including a multi-directional (unstructured) traffic
flow, unstructured unidirectional flow with varying speeds, airways with overtaking,
unidirectional airway in multidirectional flow (IFR airway in VFR airspace), and
two-airway intersection. He also examines multi-direction 3-D traffic at constant
speed, and the case where traffic is assigned to fly nominal paths, not necessarily
straight, in 3 dimensions. Building upon concepts treated by Alexander [1], he also
examines the collision rate for traffic assigned to different altitudes.

Today the published literature features a wealth of applications and variations of
the gas model for midair collisions, in many cases to study novel airspace concepts
and technologies. For instance, the integration of unmanned aircraft systems (UAS)
into the national airspace and the midair collision risks it presents have been studied
extensively with the gas collision model [4, 20, 60, 61, 95, 97].

Over the last few decades considerable effort has been dedicated to the develop-
ment of solutions to environmental impact of continued growth of aviation activity.
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Technical solutions have been proposed in many forms, the vast majority comprised
by advanced concepts and technologies for both aircraft/vehicles and airspace oper-
ations. While most efforts will typically address only one or the other, in recent years
there has been increasing emphasis on integrated analyses bridging both perspectives.
Many advance aircraft concepts are fundamentally predicated on unconventional
vehicle configurations for which mission profile and overall performance character-
istics are considerably different frommore traditional aircraft. These differences have
profound implications for airspace operations, particularly when considering the rich
variety of aircraft in a mixed global fleet. Rather than examining the implications
that unique flight characteristics have on airspace operations as an afterthought, as
had occurred often in the past, recent advances have leveraged on the simplicity and
power of the gas model to incorporate airspace safety and operational considerations
into the core analysis effort for advanced vehicle concepts.

In recent efforts by Feron, Jimenez, and Clarke the impact on airspace conflict
resulting from the introduction of advanced aircraft concepts into the operating fleet
was examined. This characterizationwas conducted through encounter rate estimates
given the same interpretation of seminal work reviewed earlier in this section, namely
a measure of the latent risk providing an upper bound on potential conflicts, or as
a measure of the required control load inferred from the level of air traffic activity
and associated conflict phenomena. Assessments are made over a 2010 to 2050 time
period while incorporating considerations of changing fleet and operations growth
forecasts with appropriate fleet-level models [26, 39, 70]. Encounter rate estimates
across two fleet scenarios capture the impact of advanced vehicle concept introduc-
tions. The reference scenario offers a baseline fleet technology level and assumes no
additional improvements beyond the current generation (e.g. A320NEO, B737MAX,
B787, A350). The alternate scenario assumes performance improvements for tube
and wing aircraft beyond the current generation, single aisle aircraft with open rotor
propulsion starting in 2030, and hybrid wing body aircraft for the replacing the
traditional wide-body/twin aisle conventional starting in the mid 2030s.

An implementation of the gas particle model as reported by Simpson is used
to produce encounter rate estimates. Flight speeds for different flight phases for all
aircraft obtained fromvehicle performance analyses, in combinationwith sufficiently
detailed sets of operations, are explicitly captured in this implementation of the
model via numerical integration of the underlyingweighted distributions of speed and
heading. The assessment is conducted at three levels of airspace system abstraction.

First, the entire national airspace system is considered only for cruise conditions
using the corresponding speed distribution and uniformly random headings. Results
predict an increasing rate of conflicts over time that is most directly attributed to the
corresponding increase in airspace density.However, there is no significant difference
between scenarios suggesting that at an aggregate level for cruise conditions the
introduction of advance concepts does not significantly impact air traffic conflict
phenomena.

A second examination considers structured IFR airspace at the center level. The
Cleveland center (ZOB), one of the busiest in the nation,was selected for this purpose.
A simplified representation of the center airspace structure containing its dominant
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Fig. 4.12 Encounter rate for airway overtaking and crossing, increase trend for traffic projection
growth and differences due to fleet mix scenarios

characteristics was developed using a large set of radar track data (for FL350) to
identify turning points, cluster them into waypoints, and map each flight into a
corresponding sequence of segments [28]. Overtaking conflicts within the busiest
airway segment, and crossing segments in the busiest airway segment intersection
were evaluated with the model, all the while utilizing the fleet mix for operations
conducted in these segments. Results, shown in Fig.4.12, indicate an increase of
the encounter rate over time following the increase in airspace density. Only a very
small increase in the encounter rate is observed for the scenariowith advanced vehicle
concepts past the year 2040. This effect, however modest, is attributed to the fleet
composition observed for the segments of interest, which is notably different form
that for the entire NAS.

The third assessment considers the highly structured and coordinated airspace of
a class B airport arrival stream. With about 30% of all arrivals the FLCON stan-
dard arrival is the busiest for Atlanta airport, itself the busiest in the world. The
study looked at the arrival peak of the Atlanta 2013 statistical design day, which
corresponds to some 95 arrivals per hour. In this busy stream altitude and speed are
strictly controlled at the arrival fixwhich offers an ideal reference point beyondwhich
the encounter rate gas model may be exercised. All aircraft are reasonably assumed
to follow the same linear altitude descent profile, as well as a linear velocity deceler-
ation profile, between the arrival fix (12,000 ft, 250kts CAS) and the final approach
fix (1,000 ft, VApp) consistent with highly-coordinated Next-Gen operations. In this
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Fig. 4.13 Encounter rate for arrival stream, increase trend for traffic projection growth and differ-
ences due to fleet mix scenarios

manner traffic coordination upstream of the arrival fix is implicitly captured without
compromising the fundamental modeling approach of the gas model; at the same
time it isolates conflict phenomena associated with differences in approach speed for
the fleet mix under study within a linear deceleration profile, as would be captured
by the model. A 3 NM separation distance is used in this case given that it takes place
within the TRACON. Because velocity varies with position, separation minima at
the metering fix is not guaranteed for the remainder of the approach path. In the past
gas model implementations have assumed a constant speed for aircraft, often times
using some average of the arrival speed profile; alternatively the average of the speed
differential between consecutive aircraft can be used, for example estimating it as

E(VDiff(h)) = E(Vtrailing(h) − Vleading(h)). (4.6)

This approach does not capture traffic compression and consequently significantly
underestimates the encounter rate. A novel modification to the encounter rate model
was implemented to account for the compression effect by calculating the conflict
range in consideration of the speed change. This modification to the model remains
chiefly analytical, and shows good agreement against direct numerical simulation
with Monte Carlo sampling for a Poisson process. Results for the arrival stream,
shown in Fig. 4.13, confirm that prior modeling approaches greatly underestimate
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Fig. 4.14 Sensitivity of arrival stream encounter rate to advanced vehicle percent speed
perturbations

the encounter rate, and suggest that introduction of advanced vehicle concepts mod-
estly increases the encounter rate over the midterm and then decreases it in the longer
term, past the year 2045. This trend reversal is attributed to two effects: the compo-
sition of the fleet at any given time, and the approach velocity values of the aircraft
in said fleet mix. In the midterm the fleet composition has comparable proportions
of conventional tube and wing aircraft with higher approach speeds and unconven-
tional HWB configuration aircraft with much lower approach speeds, resulting in the
greatest average speed differentials and higher encounter rate. In the long term the
speed differential decreases with the unconventional aircraft comprising a greater
proportion of the fleet. The modest magnitude of the impact can itself be attributed
to the small proportion of wide-body capacity aircraft operations relative to more
dominant narrow-body aircraft operations.

With the encounter rate model for the arrival stream sensitivity analyses can be
conducted to examine the extent to which more pronounced velocity discrepancies
of advanced vehicles relative to conventional ones result in changes to the encounter
rate. Representative results are illustrated in Fig. 4.14.
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4.4.4.2 Geometric Analyses of Conflict Detection and Resolution
Algorithms

Conflict detection and resolution has rapidly become the canonical problem through
which the research community enters the field air transportation. This fact is amply
justified by the fact that conflict detection and resolution is the core task and main
reason why air traffic management came to be in the first place (cite papers about
1958 grand canyon accident). While there is a great deal of accumulated knowledge
about conflict detection and resolution algorithms, the very idea of proving that these
algorithms do, in fact, eliminate all possible conflicts, is far from exhaustion. Going
as far as the development of TCAS in 1992, there has always been a desire to build
assurance about collision and conflict avoidance problems (here, cite Lincoln Lab
efforts), even though the most common practice has been, up until recently, to rely
on exhaustive simulations to slowly build evidence of proper system behavior, and
confidence that this behavior will remain so in the future. The very concept of prov-
ing the correctness of conflict resolution algorithms can be traced back as far back as
[65], and possibly further back if one embeds the conflict/collision avoidance prob-
lem within the corresponding mobile robotics subject [46, 50, 91], and the concept
has slowly gained momentum in the research community, relying on increasingly
sophisticated computer-aided verification tools [27].

Bringing a solid mathematical basis to prove the absence of collision/conflict
among aircraft (under properly stated assumptions) gives the researcher the oppor-
tunity to build a complete axiomatic theory of air traffic control, whereby proven
elementary conflict management blocks can be combined to form a complete engi-
neered system. For example, the initial construct by Mao, Bilimoria and Feron [57],
whereby pairs of aircraft flows can be proven to intersect without loss of separation
under stated control laws, can be used to build a ‘correct-by-design’ air transportation
network, where conflicts are guaranteed to always be solved. Of course, the experi-
enced air trafficmanagement specialistwill immediately recognizemanyweaknesses
in the initial assumptions supporting these constructs. However, such an axiomatic
approach can come as a useful complement to operational control procedures tomea-
sure the gap that exists between today’s system, which originates from a long legacy
of pragmatic and incremental improvements, and a more elusive, ‘mathematically
correct’ model built from scratch.

4.4.4.3 Design of Control/Communications Protocols and Architectures

Automatic Dependent Surveillance—Broadcast (ADS-B) is a NextGen surveillance
and communication technology by which aircraft can broadcast onboard flight infor-
mation via datalink to ground stations or other aircraft within range [75, 77, 78]. The
position estimates from ADS-B are will be more accurate and have lower latency
than traditional ground radar systems [54].

A fundamental systems design decision is the level of decentralization that bal-
ances safety and efficiency. While ADS-B can be used to shift air traffic control
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to a more distributed architecture, channel variations and interference with existing
secondary radar replies can affect ADS-B transmissions. These observations have
motivated the development of hybrid control-communication protocols that account
for interactions between new and legacy infrastructure, and balance the tradeoffs
between safety and efficiency [69].

Along with the increase in efficiency, there is a concern that decentralization
may make malicious behavior easier [79, 98]. Erroneous information introduced by
malicious entities may be retransmitted by other aircraft, and infect the rest of the
system. With an increase in automation in all levels of the system, cybersecurity
becomes critical. These challenges also present opportunities to use innovative data
fusion techniques to detect errors in broadcast data, build redundancy into the system,
and improve overall performance [68].
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From Design to Implementation: An
Automated, Credible Autocoding Chain
for Control Systems
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and Marc Pantel

5.1 Introduction

A wide range of today’s real-time embedded systems, especially their most critical
parts, relies on a control-command computation core. The control-command of an
aircraft, a satellite, a car engine, is processed into a global loop repeated during the
activity of the controlled device. This loop models the acquisition of new input val-
ues via sensors, either from environment mesures (wind speed, acceleration, engine
RPM, …) or from human feedback through, for example, the brakes, the accelerator,
the stick or wheel control.
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The cost of failure of such systems is significant, and examples of such failures are
numerous, in spite of increasingly high certification requirements. In addition, as the
Federal Aviation Administration (FAA) works on defining the proper frame to open
the airspace to Unmanned Aerial Systems (UAS), a major market is about to bloom
and will benefit from automated and simple tools to facilitate product certification.
Current analysis tools focus mainly on simulations. One obvious shortcoming is
the impossibility to simulate all the possible scenarios the system will be subject
to. More advanced tools include static analysis modules, which derive properties
of the system by formally analyzing its semantics. However, in the specific case of
control systems, analyzing the computational core can prove arduous for these tools,
whereas the engineers who designed the controller have a variety of mathematical
results that can greatly facilite this analysis, and evince more subtle properties of the
implemented controller.

There are many modern techniques to analyse software. Model checking is one
that endeavors to automatically prove safety-properties of finite-state systems [1].
It is widely used in industry as recent developments have made SAT solvers and
SMT solvers much more efficient and scalable [2, 3]. Unfortunately, control software
remains subject to an explosion of the state-space, making the use of these techniques
difficult for this research.

Abstract interpretation has proven to be a powerful, scalable technique to prove
low-level properties of code. It was successfully applied on the Airbus A380 code to
prove the absence of runtime errors caused by buffer overflow or index out-of-bound
failures [4]. The choice of a proper abstract domain and good widening/narrowing
heuristics remains a difficult one. In particular, there is no good lattice structure on
the domain of ellipsoids, crucial to many results of control theory. Finally, some
control systems require highly non-linear Lyapunov functions in their proof of sta-
bility, involving transcendental functions that no current domain encompasses, to our
knowledge. Feret’s work [5, 6] is a practical approach to the problem of extracting
quadratic invariants in an abstract interpretation framework. Its goal is to address the
need by Astrée [7] to handle the linear filters present in Airbus’ real time software.
Previous work [8] by Monniaux addressed the same class of systems but not on actual
code. Both of these efforts address a strict subset of the systems we consider in this
work.

This chapter, following previous efforts aimed at demonstrating how control-
systemic domain knowledge can be leveraged for code analysis [9, 10], describes a
practical implementation of a fully automated framework, which enables a control
theorist to use familiar tools to generate credible code, that is, code delivered with
certificates ensuring certain properties will hold for all executions.

The focus is on a specific class of controllers and properties, in order to achieve
full automation; it also explores various possible extensions.

The chapter is structured as follows: We first present a high level view of the
general framework in Sect. 5.2. We then proceed to describe how control semantics
can be expressed at different levels of design, in Sect. 5.3. Section 5.4 describes
the translation process by which graphical synchronous languages familiar to the
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control theorist can be turned into credible code. Section 5.12 demonstrates how a
proof of correctness can be automatically extracted from the generated code and its
annotations.

5.2 Credible Autocoding Framework

Autocoding is an automated programming process that transforms a system expressed
in a high-level modeling language such as Simulink or SCADE into a low-level imple-
mentation language such as C. In credible autocoding, the code is generated along
with mathematically verifiable guarantees of functional correctness. The concept of
credible autocoding is analogous to credible compilation in [11]. Both processes
generate formally verifiable evidences that the output correctly preserves certain
semantics of the input. The evidences can be independently checked for correctness
by the certification authorities. Unlike credible compilation of Rinard, the formally
verifiable evidences of interest in this research are the high-level functional properties
of control systems which include stability, robustness and performance. An alternate
approach towards producing guarantees for autocoder is building a formally verified
autocoder. In a formally verified autocoder, each block transformations are mathe-
matically proved to be correct. This approach is technically challenging and has yet
to be demonstrated to be feasible.

Data-flow modeling languages such as Simulink or SCADE are the default indus-
try choice for Model-based development of safety-critical control systems. Within
this framework of software development, systems are build using a language of high-
level abstraction in order to facilitate rapid design and prototyping. The source code
is then generated automatically from the input model using an automated code gener-
ation tool or an autocoder. The trustworthiness of the autocoder has often been ques-
tioned in the industry [12]. In a data-flow language environment such as Simulink,
there are two major elements: “blocks”, and “lines.” The blocks are functions that
perform some operations on its input(s) and then output the result(s). The lines are
directed edges that flow from an origin block’s output to a destination block’s input.
This type of connectivity specifies that the origin output is equivalent to the destina-
tion input. The blocks are organized into sets of blocks, forming a library of blocks.
Some of the blocks have unpredictable variations in their semantics. For example,
the precise semantics of the Simulink product block depends on its input types, input
dimensions, number of input/output, product operator selected, etc. The variations in
Simulink block semantics, and the lack of formal documentation about them, present
an obstacle in its wide adoption for safety-critical production. A related work [13],
which is complementary to this research used a model-based approach, to assign
provably correct semantics to a set of Simulink blocks. The result of that research is
a library of trustworthy blocks—the BlockLibrary language—with precise semantics,
that can be reasoned about formally.

In the framework of credible autocoding, instead of proving that individual block
transformations are correct i.e. building the library of trustworthy blocks, the goal is to
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be able to show that the output code also satisfies the high-level functional properties
of the input model. The functional properties of the input model is dependent on the
domain of the input model. In the domain of control systems, a strong functional
property is an exponential stability of the closed-loop system with a global domain of
attraction, and a weaker functional property is simply the boundedness of the system.
In the domain of convex optimization, an example property is the linear convergence
of the duality gap function to zero. The verification of the code against high-level
functional property imparts an additional layer of guarantee on the correctness of
the code. For example, if a gain in a Simulink model was inverted accidentally
before autocoding, the output code while correct in the sense of each individual
block transformations, is not likely to satisfy a pre-computed property such as the
Lyapunov stability of the system.

The complete credible autocoding process from Simulink model to verified code,
for the domain of control systems, is illustrated in Fig. 5.1. In this process, the credible
autocoding portion (left half of Fig. 5.1) is performed by the code producers, who
generate the code and provide evidence that the generated code is correct. The proof-
checking portion (right half of Fig. 5.1) are performed by the certification authorities
who are independent from the code producers. The only shared knowledge between
these two parties is a common language used to express the mathematical proofs on
the code. The control semantics include stability property of the system and the plant
models used in the stability analysis for the closed-loop cases. The framework adds,
on top of a classic model-based development cycle, another layer of translations,
that converts quadratic invariant sets, computed using Lyapunov-based methods,
into code annotations on the code, which form a proof of the correctness of the
output code.

For credible autocoding of control software, compared against the traditional
model-based development, the only additional requirement on control engineers is

Fig. 5.1 Automated credible autocoding/compilation chain for control systems
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that they provide the Lyapunov function. The procedure for generating Lyapunov-
type certificate of stability and performance properties of control systems can be
automated using Linear Matrix Inequalities [14] (LMIs) and the Integral Quadratic
Constraint [15] (IQC) framework. Each of the stability and performance properties
generated can be encoded using an ellipsoid invariant, which can then be transformed
into an invariant for the code.

The advantages of the framework developed in this chapter can be summarized
as follows:

1. All the advantages of model-based development are inherited.
2. The correctness of the autocoder is more or less guaranteed by the correctness

of its output code. This is based on the idea of credible compilation in [11]. This
reduces the need to formally verify the autocoder.

3. The framework provides guarantees are of high-level functional properties, which
provides a potentially more useful characterization of the correctness of the system
to the certification authorities.

4. The framework can provide feedback information to the domain expert so errors
in the construction of the model could be diagnosed more rapidly.

5. In the context of certification, credible autocoding could potentially reduce the
number of tests required for certification of the control software. In traditional
unit testing, a piece of code, such as the control software is tested repeatedly for
many possible different inputs and scenarios. This is extremely time consuming.
The credible autocoding framework enables a meta-testing procedures, in which
the software, are tested for all possible inputs and scenarios, in one iteration.

5.2.1 Input and Output Languages of the Framework

The input language of the framework should be a graphical data-flow modeling
language such as Simulink that is familiar to control engineers. The exact choice
for the input language is up to the domain users’ preference and does not affect the
utility of the framework as it can be eventually adapted to other modeling languages
such as SCADE [16]. For the prototype tool-chain developed in this research, the
choice of the input language is a discrete-time subset of Simulink blocks. The subset
of Simulink language include basic blocks: unit delays, gain, input, output, plus,
minus, multiplication, divide, min, and max.

Likewise, for the output language, the choice is likely to depend on the prefer-
ences of the industry and the certification authority. For the experimental prototype
described in this chapter, the output language was chosen to be C because of its
industrial popularity and the wide availability of static analyzers tailored for C code.

The set of annotations in the output source code contains both the functional
properties inserted by the domain expert and the proofs, which can be used to auto-
matically prove these properties. For the analysis of the annotated output, a prototype
annotation checker that is based on the static analyzer frama-C and the theorem prover
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Fig. 5.2 Test platforms. a Quanser helicopter (© Quanser), b DGEN 380 lightweight turbofan
engine (© Price Induction)

PVS is built. For automating the proof-checking of the annotated output, a set of lin-
ear algebra definitions and theories were integrated into the standard NASA PVS
library [10].

In this chapter, the fully automated process from the input model to the verified
output is showcased for the property of close-loop stability. At this point, we restrict
the input space to only linear controllers with possible saturations in the loop. The
running example that we use in this paper is described by the state-space difference
equation in Example 5.1. This example is chosen because it has enough complexity
to be representative of many controllers used in the industry, and is simple enough
such that we can show in this paper, the output annotated code. The example system
is consisted of states x ∈ R

2, input y ∈ R, output u ∈ R, the state-transition function
in (5.1), and the output function in (5.2).

Example 5.1

x+ =
[

0.4990 −0.05
0.01 1

]
x +
[

0
0.01

]
y (5.1)

u = [564.48 0
]

x + [1280
]

y. (5.2)

In addition to the two dimensional example used in this chapter, we have worked
with several larger systems shown in Fig. 5.2, which include the Quanser 3-degree-
of-freedom Helicopter, and a FADEC control system of a small twin jet turbofan
engine [17]. The state-space size of the engine FADEC controller is 11.

5.3 Control Semantics

The set of control semantics that we can express on the model includes stability and
boundedness.

Remark 5.1 The types of systems in which we can express closed-loop stability
properties for are not just limited to simple linear systems like Example 5.1. They
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also include nonlinear systems that can be modeled as linear systems with bounded
nonlinearities in the feedback loops.

5.3.1 Control System Stability and Boundedness

A simple linear system such as Example 5.1 is commonly represented using the
following state-space formalism. For matrices A ∈ R

n×n, B ∈ R
n×m, C ∈ R

k×n, and
D ∈ R

k×m, we have

x+ = Ax + By
u = Cx + Dy

(5.3)

This state-space system has the state-transition function δ : (x, y) → Ax + By and
the output function ω : (x, y) → Cx + Dy. We also consider linear systems with
bounded nonlinearities in their feedback interconnections. This model is a closer
representation of the real control systems when there are saturations, time-delays,
anti-windup mechanisms, hysteresis, or noise in the loop. For ỹ = σ (t, y) with the
time-varying nonlinear function σ(t, y), in which ỹi ≤ Miy for Mi > 0, we have

x+ = Ax + Bỹ
u = Cx + Dỹ

(5.4)

Analogous to system (5.3), the state-transition function for (5.4) is δ : x, y →
Ax + Bσ(t, y), and the output function is ω : (x, y) → Cx + Dσ(t, y). For any
systems described by (5.3) and (5.4), we can compute efficiently the answer to the
following problem.

Problem 5.1 1. Does there exist a symmetric matrix P ∈ R
n×n such that the

quadratic function q : x → xTPx is non-increasing along the system trajectories
as t → +∞?

Generally speaking such a problem can be transformed into a linear matrix
inequality (LMI). The details of these transformations are skipped here as they are
well-established in the control literature [14, 18]. The algorithms used to solve LMIs
are based on semi-definite programming, which is tractable up to large sizes [19].

5.3.2 Prototype Tool-Chain

In this chapter, we describe a prototype tool-chain, which has been developed for
the demonstration of credible autocoding. The prototype tool-chain is split into a
credible autocoder front-end and a proof-checker back-end. The credible autocoder
front-end translates the model into annotated code. The proof-checking back-end
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analyzes the annotated code produce by the front-end and decides whether or not the
proof is coherent.

Gene-Auto [20–23] is an existing, open-source, autocoding prototype for embed-
ded systems. The front-end prototype in our tool-chain, which we dubbed Gene-
Auto+, is based on Gene-Auto. For the front-end, we have several extensions to the
language or language environments Simulink, Gene-Auto and ACSL. ACSL [24] is
a formal specification language for C programs. More details on ACSL is described
in Sect. 5.3.7. The language extensions are summarized as follows:

1. A library of Annotation blocks in Simulink and Gene-Auto.
2. An ACSL-like language within Gene-Auto.
3. Abstract types and their operators in ACSL: matrix, vector and quadratic predi-

cates.

The language extensions in Simulink and Gene-Auto are described in Sect. 5.3.3.
The language extensions in ACSL are described in Sect. 5.3.7.

5.3.3 Control Semantics in Simulink and Gene-Auto

An observer (see [25]) in Simulink takes an input signal and returns an output of 1
if the input satisfies a specific property, and 0 if otherwise. Both boundedness and
stability can be expressed, for example, using an observer with inputs xi, i = 1, . . . , n,
and the boolean-valued function

x →
∑

i,j=1,...,n

xiPijxj ≤ 1. (5.5)

To express the types of observers in (5.5) as annotations on the Simulink model,
we extended the Simulink language and the Gene-Auto environment with a set of
annotation blocks.

Annotation blocks are structurally the same as any other Simulink blocks. The
key difference is that they do not translate into code. Our prototype annotation block
library has been built to contain a minimal set of blocks needed to express the
properties of control systems that are currently verifiable from Simulink to C code.

The prototype annotation block library contains four symbols: vamux, constant,
quadratic, and system. Each annotation symbol denotes an annotation block type, To
illustrate the annotations blocks, we have Fig. 5.3, which shows a Simulink model
of an engine controller, along with 6 annotation blocks. The annotation blocks are
highlighted in red for the purpose of clarity.

In Simulink, the vamux block type takes n scalar or vector inputs xi, and outputs

a concatenated signal y = [xT
1 , . . . , xT

n

]T
. In Fig. 5.3, there are three vamux blocks,

labeled as nh, xc(t) and yd(t). The vamux block type only accepts one parameter,
which determines the number of inputs to the block type. The vamux block does not
express any property of the system. In Gene-Auto+, the main functionality of the



5 From Design to Implementation: An Automated, Credible Autocoding … 145

Fig. 5.3 Simulink model with annotation blocks

vamux block is to establish equivalence relations between its inputs and the ith entry
of its output. i.e. xi == yi. This enables the prototype to replace the pseudo-variables
in the templates within the other annotation blocks with the actual variables from the
code.

The constant block type accepts one scalar, vector, or matrix input x, and a constant
matrix parameter [c1] or [c1, . . . , cn] for n ∈ N. The type of the constants ci are
constrained to be the same type as the input x. The output of the block is the boolean
value x == c1 or

∨n
i=1 (x == ci), which implies n sets of behaviors for the code.

Definition 5.1 A behavior is a set of unique assumptions on the parameters and
input, and output of the model.

This block type is useful for expressing the semantics of parameter varying sys-
tems such as a gain-scheduled controller. For example, the scheduling parameter
of the controller in Fig. 5.3 is the input NH, which is annotated with a constant
block labeled sampled_nh. In Gene-Auto+, the constant block type generates a set
of assumption(s) {x == ci}, i = 1, . . . , n.

The quadratic block type accepts one input vector of n variables x, a matrix
parameter P ∈ S

n×n, a logic connective symbol � ∈ {<=,<,>,==}, a level-set
constant c ∈ R, and outputs the boolean value of xTPx � c. The quadratic block type
can be used, for example, to express ellipsoidal invariant sets, sector-bound inequal-
ities, 2-norm squared, sum of squares polynomial sets, etc. The quadratic block
also accepts a positive scalar parameter mu. This is used to indicate the multiplier
computed in stability analysis. The quadratic block type behaves like an ellipsoid
observer from (5.5) in Simulink. In Gene-Auto+, the quadratic block type generates
a predicate defined on its inputs: ∀x.xTPx ≤ c. For example, in Fig. 5.3, the quadratic
block labeled stability represents a claim that xc(t) does not violate a quadratic con-
straint. The other quadratic block bounded_input is used to express a bound on the
input yd(t) to the controller.



146 T. Wang et al.

The system block type is parameterized by 4 matrices A, B, C, and D. An example
of a Simulink model annotated with the system block can be found in Sect. 5.3.5.
The system block type accepts two vector inputs u and y. The output of the system
block type is the state x of the dynamical system

x+ = Ax + Bu, x(0) = x0
y = Cx + Du.

(5.6)

The semantics of the system block in Gene-Auto include the semantics of the discrete-
time linear state-space system in (5.6), and a set of relations {ỹi == yi, ui = ũi} that
establish equivalence between the annotation variables y and u and their correspond-
ing variables ỹ and ũ from the controller model. The system block type can be used, for
example, to express a model of the plant the controller is expected to interact with.
The same controller model can be annotated with multiple system blocks, which
results in multiple sets of predicates for the code, which can be annotated using the
behavior keyword from ACSL.

5.3.4 Annotation Blocks and Behaviors in the Model

In a model, multiple system blocks s1, . . . , sn can be connected to the same set of
vamux blocks. This results in a set of n behaviors expressed by the formula

∨n
i si. If

there are n system blocks connected to the controller model, then there are n behaviors
in the model.

If there are also k constant blocks in the model, each connected to a different
vamux block, and each with m behaviors, then we have a total of mk behaviors
resulting from the constant blocks:

∧k
i

(∨m
i ci
)
. The complete set of behaviors in

the model resulting from both the system and constant blocks is described by the
formula (

k∧
i

(
m∨
i

ci

))
∧
(

n∨
i

si

)
(5.7)

or a total of nmk possible behaviors.
Lastly, if there are w quadratic blocks in the model as well, and all of them are

connected to the same set of vamux block, then we have w number of behaviors ∨w
i qi

due to the quadratic blocks. Combining this set of behaviors conjunctively with the
set of behaviors generated by the system and constant blocks results in

(
k∧
i

(
m∨
i

ci

))
∧
(

n∨
i

si

)
∧
(

w∨
i

qi

)
(5.8)

for a possible total of wnmk behaviors in the model. However, each of the quadratic
blocks that encode an inductive property such as stability are typically assigned a
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behavior generated by a system block. This is true for many examples, in which the
quadratic invariant is computed based on some plant model, using independent LMI-
based tools. For example, if there are n quadratic invariants and each is assigned a
behavior from a system block, then there are only n behaviors in the model:

n∨
i

(si ∧ qi) . (5.9)

This is far less than the explosion in the number of of behaviors predicted by (5.8).
Next, some annotated examples are given. Each example contains a different

possible set of control semantics.

5.3.5 Closed-Loop Stability with Bounded Input

For the running example, the closed-loop stability of the system with bounded input
is expressed with a set of the system and quadratic blocks. For example, as displayed
in Fig. 5.4, the close-loop stability of the Simulink model of the control systems is
expressed using:

1. a quadratic block stability to express the ellipsoidal invariant set that encodes the
closed-loop stability of the system.

2. another quadratic block bounded_input to express a 2-norm bound on the input,
3. a system block plant, which expresses the discrete-time linear state-space system

used in the closed-loop stability analysis

Fig. 5.4 Control system model annotated with control semantics
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5.3.6 Expressing the Observer-Based Fault-Detection
Semantics

In an observer-based fault-detection system, the dynamics of the observer are
designed such that the output of the observer changes due to specific faults in the
plant. Once the change exceeds a certain pre-defined threshold, the system is said
to be in the faulty mode. To express the faulty and nominal behavior of a fault-
detection system, one can use two different system blocks. One system block is the
model of the faulty plant that is predicted to trigger the faulty mode and the other
is the nominal plant. This is displayed in Fig. 5.5. The quadratic blocks connected
to the vamux blocks xf (t) and xn(t) express the closed-loop stability of the system.
They are assigned behaviors based on their physical connections to the system block.
For example, as displayed in Fig. 5.5, the block cl_faulty is connected to the sys-
tem block quanser_faulty using the vamux block xf (t). The two quadratic blocks

Fig. 5.5 Expressing multiple behaviors: fault-detection system
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connected to the vamux block xo(t) are used to express the stability of the observer
dynamics. They are assigned the behaviors faulty and nominal, based on the labels
in their names.

5.3.7 Control Semantics at the Level of the C Code

For the specific problem of open loop stability, the expressiveness needed at the C
code level is twofold. On the one hand, one needs to express that a vector composed
of program variables belongs to an ellipsoid. This entails a number of underlying
linear algebra concepts. On the other hand, one needs to provide the static analysis
tools with indications on how to proceed with the proof of correctness.

The ANSI/ISO C Specification Language (ACSL), is an annotation language for
C [24]. It is expressive enough to fulfill our needs, and its associated verification
tool, Frama-C [26], offers a wide variety of back-end provers that can be used to
establish the correctness of the annotated code.

5.3.7.1 Linear Algebra in ACSL

A library of ACSL symbols has been developed to express concepts and proper-
ties pertaining to linear algebra. In particular, types have been defined for matrices
and vectors, and predicates expressing that a vector of variables is a member of
the ellipsoid EP defined by {x ∈ R

n : xTPx ≤ 1}, or the ellipsoid GX defined by{
x ∈ R

n :
[

1 xT

x X

]
≥ 0

}
. For example, expressing that the vector composed of pro-

gram variables v1 and v2 is in the set EP where P =
(

1.53 10.0
10.0 507

)
, can be done with

our ACSL extensions using the annotations in Fig. 5.6.
The invariance of ellipsoidEP throughout any program execution can be expressed

by the loop invariant in Fig. 5.7. This annotation expresses that before and after every
execution of the loop, the property

[
v1 v2
]T ∈ EP will hold. In terms of expressive-

ness, it is all that is required to express open loop stability of a linear controller.
However, in order to facilitate the proof, intermediate annotations are added within
the loop to propagate the ellipsoid through the different variable assignments, as
suggested in [9] and expanded on in Sect. 5.4. For this reason, a loop body instruc-
tion can be annotated with a local contract, as in Fig. 5.8.

Fig. 5.6 Asserting that a vector with components v1 and v2 belongs to ellipsoid EP in ACSL
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Fig. 5.7 Expressing the invariance of EP on a loop in ACSL

Fig. 5.8 A local contract to assist the proof process

Fig. 5.9 Adding proof tactics to a contract to guide the proof back-end

5.3.7.2 Including Proof Elements

An extension to ACSL, as well as a plugin to Frama-C, have been developed. They
make it possible to indicate the proof steps needed to show the correctness of a
contract, by adding extra annotations. For example, the syntax in Fig. 5.9 signals
Frama-C to use the strategy AffineEllipsoid to prove the correctness of the
local contract considered. Section 5.12 expands on this topic.

5.3.8 Closed Loop Semantics

In order to express properties pertaining to the closed loop behavior of the system,
one needs to introduce a model for the plant, to be able to refer to the plant variables.
The most accurate way to do so would require a hybrid system representation, given
that the plant is commonly a continuous system, while the digital controller is a
discrete one. A large body of work is devoted to proving meaningful properties of
hybrid systems. In order to obtain actionable results, on which proof can be carried
out, we made the choice of representing the plant as a linear system, discretized at
the same period as the controller. To achieve this, we use ACSL’s ghost code feature.

Ghost code is a way to introduce variables and operations on these variables
without affecting the semantics of the code. Any valid C code can be written in ghost
code as long it does not introduce a change in the actual variables.
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At the end of the control loop, we use these variables to express the state update
of the plant that results from the computed control signal value. We also enforce
axiomatically the fact that the input read from the sensors equals the output of the
plant.

For each state variable in the plant, we introduce a global ghost variable. Within
the update function of the controller, we introduce ghost code describing the state
update resulting from the control output. A template of the structure of the code is
given in Fig. 5.10.

5.3.9 Control Semantics in PVS

Through a process described in Sect. 5.12, verifying the correctness of the annotated
C code is done with the help of the interactive theorem prover PVS. This type of
prover normally relies on a human in the loop to provide the basic steps required to
prove a theorem. In order to reason about control systems, linear algebra theories
have been developed. General properties of vectors and matrices, as well as theorems
specific to this endeavor have been written and proven manually within the PVS
environment [10].

5.3.9.1 Basic Types and Theories

Introduced in [10] and available online1 as part of the larger NASA PVS library, the
PVS linear algebra library allows one to reason about matrix and vector quantities,
by defining relevant types, operators and predicates, and proving major properties.
To name a few, we have defined:

• A vector type.
• A matrix type, along with all operations relative to the algebra of matrices.
• Various matrix subtypes such as square, symmetric and positive definite matrices.
• Block matrices
• Determinants
• High level results such as the link between Schur’s complement and positive def-

initeness

5.3.9.2 Theorems Specific to Control Theory

In [10], a theorem was introduced, named the ellipsoid theorem. A stronger version
of this theorem, along with a couple other useful results in proving open loop stability
of a controller, have been added to the library. The theorem in Fig. 5.11 expresses in

1http://shemesh.larc.nasa.gov/fm/ftp/larc/PVS-library/.

http://shemesh.larc.nasa.gov/fm/ftp/larc/PVS-library/
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Fig. 5.10 Template of the update function with added plant semantics in ghost code. Note that
often, the ghost code and the annotations are much larger than the code actually executed
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Fig. 5.11 Affine ellipsoid transformation theorem in PVS

Fig. 5.12 Ellipsoid combination through S procedure theorem in PVS

the PVS syntax how a generic ellipsoid GQ is transformed into GMQMT by the linear
mapping x �→ Mx.

The theorem in Fig. 5.12: expresses how, given 2 vectors x and y in 2 ellipsoids
GQ1 and GQ2 , and multipliers λ1, λ2 > 0, such that λ1 + λ2 ≤ 1, it can always be

said that

(
x
y

)
∈ GQ, where Q =

(
Q1
λ1

0

0 Q2
λ2

)

These 2 theorems are used heavily in Sect. 5.12 to prove the correctness of a given
Hoare triple. While they are not particularly novel, their proof in PVS was no trivial
process and required close to 10000 manual proof steps from the authors.

5.4 Autocoding with Control Semantics

The translation process in the credible autocoding prototype Gene-Auto+, is now
described in more details with a demonstration on the running example. From the
input model to the verified output, the property of open-loop and closed-loop stability
for a linear system with a nonlinear, but bounded input is expressed.

5.5 Building the Input Model

The model with the closed-loop stability semantics is already displayed in Fig. 5.4.
The model expressing open-loop stability is displayed in Fig. 5.13.
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Fig. 5.13 Open-loop stability

In either case, an assumption of boundedness is made on the input to the model and
it is expressed by the quadratic block bounded_input. For the closed-loop case, the
assumption of boundedness is made on the signal yd (see Fig. 5.4). For the open-loop
case, a similar boundedness assumption is made on the signal y − yd (see Fig. 5.13).
The closed-loop quadratic invariant, expressing stability, is defined by the multiplier
mu = 0.991, and P � 0,

P =

⎡
⎢⎢⎣

0.1878 0.1258 −0.0813 0.0149
0.1258 0.3757 −0.0220 0.0100

−0.0813 −0.0220 0.0660 −0.0063
0.0149 0.0100 −0.0063 0.0012

⎤
⎥⎥⎦ . (5.10)

Likewise, the stability analysis is also done for the open-loop case. The quadratic
invariants are inserted into their respective Simulink model using quadratic blocks.
Both of them are labeled as stability.

5.6 Basics of Program Verification

In the translation process, we use several notions from formal program verification.
First we have the following predicate notations for the annotations expressed in this
section. The ellipsoid sets are denoted using one of the following symbols:
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p(P, x, c) �
{
x ∈ R

n | xTPx ≤ c
}

q(Q, x, c) �
{

x ∈ R
n |
[

c xT

x Q

]
� 0

}
.

(5.11)

Without loss of generality, the sublevel set parameter c is set to 1 unless described
otherwise.

The control semantics are translated into axiomatic semantics on the code.
Axiomatic semantics is one of several approaches in theoretical computer science to
assign mathematical meanings to a program [27]. In axiomatic semantics, the seman-
tics or mathematical meanings of a program are defined using the logic predicates
that hold before the execution of the code and the ones that hold the execution of the
code. The main structure of axiomatic semantics is a Hoare triple [28].

Definition 5.2 A Hoare triple is the 3-tuple ({P} , C, {Q}), in which P is a predicate
or a set defined by a formula in some logic, and Q is also another predicate, and C
denotes a block of code.

The symbol P denotes a post-condition and the symbol Q denotes a pre-condition.

Definition 5.3 A Hoare triple {P} , C, {Q} is interpreted to be partially correct, if P
holds before the execution of C, and Q holds after the execution of C.

Remark 1 The termination of C needs to be proved for correctness. For the rest of
this chapter, correctness refers to the notion of partial correctness.

The pre and post-conditions are expressed on the code as comments before and
after the block of code. For example, given the simple while program in Fig. 5.14,
If the statement |x| ≤ 1 holds before the execution of the loop, then it should hold
for all executions of the loop.

Definition 5.4 An invariant is a predicate that holds for all executions of the loop.

The statement |x| ≤ 1 is an invariant. It can be inserted into the code as both the pre-
condition and the post-condition, see the ACSL comments in Fig. 5.14. The Hoare
triple in Fig. 5.14, therefore is {|x| ≤ 1}while a do C end {|x| ≤ 1}.

Here we give an illustration of Hoare triples on a Matlab implementation of x+ =
Ax+By (see Fig. 5.15). A Matlab example is used in this section and further on only for
the sake of brevity and clarity. In practice, a language like C is the typical choice for the
implementation of real-time control systems. We assume the Matlab example satisfies

Fig. 5.14 A while program in C
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Fig. 5.15 Annotated lead/lag compensator in matlab

some ellipsoidal invariant p(P, x, 1), computed from a stability analysis [14]. The
invariance of p(P, x, 1), which is the property of interest, is translated into axiomatic
semantics for the Matlab code. This is done by translating the set q(P, x, 1), using
type matching, into the Matlab formula x*P*x<=1 and then inserting that formula
as pre and post-condition for the program. The result is the annotated Matlab program
in Fig. 5.15. Next, the basics of deductive program verification are described.

5.6.1 Hoare Logic and Deductive Verification

Hoare logic is a formal proof system that comes with a set of axioms and infer-
ence rules for reasoning about the correctness of Hoare triples on various structures
of an imperative programming language i.e. if-else statements, assignment
statements, while statements, for statements, empty statements, etc.

For example, an axiom in Hoare logic for the while program construct is

{P ∧ a} C; {P}
{P}while a do C end {¬a ∧ P} . (5.12)

Syntactically speaking, the axioms and inference rules can be interpreted as follows:
the formula above the horizontal line implies the formula below that line. In the
while axiom in (5.12), note that pre and post-conditions of the loop has to be
same formula. This means to verify program loops, an invariant is necessary. Some
of the basic inferences rules for reasoning about imperative programs using Hoare
logic are listed in Table 5.1. The consequence rule in (5.13) is useful whenever a
stronger pre-condition or weaker post-condition is needed. The term stronger here
means the set defined by the predicate is smaller. The term weaker means precisely
the opposite. The substitution rule in (5.16) are used when the code is an assignment
statement. The weakest pre-condition expression P[x/expr] in (5.16) means P with
all free occurrences of the expression expr replaced by x. For example, given a post-
condition y<=1 for the line of code y=x+1, one can deduct that x+1<=1 is a
weakest pre-condition using the backward substitution rule in (5.16). The skip rule
in (5.15) can be used when the executing piece of code does not change any variables
in the pre and post-conditions.
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Table 5.1 Hoare logic inference rules for a imperative language

{P1 =⇒ P2}C{Q1 =⇒ Q2}
{P1}C{Q2} (5.13) {P}C1{R};{R}C2{Q}

{P}C1;C2{Q} (5.14)

{P}SKIP{P} (5.15) {P[e/x]}x:=expr{P} (5.16)

1. {p(P,x,1)} a do C end{p(P,x,1)}.
2. {p(P,x,1)}C{p(P,x,1)} by the axiom in (5.12).
3. {p(P,A∗ x+B∗ y,1)}x = A∗x+B∗y{p(P,x,1)} by the backward substitution rule in (5.16).
4. {p(P,A∗ x+B∗ y,1)}u=C ∗ x+B∗ y{p(P,Ax+By,1)} by the skip rule in (5.15).
5. {p(P,x,1), p(P,A∗ x+B∗ y,1)}C{p(P,x,1)} by the composition rule in (5.14).
6. if p(P,x,1) =⇒ p(P,A∗x+B∗y,1), then {p(P,x,1)}C{p(P,x,1)} by the consequent rule in

(5.13).

Fig. 5.16 Correctness of the program using Hoare logic deduction

To verify the Hoare triple in Fig. 5.15, use the inference rules from Table 5.1
on the code, starting from the post-condition x*P*x<=1.The process produces
an alternate pre-condition q(P, A ∗ x + B ∗ y, 1) for the loop body. By the conse-
quent rule, the correctness of the initial Hoare triple can be checked by checking if
p(P, x, 1) =⇒ p(P, A ∗ x + B ∗ y, 1). The process in Fig. 5.16 is deductive. An
algorithmic reformulation of it is Dijstra’s work on Predicate transformers [29]. By
using the Predicate transformers, the deductive process of Fig. 5.16 is reduced to a
computational process that checks the correctness of first order formulas.

5.6.2 Predicate Transformers

The Hoare triples on the code are computed using a form of the weakest pre-condition
calculus. The weakest pre-condition of C is a function wp that maps any post-
condition Q to a pre-condition. The output of the weakest pre-condition function
wp(C, Q) is the largest set such that, after the execution of C, Q holds. For example,
the correctness of a Hoare triple, for a set of variables x in the code C, is determined
by checking if the logic formula ∀x, P =⇒ wp(C, Q) holds. The wp function
can be applied to various constructs in an imperative programming language. Some
examples are given in Table 5.2. The sequence of Ii in (5.20) can be replaced by a
single I if I is an invariant of the loop. Denote the while program as P , in the
case of partial correctness, wp(P, Q) = I is the weakest literal pre-condition if
I =⇒ wp(C, I). In the case of total correctness, wp(P, I) = I is the weakest
pre-condition, if I =⇒ Q and the loop terminates. Recall the control program
in Matlab from 5.15, which is comprised of a while loop and satisfies the invariant
p(P, x, 1), Apply wp-calculus to that program i.e. wp(P, p(P, x, 1)) = p(P, x, 1)

leads to two logic formulas:
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Table 5.2 Weakest Pre-condition Calculus

wp(C1; , ..., CN , Q) = wp(C1, wp(C2, wp(C3, ..., wp(CN , Q)) . . .) (5.17)

wp(skip, Q) = Q (5.18)

wp(x := e, Q) = Q[e/x] (5.19)

wp(while a do C end, Q) = ∀i ∈ N, Ii

I0 = true (5.20)

Ii+1 = (¬a =⇒ Q) ∧ (a =⇒ wp(C, Ii))

1. I =⇒ Q and the loop terminates. The loop in 5.15 terminates after a finite
amount of iterations and clearly p(P, x, 1) =⇒ p(P, x, 1) is true.

2. I =⇒ wp(C, I) i.e. p(P, x, 1) =⇒ wp(C, p(P, x, 1)).

The second condition is harder to verify since the set wp(c, p(P, x, 1)) need to be
computed. Notice the formula p(P, x, 1) =⇒ wp(C, p(P, x, 1)) is equivalent to the
Hoare triple

{p(P, x, 1), wp(C, p(P, x, 1)) C; {p(P, x, 1)} , (5.21)

which means that p(P, x, 1) can be inserted as the pre and post-conditions of the
loop body C in Fig. 5.15. Applied additional wp-calculus on the loop body results
in the annotated code in 5.17. The set of pre-conditions generated by wp-calculus
i.e. the displayed Matlab comments inside the loop in Fig. 5.17, along with the Mat-
lab code itself, forms the translated proof of stability. Verifying this proof implies
that q(P, x, 1) is an invariant of the program, which is a strong evidence that the
implementation is good.

Fig. 5.17 Annotated lead/lag compensator in matlab
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5.6.3 Strongest Post-condition

The dual of weakest pre-condition is the strongest post-condition. The strongest post-
condition of C is a function that maps any pre-condition P to a post-condition. The
output of the strongest post-condition function sp(C, P) is the smallest set that holds
after the execution of C, given that P holds before the execution of C. To verify a
Hoare triple {P} C {Q} using sp-calculus, first compute sp(C, P) and then check that
sp(C, P) → Q.

5.7 Translation Process for a Simple Dynamical System

This section describes the credible autocoding process for a simple dynamical system,
using a mixture of mathematics, C and ACSL.

The process starts with computing a quadratic invariant set for the system. Given
a dynamical system G defined by x+ = Ax, the ellipsoid set p(P, x, 1), constructed
by solving ATPA − P ≺ 0 for P � 0, is also invariant w.r.t to G . The invariant
property of p(P, x, 1) is the key that allows us to know a priori that the Hoare
Triple {p(P, x, 1)}P2 {p(P, x, 1)}, in which P2 is a code implementation of G in
Fig. 5.18, is correct. Since P is invertible, then q(Q, x, 1) with Q = P−1 is equivalent
to p(P, x, 1). The credible autocoder inserts q(Q, x, 1) as the pre and post-conditions
of the program.

Using the weakest pre-condition function from (5.20) on q(Q, x, 1), one obtains
q(Q, x, 1) as the pre and post-conditions of the loop body in P2. Note that the set
q(Q, x, 1) is inserted into the code as pre and post-condition of the loop body. This is
displayed in lines 7 and 8 of Fig. 5.18, with the loop body enclosed in curly braces.

Fig. 5.18 P2: code implementation of G
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Next, given the pre-condition q(Q, x, 1) on the loop body, the strongest post-
condition computations i.e. sp-calculus is performed on the code. Denote the body of
the while loop inP2 as B, the credible autocoding process computes sp(B, q(Q, x, 1))

and then checks that sp(B, q(Q, x, 1)) → q(Q, x, 1) to ensures the correctness of
{q(Q, x, 1)} B {q(Q, x, 1)}.

The sp-calculus process uses ellipsoidal calculus. One of the techniques from
ellipsoidal calculus is the following regarding linear transformation of ellipsoidal
sets.

Lemma 5.1 Given a set q(Q, x, 1), and given a linear transformation T, the image
T(q(Q, x, 1)) is the set q(TQTT, x, 1).

Using the formula TQTT, we can compute a strongest post-condition for every
line of code in B. Define Ci as the ith line of code in B. Denote xi as the state

vector after the execution of Ci. For example, the state vector starts with x =
[

x1
x2

]

before the execution of C1. The 2 lines of code C1 and C2 respectively assigns some
values to the variable y1 and y2. The state vector’s dimension increases and becomes

x2 =

⎡
⎢⎢⎣

x1
x2
y1
y2

⎤
⎥⎥⎦ after the execution of C2. The state vector is x again after the execution

of C4. Because the variables y1 and y2 are discarded from the state vector when they
are not used in the code again. Next, given state vectors xi−1 and xi, and given the line
of code Ci, the affine semantics of Ci is computed and then used in the construction
of a linear transformation Ti from xi−1 to xi. For example, for C1, the code computes
the expression 0.4990 ∗ x1 + 0.1 ∗ x2 and assigns it to the variable y2. The affine
semantics of C1 is therefore y1 = Lx, in which L = [0.4990 0.1

]
. The state vector

x0 is x and the state vector x1 is x1 =
⎡
⎣x1

x2
y1

⎤
⎦. Hence T1 =

[
I
L

]
. Applying Lemma 5.1,

the strongest post-condition for Cm is

q(

1∏
i=m

TiQ
m∏

i=1

TT
i , xm, 1). (5.22)

Hence the strongest-post condition for B i.e. sp(B, q(Q, x, 1)) is q(Q4, x, 1), in which

Q4 = T4T3T2T1QTT
1 TT

2 TT
3 TT

4 (5.23)

The computed post-conditions are inserted into P2 (see Fig. 5.19) as the neces-
sary evidence for the proof-checking of P2. To verify that sp(B, q(Q, x, 1)) =⇒
q(Q, x, 1), the inclusion condition q(Q4, x, 1) ⊆ q(Q, x, 1) is checked. This can be
done using a Cholesky decomposition algorithm to check that Q − Q4 � 0.
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Fig. 5.19 P2 annotated

5.8 Gene-Auto+: A Prototype Credible Autocoder

In this section, some details of the prototype credible autocoder are given. The current
prototype is capable of translating control semantics, described in Sect. 5.3.3 into
verifiable ACSL annotations on the code.

5.8.1 Gene-Auto: Translation

Gene-Auto’s translation architecture is comprised of sequences of independent model
transformation stages. This classical, modular approach to code generator design has
the advantage of allowing relatively easy insertion of additional transformation and
formal analysis stages, such as the annotation generation stage in the prototype.
The translation process goes through two layers of intermediate languages. The first
one, called the GASystemModel, is a data-flow language that is similar to Simulink.
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Fig. 5.20 Translation in gene-auto+ versus gene-auto

The input Simulink model, after being imported, is first transformed into the system
model. The system model, which is expressed in the GASystemModel language,
is then transformed into the code model. The code model is in the GACodeModel
language representation, which has many similarities with imperative programming
languages, such as C or Ada. The main translation modules within Gene-Auto, are
the importer, the block sequencer and typer, the GACodeModel generator, and the C
printer. For the prototype, we have recycled much of the transformation modules up to
the GACodeModel generator. For the translation of the control semantics, we added
a sub-module, dubbed the GAVAModel generator, to the GACodeModel generator.
The GAVAModel is the ACSL-like language extension in Gene-Auto+. For more
details about it, including its meta-model, please see [30]. The GAVAModel language
enables common ASCL constructs such as: behavior, assumes-statement, function
contract, require-statement, ensure-statement, and ghost code to be expressed within
an intermediate representation in Gene-Auto+.

Figure 5.20 summarizes the key differences between the translation process of
Gene-Auto and Gene-Auto+. The upper half of the figure shows the process in
terms of languages and intermediate representations while the bottom part of the
figure shows the translation modules. Of the four language representations in the
translation process, only the GASystemModel representation remains unchanged.
This is because, structurally speaking, the annotation blocks are identical to the
non-annotation blocks.

5.8.2 Translation of Annotative Blocks

The annotation blocks are also first transformed into a GASystemModel represen-
tation. This transformation step is unchanged from the original Gene-Auto as the
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Fig. 5.21 Transformation of control semantics from GASystemModel to GAVAModel

same language is used to express both regular blocks and annotation blocks. In the
GACodeModel generation stage, the blocks that express the control semantics are
skipped since they are categorized as annotations. They are imported into the GAVA-
Model generation sub-module. This sub-module first translates the annotative blocks
into a set of Hoare triple objects on the code model, and then translates the Hoare
triple objects into a GAVAModel representation. This new representation of the code
model with axiomatic semantics is dubbed the annotated model.

A high-level overview of the GAVAModel generator sub-module is summarized
in Fig. 5.21. Following Gene-Auto’s modular transformation architecture, the GAVA-
Model sub-module is added as an independent stage within the GACodeModel gen-
eration module. The major stages in the translation of the annotation blocks into the
annotated model are the following:

1. The code model is converted into a control-flow graph structure X .
2. The constant blocks are inserted into X .
3. Constant propagation is executed with the definitions provided by the constant

blocks.
4. The system block is translated into two plant objects. A plant object is comprised

of an affine transformations and a set of ghost code templates expressed in GAVA-
Model. The plant objects are inserted into the beginning of X and the end of X .
The first plant object corresponds to the output function of the state-space sys-
tem y = Cx. The second plant object corresponds to the state-transition function
x+ = Ax + Bu.

5. The quadratic blocks are grouped based on their inputs as either inductive or
assertive. They are translated into ellipsoid objects and inserted into appropriate
locations within X .
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6. The strongest post-condition is computed using sp-calculus. In this process, ellip-
soid objects are generated for almost every line of code and then inserted into the
code model.

7. The ellipsoid and plant objects in the annotation model are translated into anno-
tations expressed in GAVAModel.

5.9 Translation and Insertion of the System Block

The system block, which represents the model of the plant, is split into two plant
objects representing two linear transformations: y = Cx and x+ = Ax + Bu. One
object is inserted into the beginning of the compute function and the other part
is inserted afterwards. The compute function is the function that implements the
controller loop body. The two linear transformations are used in the sp-calculus to be
described later. The GAVAModel templates, contained within the two plant objects,
are translated into a set of ACSL ghost code statements. The set of ACSL ghost code
statements, generated from the closed-loop example, is displayed in Fig. 5.22.

Fig. 5.22 Ghost code representation of the plant dynamics



5 From Design to Implementation: An Automated, Credible Autocoding … 165

5.10 Translation of the Quadratic Blocks

A short description of the typing of the quadratic blocks and their translations is
given here. The semantics of closed-loop stability are structured in such way that
there is one inductive ellipsoid set (the Lyapunov function), on the model with another
ellipsoid set on the input (bounded input).

5.10.1 Types of Quadratic Blocks

The quadratic blocks are separated into two main groups. The first group include
the blocks that are inductive. These encode the stability property of the system.
To determine if a quadratic block is inductive, the following properties must be
computed:

1. Every one of the quadratic block’s input ports must be connected to a port of an
unit delay block or to an output port of a system block.

2. Given a setU that contains all unit delay blocks connected to the quadratic block.
For every unit delay blocks in U , there exists a path from its output node to its
input node on the system model.

The second group contains the assertive blocks. These blocks are used to either
express boundedness of inputs or sector-bound conditions. Any quadratic blocks
with one or more input connected to a block that is neither unit delay nor system is
categorized as an assertive block. The sector-bound blocks are detected by checking
to see if the level-set parameter c in the block is set to 0.

After the quadratic blocks have been categorized, the bounded-input and inductive
blocks are translated into ellipsoid objects containing the Schur form of p(P, x, 1)

i.e. q(Q, x, 1) such that Q = P−1. This conversion is necessary as all subsequent
sp-calculus are done in the Schur form due to the possibility of Qi in q(Qi, xi, 1)

being singular.

5.10.2 Insertion of Ellipsoid Objects

An assertive ellipsoid invariant q(Q, x, 1) is inserted into a location that is dependent
on x. If any of the variable in x is an input argument of the compute function,
then algorithm will back propagate using wp-calculus until x only contains either
variables that are input arguments of the compute function, or affine expressions of
the variables that are input arguments of the compute function.

The wp-calculus starts, if needed, after the assertive ellipsoid q(Q, x, 1) has been
inserted as a post-condition for the last line of code, in which, a variable belonging
to x is assigned. For example, consider the annotation block bounded_input in the
open-loop case, which expresses a boundedness assumption on the signal y − yd .
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Fig. 5.23 wp-calculus on an ellipsoids expressed in ACSL

The signal y − yd also corresponds to the variable Sum4 in Fig. 5.23. The annotation
block is translated into an assertive ellipsoid object and is inserted into the code as a
post-condition of Sum4=simple_olg_y-simple_olg_y_input. This post-
condition is displayed in the last ACSL contract of Fig. 5.23. Since the variableSum4
is not an argument of the compute function, the insertion algorithm starts the wp-
calculus, until x−n in Q(Q, x−n, 1) only contains variables that are input arguments of
the compute function. For this case, the wp-calculus terminated when the ellipsoid
in line 2 of Fig. 5.23 is generated.

The insertion of an inductive ellipsoid is more straightforward. The inductive
ellipsoid is duplicated three times and inserted as pre and post-conditions respectively
at the beginning and end of the compute function body. It is also inserted as a pre
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Fig. 5.24 Inductive ellipsoids in ACSL

and post-conditions on the function itself. These ellipsoids are the ones defined by
the matrix variable QMat_1 in Fig. 5.24.

5.11 Computing the Strongest Post-condition

The sp-calculus has been automated in Gene-Auto+ using a set of transformation
rules from ellipsoidal calculus, which are used to compute sp(q(Q, x, 1), C) or its



168 T. Wang et al.

over-approximation for various block of code C. The set of transformation rules can
be divided into two categories: affine transformations, and S-Procedure transforma-
tions.

5.11.1 Affine Transformation

The basics of affine transformation have been described using the example x+ = Ax in
Sect. 5.7 and proven in PVS (see Fig. 5.11). For automating the proof-checking of the
affine transformations of ellipsoids, we define a proof tactic denoted AffineEllipsoid,
which corresponds to a proof strategy of the same name defined in PVS. This rule
is applied whenever a linear abstraction of the code can be computed. Recall from
Sect. 5.7, given the pre-condition q(Qi, xi, 1) and the code z = Lxi, then the linear

transformation from xi to xi+1 is Ti =
[

I
L

]
. The strongest post-condition is therefore

q(TiQiTT
i , xi+1, 1).

In the more general case, let the affine semantic of a block of code be z := Ly,
where y ∈ R

m is vector of program states and L ∈ R
1×m. Let Qi(x) := q(Qi, x, 1),

then the AffineEllipsoid tactic is

{Qn(x)} z := a {Qn+1(x ∪ z)} , Qn+1 = F (Qn, ψ(L, y, x), φ(z, x)) , (5.24)

and the function F is defined as follows: given the functions ψ : (L, y, x) → R
1×n

and φ : (z, x) → Z, we have

F : (Qn, ψ(L, y, x), φ(z, x)) → T (ψ(L, y, x), φ(z, x))T QnT (ψ(L, y, x), φ(z, x))

T
(
ψ(L, y, x), φ(z, x)i,j

) :=
⎧⎨
⎩

1, 0 ≤ i, j ≤ n ∧ i = j ∧ i �= φ(z, x)
0, 0 ≤ i, j ≤ n ∧ i �= j ∧ i �= φ(z, x)
ψ(y, x)1,j, i = φ(z, x) ∧ 0 ≤ j ≤ n

ψ(L, y, x)1,j :=
{

L(1, k), 0 ≤ j, k ≤ n ∧ xj ∈ y ∧ yk = xj
0, 0 ≤ j ≤ n ∧ xj /∈ y

φ(z, x) :=
{

i, z ∈ x ∧ z = xi
n + 1, z /∈ x

(5.25)

The ReduceEllipsoid tactic is used, when the state xi of the program is reduced in
dimensions from the previous state xi−1. Let Q(x) := q(Q, x, 1), then the ReduceEl-
lipsoid tactic is

{Qn(x)} SKIP {Qn+1(x \ {z})} , Qn+1 = G (Qn, θ(z, x)) , (5.26)
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and the function G is defined as the following: given the function θ : (z, x) → Z,
we have

G : (Qn, θ(z, x)) → T (θ(z, x))T QnT (θ(z, x))

T
(
θ(z, x)i,j

) :=
{

1, 0 ≤ i, j ≤ n − 1 ∧ ((i < θ(z, x) ∧ i = j) ∨ (i ≥ θ(z, x) ∧ j = i + 1))

0, 0 ≤ i, j ≤ n − 1 ∧ ((i < θ(z, x) ∧ i �= j) ∨ (i ≥ θ(z, x) ∧ j �= i + 1))

θ(z, x) := { i, z = xi

(5.27)

Before the insertion of the Ellipsoid objects into the code model, each line of code
is analyzed for its affine semantics. A linear transformation matrix L is extracted from
the abstract semantics and stored in the control flow graph. For example, if we have
x = y + 2z, then the affine algorithm returns a linear function represented by the
matrix L = [1 2

]
. For the plant objects, their affine semantics are computed from

the templates stored in the semantics of the system blocks.
Figure 5.25 shows an example of the AffineEllipsoid usage in the open-loop exam-

ple. In this example, the pre-condition is the ellipsoid defined by the matrix variable
QMat_21, and the ensuing line of code assigns the expression dt_+x1 to the vari-
able Sum2. The affine transformation matrix is L = [1 1

]
, and by applying the

AffineEllipsoid rule, the ellipsoid transformation matrix T is

T =
{

Tij = 1.0, (i ≤ 4 ∧ i = j) ∨ (i = 6 ∧ (j = 6 ∨ i = 6)) ∨ (i = 5 ∧ j = 6)

Tij = 0.0, otherwise.
(5.28)

5.11.2 S-Procedure

The S-Procedure tactic, proven in PVS (see Fig. 5.12), is used to compute an over-
approximation of the strongest post-condition for the nonlinear portion of the code.
It is based on the well-known principle of Lagrangian relaxation for quadratic
forms [31]. For the bounded input stability problem, the LMI solution also yields
a small positive multiplier 1 >> λ > 0 that is associated with the bounded input
quadratic form. This small multiplier proves to be useful in the sp-calculus in the
following sense. Consider the line of code yc=yd-z with two pre-conditions. One
of the two pre-conditions is q(Qb, yd, 1), which is translated from the quadratic
block bounded_input in the closed-loop model. The other pre-condition q(Qi, xi, 1)

y ∈ xi, is generated from the sp-calculus. The multiplier λ > 0 enables us to combine
in a convex fashion the two pre-conditions q(Qb, yd, 1) and (Qi, xi, 1) into a single
post-condition q(Qi+1, xi+1, 1), xi+1 = xi ∪ {yd}, in which

Qi+1 =
[ 1

1−λ
Qi 0

0 1
λ

Qb

]
(5.29)
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Fig. 5.25 Application of AffineEllipsoid

Let Qn(xi) := q(Qn, xi, 1), the S-Procedure tactic is

{Q1(x1) ∧ Q2(x2) ∧ . . . ∧ QN (xN )} SKIP {Qn+1(x0 ∪ x1 ∪ . . . ∪ xn)}
Qn+1 =

N∑
i=1

μiH (Qi) ,
(5.30)

and H : R
ni×ni → R

Nn×Nn is defined as follows: given the function dim : Rn×n →
n, and the function ρ : n ∈ Z

+ →∑n
i=1 dim (Qi), we have
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H (Qi)(n, m) =
{

Qi(n − ρ (i − 1) , m − ρ (i − 1)), ρ (i − 1) ≤ n, m ≤ ρ (i)
0.0, otherwise

(5.31)

Given the pre-condition {Qi(xi)} and code C such that �C� � (y := Lz), the
SProcedure rule is activated only when all the following conditions are satisfied:

1. For each Qi (xi), the AffineEllipsoid rule does not apply.

2. For the set {Qi (xi)} , i = 1, . . . , N , z ⊆
N⋃

i=1

xi.

3. For Qi (xi) , i = 1, . . . , N , z � xi ∧ z ∩ xi �= {∅}.
The multipliers are computed beforehand using the S-Procedure theory to ensure

that the sp-calculus, which uses the S-Procedure rule at some point, does not result in
a strongest post-condition that violates the initial pre-condition. For the closed-loop
example in Fig. 5.26, there is one ellipsoid pre-condition defined by the matrix vari-
ableQMat_12. This ellipsoid is translated from the quadratic block bounded_input.
The other ellipsoid pre-condition, is defined by the matrix variable QMat_13. This
ellipsoid is computed by the sp-calculus. These two ellipsoids are combined to form
a post-condition ellipsoid using the S-Procedure. The matrix variable QMat_14,
which defines the post-condition ellipsoid, is expressed using the pre-defined ACSL
block matrices function block_m.

Fig. 5.26 Application of the S-Procedure tactic
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Fig. 5.27 Verifying the strongest post-condition

5.11.3 Verification of the Strongest Post-condition

After application of the sp-calculus, the alternative post-condition generated must
be checked against the initial pre-condition. For the closed-loop example displayed
in Fig. 5.27, this means checking if Q_1 is a “bigger” matrix than Q_32. If this
verification condition can be discharged, then one can claim the code satisfies the
stability property. For the closed-loop example, because of a subtle error introduced
into the model that went unnoticed until this point, the last verification condition
could not be discharged until the sign error was corrected in the Simulink model.

5.12 Automatic Verification of Control Semantics

As part of the credible autocoding process, the annotated C code which generation
process we described in Sect. 5.4, must be independently verifiable. Indeed, we now
describe and implement a tool that can be used by the certification authority in order
automatically check that the annotations are correct with respect to the code. This
is achieved by checking that each of the individual Hoare triples hold. Figure 5.28
presents an overview of the checking process. First, the WP plugin of Frama-C gen-
erates verification conditions for each Hoare triple, and discharges the trivial ones
with its internal prover QeD. Then, the remaining conditions are translated into PVS
theorems for further processing, as described in Sect. 5.12.1. It is then necessary to
match the types and predicates introduced in ACSL to their equivalent representation
in PVS. This is done through theory interpretation [32] and explained in Sect. 5.12.2.
Once interpreted, the theorems can be generically proven thanks to custom PVS
strategies, as described in Sect. 5.12.3. In order to automatize these various tasks
and integrate our framework within the Frama-C platform, which provides graphical
support to display the status of a verification condition (proved/unproved), we wrote
a Frama-C plugin named pvs-ellipsoid, described in Sect. 5.12.4. Finally, one verifi-
cation condition does not fall under either AffineEllipsoid of SProcedure
strategies. It is discussed in Sect. 5.12.5.
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Annotated code

C Code

+ ACSL
+ Proof tactics

A CSL linear algebra library

Frama-C

Verification Conditions

PVS Theorems

PVS
Interpreted Theorems

+ Proof tactics

PVS linear algebra library

PVS strategies

PVS proof

Go / No Go

Fig. 5.28 General view of the automated verification process described and implemented in this
section

5.12.1 From C Code to PVS Theorems

The autocoder described in the previous Section generates two C functions. One of
them is an initialization function, the other implements one execution of the loop
that acquires inputs and updates the state variables and the outputs. It is left to the
implementer to write the main function combining the two, putting the latter into
a loop, and interfacing with sensors and actuators to provide inputs and deliver
outputs. Nevertheless, the properties of open and closed loop stability, as well as
state-boundedness, can be established by solely considering the update function,
which this section now focuses on. The generated function essentially follows the
template shown in Fig. 5.29.

Frama-C is a collaborative platform designed to analyze the source code of soft-
ware written in C. The WP plugin enables deductive verification of C programs
annotated with ACSL. For each Hoare tripe {prei}insti{posti}, it generates a first
order logic formula expressing prei =⇒ wp(insti, posti).2 Through the Why3 plat-
form, these formulas can be expressed as theorems in PVS, so that, for example, the
ACSL/C triple shown in Fig. 5.30, taken directly from our running example, becomes
the theorem shown in Fig. 5.31.

2Given a program statement S and a postcondition Q, wp(S, Q) is the weakest precondition on the
initial state ensuring that execution of S terminates in a state satisfying Q.
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Fig. 5.29 Template of the generated loop update function

Fig. 5.30 Typical example of an ACSL Hoare triple

Note that, for the sake of readability, part of the hypotheses of this theorem,
including hypotheses on the nature of variables, as well as hypotheses stemming
from Hoare triples present earlier in the code, are ommitted here. Note also that in
the translation process, functions like malloc_0 or mflt_1 have appeared. They
describe the memory state of the program at different execution points.
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Fig. 5.31 Excerpt of the PVS translation of the triple shown in Fig. 5.30

5.12.2 Theory Interpretation

At the ACSL level, a minimal set of linear algebra symbols has been introduced,
along with axioms defining their semantics. Section 5.3 describes a few of them.
Each generated PVS theorem is written within a theory that contains a translation ’as
is’ of these definitions and axioms, along with some constructs specific to handling
the semantics of C programs. For example, the ACSL axiom expressing the number
of rows of a 2 by 2 matrix (in Fig. 5.32) becomes the axiom shown in Fig. 5.33 after
translation to PVS.

In order to leverage the existing results on matrices and ellipsoids in PVS, theory
interpretation is used. It is a logical technique used to relate one axiomatic theory
to another. It is used here to map types introduced in ACSL, such as vectors and
matrices, to their counterparts in PVS, as well as the operations and predicates on
these types. To ensure soundness, PVS requires that what was written as axioms in
the ACSL library be proven in the interpreted PVS formalism.

Fig. 5.32 ACSL axiomatization of 2 by 2 matrix row-size
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Fig. 5.33 Translation of the ACSL axiom from Fig. 5.32 into PVS

The interpreted symbols and soundness checks are the same for each proof objec-
tive, facilitating the mechanization of the process. Syntactically, a new theory is
created, in which the theory interpretation is carried out, and the theorem to be
proven is automatically rewritten by PVS in terms of its own linear algebra symbols.
These manipulations on the generated PVS code are carried out by a frama-C plugin
called pvs-ellipsoid, which is described below.

5.12.3 Generically Discharging the Proofs in PVS

Once the theorem is in its interpreted form, all that remains to do is to apply the
proper lemma to the proper arguments. Section 5.4 describes two different types of
Hoare triples that can be generated in ACSL. Two PVS strategies were written to
handle these possible cases. A PVS proof strategy is a generic function describing a
set of basic steps communicated to the interactive theorem prover in order to facilitate
or even fully discharge the proof of a lemma. The AffineEllipsoid strategy
handles any ellipsoid update stemming from a linear assignment of the variables.
Recall ellipsoid_general, a theorem introduced in Sect. 5.3:

To apply this theorem properly, the first step of the strategy consists of parsing the
objectives and hypotheses of the theorem to acquire the name and the dimensions
of the relevant variables, and to isolate the necessary hypotheses. The second step
consists of a case splitting on the dimensions of the variable: they are given to
the prover in order to complete the main proof, and then established separately
using the proper interpreted axioms. Next, it is established that y = Mx through
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a case decomposition and numerous calls to relevant interpreted axioms. All the
hypotheses are then present for a direct application of the theorem. The difficulties
in proof strategy design lie in intercepting and anticipating the typecheck constraints
(tccs) that PVS introduces throughout the proof. A third strategy was specifically
written to handle them.

The S-Procedure strategy follows a very similar pattern, somewhat simpler since
the associated instruction in the Hoare triple is a skip, using ellipsoid_
combination, the other main theorem presented in Sect. 5.3.

5.12.4 The pvs-ellipsoid Plugin to Frama-C

The pvs-ellipsoid plugin to Frama-C automatizes the steps mentionned in the previ-
ous subsections. It calls the WP plugin on the provided C file, then, whenever QeD
fails to prove a step, it creates the PVS theorem for the verification condition through
Why3 and modifies the generated code to apply theory interpretation. It extracts the
proof tactic to be used on this specific verification condition, and uses it to signify to
the next tool in the chain, proveit [33], what strategy to use to prove the theorem
at hand. proveit is a command line tool that can be called on a PVS file and
attempts to prove all the theories in it, possibly using user guidance such as the one
just discussed. When the execution of proveit terminates, a report is produced,
enabling the plugin to decide whether the verification condition is discharged or not.
If it is, a proof file is generated, making it possible for the proof to be replayed in
PVS.

5.12.5 Checking Inclusion of the Propagated Ellipsoid

One final verification condition falls under neither the AffineEllipsoid nor the
S-Procedure categories. It expresses that the state remains in the initial ellipsoid
GP. Through a number of transformations, we have proof that the state lies in some
ellipsoid G ′

P. The conclusion of the verification lies in the final test P − P′ ≥ 0. The
current state of the linear algebra library in PVS does not permit to make such a test,
however a number of very reliable external tools, like the INTLAB package of the
MATLAB software suite, can operate this check. In the case of our framework, the
pvs-ellipsoid plugin intercepts this final verification condition before translating it to
PVS, and uses custom code from [34] to ensure positive definiteness of the matrix,
with the added benefit of soundness with respect to floating point computations.
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5.13 Related Works

Although the efforts described in this chapter explore a new intersection between
control theory and computer science, a few notable earlier works are mentioned here.
Ursula Martin and her team developed a limited Hoare logic framework to reason on
frequency domain properties of linear controllers at the Simulink level [35]. Jerome
Ferret was the first to focus on the static analysis of digital filters in [5]. It was this
work that initiated the connections made between the control-theoretic techniques
and software analysis methods in [9]. Parallel work by Roux et al. [34] uses policy
interation to generate and refine ellipsoid invariants. We would like to thank Eric
Goubault and Sylvie Putot for the useful discussions, and mention their work on
zonotopal domain for static analyzers [36].

5.14 Conclusion

The prototype tools and various examples described in this chapter can be found
online.3 We have demonstrated in this chapter a set of prototype tools that is capable
of migrating high-level functional properties of control systems down to the code
level. In addition we have developed a tool which can independantly verify the
correctness of those properties for the code, in an automatic manner. While the nature
of controllers and properties supported is relatively restricted, this effort demonstrates
the feasability of a paradigm where domain specific knowledge is leveraged and
automatically assists code analysis. This opens the way for numerous directions
of research. As the mathematical breadth of theorem provers increase, increasingly
complex code invariants can theoretically be handled, and thus increasingly complex
controllers. In particular, generating verifiable optimization algorithms, e.g. for the
purpose of path planning, is a promising direction. Soundness of the results with
respect to floating point computations is another issue that requires attention.

The toolchain had been applied not only to the running example, but also on
industry size systems, such as the Quanser 3 degree-of-freedom helicopter, and a
very light jet turbofan engine controller from Price Induction.
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