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Abstract. How efficiently can we find an unknown graph using distance
or shortest path queries between its vertices? Let G = (V, E) be a con-
nected, undirected, and unweighted graph of bounded degree. The edge
set E is initially unknown, and the graph can be accessed using a distance
oracle, which receives a pair of vertices (u, v) and returns the distance
between u and v. In the verification problem, we are given a hypothetical
graph Ĝ = (V, Ê) and want to check whether G is equal to Ĝ. We ana-
lyze a natural greedy algorithm and prove that it uses n1+o(1) distance
queries. In the more difficult reconstruction problem, Ĝ is not given, and
the goal is to find the graph G. If the graph can be accessed using a short-
est path oracle, which returns not just the distance but an actual shortest
path between u and v, we show that extending the idea of greedy gives a
reconstruction algorithm that uses n1+o(1) shortest path queries. When
the graph has bounded treewidth, we further bound the query complex-
ity of the greedy algorithms for both problems by Õ(n). When the graph
is chordal, we provide a randomized algorithm for reconstruction using
Õ(n) distance queries.

1 Introduction

How efficiently can we find an unknown graph using distance or shortest path
queries between its vertices? This is a natural theoretical question from the
standpoint of recovery of hidden information. This question is related to the
reconstruction of Internet networks. Discovering the topology of the Internet
is a crucial step for building accurate network models and designing efficient
algorithms for Internet applications. Yet, this topology can be extremely difficult
to find, due to the dynamic structure of the network and to the lack of centralized
control. The network reconstruction problem has been studied extensively [1,2,
5,6,10,12]. Sometimes we have some idea of what the network should be like,
based perhaps on its state at some past time, and we want to check whether our
image of the network is correct. This is network verification and has received
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attention recently [2,3,6]. This is an important task for routing, error detection,
or ensuring service-level agreement (SLA) compliance, etc. For example, Internet
service providers (ISPs) offer their customers services that require quality of
service (QoS) guarantees, such as voice over IP services, and thus need to check
regularly whether the networks are correct.

The topology of Internet networks can be investigated at the router and
autonomous system (AS) level, where the set of routers (ASs) and their physical
connections (peering relations) are the vertices and edges of a graph, respectively.
Traditionally, we use tools such as traceroute and mtrace to infer the network
topology. These tools generate path information between a pair of vertices. It
is a common and reasonably accurate assumption that the generated path is
the shortest one, i.e., minimizes the hop distance between that pair. In our
first theoretical model, we assume that we have access to any pair of vertices
and get in return their shortest path in the graph. Sometimes routers block
traceroute and mtrace requests (e.g., due to privacy and security concerns), thus
the inference of topology can only rely on delay information. In our second
theoretical model, we assume that we get in return the hop distance between a
pair of vertices. The second model was introduced in [10].

Graph inference using queries that reveal partial information has been stud-
ied extensively in different contexts, independently stemming from a number of
applications. Beerliova et al. [2] studied network verification and reconstruction
using an oracle, which, upon receiving a node q, returns all shortest paths from q
to all other nodes, instead of one shortest path between a pair of nodes as in our
first model. Erlebach et al. [6] studied network verification and reconstruction
using an oracle which, upon receiving a node q, returns the distances from q to
all other nodes in the graph, instead of the distance between a pair of nodes as
in our second model. They showed that minimizing the number of queries for
verification is NP-hard and admits an O(log n)-approximation algorithm. In the
network realization problem, we are given the distances between certain pairs
of vertices and asked to determine the sparsest graph (in the unweighted case)
or the graph of least total weight that realizes these distances. This problem
was shown to be NP-hard [4]. In evolutionary biology, a well-studied problem
is reconstructing evolutionary trees, thus the hidden graph has a tree structure.
See for example [7,9,11]. One may query a pair of species and get in return the
distance between them in the (unknown) tree. In our reconstruction problem, we
allow the hidden graph to have an arbitrarily connected topology, not necessarily
a tree structure.

1.1 The Problem

Let G = (V, E) be a hidden graph that is connected, undirected, and unweighted,
where |V | = n. We consider two query oracles. A shortest path oracle receives a
pair (u, v) ∈ V 2 and returns a shortest path between u and v.1 A distance oracle

1 If there are several shortest paths between u and u, the oracle returns an arbitrary
one.
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receives a pair (u, v) ∈ V 2 and returns the number of edges on a shortest path
between u and v.

In the graph reconstruction problem, we are given the vertex set V and have
access to either a distance oracle or a shortest path oracle. The goal is to find
every edge in E.

In the graph verification problem, again we are given V and have access to
either oracle. In addition, we are given a connected, undirected, and unweighted
graph Ĝ = (V, Ê). The goal is to check whether Ĝ is correct, that is, whether
Ĝ = G.

The efficiency of an algorithm is measured by its query complexity2, i.e., the
number of queries to an oracle. We focus on query complexity, while all our
algorithms are of polynomial time and space. We note that O(n2) queries are
enough for both reconstruction and verification via a distance oracle or a shortest
path oracle: we only need to query every pair of vertices.

Let Δ denote the maximum degree of any vertex in the graph G. Unless
otherwise stated, we assume that Δ is bounded, which is reasonable for real
networks that we want to reconstruct or verify. Indeed, when Δ is Ω(n), both
reconstruction and verification require Ω(n2) distance or shortest path queries.

Let us focus on bounded degree graphs. It is not hard to see that Ω(n) dis-
tance or shortest path queries are required. The central question in this line
of work is therefore: Is the query complexity linear, quadratic, or some-
where in between? In [10], Mathieu and Zhou provide a first answer: the query
complexity for reconstruction via a distance oracle is subquadratic: Õ(n3/2). In
this paper, we show that the query complexity for reconstruction via a short-
est path oracle or verification via either oracle is near-linear: n1+o(1). It is open
whether there is an algorithm for reconstruction using a near-linear number of
distance queries.

1.2 Our Results

Verification

Theorem 1. For graph verification using a distance oracle, there is a determin-
istic algorithm (Algorithm 1) with query complexity n

1+O
(√

(log log n+log Δ)/ log n
)
,

which is n1+o(1) when the maximum degree Δ = no(1). If the graph has treewidth
w, the query complexity can be further bounded by O(Δ(Δ + w log n)n log2 n),
which is Õ(n) when Δ and w are O(polylog n).

The main task for verification is to confirm the non-edges of the graph.
Algorithm 1 is greedy: every time it makes a query that confirms the largest
number of non-edges that are not yet confirmed. To analyze the algorithm, first,
we show that its query complexity is roughly ln n times the optimal number of
queries OPT for verification. This is based on a reduction to the Set-Cover
problem, see Section 3.1. It only remains to bound OPT .

2 Expected query complexity in the case of randomized algorithms.
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Table 1. Results (for bounded degree graphs). New results are in bold.
Objective Query complexity

verification via either oracle n1+o(1)

bounded treewidth: Õ(n)
(Thm 1, Cor 2, and Thm 3)reconstruction via a shortest path oracle

reconstruction via a distance oracle

Õ(n3/2) [10]
Ω(n log n/ log log n) (Thm 5)
outerplanar: Õ(n) [10]
chordal: Õ(n) (Thm 4)

To bound OPT and get the first statement in Theorem 1, it is enough to
prove the desired bound for a different verification algorithm. This algorithm
is a more sophisticated recursive version of the algorithm in [10]. Recursion is
a challenge because, when we query a pair (u, v) in a recursive subgraph, the
oracle returns the distance between u and v in the entire graph, not just within
the subgraph. Thus new ideas are introduced for the algorithmic design. See
Section 3.3.

To show the second statement in Theorem 1, similarly, we design another
recursive verification algorithm with query complexity Õ(n) for graphs of
bounded treewidth. The algorithm uses some bag of a tree decomposition to
separate the graph into balanced subgraphs, and then recursively verifies each
subgraph. The same obstacle to recursion occurs. Our approach here is to add
a few weighted edges to each subgraph in order to preserve the distance metric.
The complete proof is in the full version of the paper.

We note that each query to a distance oracle can be simulated by the same
query to a shortest path oracle. So from Theorem 1, we have:

Corollary 2. For graph verification using a shortest path oracle, Algorithm 1
achieves the same query complexity as in Theorem 1.

Reconstruction

Theorem 3. For graph reconstruction using a shortest path oracle, there is a
deterministic algorithm (Algorithm 4) that achieves the same query complexity
as in Theorem 1.

The key is to formulate this problem as a problem of verification using a
distance oracle, so that we get the same query complexity as in Theorem 1.
We extend the idea of greedy in Algorithm 1, and we show that each query to
a shortest path oracle makes as much progress for reconstruction as the corre-
sponding query to a distance oracle would have made for verifying a given graph.
The main realization here is that reconstruction can be viewed as the verification
of a dynamically changing graph. See Section 4.
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Theorem 4. For reconstruction of chordal graphs using a distance oracle, there
is a randomized algorithm with query complexity O

(
Δ32Δ · n(2Δ + log2 n) log n

)
,

which is Õ(n) when the maximum degree Δ is O(log log n).

The algorithm in Theorem 4 first finds a separator using random sampling
and statistical estimates, as in [10]. Then it partitions the graph into subgraphs
with respect to this separator and recurses on each subgraph. However, the
separator here is a clique instead of an edge in [10] for outerplanar graphs. Thus
the main difficulty is to design and analyze a more general tool for partitioning
the graph. The proof of the theorem is in the full version of the paper.

Lower Bounds. For graphs of bounded degree, both reconstruction and ver-
ification require Ω(n) distance or shortest path queries. In addition, there is a
slightly better lower bound for reconstruction using a distance oracle, as in the
following theorem.

Theorem 5. For graph reconstruction using a distance oracle, assuming the
maximum degree Δ ≥ 3 is such that Δ = o

(
n1/2)

, any algorithm has query
complexity Ω(Δn log n/ log log n).

The proof of Theorem 5 is in the full version of the paper.

2 Notation

Let δ be the distance metric of G. For a subset of vertices S ⊆ V and a vertex
v ∈ V , define δ(S, v) to be mins∈S δ(s, v). For v ∈ V , let N(v) = {u ∈ V :
δ(u, v) ≤ 1} and let N2(v) = {u ∈ V : δ(u, v) ≤ 2}. We define δ̂, N̂ , and N̂2
similarly with respect to the graph Ĝ.

For a graph G = (V, E), a distinct pair of vertices uv ∈ V 2 is an edge of G if
uv ∈ E, and is a non-edge of G if uv /∈ E.

For a subset of vertices S ⊆ V , let G[S] be the subgraph induced by S. For a
subset of edges H ⊆ E, we identify H with the subgraph induced by the edges
of H. Let δH denote the distance metric of the subgraph H.

For a vertex s ∈ V and a subset T ⊆ V , define Query(s, T ) as Query(s, t)
for every t ∈ T . For subsets S, T ⊆ V , define Query(S, T ) as Query(s, t) for
every (s, t) ∈ S × T .

In the verification problem, an algorithm performs a set of queries, and its
output is no if some query gives the wrong distance (or shortest path), and is
yes if all queries give the right distances (or shortest paths).

3 Proof of Theorem 1

3.1 Greedy Algorithm

The task of verification comprises verifying that every edge of Ĝ is an edge of G,
and verifying that every non-edge of Ĝ is a non-edge of G. The second part is
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called non-edge verification. In the second part, we assume that the first part is
already done, which guarantees that Ê ⊆ E. For graphs of bounded degree, the
first part requires only O(Δn) queries, thus the focus is on non-edge verification.

Theorem 6. For graph verification using a distance oracle, there is a deter-
ministic greedy algorithm (Algorithm 1) that uses at most Δn + (ln n + 1) ·OPT
queries, where OPT is the optimal number of queries for non-edge verification.

Now we prove Theorem 6. Let N̂E be the set of the non-edges of Ĝ. For each
pair of vertices (u, v) ∈ V 2, we define Su,v ⊆N̂E as follows:

Su,v =
{

ab ∈N̂E : δ̂(u, a) + δ̂(b, v) + 1 < δ̂(u, v)
}

. (1)

The following two lemmas relate the sets Su,v with non-edge verification.

Lemma 7. Assume that Ê ⊆ E. For every (u, v) ∈ V 2, if δ(u, v) = δ̂(u, v), then
every pair ab ∈ Su,v is a non-edge of G.

Proof. Consider any pair ab ∈ Su,v. By the triangle inequality, δ(u, a)+ δ(a, b)+
δ(b, v) ≥ δ(u, v) = δ̂(u, v). By the definition of Su,v and using Ê ⊆ E, we have
δ̂(u, v) > δ̂(u, a) + δ̂(b, v) + 1 ≥ δ(u, a) + δ(b, v) + 1. Thus δ(a, b) > 1, i.e., ab is
a non-edge of G. ��
Lemma 8. If a set of queries T verifies that every non-edge of Ĝ is a non-edge
of G, then

⋃
(u,v)∈T Su,v =N̂E.

Proof. Assume, for a contradiction, that some ab ∈ N̂E does not belong to any
Su,v for (u, v) ∈ T . Consider adding ab to the set of edges of Ê: this will not
create a shorter path between u and v, for any (u, v) ∈ T . Thus including ab
in Ê is consistent with the answers of all queries in T . This contradicts the
assumption that T verifies that ab is a non-edge of G. ��

From Lemmas 7 and 8, the non-edge verification is equivalent to the Set-
Cover problem with the universeN̂E and the sets {Su,v : (u, v) ∈ V 2}. The Set-
Cover instance can be solved using the well-known greedy algorithm [8], which
gives a (ln n + 1)-approximation. Hence our greedy algorithm for verification
(Algorithm 1). For the query complexity, first, verifying that Ê ⊆ E takes at
most Δn queries, since the graph has maximum degree Δ. The part of non-edge
verification uses a number of queries that is at most (ln n + 1) times the optimal
number of queries. This proves Theorem 6.

3.2 Bounding OPT to Prove Theorem 1

From Theorems 6, in order to prove Theorem 1, we only need to bound OPT ,
as in the following two theorems.

Theorem 9. For graph verification using a distance oracle, the optimal number
of queries OPT for non-edge verification is n

1+O
(√

(log log n+log Δ)/ log n
)
.
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Algorithm 1. Greedy Verification
1: procedure Verify(Ĝ)
2: for uv ∈ Ê do Query(u, v)
3: Y ← ∅
4: while Ê ∪ Y does not cover all vertex pairs do
5: choose (u, v) that maximizes |Su,v \ Y | � Su,v defined in Equation (1)
6: Query(u, v)
7: Y ← Y ∪ Su,v

Theorem 10. For graph verification using a distance oracle, if the graph has
treewidth w, then the optimal number of queries OPT for non-edge verification
is O(Δ(Δ + w log n)n log n).

Theorem 1 follows trivially from Theorems 6, 9, and 10, by noting that both
Δ and log n are smaller than n

√
(log log n+log Δ)/ log n. The proof of Theorem 9 is

in Section 3.3, and the proof of Theorem 10 is in the full version of the paper.

3.3 Proof of Theorem 9

To show Theorem 9, we provide a recursive algorithm for non-edge verifica-
tion with the query complexity in the theorem statement. As in [10], the algo-
rithm selects a set of centers partitioning V into Voronoi cells and expands them
slightly so as to cover all edges of G. But unlike [10], instead of using exhaustive
search inside each cell, the algorithm verifies each cell recursively. The recur-
sion is a challenge because the distance oracle returns the distance in the entire
graph, not in the cell. Straightforward attempts to use recursion lead either to
subcells that do not cover all edges of the cell, or to excessively large subcells.
Our approach is to allow selection of centers outside the cell, while still limiting
the subcells to being contained inside the cell (Figure 1). This simple but subtle
setup is one novelty of the algorithmic design.

The verification algorithm uses the function Subset-Centers (Algo-
rithm 2), which takes as input a graph Ĝ = (V, Ê), a subset of vertices
U ⊆ V , and an integer s ∈ [1, n], and outputs a set of centers A ⊆ V
such that in the graph Ĝ, the vertices of the subset U are roughly equipar-
titioned into the Voronoi cells centered at vertices in A. This algorithm is
a generalization of the Center algorithm by Thorup and Zwick [13]: when
the subset U equals V , the Subset-Centers algorithm becomes their Cen-
ter algorithm. For every w ∈ V , we define w’s cluster in the graph G as
CA(w) = {v ∈ V : δ(w, v) < δ(A, v)}. We note that if w ∈ A, then CA(w) = ∅,
since δ(w, v) ≥ δ(A, v), for every v ∈ V . Similarly, we define w’s cluster in the
graph Ĝ as ĈA(w) = {v ∈ V : δ̂(w, v) < δ̂(A, v)}. The subscript A is omitted
when clear from the context.

The following lemma is a straightforward extension of Theorem 3.1 in [13].
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Algorithm 2. Finding Centers for a Subset
1: function Subset-Centers(Ĝ, U, s)
2: A ← ∅
3: while there exists w ∈ V such that |Ĉ(w) ∩ U | > 4|U |/s do
4: W ← {w ∈ V : |Ĉ(w) ∩ U | > 4|U |/s}
5: Add each element of W to A with probability min (s/|W |, 1)
6: return A

Lemma 11. The function Subset-Centers (Algorithm 2) outputs a set A ⊆
V , such that, with probability at least 1/2, we have |A| ≤ 4s log n and |Ĉ(w) ∩
U | ≤ 4|U |/s for every w ∈ V . It uses no queries and its running time is polyno-
mial.

Next, we design a recursive algorithm for non-edge verification. Let U ⊆ V
represent the set of vertices for which we are currently verifying the induced sub-
graph. Verifying that every non-edge of Ĝ[U ] is a non-edge of G[U ] is equivalent
to verifying that every edge of G[U ] is an edge of Ĝ[U ].

Let A be a set of centers computed by Subset-Centers. We define, for each
a ∈ A, its extended Voronoi cell Da as

Da =
(⋃

{C(b) : b ∈ N2(a)} ∪ N2(a)
)

∩ U. (2)

Similarly, with respect to the graph Ĝ, we define

D̂a =
(⋃ {

Ĉ(b) : b ∈ N̂2(a)
}

∪ N̂2(a)
)

∩ U. (3)

The following lemma is a trivial extension of Lemma 3 in [10].
Lemma 12.

⋃
a∈A G[Da] covers every edge of G[U ].

From Lemma 12, in order to verify that every edge of G[U ] is an edge of
Ĝ[U ], we only need to verify that every edge of G[Da] is an edge of Ĝ[Da], for
every a ∈ A. So we can apply recursion on each Da.

The main difficulty is: How to obtain Da efficiently? If we compute Da

from its definition, we first need to compute N2(a), which requires Ω(n) queries
since N2(a) may contain nodes outside U . Instead, a careful analysis shows that
we can check whether Da = D̂a without even knowing N2(a), whereas D̂a can
be inferred from the graph Ĝ with no queries. This is shown in Lemma 13, which
is the main novelty of the algorithmic design.

Lemma 13. Assume that Ê ⊆ E. If δ(u, v) = δ̂(u, v) for every pair (u, v) from⋃
a∈A N̂2(a) × U , then Da = D̂a for all a ∈ A.

Proof. The proof is delicate but elementary. For every b ∈ ⋃
a∈A N̂2(a), we have

Ĉ(b) ∩ U = C(b) ∩ U , because δ̂(b, u) = δ(b, u) and δ̂(A, u) = δ(A, u) for every
u ∈ U . Therefore, D̂a can be rewritten as

D̂a =
(⋃ {

C(b) : b ∈ N̂2(a)
}

∪ N̂2(a)
)

∩ U.
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Algorithm 3. Recursive Verification
1: procedure Verify-Subgraph(Ĝ, U)
2: if |U | > n0 then
3: repeat
4: A ← Subset-Centers(Ĝ, U, s)
5: until |A| ≤ 4s log n and |Ĉ(w) ∩ U | ≤ 4|U |/s for every w ∈ V
6: for a ∈ A do
7: Query(N̂2(a), U)
8: Verify-Subgraph(Ĝ, D̂a) � D̂a defined in Equation (3)
9: else

10: Query(U, U)

Since Ê ⊆ E, we have N̂2(a) ⊆ N2(a). Therefore D̂a ⊆ Da.
On the other hand, we have N2(a)∩U ⊆ N̂2(a)∩U , because δ̂(a, u) = δ(a, u)

for every u ∈ N2(a) ∩ U . To prove Da ⊆ D̂a, it only remains to show that, for
any vertex u /∈ N2(a) such that u ∈ C(b) ∩ U for some b ∈ N2(a), we have
u ∈ C(x) ∩ U for some x ∈ N̂2(a). We choose x to be the vertex at distance 2
from a on a shortest a-to-u path in Ĝ. By the assumption and the definition of
x, we have:

δ(x, u) = δ̂(x, u) = δ̂(a, u) − 2 = δ(a, u) − 2.

By the triangle inequality, and using b ∈ N2(a) and u ∈ C(b), we have:

δ(a, u) ≤ δ(a, b) + δ(b, u) ≤ 2 + δ(b, u) < 2 + δ(A, u).

Therefore δ(x, u) < δ(A, u). Thus u ∈ C(x) ∩ U . ��
The recursive algorithm for non-edge verification is in Algorithm 3. It queries

every (u, v) ∈ ⋃
a∈A N̂2(a) × U and then recurses on each extended Voronoi cell

D̂a. See Figure 1. The parameters n0 and s are defined later. Correctness of the
algorithm follows from Lemmas 12 and 13.

Now we bound the query complexity of Verify-Subgraph(Ĝ, V ). To pro-
vide intuition, we analyze an algorithm of 4 recursive levels, and show that its
query complexity is Õ(n4/3). The complete proof of the complexity stated in
Theorem 9 is in the full version of the paper.

To simplify the presentation, we assume Δ = O(1). Let s = n1/3 and
let n0 be some well-chosen constant. Consider any recursive call Verify-
Subgraph(Ĝ, U) where |U | > n0. Let A ⊆ V be the centers at the end of
the repeat loop. By Lemma 11, the expected number of repeat loops is con-
stant. For every a ∈ A, N̂2(a) has constant size, since the graph has bounded
degree. Every Ĉ(w) ∩ U has size O(|U |/n1/3), so every D̂a has size O(|U |/n1/3).
Since |A| = Õ(n1/3), the number of recursive calls on the next level is Õ(n1/3).
Therefore during the recursion, on the second level, there are Õ(n1/3) recursive
calls, where every subset has size O(n2/3); on the third level, there are Õ(n2/3)
recursive calls, where every subset has size O(n1/3); and on the fourth level, there
are Õ(n) recursive calls, where every subset has size O(1). Every recursive call
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a

D̂a

a′
D̂′

a′

Fig. 1. Two levels of recursive calls of Verify-Subgraph(Ĝ, V ): The solid points are
top-level centers returned by Subset-Centers(Ĝ, V, s). The dotted lines indicate the
partition of V into Voronoi cells by those centers. The region inside the outer curve rep-
resents the extended Voronoi cell D̂a of a center a. On the second level of the recursive
call for D̂a, the hollow points are the centers returned by Subset-Centers(Ĝ, D̂a, s).
Observe that some of those centers lie outside D̂a. The dashed lines indicate the par-
tition of D̂a into Voronoi cells by those centers. The region inside the inner curve
represents the extended Voronoi cell D̂′

a′ of a second-level center a′.

with subset U uses Õ(n1/3 · |U |) queries. Therefore, the overall query complexity
is Õ(n4/3).

Remark. The recursive algorithm (Algorithm 3) can be used for verification by
itself. However, we only use its query complexity to provide guarantee for the
greedy algorithm (Algorithm 1), because the greedy algorithm is much simpler.

4 Proof of Theorems 3

The algorithm (Algorithm 4) constructs an increasing set X of edges so that
in the end X = E. At any time, the candidate graph is X.3 Initially, X is the
union of the shortest paths given as answers by n − 1 queries, so that X is a
connected subgraph spanning V . At each subsequent step, the algorithm makes
a query that leads either to the confirmation of many non-edges of G, or to the
discovery of an edge of G.

Formally, we define, for every pair (u, v) ∈ V 2,

SX
u,v =

{
ab ∈ non-edges of X : δX(u, a) + δX(b, v) + 1 < δX(u, v)

}
. (4)

3 We identify X with the subgraph induced by the edges of X.
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Algorithm 4. Greedy Reconstruction
1: procedure Reconstruct(V )
2: u0 ← an arbitrary vertex
3: for u ∈ V \ {u0} do Query(u, u0) to get a shortest u-to-u0 path
4: X ← the union of the above paths, Y ← ∅
5: while X ∪ Y does not cover all vertex pairs do
6: choose (u, v) that maximizes |SX

u,v \ Y | � SX
u,v defined in Equation (4)

7: Query(u, v) to get a shortest u-to-v path
8: if δG(u, v) = δX(u, v) then
9: Y ← Y ∪ SX

u,v

10: else
11: e ← some edge of the above u-to-v path that is not in X
12: X ← X ∪ {e}
13: return X

This is similar to Su,v defined in Equation (1). From Lemma 7, the pairs in SX
u,v

can be confirmed as non-edges of G if δG(u, v) = δX(u, v). At each step, the
algorithm queries a pair (u, v) that maximizes the size of the set SX

u,v \ Y . As
a consequence, either all pairs in SX

u,v \ Y are confirmed as non-edges of G, or
δG(u, v) �= δX(u, v), and in that case, the query reveals an edge along a shortest
u-to-v path in G that is not in X; we then add this edge to X.

To see the correctness, we note that the algorithm maintains the invariant
that the pairs in X are confirmed edges of G, and that the pairs in Y are
confirmed non-edges of G. Thus when X ∪ Y covers all vertex pairs, we have
X = E.

For the query complexity, first, consider the queries that lead to δG(u, v) �=
δX(u, v). For each such query, an edge is added to X. This can happen at most
|E| ≤ Δn times, because the graph has maximum degree Δ.

Next, consider the queries that lead to δG(u, v) = δX(u, v). Define R to be
the set of vertex pairs that are not in X ∪ Y . We analyze the size of R during
the algorithm. For each such query, the size of R decreases by |SX

u,v \ Y |. To
lower bound |SX

u,v \ Y |, we consider the problem of non-edge verification using
a distance oracle on the input graph X, and let T be an (unknown) optimal set
of queries. By Theorem 9, |T | is at most f(n, Δ) = n

1+O
(√

(log log n+log Δ)/ log n
)
.

By Lemma 8, the sets SX
u,v for all pairs (u, v) ∈ T together cover R ∪ Y , hence

R. Therefore, at least one of these pairs satisfies

|SX
u,v \ Y | ≥ |R|/|T | ≥ |R|/f(n, Δ).

Initially, |R| ≤ n(n − 1)/2, and right before the last query, |R| ≥ 1, thus the
number of queries with δG(u, v) = δX(u, v) is O(log n) · f(n, Δ).

Therefore, the overall query complexity is O(Δn + log n · f(n, Δ)). Thus we
obtained the same query bound as in the first statement of Theorem 1. To prove
the query bound for graphs of treewidth w as in the second statement, the
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analysis is identical as above, except that f(n, Δ) = O(Δ(Δ + w log n)n log n),
which comes from Theorem 10.
Remark. Note that the above proof depends crucially on the fact that f(n, Δ) is
a uniform bound on the number of distance queries for the non-edge verification
of any n-vertex graph of maximum degree Δ. Thus, even though the graph X
changes during the course of the algorithm because of queries (u, v) such that
δG(u, v) �= δX(u, v), each query for which the distance in G and the current X
are equal confirms 1/f(n, Δ) fraction of non-edges.
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