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Abstract. Many researches about eye tracking have been done in field of hu-
man computer interface, virtual reality, and so on. However, most of eye track-
ing devices are priced high because of its complicated hardware. Hence, in this 
paper, we propose a simple real-time eye tracking system using web camera. In 
our system, we use a zoom lens for web camera, which cover the low resolution 
of eye region by wide-view capturing. In addition, an infrared light illuminator 
is required because the gaze position is calculated by using the positional rela-
tionship between the pupil and specular reflection caused by the illuminator. 
Our system measures the gaze position using just one eye, and does not require 
to wear any devices onto user’s head. The average error of gaze point estima-
tion was about 0.9 degree at the Z distance of 70cm on the 23inch size monitor. 
Experimental results showed that the proposed system can be used enough for 
navigation or pointing interaction. 
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1 Introduction 

Eye tracking is as a technology to track the gaze point of user, which has wide range 
of applicability. Many applications using eye tracking have been utilized in areas such 
as computer interface for hand disabled, human computer interface, immersive game, 
measure the effect of PPL(Product PLacement), and so on. For more accurate and 
convenient, many kinds of methods have been researched [1][2][3][4]. 

Previous eye tracking methods can be categorized into two groups: (1) wearable 
camera based method and (2) remote camera based method. In the wearable camera 
based methods, some equipments are required to wear for eye tracking [5]. The meth-
od of this type has the advantage that a large and accurate eye image for calculating 
gaze point can be obtained by capturing the eye at close distance. Also, facial move-
ments are allowed because the device moving along the face. However, wearable 
device may provide discomfort to the users. In addition, when the worn equipment is 
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moved by nature or mistake after initial calibration, it is difficult to detect the correct 
gaze point.  

In the other category, remote camera based methods is used to track the eye with-
out wearing any equipment. In this case, to guarantee high spatial resolution in far 
distance complex device or algorithm is needed such as an unusual camera which has 
PTZ(Panning & Tilting & Zooming) mechanism. These types of method are conven-
ient but cost is high. 

According to a different point of view, eye tracking method can be categorized into two 
groups: (1) binocular gaze detection and (2) monocular gaze detection methods. Common-
ly, binocular gaze detection method is more accurate than monocular one because the 
more information for deciding gaze point can be extracted [6]. In monocular gaze detec-
tion method, whereas, the gaze point is calculated by only one eye but gaze estimation 
time is decreased by processing one eye compared to the by binocular gaze detection [7]. 

To solve problems of wearable and binocular methods, in this paper, a new eye track-
ing system is proposed. To capture an image which has enough spatial resolution for 
eye tracking from USB(Universal Serial Bus) webcam, a default lens is replaced to a 
zoom lens. Eye region is detected by using the properties of the dark pupil and bright 
SR(Specular Reflection) and the center positions of the pupil and SR is sequentially 
detected through several processes. A detailed process is provided in Sec. 2.2. After 
initial user-dependent calibration by gazing only 4 points, gaze positions are successive-
ly calculated through adopting the mapping function between the pupil-SR vector and 
the four corner coordinates of the monitor which extracted by the calibration. 

The rest of this paper is explained as follows. The proposed system and method are 
described in Sec. 2. The experimental results and conclusions are presented in Sec. 3 
and 4, respectively.  

2 Proposed System and Method 

2.1 Proposed System 

The proposed system consists of one webcam, one infrared light illuminator and one 
zoom lens for webcam as shown in Fig. 1. 

 

Fig. 1. Proposed eye tracking system 
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The used infrared light illuminator includes 50 IR-LEDs (Infrared-Light Emitting 
Diode) whose wavelength and illumination angle are 850nm and 30 degrees, respec-
tively [8]. 

In our experiments, we used a Logitech Webcam C600 whose spatial resolution is 

1600×1200 pixels [9]. To obtain the image of dark pupil and bright SR, we converted 

the camera to an infrared one. The infrared cutting filter of the camera is removed and 
infrared passing filter is attached to its place.  However, since the used camera alone 
is not enough to ensure sufficient spatial resolution to calculate position accurately, 
the zoom lens is attached to the camera. As a result, it is possible to detect the accu-
rate pupil and SR at a distance of 70cm. Also, infrared illuminator and camera are 
located on the bottom of the monitor as shown in Fig. 1 to avoid pupil occlusion by 
eyelid. 

2.2 Proposed Method 

The processing stage of proposed system includes three main steps. First, detecting 
eye region is an essential prerequisite to detect the location of pupil and SR. In our 
method, we use the left side eye for eye tracking. To detect an eye region, the input 

image is divided into sub-blocks of 64×60 size (in Fig. 3 (a)) [7]. In each sub-block, 

the values of maximum and minimum pixel level are measured. Then, the difference 
between them is calculated. Based on the difference, the sub-blocks are sorted in de-
scending order and upper three regions are selected as an eye candidate region (in  
Fig. 3 (b)). Histogram stretching is applied into each candidate region then the num-
ber of black pixels is counted. Consequently, the region of including the most black 
pixels is regarded as eye region. 
 

 
Fig. 2. Flow chart of the proposed method 
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