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Preface

As the flagship conference organized by the Internet Technical Committee of China
Computer Federation, the Third Internet Conference of China (CCF ICoC 2014) was
hosted by Fudan University in Shanghai, July 10-11, 2014. The conference focused on
the latest advances in research on Internet-related theory and technology.

ICoC 2014 invited authors to submit full papers representing original, state-of-art,
un-published research work in areas of Internet communication and computing. Topics
include but not limited to the following areas: software defined network, network
security, future Internet architecture, Internet application, network management, net-
work protocols and models, wireless network, sensor networks.

ICoC 2014 received 94 submissions, each submission was evaluated by at least
three reviewers. After extensive peer-review process involving more than 31 reviewers,
55 papers were accepted including in Chinese and English. Among them, 10 manu-
scripts were finally selected for inclusion in these proceedings. ICoC will continue to
be one of the most respected conferences for researchers working on networks around
the world.

July 2014 Shiyong Zhang
Ke Xu
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Chengrong Wu

Yiping Zhong
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Multi-Constrained Multi-Path Routing
for Server-Centric Data Center Networks

Kun Qian, HuanZhao Wang, ChengChen Hu®™), Che Zhang,
and Yadong Zhou

MOE Key Lab for Intelligent Networks and Network Security,
Xi’an Jiaotong University, Xi’an, China
huc@ieee.org

Abstract. Server-centric data center architecture has been proposed
to provide high throughput, scalable construction and error tolerance
with commodity servers and switches for cloud data centers. To fully
utilize those advantages of server-centric data center, an effective rout-
ing algorithm to find high quality multiple paths in Server-centric net-
work is needed. However, current routing algorithms cannot achieve this
completely: (1) the state-of-art routing algorithms in server-centric data
center just consider hop count when selecting paths; (2) traditional multi-
constraint QoS routing algorithms only find one feasible path and are
usually switch-oriented; (3) present multi-path algorithms cannot guar-
antee the performance of the founded paths. In this paper, we propose
a multi-constrained routing algorithm for server-centric data centers,
named Server-Centric Multi-Constrained Routing Algorithm (SCRAT).
This algorithm exploits the topology features of the Server-Centric data
center to decrease the algorithm complexity and returns optimal and
feasible paths simultaneously. In simulations, SCRAT has a very high
probability (more than 96 %) to find the exact optimal path, and the cost
of the optimal path found in SCRAT is about 10 % less compared with
path found in previous TS_MCOP. Compared with previous MPTCP,
SCRAT reduces the path delay by 18 % less and increase the bandwidth
by 20 %.

1 Introduction

In recent years, Data Centers (DC) has been widely employed to fulfill the
increasingly demanding requirements for a variety of business needs [1]. Enter-
prises, service providers, and content providers rely on data and resources in
their data centers to run business operations, deliver network services and dis-
tribute revenue-producing content [2]. Data Center Networking (DCN) is an
important part of any modern data center, which must deliver high reliability

This paper is supported by the 863 plan (2013AA013501), the National Science
and Technology Major Project (no.2013ZX03002003-004), the NSFC (61272459,
61221063, 61170245), Research Plan in Shaanxi Province of China (2013K06-38),
the Fundamental Research Funds for Central Universities.
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2 K. Qian et al.

and satisfied performance. However, in the current state, it is observed that the
network is a bottleneck to computation [3], after careful analysis on the collected
data from a large cloud service data center. Efficient routing inside a data center
becomes one of the essential and challenging parts of DCN due to the follow-
ing two reasons. First, the traffic exchanges among the servers in a data center
dominates the traffic of a data center. A recent measurement reported the ratio
of traffic volume between servers inside a data center to the traffic entering/
leaving the data center to be 4:1 [4]. Second, the scale of the data center grows
really fast and it is expected to hold hundreds of thousands of servers in a sin-
gle data center. In order to interconnect such a large number of servers with
commodity switches and servers, Server-Centric Data Center (SCDC) is pro-
posed [5,6]. In SCDC servers are equipped with multiple network interfaces and
act not only as end hosts but also as relay switches for multi-hop communica-
tions. Although SCDC achieves architectural advantages, its routing algorithms
contain limitations. First, state-of-art routing algorithms for SCDC are topology
dependent. A specific routing algorithm is only designed for the specific topology
(called original routing algorithm). For example, the original routing algorithm
for DCell cannot work on other SCDC topologies like BCube. Second, all the
original routing algorithms use hop count as routing metric. Without taking
path quality into consideration, routing algorithms cannot guarantee satisfied
performance for diverse applications in DCNs.

To effectively utilize high performance routing path, general multi-constrained
QoS routing algorithms are widely investigated in the context of traditional net-
work, which control traffic of the whole network by adjusting the number of flows
through routers and switches, e.g., Multi-Constrained Path problem (MCP) [7],
Multi-Constrained Shortest Path (MCSP) [8], Multi-Constrained Optimal Path
problem (MCOP) [9], etc. However, all these solutions only calculate one path for
an original destination pair and only focus on routings for routers. In addition,
these algorithms originally designed for arbitrary topology and no optimizations
are considered leveraging the topology characteristics of SCDC. In fact, the per-
formance of the network routing can be significantly improved by exploiting the
unique features of SCDC.

In order to overcome the aforementioned limitations and fully utilize multiple
paths in SCDC, this paper aims to solve the so-called Multi-Constrained Multi-
Path Problem (MCMP), which finds out an optimal path and other sub-optimal
paths for routing under multi-constraints. To the best of our knowledge, it is
the first time to introduce this problem in the context of SCDC to find optimal
routing paths, which is different from finding only multiple paths in DCNs done
by previous work. In this paper, we propose Server-Centric Multi-Constrained
Routing AlgoriThm (SCRAT) to solve the MCMP problem, which finds feasible
paths from source to destination under multi-constraints simultaneously. We
utilize the characteristics of SCDC to decrease the complexity of algorithm and
propose a specific Multi-Constrained QoS Routing method to weight the cost of
links in searching optional paths. Simulations have demonstrated that SCRAT
performs much better than original routing algorithm in SCDC.
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Specifically, the proposed SCRAT has the following technical merits.

First, SCRAT uses multi-constraints to find out multiple paths with high
quality simultaneously. As a result, SCRAT provides an efficient methodology
to solve MCMP problem, which is crucial to spread traffic in SCDC. And multiple
paths found in SCRAT ensure better available bandwidth and server-to-server
throughput than the existing multi-path routing algorithms.

Second, we take topology characteristics of SCDC into consideration when
we design SCRAT. As a result, SCRAT makes the relaxation progress more effi-
ciently and decreases the complexity of algorithm and increases the algorithm’s
accuracy. Compared with present MCOP algorithms that ignore the character-
istics of SCDC, SCRAT has a better performance to find the global optimal
paths.

Third, SCRAT is a general method for SCDC and can be employed for all
the SCDCs topologies, which is an advance over the original SCDC routing
algorithms only working for a specific topology.

The rest of this paper is organized as follows. Section?2 overviews exist-
ing routing algorithms in Server-Centric network and Multi-Constrained algo-
rithms. Section 3 works out the way to calculate weight vector and cost, and lists
some definitions that will be used in this paper. Section 4 describes our SCRAT.
Section 5 gives two sets of simulations to evaluate the performance of algorithm.
Finally, Sect.6 concludes the paper.

2 Related Work

Server-Centric Data Center Network is widely researched around the world. In
[10], authors mentioned 5 main disadvantages in traditional data center network,
such as no performance isolation, limited management flexibility etc. And the
solutions to all of those issues are crucial to the future development of data cen-
ter. In order to overcome them, many new network architectures had been pro-
posed along with high efficient routing algorithms. For example: BCube original
routing algorithm assigns server addresses according to their position character-
istics. This algorithm systematically finds intermediate servers by ‘correcting’
one digit of previous server address [6]. However, as mentioned before, original
server-centric algorithm only works well in unique architecture and almost all of
those initial algorithms choose the path according to hop count. Some researches
have been done on routing in all kinds of DCs to provide multi-paths [11,12].
However, in [11] the first way is spreading load by choosing path randomly. It
is obviously not an effective solution. The article also mentioned another way to
find multi-paths using multi-static VLANs. The minimal number of VLANSs of
this solution exponentially depends on the number of equipment in data center.
Setting too much VLANSs in data center is very expensive. In [12], the multi-
path selecting algorithm in SPAIN is running the shortest path algorithm for k
times. However, computing shortest paths just consider the hop-count constraint,
which cannot ensure good performance of chosen paths. And in the process of
repeating shortest algorithm for several times, a large amount of computations
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are unnecessary. Multi-path routing algorithm can be designed in a much more
efficient way.

In the field of routing in a general network, multi-constrained routing prob-
lem is widely researched [9,13,14,16-19]. In order to solve Multi-Constrained
QoS routing problems, many algorithms have been proposed. MCP focuses
on finding one alternative path. So path selected by this kind of algorithms
is just feasible path. MCSP devotes to finding the shortest path under multi-
constraints. So it may not balance the cost of network and take full advantage
of resources. MCOP is trying to solve the problem that finding the optimal path
under multi-constraints. And MCOP problem is the most meaningful problem
in this set of issues. In 2002, Korkmaz and Krunz put forward the H-MCOP
algorithm [17]. This algorithm has better performance than all previous multi-
constraint algorithms. And it can find out feasible path at a very high possibility.
Then this kind of problem appealed many people’s attention. There are several
algorithms improving the performance of H-MCOP, such as TS_MCOP [20], and
EH_MCOP [18]. The TS.MCOP was proposed [20], which improved H-MCOP
best. Those algorithms work well in finding optimal path. But they do not pro-
vide multi-paths. So they cannot be used directly in the context of Server-Centric
Network.

In all, present multi-path algorithms in data center are not efficient. And
all general multi-constrained routing algorithms do not consider topology char-
acteristics in SCDC and can only provide one feasible path. Neither of them
can solve the MCMP problem, which is fairly significant for the performance of
SCDC. So we propose a new routing algorithm to solve it.

3 Foundation and Definitions

3.1 Weight and Cost

According to the different characteristics and properties of constraints, they
can be divided into the following three categories [21]: additive constraint (e.g.
delay, jitter, cost and hop count) multiplicative constraint, (e.g. link reliability
and packet loss probability) and concave constraint (e.g. bandwidth). Assume
path P has j hops and w;(e) means the ith weight of edge e. According to the
constraints, we proposed the following functions to compute weights of a path:

Additive Constraint: The weight of additive constraint is represented by
summing every link’s weight together, shown in (1).

wi(P) = wiler) 1)
=1

where 7 is the serial number of all additive constraints.
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Multiplicative Constraint: By converting logarithm form of multiplicative
constraints to additive constraints, the weight can be calculated with (2)

(3 Infws(e)])
=1

wi(P) = [[wi(er) = e (2)
=1

where i is the serial number of all multiplicative constraints.

Concave Constraint: Concave constraints mark the limit of path, and can be
directly used as boundaries for selecting paths. So, (3) is used to calculate those
concave weights.

w; (P) = min{w;(e1), w;(e2), ..., wi(e;)} (3)

where 1 is the serial number of all concave constraints.
In order to calculate various constraints in one function, Jaffe [13] used the
linear cost function to represent the cost of path, shown in (4)

k
COST(P) = _ dw;(P) (4)

where COST(P) indicates the cost of path P and d; is the coefficient of w;.
This representing method can be used to calculate the cost of path for Dijk-

stra Algorithm, which are utilized by many former routing algorithms. However,

linear function cannot reflect the real constraints very well. In order to fit actual

constraints better, nonlinear function (5) was proposed to calculate the cost of
path [14].

COST(P) =[3_[*]] (5)

when ¢ — oo

] (6)

By (6), we can precisely find out all feasible paths that meet the multi-constrained
requirements. If we use (6) to calculate the cost of paths, Dijkstra algorithm is not
suitable any more. So we need to work out an algorithm that can calculate cost
with nonlinear function.

1<i<k  C}

3.2 Definitions

Definition 1 (Server-Centric Data Center). In server-centric data center,
servers act not only as end hosts but also as relay nodes for multi-hop communi-
cations [15]. In SCDC, there are links that connect servers directly and there is
no traditional hierarchic switch structure, which may cause bottleneck in whole
network. In SCDC each server links to several, not one, servers or switches,
which balances the load of overall network greatly.
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Definition 2 (Feasible Path). Given a weighted network graph G(V, E), where
V' represents the set of nodes and E represents the set of edges, n = |V| and
m = |E|. Each edge e(v;,v;) has a link weight vector W with components of K link
weight wy, > 0 for all1 < k < K. And the corresponding constraint vector C with
K constraints c,. A path is a sequence with non-repeated nodes P = (v1,va, ..., v;).
Since there are different types of constraints, simply adding weights together is
unreasonable. A feasible path P = (v1,vs,...,v;) so that wg(P) < ¢ for all
1<k<K.

Definition 3 (Optimal Path). In all feasible paths from v; to v; noting as
Py, Py, ..., P, we use (5) to calculate the cost of paths. Then the optimal path
is the path Py satisfied: COST (Py) < COST(P;) for all 1 <i <.

Definition 4 (Neighbor Node Pair). In Server-Centric network, if two ser-
versv; andv; are linked directly or they interconnect each other through one switch,
(vi,v5) are neighbor node pair. If two servers interconnect via another server, they
cannot be regarded as neighbor nodes.

Definition 5 (Neighbor Node Matrix). In a Server-Centric network with N
servers, the neighbor node matriz is a N? matriz M. Each element v; 5 n My
contains hop count, weight vector and cost of the neighbor node path that links
v; and v; together. If v; and v; are neighbor node pair, we note down hop count,
weight vector and cost in v; ;. If v; and v; are not neighbor node pair, we note 0
in v; 5. If v; and v; connect directly, hop count = 1. If v; and v; are connected
by a switch, then hop count = 2.

Definition 6 (Path-Length). In this paper, if v; and v; are neighbor node
pair, we define the path-length of path (v, v;) to be 1. If v; and v; are neighbor
node pair and v; and vy are neighbor node pair, then there is a path (v;, v, vg)
between (v;,vi), and the path-length of this path is 2. Paths with path-length 3,
4 and so on can be defined similarly.

4 Algorithm Design

In SCDC, all switches are connected to servers directly. If two servers are neigh-
bor node pair but do not connect directly, it is easy to figure out the intermediate
switch’s ID through the IDs of those two servers. This kind of topology charac-
teristic offers us great favor to simplify our searching strategy. So when designing
routing algorithm in Server-Centric network, we should pay more attention on
servers instead of switches and find an efficient way to route by servers. If we
fully employ the topology characteristic in SCDC, the routing algorithm can be
simplified and more efficient.

Furthermore, as mentioned in the definition of SCDC, no hierarchical struc-
ture in SCDC and the linkage is quite flexible. So there are more than one
shortest path. And the number of paths own the same path-length of shortest
path is even larger. As we know, in general network when the load in overall



Multi-Constrained Multi-Path Routing 7

0.8
0.7
0.61
0.54
0.4+
0.34
0.24
0.1
0.0

—=— Bcube(3,2)(54nodes)
—e— Bcube(4,2)(112nodes;
—&— Bcube(4,3)(512nodes;
—v— Dcell(2,2)(63nodes)
—<— Dcell(3,2)(208nodes)
—»— Dcell(4,2)(525nodes

& Switch

Server

Optimal Path Distribution

L L+1 L+2 L+3 L+4 L+5 L+6 L+7
Path Length v6

Fig. 1. The distribution of optimal Fig. 2. DCell(2,1)
path’s path-length in SCDC.

network is balanced, the shortest path is the optimal path. And in SCDC, due
to those topology characteristics of SCDC, the path length of optimal path is
very close to the path length of shortest path. We do some research on most
widely used SCDC topologies (BCube and DCell). In Fig. 1, we can see that
when one feasible path’s path-length is bigger than L + k + 1, where L repre-
sents the path-length of shortest path, it owns fairly low prolixity to become
optimal path. This feature guides us to work out a routing algorithm based on
the increase of path-length, which is more efficient for SCDC network.

4.1 Algorithm Description

The basic idea of SCRAT is using paths of path-length 1 and paths of path-length
N to find paths of path-length N+1. SCRAT takes advantage of the fundamental
idea of Warshall algorithm to search alternative paths in network. Warshall
algorithm is a high-efficiency algorithm to work out the transitive closure of
binary relation. However, this algorithm itself can only judge the connectivity of
any two nodes in a network, and the complexity of this algorithm is high. In our
design, all feasible paths are stored while searching in the graph and the time
complexity is decreased successfully by applying the topology characteristics of
SCDC.

In order to make the algorithm easily to understand, firstly we use a small
network as an example to depict it. In Fig. 2, we build a small DCell model (n=2,
k=1) as an example. There are six severs and three switches in this network.
And we use four constraints [c1, ¢a, ¢3, ¢4], in which ¢1, ¢o are additive constraints
(e.g. hop count; delay); ¢3 is multiplicative constraint (e.g. link reliability) and ¢y
is concave constraint (e.g. bandwidth). So there are four corresponding weights
for any path P. We note the weight vector of P as

Wp = [wi(P), wa(P), w3(P), wy(P)]" (7)

Considering any two servers v;, v;(1 <1 < 6,1 < j <6), if (v;,v;) is neighbor
node pair, then we can calculate the cost of this path with (5). Then we store
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Table 1. Generated Matrixes for DCell(2,1)

(a) Neighbor Node Matrix (b) Path-Length 2 Matrix
M| vy | v |v3|vg| Vs | Vs My| vy | v2 | v3 | va | V5 | Vg
Vi | O g | 0100 g Joe| 0] 00 |%2]%e 0
va | g |00 g 100 ve | 0 [ 0 [P0 |0 |3y
v3 | 00|02 |a10 vy | 0 [P0 0] 0| 0 |7y
v | 0 | ol 00 v |22 00 |0 [P0
vs | 0|0 |a 02! [os|%0] 0] 0 [%%2] 010
O S VI O i ve | 0 [P 1%l 0|0 o0

where RI (related information) contains weight vector and cost value.

hop count and other related information (RI): weight vector and cost value in
v;,; of My. The result is shown in Table 1(a).

Then we use M7 to build another vector M, that records all feasible paths
with path-length 2 and their corresponding information: hop count, weight vec-
tor, media servers and cost. Use v; as an example. To get paths with the length
of two, we first search all neighbor servers of v; in M;. Hence we get vo and vg.
We can directly arrive at vy, vy from vy and v, vs from vg. Removing reduplica-
tive paths and nodes, we get two paths from v, with path-length 2: (vq,ve,v4)
and (v1, vg, v5). Calculate the weight vectors of the two paths using (1)—(3), then
calculate cost by (5). Here we use path (v1,v2,v4) as an example. First two con-
straints ¢, co are additive constraints, so we choose (1) to compute the weights
of first two constraints. So

w1 (v1,va,v4) = wi(v1,v2) + w1 (v, vs) (8)

wa (1, v2,v4) = wa(v1,v2) + wa(ve, va) 9)
The third constraint c3 is multiplicative constraint, so corresponding weight
w3 (P) should use (2) to compute:

ws (Uh Vg, U4) _ eln(wg(vl,vg))+ln(w3(U)2,uz4)) (10)

Forth constraint is concave constraint, use (3) to calculate the corresponding
weight:
wy(v1,v2,v4) = min{ws(vy, v2), wa(va, va)} (11)

The weight vector of path (vi,v2,v4) can be present in the following form:

Wivs va00) = [w1(v1v204), w2 (v10204), w3 (V10V204), w4(01U2U4)]T (12)

Comparing this weight vector with constraints, if all weights meet multi-
constrained requirements, we compute the cost of this path:
1
w;(v1,va,v4) .
[———1}
&

B

COST (v, va,00) = { (13)

i=1
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If any weight of this path excesses the required limitation, we drop this path
off. Because all weights are increasing with the increase of hop count, so if a path
P; cannot meet multi-constrained requirement, any other path with a sub-path P;
also cannot meet requirement, too.

In this example, assuming that all available paths meet requirements, we
record those paths and its relevant information (hop count, intermediate server,
weight vector and cost) into matrix M. Similarly, other paths can be calculated
in this way, then My is built shown in Table 1(b).

In a similar fashion, with the information from M; and M, we can build Ms.
Then My, Ms,. .. ,M, can be built. Where = indicates the maximum number of
path-length that is limited by the QoS requirements. Since the topology of SCDC
is very efficient, x is always a small number. For example, in BCube, = can be
set as [+ 1 (I is the port number of a server). All feasible paths between any two
servers are available from those tables. We sort them according to their cost,
then we can find the optimal path and other alternative paths as well.

The general algorithm is shown in Fig. 3. In the algorithm, Matrixz[u, 1, j]
records all paths and their weigh vectors and costs from v; to v; with path-
length u. The loop in first line is to search all paths with path-length less than
x. The 10th line is to pick up all neighbor nodes of v;. 6th and 14th lines are
calculating the cost of paths using (5). 21th line sorts all feasible paths according
to paths’ cost. Then we can get the optimal path and other sub-optimal paths
as well.

4.2 Complexity of Algorithm

SCRAT is an all-to-all routing algorithm. Time complexity of SCRAT is O((k —
1)*N), where N represents the number of servers; k represents the number of
ports on a server and z indicates the given max limitation of path-length. Both
k and = are small constants compared with N. The searching cost of prior one
matrix is N2. All My,Ms, ..., M, matrix needed to be calculated, so we need
to repeat x — 1 times. And for each possible path, we need to check all its
neighbors, the cost is £ — 1. In any matrix M;, for any two nodes, the average
number of possible paths is less than (k — 1)*"1/N. So the total complexity is
S o k(k—1)7IN < k[(k—1)"—(k—1)]/(k—2)xN = O((k—1)*N). Meanwhile
we need a matrix when we store all paths in each path-length. So the spatial
complexity of SCRAT is O(x * N?).

4.3 Proof of Optimality

Proof. In this part, we will prove that if there exists an optimal path satisfying
the multi-constrained requirements, SCRAT can guarantee to find it.

Assume that the source server is v;, and the destination server is v;. And there
is an optimal path meeting multi-constrained requirements, noting it as (v;, vy,
Um2, -+ Umn,Vj). So this optimal path’s sub-paths(vmi,vm2, ..., Vmn, v;),
(Um2s - - s U, U5),(Um3s - - -sUmn, U5) - - -, (U, v5) all meet the multi-constrained
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requirements. Then node pairs(v;, Um1), (Um1;Um2),- - - ;(Vmn, v;) are all in neigh-
bor node matrix M;. For the reason that (vm n—1,Vmn) and (v, v;) are in My,
(vm,n—la Umn, vj) isin MZ- Dueto (Um,n—Q; vm,n—l) isin Mla (vm,n—Q; Um,n—1, Umn,

v;) is in M3. And so on in a similar fashion, the path (v;, Um1, Vm2, . .

SCRAT
1: for (u=1;u < z;u++) do
2: for (1=1;4<N;i++)do
3: if u ==1 then
4: Find all neighbor nodes {vj1,vj2,...} of v;
from its ID
5: if (vi,vj) meets all constraints then
6: Calculate_.COST (v;, v;)
7 Add[v;,vjlinto Matriz|u,i, j]
8: end if
9: else
10: A = Getsort(v;)
11: vy = any node in A
12: if [vy, ..., v;]is in Matriz[u — 1,1, j] then
13: if (vi,vy,...,vj)meets all constraints & No circle then
14: Calculate_.COST (v;, vy, ..., vj)
15: Add[v, vy, ..., v;linto Matriz|u, 1, j]
16: end if
17: end if
18: end if
19:  end for
20: end for

21: Sort all those available links according to cost

Fig. 3. Server-Centric Multi-Constrained Routing Algorithm pseudo-code.

Table 2. Relationship between topology scale and number of nodes

(a) BCube(n,k) Nodes Number (b) DCell(n,k) Nodes Number
(n, k)| Nodes Nodes| | (n,k)|Nodes || (n,k) | Nodes
(3,2)| 54 2160 | |(2,2)] 63 | (6,2) | 2107
(4,2)] 112 5625 | |(3,2)] 208 || (8,2) | 5913
(4,3)] 512 14256 | | (4,2)] 525 [[(10,2)] 13431
(5,3) | 1125 45056 | | (5,2)| 1116 || (3,3) | 32656
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(a) BCube scale increases from 1125nodes (b) DCell scale increases from 1116nodes
(BCube(5,3)) to 45056 nodes (BCube(4,6)) (DCell(5,2)) to 32656 nodes (DCell(3,3))

Fig. 4. The average cost of optimal path selected by different algorithms in different
scale of BCube and DCell.
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Fig. 5. Optimality is the probability that one algorithm find the exact optimal path
under multi-constraint. Because finding the exact optimal path under multi-constraint
is an NP problem, we just calculate the exact optimal path in small scale of BCube
and DCell.

must be in the matrix M,,11. So SCRAT can guarantee us to find the optimal path
if it exists.

5 Simulation

5.1 Simulation Settings

In simulations, we take most widely researched and used SCDC topologies:
BCube [5] and DCell [6] as our architectures. The algorithms’ performances in
other SCDCs are similar. The scale of those two types of topologies is shown in
Table 2. Four metrics are selected as multi-constraints: hop count, delay, package
loss probability and bandwidth. The hop count between any two servers is fixed
due to the structure of network. The bandwidth of all links in topologies are 1Gb.
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Fig. 6. The delay in DCell and BCube using multi-paths computed by SCRAT and
MPTCP respectively.
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Fig. 7. The available bandwidth in BCube and DCell using multi-paths computed by
SCRAT and MPTCP respectively.

The initial values of other three metrics are assigned randomly. Specifically the
original values of delay, containing waiting time in node and transforming time
on link, obey uniform distribution in the interval (0,200)us. Values of package
loss probability obey uniform distribution in the interval (0%, 5 %). The initial
values of used bandwidth obey uniform distribution in the interval (0,0.6) Gb.
The constrains generate by 1.5wy(p), where p is the shortest path from source to
destination [17]. In each simulation, source and destination are selected randomly
and each simulation is repeated for 500 times.

We build two sets of simulations to evaluate the performance of SCRAT.
The first set of simulations are to evaluate the quality of the optimal path in
SMCMRA. Although SCRAT is a multi-path algorithm, it is also quite impor-
tant to guarantee the selected optimal path has a high quality. And the second
set of simulations are to evaluate the performance of selected multi-paths in

SCRAT.
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5.2 Simulation Results

Optimal Path Simulations

Average Path Cost: The first simulation compares the optimal path found
in SCRAT with the original algorithm, TS_.MCOP and H-.MCOP. We run each
algorithm on different scales of BCube and DCell respectively. And we calculate
the cost of path selected in original algorithms, so we can compare them directly.
Figure4 shows the average cost of optimal path found in different algorithms.
In those two figures, SCRAT can decrease path cost about 10 % compared with
TS_-MCOP.

Optimality: In second simulation, we compare the optimality, which is the
probability to find the optimal solution if there exists at least one feasible path
[20], of SCRAT, HMCOP and TS_MCOP. Because computing of exact optimal
path under multi-constraints is an NP problem and it is almost impossible to
work out exact optimal path in large scale of topology, we use small scale of
BCube and DCell in simulation. Figure5 shows the results, where optimality
reflects the possibility that the chosen path is the exact optimal path. We can
find that SCRAT has the largest possibility to find out the exact optimal path
than other algorithms. And with the increase of topology, optimality decreases
in a very low rate. So it is convincing that in large scale of topology, SCRAT
performs well in finding the exact optimal path.

Multi-Path Simulations. The second set of simulations compare the perfor-
mance of multi-paths in SCRAT with MPTCP.

Delay of Multi-Path: When we divide one flow into several sub-flows, the
overall delay of multiple paths is the maximum delay of all paths. Using mul-
tiple paths, the time consumed to pass through links decreases little, but the
waiting and processing time in nodes decreases significantly. Figure 6 compares
the overall delay of different number of paths selected by SCRAT and MPTCP
respectively in BCube and DCell. From the figure, we can find that multiple
paths can efficiently decrease the delay to transfer flow. When the number of
paths is small, increasing one more path can decrease delay apparently. Com-
pared with paths found in MPTCP, multiple paths found in SCRAT can decrease
delay at least 18 %. Awvailable Bandwidth of Multi-Path: Figure 7 compares
the available bandwidth of different number of paths selected by SCRAT and
MPTCP respectively. From the figure, we can find that multi-paths found in
SCRAT achieve 20 % more available bandwidth than MPTCP. And with the
increase of selected paths, available bandwidth in SCRAT grows faster than
MPTCP.

6 Conclusion

MCMP is a very important problem for efficient traffic spreading in SCDC, which
has not been solved previously. This paper propose SCRAT to solve the MCMP
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problem, which leverages the topology characteristics of Server-Centric data cen-
ter. The algorithm decreases the complexity of the algorithm and simplifies the
routing process. Given the path-length, SCRAT can find the optimal path and
other sub-optimal paths under multi-constraint. Simulations demonstrate that
SCRAT has a very large possibility to find out the exact optimal path and path
cost is also lower than the optimal path cost in other multi-constraint algorithm.
Additionally, multiple paths found in SCRAT can decrease delay and increase
available bandwidth compared with MPTCP.
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Abstract. Network coding has gained wide attention nowadays for its
significant advantages on many aspects compared with traditional rout-
ing mechanism. However, if there are malicious nodes launching pollu-
tion attacks by tampering or forging data packets in the communication
network, the sink nodes will suffer from failure decoding, together with
serious results such as bandwidth wasting, longer transmission delay and
increasing computation overheads. The original null keys based pollution
detection scheme cannot efficiently defend against pollution attacks when
the system has colluding attackers because of high communication over-
heads. Therefore, we firstly define the concept of complete null space,
with the property that no pollution packets can pass its verification. We
then propose the idea of partial position detection and design an algo-
rithm to construct short null keys. Secondly, we provide a short null keys
based pollution detection scheme with network coding, which has lower
overheads compared with the original null keys based pollution detection
scheme in composing complete null space. Finally, rigorous theoretical
proofs are given to analyze the security of the designed scheme.

Keywords: Network coding - Pollution detection - Null keys

1 Introduction

The idea of network coding has been firstly proposed by Ahlswede et al. in
2000 [1]. Compared with the traditional store-and-forward routing mechanism,
network coding allows nodes to encode the received packets to generate new
packets and forward the new ones. The theoretical maximum multicast rate can
be achieved by using network coding [2].

Recent studies have proved the obvious advantages of network coding in
improving network throughput [3], providing data confidentiality [4-8], providing
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data stream intraceability [9,10], enhancing the robustness of data packets [3,11],
enhancing the reliability of the network, facilitating the recovery of redundant
data storage [12] and so on. Although the introduction of network coding brings
many benefits, the existing of malicious nodes, i.e., attackers, will significantly
degrade the system performance in launching pollution attacks [13-17].

Pollution attacks, also known as jamming attacks [18,19] or byzantine attacks
[20], belong to active attacks. Malicious nodes tamper or forge the data packets
to generate pollution packets and then spread the generated packets into the net-
work. The participation of pollution packets during the encoding of data packets
will produce new pollution packets. Consequently, it will result in the diffusion
of pollution in the network and further the failure of decoding in sink nodes,
without exploiting error detection or correction. Therefore it leads to the waste
of bandwidth, the delay in transmission and the increasing of computational
overheads.

The null keys based on-the-fly detection scheme is first proposed in [19] to
defend against pollution attacks. The null keys used in [19] is referred as origi-
nal null keys (ONKs) and the scheme is referred as ONKs scheme in this paper.
Besides pollution detection, the scheme further has many other advantages such
as good distribution characteristic, low computation overheads during verifica-
tion, simple to implement, etc. However, since the null keys distributed by the
source node cannot compose the complete null space, the obtained distributed
null space by colluding attackers will lead to the vanished security of the system.

Based on the ONKs scheme proposed in [19], we aim to design an efficient
pollution detection scheme in this paper. The main contributions of this paper
are summarized as follows:

— We generalize the concept of null keys and propose the concept of complete
null space. The existence of complete null space has the ability to put an end
to the efficient generation of pollution packets in colluding attackers.

— We propose the ideas of partial position detection and null keys in short
length. Short null key (SNK) is one kind of short length null keys. We provide
the algorithm to generate SNKs, and prove that SNKs have the complete null
space.

— We design SNKs based pollution detection scheme with network coding. The
scheme introduces the complete null space of SNKs to improve the security
level of ONKs scheme. SNKs scheme reduce the communication overheads
which ONKs scheme needs.

The remaining parts are organized as follows. Section 2 briefly introduces the
related works. Section 3 describes the notations, the network model, the adver-
sary model used in this paper, together with the relevant theoretical descriptions
of network coding and null keys for the elaborating of problem. In Sect. 4, our
solutions to the problem, the designed SNKs and SNKs scheme are presented.
Section 5 analyzes the security level of SNKs scheme. Finally, we conclude the
paper and give prospects in Sect. 6.
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2 Related Work

The existing pollution detection schemes can be classified into two categories:
the end-to-end error detection or correction schemes [21,22]; and the on-the-fly
detection schemes [13-20].

For end-to-end schemes, errors are detected or corrected only at sink nodes.
These schemes cost low overheads, but always suffer from detection hystere-
sis. Therefore, if there are many attackers in the network, or the network that
schemes applied to are in large scale, these schemes can not effectively control
the diffusion of pollution. The diffusion will lead to the considerable waste of
system bandwidth and computing resources.

In order to effectively reduce the waste of network bandwidth in pollution
packets transmission, control the diffusion more timely and reduce the influ-
ence of pollution attacks, researchers propose the on-the-fly detection schemes.
In these schemes, nodes verify the received packets on-the-fly and discard the
detected pollution packets. On-the-fly detection schemes are more practical,
because it can control the pollution effectively.

Schemes in the second category include the discrete logarithm assumption
based homomorphic schemes [14,18,20], the topology based pollution detec-
tion and attackers location schemes [16,17], the traditional cryptography based
schemes, the lattice theory based schemes and the linear network coding property
based null keys schemes [13,15,19].

ONK3s scheme [19] utilizes the orthogonal property between the ONKs and
the data packets to verify the received packets. ONKs are pre-distributed in the
network by network coding. If not all the products of the received coded packet
and the ONKs of the node equal to zero, the packet will be treated as a pollution
packet. The detail analysis of ONKs scheme is available in Sect. 3. In literature
[23], we have proposed compressed null keys and designed a compressed null keys
based pollution detection scheme to reduce the communication overheads. The
compressed null keys proposed are distributed in the same way with ONKs in [19].

Specifically, if the null keys distributed in the network are in network cod-
ing mode, the nodes in the scheme need to run discrete logarithm assumption
based homomorphism function, proposed in [24], to protect null keys from pol-
lution. Kehdi et al. illustrate experimentally that the ONKs scheme with hys-
teretic null keys, caused by the execution of homomorphism function, can still
effectively control the diffusion of pollution packets. However, the prime field,
network coding performing on, must be in big size (generally the size of the field
is in 256 bit length) for the consideration of guaranteeing the security of homo-
morphic function [24]. The big size of field will greatly affect the performance
of network coding, e.g., it will greatly increase time in encoding and decoding.
Moreover, these schemes are not scalable in the network whose nodes have low
computational capability to operate in a large finite field, or execute the high
computational complexity homomorphism function.

Therefore, compared with previous works in [19,23], the SNKs in the SNKs
scheme are distributed directly and secretly from the source node to every node
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to avoid using the high computational complexity homomorphism encryption
function. For this reason, the design of SNKs scheme is different and more simple
to implement.

3 Problem Statement

In this section, we firstly describe the symbols and notations used. Secondly,
we give the network model and adversary model. Finally, for the convenience of
problem explanation, we provide the relevant theoretical descriptions of network
coding and null keys.

3.1 Symbols and Notations

The descriptions of the common symbols and notations used in this paper are
listed as follows:

(1) Symbols in bold: the lowercase ones denote vectors or one dimensional
arrays, and the uppercase ones denote matrices or sets. (Vector without
specification is row vector.)

(2) |- |: symbols with absolute value sign denotes the number of elements con-

tained in a vector, one dimensional array, or set.

(3) rank(-): indicates the rank of the matrix.

(4) row(-): indicates the number of rows in the matrix.

(5) col(+): indicates the number of columns in the matrix, vector or array.

(6) x;: given a matrix X, x; denotes the i-th row vector in X.

(7) Z}: given a positive integer n, Z} denotes the set containing all the positive

integers that are no bigger than n, i.e., Z} = {z|1 <z < n}.

(8) F,: given a prime ¢, F, denotes the finite field in order ¢. It is also known
as the prime field.

(9) Fy: given a positive integer n, Fy = {[a1, g, -+, an]la; € Fy, 1 < < n}.
It is the set containing all the n-dimensional vectors.

(10) span(-): provided that vectors xi, @2, , @, € Fy compose a group of
vectors, span(x1, 2, -, T,) will denote the vector space spanned by these
vectors on [Fy.

(11) I x: for a vector set X, ITx denotes the vector space spanned by the
vectors in X . For a matrix X, IT x denotes the vector space spanned by
the row vectors in X.

(12) dim(-): denotes the dimension of vector space.

(13) Superscript T the transpose of a vector or matrix.

(14) ITx: the orthogonal vector space of ITx, i.e., [Ty = {t|z-tT = 0,Vx €
ITx}.

(15) nullity(-): for a vector set X or a matrix X, nullity(X) represents the
dimension of the orthogonal vector space of ITx, e.g., nullity(X) =
dim(IT%).
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3.2 Network Model

This paper concentrates on the multicast communication. The source node is
responsible for the distribution of data packets and the providing of detection
information. Intermediate nodes are responsible for the verification of received
packets and the transmission of data packets. Sink node belongs to a special kind
of intermediate node. In addition to have the operations of intermediate nodes,
sink nodes still have decoding operations to recover the original data source node
transmitted.

Source node divides the original data into data blocks in equal length. All
data blocks belong to Fy. Every m data blocks compose a data block matrix,
denoted by B, B = [b; jlmxn, Vi € {1,--- ,m},Vj € {1,--- ,n}. Each row vector
in B denotes a data block and b; denotes the i-th row vector in it.

V' denotes the data packet matrix generated according to B, V =

[Vi,jlmx (m4n) = [I,B], where I denotes the m x m identity matrix. v;, v; €
IF;”*”, denotes the i-th row vector in V. v; = [f), 0,---,0,1,0,0,---,0,b;].
————

i—1

Given a vector y, if y meets the condition y € ITy, y is a data packet.
Although the m + n length vector whose elements are all equal to zero satisfies
the definition of data packets, such packet is useless in decoding and will be
discarded by nodes.

3.3 Adversary Model

The adversary model established in this paper focuses on pollution attacks.
Attackers tamper or forge packets in the network transmission. The scheme
designed is above board. Source node during the communication process is believ-
able, and any nodes excluding the source can be potential attackers. Attackers
collect information from the data flowing through it, together with the sharing
information gained by other attackers for maximally polluting the network.

Given a vector y, if y meets the conditions y € IF‘Z”” and y ¢ ITy simulta-
neously, y is a pollution packet. If a node cannot detect out the pollution packet
according to its existing information, we say that the node is defeated, i.e., the
node is polluted.

3.4 Network Coding and Null Keys

Firstly, we show several relevant concepts of network coding;:

Linear Network Coding on Prime Field: Elements in data packets are
all represented by elements in F,. Further, the generated data packet during
encoding is a linear combination of the node possed data packets on F,.

Local Coding Vector: Also called local encoding kernel, is a vector composed
by the coefficients node used to encode the possed data packets during network
coding.
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Global Coding Vector: Also called global encoding kernel, is a vector composed
by the coefficients a data packet used when it is represented by the linear combi-
nation of v1,va, - , Um.

Kehdi et al. propose that nodes can detect pollution through the orthogonal
property of ONKs and data packets [19]. Here are the definitions of null keys
related concepts. We generalize the definition of null keys defined in [19]:

Definition 1 (null keys): The vectors using orthogonal property to verify data
packets.

Definition 2 (ONK): A kind of null keys. If a vector T meets the condition
that T € H#, T is the ONK of ITy . If all the elements in T are 0, T is useless,
and will be discarded.

Definition 3 (null space): The set of vector spaces spanned by a group of null
keys in one kind. Fach vector space is spanned by the null keys corresponding to
the same verification positions in data packets.

Definition 4 (full null space): The largest null space spanned by all the null
keys of a single kind.

Definition 5 (complete null space): A kind of null space which has the fea-
ture that no pollution packets can simultaneously pass the verifications of all the
null keys in this space.

Definition 6 (distributed null space): The null space spanned by all the null
keys source node distributed.

Following the Definition 2, it is known that IT J‘; is the full null space of ONKs.
Although the ONKs scheme functions well in defending against pollution
attacks, and enjoys many advantages, the security level of the scheme is not
high enough. IT i denotes the distributed null space in ONKs scheme. Since the
distributed null space in ONKs scheme do not cover the complete null space of
ONKSs, colluding attackers can easily obtain ITr through the sharing of ONKs
they have. (The reason of the partial cover in ONKs scheme is available in
the analysis of Theorem 2). Consequently, attacker can easily produce pollution

packet y,
y € {yly € Hy,andy ¢ Iv}. (1)

y can pass the verification of the ONKs any nodes obtained in the network. It
results in the vanished security of the system.

4 Description of SNKs Scheme

In this section, we firstly illustrate our design goal and the corresponding solu-
tions of the low security level in ONKs scheme. Secondly, we introduce the con-
cept of partial verification positions set (PVPS), and give the definition and the
construction algorithm of SNKs. Finally, we describe the SNKs based pollution
detection scheme.
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4.1 Design Goals

We first give the sufficient condition that there does not exist pollution packets
which can pass the verifications of all the null keys in ITp.

Theorem 1. Given Il = H#, no pollution packet exists that can simultane-
ously pass the verifications of all the null keys in I .

Proof. For Ilp = H#, we have ITy = HIJ: Only vectors belonging to HIJ:
can pass the verification of the whole null keys in IT . It follows that only data
packets belong to IT IJ: Moreover, pollution packet y should meet the condition
y ¢ ITy . Hence the proposition is proved.

However, to satisfy condition ITp = IT J‘}, the number of linearly independent
ONKs distributed by the source node is large. To specify it, we introduce the
rank-nullity theorem mentioned in [19]. Here is the description of the theorem:

Theorem 2 [19]. For any m x n matriz A, m < n, we have
rank(A) + nullity(A) = n. (2)

That is, HJ‘; is the complete null space of ONKs. For a m x (m +n) data
packet matrix V', the number of linearly independent data packets the source
distributing is m, while the number of linearly independent ONKs needed to
construct complete null space is n. However, practically, n is much bigger than
m in the consideration of the introduced overheads of global coding vectors in
data packet. As the length of the ONKs is equal to that of data packets, the
direct distribution of ONKSs to compose complete null space will lead to high
communication overhead.

In conclusion, the design goals of this paper are to: (1) improve the security
level under the assumption that attackers can obtain the distributed null space;
(2) reduce the overheads in introducing null keys.

If we divide each data packet into multiple parts and verify each part by
using the orthogonal property of null key, the length of null keys will decrease.
Moreover, if such short length null keys exist complete null space, then the com-
munication overhead will be smaller than that of ONKs. In this paper, we design
such SNKs based scheme with the mentioned two goals satisfied simultaneously.

4.2 Partial Verification Positions Set (PVPS)

Since the verification positions of null keys decide the structure of null keys and
the verification method, we introduce the concept of PVPS. PVPS records the
positions extracted during data packets verification. Essentially, there is no order
relationship among positions. However, for the convenience of easy presentation,
positions are recorded in ascending order, and the set of positions is denoted by
vector instead of set. The definition of PVPS is as follows:
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Definition 7 (PVPS, Sy, ): A vector used to record the positions in data pack-
ets, participating in verification. The subscript w is used to distinguish each
position set, 1 < w < u; u is the total number of different Sy, source node dis-
tributing. Given a data packet belonging to IF;”*", Sw,k denotes the k-th element

in Sw, Swk € L5, 1<k < |[Sel

m—+n’

U Sw denotes the union of PVPSs, |J Sy = {Swilw € 2,1 <k < |Syul},
weN we 2
where §2 denotes the set recording the subscripts of PVPSs.

4.3 Construction of SNKs
Before we define SNKs and introduce the construction algorithm of SNKs, we

first describe several related concepts:

The Separated Data Packet p,, ;: A sub-vector composed by the selected
elements in data packet v; according to Sy Pw,i k, denoting the k-th element in
Puw,i, equals to the Sy, ;-th element in v;.

Definition 8 (the separated data packet matriz, P, ):

P, = [pﬂ,l,pﬁ,zf-- 7pﬁ,m]T = [V3,5, 1 ]mx|Sw|, denotes the matriz composed
by Pw,i, Vi € {1,--- ,m}, as its row vectors.

Definition 9 (S,, of SNK3s):

(1) Vw € {1,--- ;u—nmodu}, Sy = [1,2,--- ,m,m + (w — 1)|n/u] + 1,

m+ (w—1)|n/u] +2,--- ,m+w[n/ull;
(2) Vw € {u—nmodu+1,--- ,u}, S =[1,2, -+ ,m,m+n—(u—w+1)[n/u]+1,
m+n—(u—w+1[n/u] +2,--- ,m+n—(uv—w)[n/ull.

In the formula, [-] denotes the ceiling of a value, and |-| denotes the floor of
a value.

Definition 10 (SNK): A kind of null keys. Given a vector G, if it is the ONK
of I p,, it is the SNK of IIv corresponding to S.,. The subscript w represents
that the PVPS of the SNK is S,,.

Full null space of SNKs, IT{™: T = {Hﬁw |1 <w < wu}. It is a union of
all ITg, .

17 %,"k is the complete null space of SNKs (guaranteed by Theorem4).
Algorithm 1 describes the generation of SNKs and data packets. The construc-
tion process is similar with that of the ONKs. Note that, when v = 1, the SNKs
generated by Algorithm 1 will be ONKs.

4.4 SNKs Scheme

Operations of nodes can be divided into five functional modules in the pollution
detection schemes. These modules are Setup, Encode, Distribute, Verify
and Decode. Source node functions the first three modules. Intermediate nodes
operate the middle three ones. Sink nodes execute the last four ones. We illustrate
the SNKs scheme through the description of these modules.
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Algorithm 1. Generation of SNKs and data packets

Input: Input m X n data block matrix, B;

size of Fy, ¢;
number of parts data packets need to be separated into, u;

Output: Output m x (m + n) data packet matrix, V;

T W N

@

u matrices storing SNKs, Ty, 1 < w < u. The first u — nmodu ones are |n/u] x
(m + [n/u]) matrices, and the remained are [n/u] X (m + [n/u]) matrices;

: 'V =|[I,B];

: Set each S, according to Definition 9;
: Set each P,, according to Definition 8;
: for (w=1;w <u; w++) do

Find the basis of [] ﬁw (i-e., the basis of the solution space of homogeneous linear
set Py X = 0 on Fy);
Set the vectors in the basis as row vectors of To,;

: end for

Setup. Before the communication, source node needs to perform this function
module to setup parameters, data packets, SNKs, and so on.

i.

ii.

Parameters preparing. Determine the value of prime number ¢, positive inte-
ger m, n, u and d. g is the size of F,. m = row(B), n = col(B), and n > m.
u is the number of parts data packets separated into, where 1 < u < n and
u|n. uln means that n is divisible by u. d is the number of SNKs source node
distributing to each node.

Generation of data packets and SNKs. Perform Algorithm 1 to generate data
packet matrix V' and w matrices, denoted by T,,,1 < w < u, storing SNKs
according to the parameters selected and data block matrix B.

Encode. Encoding can be divided into the encoding of SNKs and the encoding
of data packets according to the different objects. Only source node needs to
execute the first kind.

i.

ii.

Encoding of SNKs. Given S,,, source node randomly selects |S,,| — m coef-
ficients from Fy, denoted by ai,a2, -+, q|s,|-m- Sw denotes the encoded
SNKs corresponding to S,,. We have

[Sw|—m

Sw= Y i tuw (3)
=1

where t,,,; denotes the k-th row vector in T,.

Encoding of data packets. Assuming that a node has [ linearly independent
data packets, denoted by y1,¥y2,- -+, y;. These data packets have been verified
(the verification of data packets is available in the Verify module listed below).
The pollution packets which pass the verification will be seemed as data
packets. The node randomly selects [ coefficients from F, as local coding
vector, denoted by «aj,as, -+ ,qq, to encode. y denotes the generated data
packet. We have
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l

i=1

Distribute. According to the different contents in distribution, it can be divided
into the distribution of parameters, SNKs, and the distribution of data packets.
Only source node needs to distribute the parameters and SNKs. All nodes in the
network need to distribute data packets. The detailed process is as follows:

i. Distribution of parameters and SNKs. Source node needs to distribute the
parameters selected in Setup module, and d SNKs to every node. During
the distribution process, the communication of these two information should
provide integrity. The communication of SNKs should further provide con-
fidentiality. Modern cryptography provides many ways to meet these two
requirements, e.g., perform HMAC operations at first and then execute AES
symmetric encryption to provide integrity and confidentiality at the same
time. These ways are not the focus in this paper, so they are brief and unin-
formative here. The detailed descriptions of the parameters and SNKs are as
follows:

Algorithm 2. The number of SNKs to be transmitted corresponding to each Sy,
Input: Input total number of SNKs needed, d;
number of Sy, u;

Output: Output u length vector storing the number of SNKs corresponding to each
Sw, T;

1: for (w=1,w<u; w++) do
2: Yy = |d/u], where T, denotes the w-th element in T;
3: end for
4: randomly select d mod u elements from set Z; to form set X;
5: for each element, denoted by z, in X do
6: T:c + +;
7: end for
(1) The parameters are the values of ¢, m, n, u and d.
(2) Firstly, run Algorithm 2 to determine the number of the SNKs corresponding

to each Sy,. These numbers will be stored in a u length vector Y. T, denotes
the i-th number in Y. Secondly, generate T, linearly independent SNKs
according to each Sy, via the encoding of SNKs listed in Encode module.

Algorithm 2 implements two functions. First, distributes |d/u] SNKs to each
Sw- Second, for the remained ones in d SNKs, randomly choose d mod u PVPSs
from the total u S,. For the selected ones, add 7, with one.

In order to inform the node the S,, SNKs corresponding to, the subscripts
of the Sy, to SNKs will also be distributed together.

ii. Distribution of data packets. Node distributes encoded data packets, gener-
ated in the Encode module, to all the downstream nodes of it.
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Verify. Every node except the source needs to detect the received parameters,
SNKSs and packets in communication. As source node does not have upstream
nodes, it needs not to perform the verification operations.

i. Verification of parameters and SNKs. Use corresponding methods in modern
cryptography.

ii. Verification of data packets. If and only if a packet passes the detection
of all the SNKs the node gains, can the packet be considered to pass the
verification. The steps in using a single SNKs, denoted by ¢, to verify a
packet, denoted by y, are as follows:

(1) Firstly, select elements from y to construct sub-vector y,,. The elements
selected are indexed by S,,.

(2) Calculate the value of y,, - 6. If the product is not 0, y is a pollution
packet.

Decode. Sink nodes can decode and receive the original data packet after receiv-
ing m linearly independent correct packets.

Although the SNKs scheme described above is performed on prime field, it
has no influence for the application of the scheme on Galois field, such as GF(2").
Since the calculations on GIF(2™) are XOR calculations, it accelerates the speed.
Moreover, SNKs scheme can combine with the scheme in [15]. The split SNKs
can further reduce the amount of updated null keys when changes the data block
matrix (the details are not the point of this paper).

5 Security Analysis

In this section, we firstly analyze the attack way of malicious nodes. Then, the
security level of the SNKs based scheme against random position attack are
analyzed. We prove that the complete null space of the SNKs equals to its full
null space. At last, we calculate the probability of nodes in composing complete
null space.

5.1 Security Against Random Position Attack

During the communication, any transmitted data maybe tampered by attackers.
Yet, as the parameters and the SNKs are distributed secretly to each node
separately by the source node, their confidentiality and integrity are guaranteed
by the existed cryptographic methods. Their security level is beyond the scope
of this paper. In this paper, we mainly discuss the attacks on data packets.
The attacks, in which pollution packets produced according to the SNKs of
colluding attackers, are not considered in this paper. Since the null keys belong-
ing to different nodes are concealed from each other, the attackers can hardly
speculate the null keys of other regular nodes to gain higher probability of suc-
cessful attack. Therefore, it launches the random position attack as follows:
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Random Position Attack: Attackers produce pollution packets by randomly
selecting and modifying the elements in F,,.

It can be seen that any packets belonging to IFZ”” can be produced by
random position attack, that is, this way of attack can produce all possible
pollution packets. Note that the SNKs corresponding to ITy are the ONKs
corresponding to IT p,, . The following theorem analyzes the security level single
node having against random position attack.

Theorem 3 [23]. Suppose that a node gets t SNKs t = Y ¥ _1ty, ty 1S the
number of linearly independent SNKs one node got corresponding to Il p, . Then,
the probability that the node is defeated by random position attack is

qurnft _ qm
BT (®)

Provided that a node gets t linearly independent ONKs, the probability that
the node is defeated by random position attack is also equal to % [19].
Combining it with the conclusion in Theorem 3, we can see that either we use
SNKs to verify the data packets or we use ONKs to verify, the ability of null
keys to fight against random position attack is same if given the same number
of linearly independent null keys.

In addition, it can be deduced from Definition9 and Theorem 2 that the
total number of linearly independent SNKs corresponding to each S, in IT %,"k
is 3% _, (|Sw| — m) = n. Also the number of linearly independent ONKs in IT+
is n. Therefore, in defending against random position attack, SNKs and ONKs
have same ability level.

5.2 The Complete Null Space of SNKs
In this subsection, we prove that SNKs exists complete null space.

Theorem 4. The complete null space of SNKs is Hf}lk,

Proof. According to Theorem 3, we know that if ¢ = n, no pollution packets can
pass the verification of all these n SNKs. On the other hand, the null space these
n SNKs composing is IT i}‘k. Hence, the proposition is proved.

The proved theorem follows that the amount of SNKs in composing complete
null space is smaller than that of ONKs. Since these two kinds of null keys both
need n null keys to compose complete null space on one side, the length of SNKs
are shorter than ONKs on the other hand.

Since each node obtains limited number of SNKs, the keys belonging to a
single node can hardly composing complete null space. However, as data pack-
ets are transmitted by number of nodes, SNKs belonging to these nodes can
hierarchies filter the pollution packets. It is obviously that the easier the null
keys composing the complete null space for nodes, the more effectual pollution
control ability the pollution detection scheme enjoying.
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In this part, we mainly discuss the probability of null keys in composing
complete null space among nodes. Before the discussion, we firstly introduce
the concepts of matrix Cgxr, probability Py ;, and the probability of randomly
generating full rank square matrix on F,. Their notations are arranged as follows,
and the details are available in [25].

Matrix Cryn: Crxn is a k x n random matrix on F,.

Probability P ;: Py j = P{rank(Crxn) = j}, i.e., Py ; is the probability that
the rank of matrix Ciyn, is j. Provided Py £1.

Theorem 5 [25]. The probability of randomly generating full rank square matriz
on Iy is

Pon = H (1- qi_n)- (6)

0<i<n

Equation (6) is a reflection to the linearly independence of randomly generated
vectors to some extend.

The Verification Positions Covering Data Packets n/d Times: Provided
u|d, each node will receive n/d linearly independent SNKs corresponding to each
Sw. It is called that the verification positions of these SNKs n/d times covering
data packets.

Theorem 6. Provided that the wverification positions cover data packets once
time, the probability that the SNKs, belonging to every n/u nodes, can compose
the complete null space is

u

I a-¢mm) . (7)

0<i<n/u

Proof. Since the verification positions once time cover data packets, there are
n/u SNKs corresponding to each S, for every n/u nodes.

Aw, 1 < w < u, denotes the event that n/u randomly generated SNKs
corresponding to S,, can compose IT ﬁw. P(A,) denotes the probability that
event A,, will occur. A denotes the event that the SNKs, belonging to every n/u
nodes, can compose the complete null space. P(A) denotes the probability that
event A will occur. According to the definitions of A,, and A, we have

P(A) = P(A1 Ay Ay). (8)

As SNKs corresponding to each S,, are generated by source node via ran-
domly network coding, P(A,,) equals to the probability of randomly generating
full rank Cy, /0y x (n/u) 00 Fy, i.e., equals to P, /y 5/, Following Eq. (6), we have

0<i<n/u
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Since SNKs, corresponding to different S,,, composing IT #w act indepen-
dently. Hence, events A, 1 < w < u, are independent and identically distrib-
uted. We have

u

P(4) = P41 Ay A) = (P = | T[] Q=)
0<i<n/u

Provided that the verification positions cover data packets once time, every n/u
nodes in the network will receive n SNKs from source node in total. Equation (7)
shows the probability these SNKs composing complete null space. Given n = 160,
u = 10, ¢ = 53 (a very small prime corresponding to the generally 256 bit ¢
in the schemes that null keys are protected by homomorphism function), the
probability, for every n/u nodes to compose the complete null space, is bigger
than 80 %. (The value of n, in regular value range of network coding schemes,
has little impact on this probability.)

6 Conclusion

This paper concentrates on designing a on-the-fly SNKs based pollution detection
scheme. We firstly analyze the ONKs based schemes and show the limitations
of these schemes. Then, we generalize the concept of null keys and propose
the concept of complete null space. We also propose the ideas of partial posi-
tion detection, short null keys and provide the algorithm to generate SNKs. We
design SNKs based pollution detection scheme with network coding. Through
rigorous theoretical proofs, we analyze the security of the SNKs scheme. Analy-
sis shows that the security level of our scheme is same with the ONKs scheme,
and the communication overheads of ours are less than the ONKs scheme to
defend against random position attacks.
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Abstract. Traditional data centers, which are based on wired networks,
have been installed many years. However, they often suffer from high cost
of construction and management. The data-intensive workloads motivate
modern data centers to utilize higher-bandwidth networks like 10 Gb
Ethernet (10 GbE). Traditional wired data centers, suffering from com-
plex wiring and management, can not always satisfy this requirement.
Wireless data centers have some advantages such as economical installing
and no worry about wiring. This paper proposes a new completely wire-
less data center, which has good performance and high fault tolerance
to the network failures. We propose a novel data center design including
intra-rack and inter-rack architectures. Especially, inter-rack data trans-
mission can be finished by one hop when we transmit data via the ceiling.
Data center, built with this methodology, is significantly convenient to be
deployed and managed, which avoids the complex wiring and too much
material cost. Extensive simulations have been conducted to verify the
effectiveness of our proposal. Our novel design of wireless data center
outperforms Cayley data center on bandwidth and good fault tolerance
as well as reducing hotspot in the network.

Keywords: Wireless data center - Inter-rack communication - Cayley
graph

1 Introduction

Nowadays, data centers have become an important computing platform and play
an important role for large-scale internet service like Google and Facebook. Tra-
ditional wired data center networks are tree-structured and oversubscribed to
cut down cost. However, each oversubscribed link is a potential hotspot that
hinders some data center applications [1]. This problem can be tackled by uti-
lizing more links, switches, and multipath routing protocols [2,3]. Fat-Tree [4]
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leverages largely commodity Ethernet switches to support aggregated bandwidth
of clusters. PortLand [5] employs a lightweight protocol to enable switches to dis-
cover their position, further assigns internal Pseudo MAC addresses to all end
hosts and encodes their position in the topology. VL2 [6], using flat addressing,
allows service instances to be placed anywhere in the network. In VL2, Valiant
Load Balancing is designed to spread traffic uniformly across network paths.
Besides, end-system based address resolution is helpful to scale to large server
pools, without introducing complexity to the network control plane. However,
wired data centers usually lead to large material cost and wiring complexity.

Reference [7] presents HEELLO which is a hybrid architecture with electri-
cal/optical switches. It can significantly reduce the number of switches, cost,
and power consumption compared to recently proposed data center architec-
tures. Reference [8] proposes a hybrid packet and circuit switched data center
architecture. It augments the traditional hierarchy of packet switches with a high
speed, low complexity, and rack-to-rack optical circuit-switched network to offer
high bandwidth. These recent efforts improves traditional wired data centers.
However, there are many weaknesses. Besides the expensive optical switches, it
is challenge to widely install the optical switches replacing existing wired data
centers. On the other hand, these research efforts may not improve the perfor-
mance of exist data centers in a large scale with the optical switches.

Recently, some proposals [9] about wireless data center bring us a new vision.
Millimeter wavelength wireless technology is rapidly being developed. Spectrum
between 57-64 GHz, known as 60 GHz band, is available world-wide for unli-
censed use. Based on standard 90 nm CMOS technology, new 60 GHz transceiver
[10,11] makes it possible to realize such channels with low cost and high power
efficiency (<1 W). Directional (25-60 wide) short-range beams enable a large
number of transmitters to simultaneously communicate with multiple receivers
in tight confined spaces. The indoor 60 GHz technologies such as 802.11 ad [12]
target at short range of 10 m and utilize directional antennas. With directional
antennas, 60 GHz links can support multi-Gbps rates over distances of several
meters. Some wires in the data centers can be replaced with wireless links in the
transmission range of 60 GHz channel. It is the origin idea for our research.

Compared to the Cayley data center, our proposal significantly exhibits
higher bandwidth by reducing the number of hops in the wireless link, and
better extensibility. Cayley data center exhibits strong fault tolerance which
outstandingly outperforms for the inter-rack communication in our proposal. In
summary, this paper makes three contributions.

— We propose a novel completely wireless system-level data center architecture.
The novel architecture design has good performance and reduce the worry of
wiring and much material cost.

— A corresponding geographic routing protocol is proposed, and it is proved to
be simple but effective, especially for the inter-rack communication.

— Extensive simulations are conducted to evaluate the performance of our novel
design, which verify the advantages of fault tolerance and load balance.
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The rest of the paper is organized as follows. In Sect. 2, we presents related
preliminary and design rationale. System architecture and incorporated routing
protocol is proposed in Sect. 3. In Sect. 4, extensive simulations have been done
for evaluate the performance of the novel wireless data center design. We wrap
up with a discussion in Sect. 5, and related work in Sect. 6. Finally, we conclude
our work in Sect. 7.

2 Preliminary and Design Rationale

In this section, we propose a novel completely wireless data center architecture,
which utilize the plane reflection principle and 60 GHz communication technol-
ogy to achieve the goal of high bandwidth and good fault tolerance. We design
two wireless communication models to implement the data transmission between
intra- and inter-rack servers.

2.1 Preliminary

Wireless signal propagation is the behavior of radio waves when transmitted, or
propagated from one point to another. Radio waves, propagated in the indoor
environment, are affected by the phenomena of reflection, diffraction and scat-
tering [13].

Reflection occurs at the surface of an object when the size of object is large
compared with the wavelength of the incident wave. When the object is a dielec-
tric, some of the incident energy is transmitted and some is reflected. The amount
of power reflected from the surface depends on the complex permittivity of the
material, its thickness and surface roughness and the frequency of the incident
weave. More details can be referred in [14]. Diffraction occurs when the propaga-
tion path between the transmitter and the receiver is obstructed by sharp edge
on a surface. The wave length of 60 GHz is about 5 mm. It is rather small in the
data center, so the effect of diffraction is ignored. Scattering of electromagnetic
energy occurs when the wave is incident on a non-uniform surface which has
dimensions that are small relative to the wavelength. Reflection, diffraction and
scattering all have influence to the quality of communication, but the reflection
is the principal factor.

2.2 Design Rationale

Recently, Cayley data center has good performance for intra-rack communica-
tion. As the 60 GHz wireless signal is only transferred in short range, Cayley data
center has obvious disadvantage on the inter-rack communication. We propose a
novel completely wireless architecture which contains two components including
intra- and inter-rack designs.

Intra-Rack Design: The design of intra-rack in Cayley data center is inherited
in our proposal. Rack is a basic element in the architecture, and each rack consists
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of 5 storeys. As illustrated in Fig. 1, 20 servers are placed on a same storey in the
way of ring. A server is installed in a prism-shaped container. However, each server
contains one transceiver which is responsible for intra-rack communication. This is
different from the Cayley data center in which two transceivers are installed in
each server.

Fig. 1. The design of intra-rack

Inter-Rack Design: The significant difference with Cayley wireless data center
is the inter-rack wireless communication design. In Cayley data center, racks
connect with neighbors in the way of Cayley graph. However, when a server in
one rack wants to transmit data to an another server in other rack, it has to
set up a wireless link forward via too many other racks. This brings too much
overload to the network, and reduces available bandwidth anyway. What’s worse,
As the wavelength of 60 GHz radio wave is about 5 mm, it is easy to be blocked
by obstacles whose size is larger than 2.5 mm. We think mirror can be helpful
to solve these problems. As illustrated in Fig. 2, a mirror is put on the ceiling.
Rack r; and ry are put in the any place of a data center, and servers on the top
storey can connect with each other by reflecting the wireless signal to the mirror.
Without loss of generality, we can set up the connection between r; and ry by
adjusting the directional antennas to set up a wireless link. This design has two
advantages at least. First, if the data center is deployed and the position of a
rack is fixed, we can set up the wireless link between any two racks by adjusting
the directional antennas. It improves the efficiency of the data transmission and
does not reduce the bandwidth of the network. Secondly, complex wiring can be
avoided when the data center has to be adjusted.

3 System Architecture and Routing Protocol

Think about the architecture of a rack, we propose cylindrical racks that store
servers in prism-shaped containers, because if the volume and bottom area are
same, cylinder has larger side area than cuboid, and more servers can be posi-
tioned in the rack. In other words, if we put the same number of servers in the
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Fig. 2. Ceiling is used to reflect wireless signal.

rack, the servers in cylindrical rack can get better cool service. Every server
in prism-shaped containers has one transceiver to communicate with others in
the same rack. As showed in Fig. 2, a server can be represented in the form of
(rg, Ty, 8, s%). 1y represents the X-coordinate of rack (r, 7y), and 7, the Y-
coordinate. s represents the storey ID which the server is positioned on, and sx
is the label of server ranging from 0 to 19. For each server, it can connect with
other 8 servers on the same. If the server is not on the 1st storey or 5th storey, it
can also connect with the same server labels with the upper and lower storeys.
For example, if one server is represented as (3, 3, 3, 0), then it has 15 neighbors.
These neighbors can be parted in three groups. On the 3rd storey, they include
servers labeled 8, 9, 10, 11, 12, and on the 2nd and 1st storey they are same
too. Of course, servers on the 1st and 5th storey only have 10 neighbors. Related
routing table is list in Table 1.

Table 1. Server’s one hop routing

source server: s | destination server: sx
s (s+k)%20(k =8,9,10,11,12)

This design makes sure that server in one rack can set up a wireless link with
others within 3 hops. For example, server (1, 1, 2, 0) can transmission data to
server (1, 1, 3, 8) immediately, and to server (1, 1, 2, 1) by way of (1, 1, 2, 10),
and to server (1, 1, 2, 5) via (1, 1, 2, 8) and (1, 1, 2, 16). This is the base of
good fault tolerance for the rack. Related routing algorithm has been designed
as Algorithm 1.

Then, think about the architecture of inter-rack. Inter-rack wireless link is nec-
essary to a data center, and essential to fault tolerance for the entire network. Ever
rack can set up a wireless link via 20 servers positioned on the top storey. That is
to say, if a server on a storey (not the top) wants to transmit the data with servers
in other racks, it has to transmit data to the servers on the top storey, and then
via the servers on the top storey in the destination rack to reach the destination
servers.
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Algorithm 1. Intra_Rack_Connection(server sj, server ss)

Require: Set up a wireless link between two servers s; and s2 within one rack.
resultlist.add(s1); (result-list records servers on the routing path;)
if s1.neighbors.contain(sz)==true then
for each server s in the s;.neighbors do
if s.idle == true then
result_list.add(s);
return;
end if
end for
end if
: for ¢ = 1 to s1.neighbors.length do
server s* + sj.neighbors(i);
if sx*.idle == true then
Intra_Rack_Connection(s*, s2);
end if
: end for

= s e e
AL el =

As we know, data center has tons of racks which can not communicate with
others directly. The wireless signals for data transmission influent each other and
do harm to the wireless link. Similar situation should be void. Inspired by the
plane reflection principle, we propose inter-rack connection architecture. Servers
on the top storey in different racks can connect with each other by the mirror
on the ceiling. For example, if server (1, 1, 2, 0) wants to transmit data to server
(3, 3, 4, 0), it firstly transmits data to server (1, 1, 5, 0) (other servers on the
same storey is also ok.). Server (1, 1, 5, 0) transmits the data to server (3, 3, 5,
0) (others on the same storey is also ok). Eventually the data is transmitted to
the destination server (3, 3, 4, 0).

Figure 2 illustrates a planar slice of the geometric communication model we
described in the paper. Servers s; and s; are positioned on racks r; and 7
respectively. Directional antenna is installed on the server to reduce the loss of
wireless signals. Wireless transceiver is a recent integrated implementation from
Georgia Tech. More details about the transceiver can refer [15]. Based upon
Georgia Tech’s design [14], the wireless transceiver has bandwidth ranging from
4 to 15 Gbps with less than 10m communication range. Even though oxygen
absorption in the 60 GHz range is seen as a concern in other contexts, but the
loss (15dB/km) is negligible for the typical distances within data centers (less
than 10 m). On the other hand, some phase-array antennas such as Phocus Array
[16] have been manufactured and its 40 antenna elements operating in the 60 GHz
range can be easily fit on a 5cm x 5cm board. We assume bandwidth can reach
10 Gbps within the entire data center. Of course, mirror material impacts the
performance of wireless link. Reference [15] has tested many reflector materials.
Both the cheap, lightweight steel plate and the mirror-quality stainless plate
offer perfect reflection. What is more, other reflectors such as standard smooth
concrete and plaster walls can also provide not bad even good reflection. This
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shows our architecture is cheaper and cost less. In short, the system architecture
is designed to be feasible.

In order to make sure data transmission can be completed fast and accurately.
More details need to be considered carefully. First, when the data transmission
is intra-rack, the topology of servers in one rack has been defined, and the dis-
tance of two reachable servers is short (less than 3m), and wireless link is set
up easily and reliably. If a wireless link takes place between different racks, the
source server has to know the place of the rack where the destination server is
positioned, and adjust its antenna to send the wireless signal out. The server
relaying the data should know where the data is from and adjust its antenna to
receive accurately. So handshake protocol is required to make sure data trans-
mission finished successfully. 20 servers on the top storey is alternative. If there
is an idle server for relaying, it should be in the queue and ready to transmit the
data. If all of the servers in the destination are busy, the one whose workload
is relative light is chose to connect with. In order to reach the goal, three times
handshake protocol is designed. The handshake protocol contains three phase.
First, the source server sends a data transmission request to the destination
server, and then restores the initial state. Second, if the destination server is
busy, it transforms the request to other servers on the same storey in clockwise.
Then, the idle or not much busy server is chose to reply the request. Finally, the
source server sends the confirm message and is ready to set up a wireless link to
send data. After the transmission, both servers restore the initial state.

However, adjusting the directional antenna is a very expertise work for the
source and destination server. For the source server, it needs to know the loca-
tion of destination server. So each server positioned on the top storey should
contain a global position table, which includes the parameters of all servers on
the top storey. If the source server wants to set up a wireless link with others, it
makes adjustment according to the details of positions in the table. Of course,
if the data center makes some adjustments e.g. a new added server, the global
position table should be updated as well. As showed in Fig.2, if a server s;
wants to transmit data to a server so, it first checks the global position table to
find the related parameters about se, and makes adjustment to send the data
transmission request. If s, is idle, it replies the request in the similar way. Then
s1 sends the message to sz, and is ready to set up the wireless link. Related hand
shake algorithm has been listed in Algorithm 2.

Until now, we have known the whole process of setting up an intra- and
inter-rack wireless link. This is a recursion procedure. Algorithms about finding
shortest path in a graph can be utilized in a data center. Additionally, the whole
data center can be viewed as a graph, in which each server is a vertex and its one
hop neighbor is another vertex in an edge. So the source server can get a server
list to the destination server. Each server in the list tries to send the data to its
successor until the destination. Related algorithm is described as Algorithm 3.
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Algorithm 2. Handshake(server s;, server ss)

Require: s1 and 71 is the source server and its rack. so and 72 is the destination
server and its rack.
for each server s’ on the top storey in r; do
result_list; + Intra_Rack_Connection(si, s');
end for
for each server s’ on the top storey in r do
result_listy +— Intra_Rack_Connection(s’, s2);
end for
result_list < result_listy + result_listo;
confirm the state of server the server list result_list;

Algorithm 3. Routing(server s;, server s;)

Require: s1 and 71 is the source server and its rack. ss and 72 is the destination
server and its rack.
if 11 == ro then
Intra_Rack_Connection(s1,s2)
else
server_list — Handshake(s1,s2)
Transmit data along the server_list.
end if

4 Simulation

Bandwidth is one of the most important performance indicators for a data cen-
ter. We evaluate the bandwidth of the novel completely wireless data center by
counting the number of hops, i.e. if a server can set up a wireless link with its
neighbor, the data transmission can be completed by one hop. The less hops
of a wireless link, the better bandwidth is. Figure 3 illustrates the performance
of bandwidth for our design and Cayley data center when a data center con-
tains 4 x 4, 6 x 6, 8 x 8, and 10 x 10 racks. It is obvious that bandwidth in
our novel design outperforms than Cayley data center. The advantage becomes
much more with the scale of data center larger. Our novel wireless data center
has good expansibility due to the near constant average number of hops for an
data transmission.

Fault tolerance is an another important indicator for a data center. The fault
tolerance contains three situations which includes the layer of rack, storey, and
server. For the rack layer, as showed in Fig.4, our novel wireless data center
significantly has better performance of fault tolerance than Cayley. The reason
is that the inter-rack data transmission, reflecting data to the ceiling, don’t relay
other racks. Furthermore, there are no signal interference because of independent
wireless links. The routing path in Cayley data center contains too many servers
which are dependent and influential to each other.

To be honest, for the storey layer, our design, as illustrated in Fig.5, has
worse performance of fault tolerance than Cayley data center. The design of
Cayley data center provides many redundant routing paths for a wireless link.
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Fig. 3. The number of hops increases with the scale of data center. However, the Cayley
data center significantly requires more hops than our novel design.
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Fig. 4. The fault-tolerance performance of our novel design outperforms than Cayley
data center on the rack layer.

When the storey of a rack breaks down, another up or down storey takes place
of it. Even though it would make the routing path long, the data transmission
can be completed any way. Our novel wireless data center can provide shorter
routing path when the fault storey is not large. However, no matter where the
source server is positioned, it has to transmit data to the top storey and then
to the destination server. It is the source server depending on the servers placed
on the upper storeys that brings bad fault-tolerance performance.

However, for the server layer, our novel wireless data center, as showed in
Fig. 6, has good performance of fault tolerance and is not worse than Cayley.
It is the tradeoff between the inter-communication among racks and the intra-
communication among server on a rack.
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Fig.5. The fault-tolerance performance in our design is worse than in Cayley data
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Fig. 6. The fault-tolerance performance in our design is as good as in Cayley data
center on the server layer.

Load balance is also essential to the performance of a data center. We evaluate
the load balance by counting the number of hotspot emerged in a data center.
Hotspot is a server which has much more workload than peers, which always
causes the congestion in the data transmission. Besides, too many hotspots in
the data center will bring the difficulty of cool service. In the simulation, we
randomly generate flows between any two servers. As illustrated in Fig. 7, when
a data center has 10 x 10 racks, it is significant that our novel design has better
load-balance performance than Cayley data center. Servers in our novel wireless
data center receive less 100 flows. However, more than 10 % servers in Cayley
receive more than 100 flows. The most serious server even receives more than
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Fig. 7. Our novel design significantly leads to few hotspots than Cayley data center.

300 flows. Our design brings few hotspots because the inter-rack flows reach the
destination rack by the reflection, which do not via other racks.

In Cayley wireless data center, each server is installed on two wireless anten-
nas. For a data center, there are hundreds even thousands of servers. It is a big
cost will leads to much more energy consumption. Energy consumption is an
urgent problem for most of current data centers. For example, the maximum
power consumption of a wireless antenna used in Cayley wireless data center is
less than 0.3 W. For a 10 x 10 data center (10,000 servers), all servers consume
3 kW, while the same scale of our novel wireless data center only requires 1.5 K.

5 Discussion

Wired data center is commercially mature, and many famous Internet corpo-
rations have its data center. However, too complex to deploy and expand, too
much power consumption, and too much computing to meet in the era of Big
Data exposes its disadvantage. Wireless data center shows its superiority. New
60 GHz transceiver based on standard 90 nm CMOS technology makes it possi-
ble to realize. Wireless technology can satisfy requirements and achieve the same
level of operation as wires.

60 GHz wireless technology is used in Cayley wireless data center which
adopts Cayley graph as the topology of data center network. It has good fault
tolerance and can finish data transmission when many racks and servers break
down. However, this architecture has two disadvantages at least:

— Too many routing hops and too much interference. Good fault toler-
ance is the advantage of Cayley data center. But this leads too many hops
when routing path is set up. The more servers in the routing path, the more
load brought in the network and the more interference due to the 60 GHz



Mirror Data to the Ceiling: A New Completely Wireless Data Center 43

wireless communication. Our novel wireless data center relizes the inter-rack
communication by reflecting the wireless signal to the ceiling. This reduces
the workload of other servers and avoids the interference effectively.

— Cost too much and consume too much energy. Cost is an important
performance for the future prospect of a wireless data center. In Cayley data
center, each server utilizes two transceivers. It is a big cost for thousands of
servers in a data center. However, a server in our novel data center is installed
with only one transceiver. The cost brought by transceivers totally is only
about the half of Cayley data center.

Even through our design has many advantages, it also needs some improve-
ments. The future work includes: improving fault tolerance on the level of storey
and reducing overload of servers on the top storey.

6 Background and Related Work

Inspired by Cayley graphs, [17] proposes a novel rack design and a multi-hop
wireless network for a data center. Servers are placed in prism-shaped contain-
ers. Each server utilizes two transceivers for intra- and inter-rack communica-
tion. The transceivers are controlled by the Y-switch which is installed in the
server. To improve spectrum efficiently, a topology, modeled as a mesh of Cay-
ley graphs, is generalized and a geographic routing protocol is proposed. Our
research inherits the design of rack but have designed different routing protocol
and communication mechanisms [9], especially for the inter-rack data transmis-
sion. Experiments show that the wireless data center, built with our design can
potentially, attains higher aggregate bandwidth, lower latency, and substantially
higher fault tolerance than the Cayley data center in [17].

However, 60 GHz wireless communication usually has a short range of 10m
and is easy to be blocked by other small obstacles. Inter-rack communication is
restricted significantly. Furthermore, inter-rack communication can not always
be reliable because of interference caused by other wireless signals. As the scale
of data center increases, the interference becomes stronger and will significantly
reduce the performance of network. We use highly directional antennas to trans-
mit data and reflect the signals to the ceiling for setting up a wireless link with
other racks, which significantly reduce the loss of signal.

7 Conclusion

Traditional wired data centers often suffer from high cost of construction and
management and complex wiring. Fortunately, wireless data centers have advan-
tages including economical installing and no worry about wiring. We proposes a
novel completely wireless data center, which finishes data transmission by reflect-
ing wireless signal to the ceiling. Especially, the inter-rack data transmission can
be finished in average constant hops. Related effective routing protocol has been
proposed as well. The extensive simulations evaluate that our novel design of
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wireless data center performs better than Cayley data center on bandwidth,
fault tolerance and effectively decreases the number of hotspot in a data center.
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Abstract. Privacy protection has become one of the important issues for location-
based services (LBS) nowadays. In order to meet the requirements of humanization,
security and quick response, this paper proposes an improved personalized
k-anonymous location privacy protection algorithm with fake position generation
mechanism. Compared to the normal personalized k-anonymity algorithm, our
improved algorithm has higher success rate of anonymity. By generating fake
queries for the source queries that expire, our algorithm guarantees that no source
query will be dropped, namely all the source queries can get anonymized.
The experimental results show that the algorithm proposed by this paper is able to
achieve better performance in terms of success rate of anonymity.

Keywords: k-anonymity + Privacy + Location-based services

1 Introduction

In the past few years, more and more location-detection devices, such as cellular
phones, GPS-like devices and RFID are widely used, which results in a surge of
location based services, including Foursquare [1], Google Latitude [2] and Where [3].
People’s lives become more convenient with the increasing number of LBS, but
unfortunately, LBS may threaten the users’ privacy.

When a user use his mobile client to requests a LBS, for example, to get the
information about how many restaurants nearby from an LBS provider, the user must
submit his service query with raw position information. So the LBS provider can collect
the information about where the user is, what the user want to do and even who is the
user! Assuming that this LBS provider are not trusted but semi honest, these raw position
information may be leaked to other people and thus the user’s location privacy is leaked.

The major privacy threat specific to LBS usage is the location privacy breaches
represented by space or time correlated inference attacks [4], to eliminate this threat,
efficient ways need to be found. There is a rich collection of literature that aims at
protecting user’s location privacy, which mainly can be divided into three categories [5]:

e Pseudonym, for any LBS request, users use a trusted middleware (such as hash
functions, etc.) to generate an alternative user identification information to protect
their privacy [6, 7];
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e Method based on privacy information retrieval (Privacy Information Retrieval, PIR)
[8, 9], which protects users’ privacy by encrypting location data. This method
utilizes cryptographic protocols such as homomorphic encryption, so it has great
strength of protection without excessive exposure of location information stored in
the database of LBS servers. But the communication costs and computing costs of
the method are very high.

e Anonymous method based on location, which uses the region (containing the user’s
position) query instead of the point query.

One of the most popular location privacy techniques is k-anonymity approach, which
consists in cloaking users’ locations such that k users appear as potential senders of a
query, thus achieving k-anonymity. In this paper, after the analysis of the efficiency of
normal personalized k-anonymity algorithm [4] and its drawbacks, we came up with an
improved personalized k-anonymity in protecting location privacy which is more
efficient and more reasonable than the normal one.

The rest of paper is organized as follows: in Sect. 2, we introduce the related work
in the study of k-anonymity approach. In Sect. 3, we present our improved personalized
k-anonymity algorithms. In Sect. 4, we present the simulation results of our improved
algorithm and the normal personalized k-anonymity algorithm. Finally we summarize
our contributions and discuss directions for future work.

2 Related Work

The concept of location k-anonymity is originally introduced in the context of rela-
tional data privacy [10], which aims to address the question of “how a data holder can
release its private data with guarantees that the individual subjects of the data cannot be
identified whereas the data remain practically useful” [11]. This concept is firstly
introduced in [12] as a natural extension of the k-anonymity model for relational data
records, it deals with the anonymous release of real-time location data to LBSs with
certain anonymity guarantees.

The traditional k-anonymity approach in protecting location privacy uses a quadtree
data structure built in the anonymity server to divide the entire area into minimum
constraint rectangles (MBR) recursively, each MBR corresponds to a user node. This
approach assumes that all the queries (say q) from users have a unified anonymity level
represented by an integer value (say q.k), this mechanism does not meet the user’s
individual privacy requirements obviously. Furthermore, anonymous region is deter-
mined by the maximum of q.k, if there is a query with larger q.k, the entire region of
anonymity may be very large. In this case, the degree of protection was not signifi-
cantly improved for some queries with low privacy requirements, instead, the quality of
service (QoS) decreases and the communication cost increases.

Bugra Gedik and Ling Liu came up with an approach that uses spatio-temporal
cloaking to transform each original query from a mobile node into a privacy protected
query with the k-anonymity guarantee [4]. In their approach, in order to meet different
location privacy requirements of users and ensure varying levels of LBS quality,
each user specifies its own anonymity level (k value), spatial tolerance and temporal
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tolerance. Each query of users is sent to a location anonymity server, whose main task
is to transform the query into a new query that can be safely (k-anonymity) sent to the
LBS provider. The key idea that underlies the location k-anonymity is twofold. First,
regardless of population density, a given degree of location anonymity can be main-
tained by decreasing the location accuracy through enlarging the exposed spatial area
so that there are other k — 1 queries present in the same spatial area, this approach is
called spatial cloaking. Second, location anonymity can be achieved by delaying the
query until k queries have visited the same area, this approach is called temporal
cloaking.

Bugra Gedik and Ling Liu’s approach meets user’s individual privacy requirements
and achieves personalized k-anonymity to a certain degree, but still has following
problems:

e When searching for a clique for a query q in the constraint graph, it only ensures
that q should be included in the clique with size of q.k, but in fact the clique with
bigger size may exists so that more queries can be anonymized at one time.

e Every query in an available clique with size of k must has at least k — 1 other
queries in this clique as its neighbors, this requirement is unnecessary and it reduces
the chance to find an available clique.

e Each query has its own survival period and a deadline, when a query is beyond its
deadline, it has to be dropped. This mechanism undoubtedly reduces the quality of
service because the user whose query is dropped cannot get any desired responses.
One solution to this problem is to generate fake queries for the source queries that
expire. He Kang has proposed a solution, which is that the anonymity server
randomly generates some fake queries in the whole constraint graph at a fixed time
every day [13]. This solution cannot guarantee every query can get anonymized
because the fake queries are randomly generated, and resources are wasted due to
some fake queries may never be used.

In this paper, based on the normal personalized k-anonymity algorithm proposed by
Bugra Gedik and Ling Liu, we propose an improved personalized k-anonymity algo-
rithm with fake position generation mechanism in protecting location privacy so that
the three questions mentioned above can be addressed efficiently.

3 Proposed Personalized k-Anonymity Algorithm

3.1 Notations

For reference convenience, we summarize the important notations below, which will be
used throughout the rest of the paper (See Table 1).

3.2 Data Structures
The following four data structures will be used in the anonymity algorithm [4].

® Qg a simple first-in, first-out (FIFO) queue that collects the queries ordered by the
time they are received from the users.



e I;, a multidimensional index that allows efficient search on the spatio-temporal
points of the queries. I, contains a 3D point L(qs) as a key, together with the query
gs as data. The index is implemented by R*-tree [14].
¢ G, a dynamic graph, which contains the queries that are not yet anonymized and
not yet dropped due to expiration.
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Table 1.
S Source query set
T Transformed query set
Qs A query in set S
e A query in set T
R(qs) Transformed format of q
k Anonymity level
dy, dy, d; spatial and temporal tolerances
C(qs) = (X, y) Spatial point of g
Lgy) =, y, 1) Spatial-temporal point of g
Acn(qs) Spatial constraint box of qs
Ada(qy) Spatial constraint box of g,
Ben(qs) Spatio-temporal constraint box of g
Bu(qy) Spatio-temporal cloaking box of q,
MBR Minimum bounding rectangle, namely the
smallest rectangle that contains all the points
B4(S”) MBR of a set of source queries
Gy(S, E) Constraint graph
Nbr(qs, Gg) Neighbors of g, in Gy

e H,, a mean heap sorted based on the deadline of the queries.
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In order to solve the problems of the normal algorithm proposed by Bugra Gedik and

Ling Liu which are mentioned in Sect. 2, we added three new data structures that will

be used in our improved algorithm:

instead of I, that mentioned above, we use a two-dimensional index I’ that only
allows search on the spatial points of the queries. I, contains a 2D point C(q,) as a
key, together with the query q, as data.
Ta, a two-dimensional interval tree to hold rectangular regions, which allows
efficient retrieval of all points in the corresponding rectangular region [15]. In our
algorithm, we build T based on the A.,(qs).

N,, the tree node of T,. Each N; contains an integer value s which represents the
number of regions that overlap the region held by N,. Each leaf node of T, holds a unit
rectangle, which in fact is a square with side length of 1.
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3.3 Algorithms

Algorithm 1. improved k-anonymity algorithm.

1. while server running = true

2. if Q=0

3. qsc < Pop the first item in Q,

4. Put gy into I;” with C(qs)

5. Put g into Hy with (qsc.t + qsc.dy)

6. Put g into G4 as a node

7. Gy« GET_SUBGRAPH(qy)

8. Q < LOCAL-k_SEARCH(qq, Gg)
9. OUTPUT(Q)

10. while true

11. qs < Topmost item in H

12. if gs.t + qs.d; < time point of now
13. Gy < GET_SUBGRAPH(qy)
14. Q < GENERATE_QUERIES(qs, G¢”)
15. OUTPUT(Q)

16. else

17. break

Algorithm 2. GET_SUBGRAPH(q.)
1. N« Range search I’ using Ac,(qsc)

2. foreach qs € N, qq != g

3. ifC(Q) € Au(gy)

4. Add edge (qs., gs) into Gg

5. Gy « Subgraph of G, consisting of queries in N
6. return Gy’

Algorithm 3. improved local-k_search algorithm
LOCAL-k_SEARCH(qs., Gg)
1. if nbr(qs, Gg') + 1] < gk

2 return @

3. U<« {q| gs € nbr(qs, Gy) and qs.k <= [nbr(qs, Gy*) + 1}
4. if|U]<qek—1

5. return @

6. 10

7.  whilel!=[U|

8 1 |U]

9. foreach q; € U

10. if (qs.k > |U| + 1 or |nbr(qs, G4*) N U| < gk —2)

11. U—U\{q

12. Find any subset Q of U, s.t.

13. Q>=k—-1and Q U {qs} forms a clique
14. if Q found

15. return Q U {qs.}

16. else

17. return @
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Algorithm 4. OUTPUT(Q)

WP NN RN = > AW

IfQ'!=9
Randomize the order of queries in Q
foreach q in Q
Output anonymized queries

qe < {qS'uid’ 9s-qno» Aq(Q)’ qSC}
Remove the query qs from Gy, 1, H

lgorithm 5. GENERATE QUERIES(qs., G;’)

Ta < Build a T based on region A.,(qs.)
L—0
foreach leaf node N;in T,
Ni.s <1
L—LU {N}
U — {qs| g5 € nbr(qs, Gg) and qs.k <= qse.k }
foreachq, € U
R « {r|ris a unit rectangle and r is a sub region of A ,(qs)}
foreachr € R
Binary search r in Ty, if there exists a N; € L that holds r
Nis«— Nius+1
F—0
while [U| + [F] < qe.k— 1
foreach N; € L in decreasing order of N.s
qr < Generate a fake query in the region held by N
Add edge (qy, gsc) into G’

F—F U {q¢}
if [U] + |F| == qe.k — 1
break

foreachq, € U
while nbr(qs, Gg**) | < qek -2
foreach N; € L holds A.,(qs)’s sub region in decreasing order of N.s
gr < Generate a fake query in the region held by N;
Add edge (qy, g5) into G’
F—FU {qg
|nbr(qs, Gq’) | - qs-k -2
break
return U U F U {q,}

Algorithm 1 describes the entire process of our improved anonymity algorithm,

which is similar to the normal personalized k-anonymity algorithm [4]. The rest of this
section we will tell the differences between our algorithm and the normal one, and also
explain why our algorithm is better and how it works.

We use I’ instead of I; because more queries can be included without the con-

straint of time. For convenience, we extract the steps 7—11 and the steps 13—18 from the
normal personalized k-anonymity algorithm [4] to create Algorithm 2 and Algorithm 4
respectively. So, Algorithm 2 is responsible for generating sub-graph G4’ from G,
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which consisting all the neighbor queries of g in the range of A.,(qs.). Algorithm 4 is
responsible for anonymizing every query in a available clique which is found in
Algorithm 3 or Algorithm 5.

In Algorithm 3, improved local-k_search algorithm, step 3, we collect q; in nbr(qgsc,
Gy’) with qok < |nbr(qe, Gq’) + 1| instead of qsk < gy .k in normal local-k_search
algorithm [4] because |nbr(qyc, Gy) + 1] is no less than ..k (@ is returned before this
step if |nbr(qse, Gy') + 1] < gsc-k), so that we may find more queries to form a clique
with a bigger size. The clique with a bigger size undoubtedly provides better privacy
protection against linking attacks, and it also makes every qs have more chances to get
anonymized without generating fake queries. In step 10, instead of |nbr(qs, G4”) N
U] <k — 2 in normal local-k_search algorithm [4], we use (qs.k > |U| + 1 or |nbr(qs, G4")
N U] < ge.k — 2) to judge whether g, can exists in U, which is more likely to find an
available clique for qsc.

In Algorithm 1, improved k-anonymity algorithm, when an expired query is
checked, we use Algorithm 5 to generate fake queries for it to form a clique other than
simply drop it.

A fake query, say g, is considered with no spatio-temporal constraint box, so it can
be a neighbor of each true source query qs as long as C(qy) is in the A.,—(qs). We also
consider that q¢ does not need anonymity, namely gr.k = 1.

Generating a gy in a region overlapped by more A.,—(q;) is more likely to get more
qs which don’t have enough neighbors to have one more fake neighbor at one time,
thus the whole generating process may take less time as well as less fake queries. The
basis of this idea is the reason why we count the Ni.s of each N in T». By Ni.s, we put
all the N in T in decreasing order and by this order, we generate one ¢y in the region
held by the corresponding N, at one time, and do this process cyclically until no more
fake queries are needed. This mechanism also avoids that fake queries are only con-
centrated in some regions held by the N; with larger N.s.

4 Experiments and Results

Success rate of anonymity is an important measure for evaluating the effectiveness of
the proposed location k-anonymity algorithm [4]. In this section, we compare our
improved algorithm’s success rate of anonymity with the success rate of anonymity of
Bugra Gedik and Ling Liu’s normal algorithm in different cases.

We use a two-dimensional coordinates of 100 x 100 as the dynamic graph G which
mentioned in the section above, and generate source queries q; whose C(q) is the
integer coordinate points in the G randomly.

Figure 1 shows the success rate of anonymity for the normal algorithm and our
improved algorithm. The success rate is shown (on the y-axis) for different groups of
queries, each group representing the number of source queries (on the x-axis). Every
source query s with its qs.k ranges from 2 to 5.

As we can see from the Fig. 1, with the increasing number of source queries, the
average success rate of both algorithms are also increasing. The success rate of our
improved algorithm is always higher than the normal one’s and the less source queries
are, the advantage of our improved algorithm are more obvious.
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Fig. 1. Success rates for different number of source queries.

Figure 2 shows the success rate of anonymity for the normal algorithm and our
improved algorithm with 1000 source queries respectively. Each number on the x-axis,
represents the maximum number (say MAX) of qg.k for all queries in the corresponding
group, which means that each qg.k in its group ranges from 2 to MAX. The average
success rate of anonymity is shown (on the y-axis) for different groups of MAX of q.k.
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Fig. 2. Number of anonymized queries with respect to different maximum numbers of q..k.

From Fig. 2, we can see that with the increase of maximum number of q,.k, the
average success rate of anonymity decreases for both algorithms, but our improved
algorithm has better performance compared to the performance of the normal algo-
rithm. The success rate represented by our improved algorithm is always higher than
the one represented by the normal algorithm.
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Figure 3 shows the percentage of fake queries generated over the different number
of source queries, from which, we can see that the percentage of fake queries decreases
with the increasing number of the source queries. This is because that the more source
queries are, the higher success rate of anonymity is, which is shown in the Fig 1 above.
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Fig. 3. Percentage of fake queries generated over the number of source queries.

5 Conclusion

In this paper, we have presented an improved personalized k-anonymity algorithm in
protecting location privacy. Compared with the normal personalized k-anonymity
algorithm proposed by Bugra Gedik and Ling Liu, our algorithm may find a clique with
bigger size for each query from users. We can also guarantee that every query can get
anonymized by generating fake queries efficiently for the queries which expire, so that
the no query will be dropped due to expiration.

We have conducted the experiment for our improved algorithm and the normal
personalized k-anonymity algorithm. The results show that our algorithm has obvious
advantages over the normal one in terms of success rate of anonymity.

With fake position generation mechanism, our approach guarantees that every
query can get anonymized, but when the A.,(qs) is very large, it may take lots of time
to generate fake queries for ;. So, we are studying new ways which including better
data structures to hold regions and better algorithm to make the process of generating
fake queries more efficient.
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Abstract. Node localization is important in many WSN applications. Most of
existing algorithms are not applicable for networks in a concave area. To address
this problem, a novel localization algorithm is proposed. The key of this algo-
rithm is the design of neighborhood function which only uses distances between
neighbor nodes to generate a new set of estimated locations from an old set. Both
range-based and range-free localization can use it to estimate locations of nodes if
distances between neighbor nodes are measured by hardware or estimated by
distance estimation algorithms. Simulation results indicate that this algorithm can
achieve accurate and reliable localization results in a concave area.

Keywords: Localization - Concave area + Neighborhood function - Wireless
sensor network

1 Introduction

Wireless sensor network (WSN) is composed of many battery-powered and low-cost
sensor nodes which are used to sense data from the environment (e.g., light, humidity,
temperature, etc.) [1]. Sensor data gathered by nodes are insignificant unless we know
where the data are obtained from, and sensor data with their own clear locations can
detail where the specific event happens. Besides, locations of nodes are also needed for
many applications, like geographic routing, network topology based on geometric
techniques and energy conservation [2-5].

However, nodes are often randomly deployed in inaccessible regions and locations
of nodes are always uncontrollable. Although nodes can obtain their accurate locations
by configuring Global Positioning System (GPS) adapters or manual configuration, the
two methods are not suitable for wireless sensor networks considering expensive cost
or specific limitation in some environments [6]. Hence, node localization is an
important and challenging topic in wireless sensor networks.

In area-based algorithms, a non-anchor’s location is estimated by picking up a point
within an area formed by anchors, like Centroid [7, 8] and APIT [9]. Centroid estimates
a non-anchor’s location as the centroid of the polygon formed by anchors that are
within the communication range of the non-anchor. APIT uses the redundancy of
available anchors and pinpoints a non-anchor’s location to the intersection of all
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S. Zhang et al. (Eds.): ICoC 2014, CCIS 502, pp. 56-67, 2015.
DOI: 10.1007/978-3-662-46826-5_5



A Localization Algorithm for Wireless Sensor Networks 57

containing triangles which contain the non-anchor. Distance-based algorithms calculate
non-anchors’ locations through distances between nodes.

Distance-based algorithms involve two steps: (1) distances between neighbor nodes
are measured by hardware or estimated by distance estimation algorithms. (2) non-
anchors’ locations are estimated by localization algorithms based on distances obtained
from the first step.

According to different methods of distances calculating, distance-based algorithms
can be further divided into two categories: range-based and range-free. Range-based
algorithms, such as the time of arrival (TOA) [10], time difference of arrival (TDOA)
[11, 12], angle of arrival (AOA) [13] and received signal strength (RSS) [14], calculate
distances between neighbor nodes by some typical hardware. By contrast, range-free
algorithms, such as DV-Hop [15], DV-RND [16], RSD [17] and LEAP [18], design
some distance estimation algorithms to calculate distances between nodes by the
communication and connectivity. They do not need specific hardware support. After
distances between neighbor nodes are calculated, the shortest distances between any
pair of nodes can be inferred by the lengths of the shortest paths. Note that two nodes
are neighbor nodes if they can communicate with each other directly.

Then, localization algorithms, like Multilateration [19] and MDS-MAP [20], are
performed to estimate non-anchors’ locations. Multilateration uses the shortest dis-
tances between a non-anchor and more than three anchors to calculate the non-anchor’s
location. MDS-MAP estimates non-anchors’ locations by using the shortest distances
between any pair of nodes. We can see both Multilateration and MDS-MAP use the
shortest distances between nodes. Such algorithms are achievable only when the
shortest paths are close to straight lines (i.e., the shortest distances between nodes are
almost equal to the Euclidean distances), which requires that nodes are uniformly and
densely distributed in a convex area.

However, when nodes are deployed in a concave area, the shortest paths between
some nodes have to detour along the concave area and cannot be close to a straight line
no matter how densely nodes are deployed. To address this problem, this paper pro-
poses a novel greedy optimization localization algorithm (GOLA) with two correction
operations for WSNs in a concave area.

2 Related Work

Multilateration [19] is applicable when distances between a non-anchor and more than
three anchors are known or calculated. It uses the least squares fitting algorithm to
estimate the non-anchor’s location, and it is based on the belief that all distances are
close to the Euclidean distances. However, when the non-anchor and anchors are not
neighbor nodes, the shortest distances between them may deviate far away from their
Euclidean distances in a concave area and lead to high localization error.

The paper [21] improves Multilateration by using four nearest anchors instead of
using all anchors, but it is still possible that the shortest distances to the nearest four
anchors are affected by concave shapes.
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The paper [22] proposes a PDM (proximity-distance map) algorithm. PDM
assumes that there exists a linear function between the shortest distances and the
Euclidean distances of all pairs of anchors. However, it is not easy to find such a linear
function when nodes are randomly deployed.

MDS-MAP [20] uses multidimensional scaling to estimate non-anchors’ locations.
MDS-MAP first constructs a matrix which contains the shortest distances between any
pair of nodes. Then, MDS-MAP applies classical MDS to the matrix and retains the
first d eigenvectors to construct a d-dimensional relative map. Finally, MDS-MAP
transforms the relative map to an absolute map based on the absolute locations of
anchors. We can see MDS-MAP also uses the shortest distances which lead to high
localization error in a concave area.

To address this problem, the paper [23] proposes CMDS (cluster-based MDS)
algorithm. CMDS forms a number of k-hop clusters for localization and performs
MDS-MAP for each cluster. Then CMDS gets its own coordinate system by merging
coordinate system of all clusters. However, CMDS requires hierarchical network
architecture, and it is difficult to determine the value of k-hop.

3 Greedy Optimization Localization Algorithm

3.1 Neighborhood Function

(1) Network Model

In this paper, we focus on the second step of distance-based algorithm (i.e., distances

between neighbor nodes can be measured by typical hardware in range-based algo-

rithms or calculated by some distance estimation algorithms in range-free algorithms).
i and j are non-anchors nodes. k is an anchor. j and k are neighbor nodes of i. da;;

and ds;; are the distances between neighbor nodes. Because no matter how to get the

distances, da;, and ds; have distance errors. Hence, we model da; and ds;; as follows:

daj = dix + ey = dig * (1 + o * randn(1))
dsij = dij + e; = dij * (1 + o % randn(1))
di = \/(xi — )+ i — )’
2 2
dy =/ = 5)"+ (- )

where dj and d;; are the Euclidean distances; e; and e;; are distance errors. We assume
these errors follow a zero-mean Gaussian distribution with variance ¢* = o’d’. We
realize that this assumption does not capture all practical cases, but it is a good starting
point for exploring the impact of distance errors on localization algorithms in WSNs.

We use (2) to calculate estimated distances day and %,j:
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%ik:\/(xi_xk)2+(yi_yk)2
&= (55)"+ 5-3)°

way, and ws;; are the correct neighbor relation. The value of way, or ws;; is 1 if two
nodes are neighbor nodes (i.e., dix < R or d;; < R), otherwise 0.

(2)

(2) Design of Neighborhood Function
According to the description of network model, the localization problem can be for-
mulated as:

n m 2
CF = Z Z wdai - (daik*%ik)
i=1 k=1
n n 2

+ Z Z WSij (dsij_%ij)

i=1 j=1

where CF is the squared error between the estimated distances and real distances of
neighbor nodes. Note that da;;, and ds;; are considered as the real distances in this paper.
Our aim is to find a set of estimated locations of non-anchors to minimize the value of
the objective function CF. CF can also represent the quantitative measure of the
accuracy of the estimated locations (the smaller CF is, the more accurate estimated
locations are).

To optimize CF, we need a neighborhood function which is used to generate a new
solution from an old solution (a solution is a set of estimated locations of non-anchors).
The design of neighborhood function is depended on the characteristics of the problem
and the expression of the solution.

We assume that we obtain a new solution through iterative computation and
§"" is generated from an old solution $”“. We assume the estimated coordinates in
S are perfect (note that this assumption is just used to derive neighborhood func-
tion). That is, the estimated distances between neighbor nodes are equal to the real
distances.

We first consider the estimated distance %:}ew between neighbor non-anchors i and

Sl‘lé’W

Jj as follows:

—=new) 2 —new __ —new 2 —new __ —new 2 2
R e SR

Where (/" y{") and (X}, y/") are estimated coordinates of non-anchors i and j in

. . . —old . . ;
§"". In §', the estimated distance dsg- between neighbor non-anchors i and j can be
calculated by:
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—old\ 2 2
( ds;zd) _ (]—C;;ld _)—C;:ld) _|_(y;71d yJozd) (5)

Where (x4 39!y and (¥ 9!¢) are estimated coordinates of non-anchors i and j in
$°!_ By using (4) and (5), we can get:

()—C;ww xnew) (—new yjnew> — dsi
2 2
(6)
asi ([ —oia  —ola dsi  (—oia  —old
=i (8 =) |+ (8= 57)

ij Sij

By analyzing (6), we can obtain the relation of the abscissa and ordinate
coordinates:

- dsi (—ola_~
xnew YW — llld . (x;)ld _ x{)ld )
%0 J

—] —] ‘i‘sl — —
y;lew ));IEW OZ] . <y0 }); )

i

We can see that (7) is the sufficient condition of (6). If any non-anchor i (1 <i < n)
meets (7) with all its neighbor nodes including the non-anchors and anchors in S™%, we
consider that the estimated locations must be correct because the value of CF is 0 and
the estimated locations must meet the follow equations:

m n
<hnew —new —new
$ v 3o (7 )
m
da,k ij
—old —old _—old
= : T +§ :WSU — (xi %j )
— ds..

oo (8)

nem _yk + Z wsij - (yzuw ymw)

dalk

—old —old _—old
ik - i —vi)+ Z WS — (y = )
=1 a, sl]

3

~
I

M§

Equation (7) is the sufficient condition of (8), but not the necessary and sufficient
condition. That is, if the estimated location of any non-anchor i meets (8), it may be
correct. Of course, it may not be correct.
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——old ——old . .
However, as daj; / dal.k and ds;; / dsl.j is used to correct the coordinates of the non-

anchor i and all its neighbor nodes in $°, §"*” may be more accurate than S°. Just
because of this uncertainty, we use CF to distinguish which solution is more accurate
(the smaller CF is, the more accurate the solution is).

If estimated coordinates of all non-anchors meet (8), we use matrices to express the
relation:

(W1+W2) -5 —WA-A=(D1+D2)-5“ —D3-A (9)

Where WA = [wa;],«, denotes the correct neighbor relation matrix between non-
anchors and anchors.

Matrices Wi = [Wljlpn, W2 = [W2lyxn, D1 = [dljlyxn, D2 = [d24],x, and
D3 = [d3;],,<m can be calculated as follows:

n m
> wsj i=j > wag i=j
Wl,-j =4 j=1 aW2ij =< >
—ws;  otherwise 0 otherwise
n
ds; . . —-old
> WSij =i i=j, ds; #0
j=1 ds,»j
dli' - dsj; . —-old
I —WSjj - =i i, ds; #0
5
g (10)
0 otherwise

n da; ——old
doway - S i=j, day #0
dzl] = k=1 daik

0 otherwise
. ——old
way - 24 day” #0
d3ik = day
0 otherwise

From (9), we can get:

Equation (11) is the neighborhood function which only use the distances between
neighbor nodes to generate a new solution from an old solution.

3.2 Greedy Optimization Localization Algorithm

To obtain an accurate localization result, GOLA includes two correction operations to
alleviate the flip ambiguity.
The GOLA pseudo code is shown in Algorithm 1.
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Algorithm 1
1. Start(maxNum, p)
2. Load the known data like 4, R, WA, WS, DA,DS;

3 finalSolution = null;

4 minCV = inf;

5 fori=1p

6. §° = randomly generate an initial solution;
7 CF 3= comCF(S" --+);

8 CF o = CF g k= 0; 8™ = 87

9. while k==0 (CF,;;— CF,,> 0&&k < maxNum)
10. k=k+1; CF,jg= CFp; ™' = 8™,

11. §"" = comNewSolution(S™,+++);

12. CF o, = comCF(S™" »++);

13. end

14. Soid = Spews

15. [Syen» leavingNode] = correctionOne(S” ld,"');
16. if leavingNode # 0

17. Sotd = Snews

18. Syew = correctionTwo(S™,+++);

19. end

20. CV oy = comCV(S™",+++);

21. if CV,perp < minCV

22. finalSolution = S™",

23. minCV=CVeon;

24, end

25. end

4 Performance Evaluation

In this section, simulations are conducted using MATLAB to evaluate the performance
of GOLA and compare GOLA with Multilateration [19], MDS-MAP [20] and PAES
[24]. To investigate the impact of a concave area on the performance of Multilateration,
MDS-MAP, PAES and GOLA, we use two scenes shown in Fig. 1.

Circles represent anchors and asterisks represent non-anchors. In the first scene,
200 non-anchors are randomly deployed in a 100 x 100 m? square area (i.e., a convex
area) as shown in Fig. 1(a). In the second scene, 200 non-anchors are randomly
deployed in a 100 x 100 m? area with a coverage hole (i.e., a concave area) as shown in
Fig. 1(b). The number of anchors m and R will be given in later tests.

The distances between neighbor nodes can be measured by hardware or calculated
by distance estimation algorithms. In this paper, distances are generated according to
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Fig. 1. Two network environments

Eq. (1). The distance error is determined by a. To evaluate the performance of algo-
rithms, we use the mean error between the estimated and real locations of non-anchors,
defined as follows:

IE — —. Z \/(xi — %) 4 (i —¥,)* x 100% (12)

i=1

where LE denotes the localization error; n is the number of the non-anchors (n is 200 in
this paper). R is the communication radius. (x;, y;) and (¥;, ;) respectively denote the
true and estimated locations of a non-anchor i. In this paper, maxNum of GOLA is 2000
in Algorithm 1.

4.1 TImpact of Different Initial Solution on LE

As we mentioned before, GOLA is a local optimization algorithm. The localization
result completely depends on the initial solution when the neighborhood function is
fixed. We design two ways of generating the initial solution. One way, denoted by
different-location, is that initial locations of all non-anchors are in different random
locations. The other, denoted by same-location, is that initial locations of all non-
anchors are in the same random location. To investigate the impact of different initial
solutions on LE of GOLA, we test 10 different initial solutions generated by each way.
We set R = 20 m, 10 anchors and a = 0.1 in Eq. (1). The comparison results are shown
in Fig. 2. Figure 2(a) shows that the simulation results in a convex area, and the average
LE of 10 different initial solutions generated by same-location is 4.02 % and the
average LE of different-location is 7.91 %. Figure 2(b) shows the simulation results in a
concave area, and the average LE of same-location is 5.05 % and the average LE of
same-location is 9.12 %. It is clear that the LE of same-location is smaller than the LE
of different-location in both a convex area and a concave area. Hence, we use the same-
location way to generate the initial solution in later tests. We note that different initial
solutions obtained by the same-location way generate different LEs. The reason is that
GOLA is a local search algorithm.
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Fig. 2. Impact of different initial solutions on LE of GOLA

In order to get accurate estimated locations, GOLA is performed p times with
different initial solutions to generate p different local optimal solutions. Then we
choose the final solution by the lowest value of CV in Eq. (12). Table 1 shows the
values of CV corresponding to LEs represented as the asterisks in Fig. 2.

Table 1. LEs and the values of CV

Simulation round Convex area Concave area

LE cv LE cv
1 4.18 186 4.67 258
2 3.66 178 6.27 368
3 5.34 262 5.18 300
4 3.52 168 5.05 292
5 3.80 182 4.7 262
6 4.18 186 4.73 264
7 3.66 178 5.30 308
8 4.52 214 4.74 270
9 3.69 180 5.94 344
10 3.62 174 3.79 212

In Table 1, we can see that the LE is direct ratio to the value of CV. This dem-
onstrates it is effective to choose the final solution by the lowest value of CV.

To obtain more accurate estimated locations, we design a method of generating
initial solutions: we divide the deployed area into k small sub-regions with the equal
area (e.g., 16, 25, 50, etc.). We generate a random location in each small sub-region as
an initial solution (note that an initial solution is generated by same-location way).
Then we can obtain p initial solutions. We use the p initial solutions to generate
p different local optimal solutions and choose the final solution by the lowest value of
CV. The more sub-regions we divide the area into, the more initial solutions we
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Fig. 3. Impact of distance error on LEs of GOLA

will get. Meanwhile, the more initial solutions we get, the more accurate estimated
locations we will obtain.

4.1.1 Impact of Distance Error on LE of GOLA
As mentioned in Eq. (1), distances between neighbor nodes have distance error no
matter how to get distances between neighbor nodes. In this simulation, we set 10
anchors and communication range R = 20 m. The parameter of distance error o in
Eqg. (1) is changed from O to 0.3. Figure 3 shows the simulation results. It is clear that
the LE of GOLA increases as the distance error increases. When a = 0 (i.e., the distance
error is 0), the LE of GOLA in a convex is 0.01 % and the LE of GOLA in a concave is
0.02 %.

We can see the LE of GOLA is very small when the distance is accurate in both
scenes. Furthermore, the LE of GOLA in a concave area is a little higher than the LE of
GOLA in a convex area in most case.

5 Conclusion

In this paper, we analyze existing localization algorithms for WSNs in a concave area
and find that the shortest path may deviate far away from straight lines and lead to
inaccurate localization results. To solve the problem, a novel localization algorithm is
proposed. First, we make a deep analysis on the distance relation between two suc-
cessive estimated locations of non-anchors on the assumption that the new estimated
locations are correct. Then we design a novel neighborhood function, which only uses
the distances between neighbor nodes to generate a new set of estimated locations from
an old set of estimated locations. Finally, we test performance of GOLA; simulation
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results show that GOLA is an efficient and reliable localization algorithm for wireless
sensor network.
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Abstract. Traditional networks make routing decisions based only on
the destination address. This dramatically limits the number of ser-vices
that a network can provide. However, in some of them, the demand
for more flexible routing protocols has increased. For example, home
and enterprise networks, as well as datacenters, need to support multi-
homing and/or role-based access control. This is where two-dimensional
forwarding tables step in. In this approach, routing decisions are based
on the destination and the source addresses. However, this will increase
the lookup time and make the memory use skyrocket if implemented
carelessly. In this paper, we evaluate and compare different designs to
find the best way to tackle this problem.

1 Introduction

The single destination address information is no longer sufficient to manage net-
works and data centres [1], set access control lists, firewalls [2] etc. The introduc-
tion of the source address (and even maybe the flow label) would considerably
broaden the range of possibilities and give operators more freedom in implement-
ing policies. There are many solutions to support these policies. For example,
policy-based routing (PBR) [3] installs policies into access control list (ACL),
and multi-topology routing (MTR) [4] supports multiple independent control
and forwarding planes. Currently, engineers in IETF are proposing traffic-class
routing (TCR) [5,6] that adds more information, e.g., source address, into rout-
ing, such that routing decisions can be made based on both destination and
source addresses.

Although these solutions differ greatly in control plane; they all need an
enhanced forwarding plane to support large number of forwarding rules based on
an increasing number of routing policies. Nevertheless, current solutions are not
scalable. For example, MTR uses a separate forwarding table for each topology,
but it can only support a limited number (32 in most cases [4]) of topologies
while current enterprise networks require more [7]; TCR recommends using one
forwarding table per source prefix. This scales even worse than MTR and is only
suitable for small networks.

However, the addition of this new piece of information will also increase the
size of the tables/lists and increase lookup times. Therefore we have to think
© Springer-Verlag Berlin Heidelberg 2015
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about new designs to include this new data while keeping the lookup time as
short as possible and the memory use to a reasonable extent.

In this paper, we propose and compare different designs to tackle this prob-
lem. We will detail and examine several trie-based designs. Then we will test
the performances of each design by measuring the time required to build a table
from an input text file. We will also measure the size of the table, as well as the
lookup and updating time.

2 Background

We first present some background on hardware packet processing in a router.
We show a common implementation in Fig. 1. After a packet arrives on a router,
it will traverse the datapath on a linecard, which include ACL (Access Control
List), PBR (Policy Based Routing) and finally FIB. ACL and PBR are used for
different levels of packet classification, and mostly implemented at powerful edge
routers. In some implementations, ACL and PBR are merged into one module
[8] and some simple routers only have FIB. The key that there are so many
separated modules instead of one FIB is that we do need packet classification, yet
the complexity of packet classification makes it difficult for FIB to support them
directly. Therefore, the FIB is made up with only destination-based prefixes, and
ACL and PBR contains necessary classification rules. If a packet matches the
rules in ACL or PBR, they will be filtered (or handed in to control plane for
further processing) and forwarded. Otherwise, it goes to the FIB for destination-
based forwarding. The conventional FIB structure is shown in Fig.2(a). The
prefixes are stored in TCAM and the nexthop actions are stored in SRAM.

Clearly, if we may build more routing semantics into FIB itself, it makes
the router logically more sound, and possibly less messier of the rules in the
ACL/PBR modules. In this paper, we study multi-dimensional forwarding table
by including source address and other fields into the FIB.

LineCard | ______ R /

—P{ ACL 5| PBR (| FIB 1 SW1CN
|

¢Discard/ tDiscard/ Discard/
Hand-in Hand-in Hand-in

Fig. 1. The datapath that packets traverse
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Fig. 2. Conventional FIB and ACL-like structures

3 Related Work

Several solutions have already been suggested to answer the increasing demand
of users and applications for better services. Many research works focus on new
routing solutions, e.g., PBR [3], MTR [4], TCR [5,9] and recent software-defined
network (SDN). In layer-3, more and more routing schemes make routing deci-
sions based on both source and destination addresses, such as policy routing [10],
NIRA [11], customer-specific routing [12], Destination/Source routing [13].

The simplest extension to support rich policies is using multiple one dimen-
sional forwarding tables [4,5], However, this solution does not scale. Improved
solutions can be divided into two broad categories: CAM-based and algorithmic
solutions [14]. Here, we focus on CAM-based solutions.

CAM-based, especially TCAM-based solutions are the de facto standard in
industry. However, TCAM-based solutions are limited by its capacity [15]. What
is worse, TCAM is highly customized, there are limited techniques we can use
to compress it. The most popular technique is aggregation [16,17]. The largest
TCAM chips available currently are still rather limited in memory storage. In
2011, it could only accommodate 1 million IPv4 prefixes [15] and therefore is
not enough to store the entire two-dimensional table in IPv6 [18].

More works are proposed for algorithmic solutions, such as trie-based,
decision-tree, and bitmap-based approaches [14]. However, they suffer from non-
deterministic performance and do not scale well [19]. Bit-vector linear search
[20] performs individual lookups in each dimension, each dimension will output
a O(n) length vector representing matched rules. By interseting bit-vectors, the
algorithm computes the final result. Cross-producting [21] extracts the elements
in each dimension, and stores all combinations in a database.

Some researches have also already been done on multi-dimensional routing
[14,22,23] and ACL compression [17,24]. Most of them use set-pruning tries and
grid of tries. The last architecture is actually a trie that uses switch pointers
between sub-tries. It is the one that gives the best performances so far but the
only drawback is that the update algorithm is quite heavy. More details can be
found in [14].
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4 The Designs

4.1 One FIB per Source Prefix Plus a General One

This first implementation is a slightly modified version of the one introduced in
F.J. Baker’s draft [9]. As it is said in the title, we will have one forwarding table
for each source prefix and a general table for rules that do not specify any source
(i.e. the traditional rules). When adding a new route to this architecture, there
are two pos-sibilities. First case: the source prefix of the new route is specified.
Then we obviously add the route to the associated FIB. If there is no such FIB,
we create one. Second case: if the source prefix of the new route is unspecified,
we store it in the general FIB.

When forwarding a packet, we look at its source address to determine which
FIB we should use. If it is from one of the configured prefixes, we look the des-
tination up in the indicated FIB. In any event, we also look in the “unspecified
source address” FIB. If the destination is found in only one of the two, the indi-
cated route is followed. If the destination is found in both, the more specific route
is followed. The most specific route is the one with the most specific destination
prefix.

Then comes the question of how to deal with ambiguities, which was not con-
sidered in the draft. An ambiguity occurs when there are two routes < dp, sp, A >
and < dp’, sp’, B > such as dp (the destination prefix) is more specific than dp’
but sp (the source prefix) is less specific than sp’. A and B or the decisions asso-
ciated. The traffic class < dp, sp’ > matches both rules so in theory, we could
either chose A or B. This is why there is an ambiguity. If we want to give the
priority to the destination [5] upon the source, there are two possibilities. The
first one is to modify the “add” algorithm. Instead of adding a route only to
the FIB that has the same source prefix, we also add it to every FIB for which
the source prefix is more specific. Note that we also have to keep trace of these
added routes in case at some point, the original one is deleted. Of course we have
to delete these added route as well but we need a way to distinguish them from
the ones that purely belong to the specific table. The obvious problem of this
solution is that if we have two FIB, X and Y, such as the source prefix associated
to Y is more specific than the one associated to X, all the rules in X will have to
be added to Y. We will therefore waste memory. This scenario may be neglected
in small networks because ambiguities are unlikely to happen there. However, it
makes this design not very suitable to wider networks. This is the solution that
we implemented. Another way to deal with ambiguities is to modify the lookup
algorithm. Instead of only looking for the route up in the FIB with the most
specific source prefix, we look in every FIB for which the source address of the
datagram matches the associated source prefix. This way, we save memory space
but we slow down the lookup time.

In conclusion, the great advantage of this approach is its simplicity. The
argument against it is that it is memory-hungry and the lookups may not be very
fast as the rules are stored using vectors.
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4.2 The Slicing Design

This design is inspired from F.J. Baker’s draft and has been improved. We con-
sider the destination and the source prefixes as bit strings. If we compare all the
destination strings (respectively the source strings) with one another, we can
differentiate three regions: common, varying and ignored region. For example,
if we have two prefixes 00* and 01*, the first bit is common, the second one is
varying and everything from the third bit is ignored. This approach makes sense
because all global IPv6 addresses at this writing are within 2000::/3, so while
these three bits must be tested to assure a match, doing a classification on them
is useless as they are the same for all the prefixes. The varying part is where
there are some differences between the strings and the ignored parts are the
ones that are not covered by the mask. This is the basic idea. We then modified
the node structure, the trie construction algorithm and created our own update
algorithm to improve the perfor-mances of the design.

The trie is constructed by recursive slice-wise decomposition. At each stage,
the input is a set of traffic classes to be classified. The output is a node identifying
the type of its slices (destination or source), its constant slice (starting bit, length
and value), its varying slice (starting bit and length) and a set of classes to be
classified. If this previous set is empty, it means we have reached a leaf of the
trie. If not, we analyse the set in a similar manner. If one or more bits in the slice
is/are ignored in some classes, those classes must be included in every subset.
If all the input classes have only common and ignored parts, we stop and keep
only the most specific one. Last but not least, as we want to give the priority to
the destination, we start from there.

Figurel is an example of how the trie would be built if the input traffic
classes were:

A = dst=2001:db8::/32, src=2001:db8:3::/48
B = dst=2001:db8:0::/48, src=2001:db8:2::/48
C = dst=2001:db8:1::/48, src=::/0

Of course, the varying slice does not have to be only one bit. We did so in
order to keep things “readable”.

To lookup something up in the trie, we start at the root and compare the
constant part. If it does not match, we discard the datagram, as there is no
matching rule for its address. Otherwise we go to the appropriate child consid-
ering the varying part and start the process again until we reach a leaf.

Updating the trie is, however, a little complex. When adding a new rule,
we start from the root of the trie and compare the common part. If it is the
same, we go to the appropriate child or children and start the process again.
Indeed, we have to add the rule to several children if the varying part identified
by the node is not entirely covered by the rule, exactly the same way as it is done
during the construction algorithm. If the common part is different or ignored by
the new rule, we have to consider all the rules that were used as an input to
build the actual node, add the new rule to this set and start the classification
again from there.
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Fig. 3. Discontinuous trie construction

The advantage of this method is that it avoids “useless” classification (cf
example with the prefixes starting with 2000::/3). We can also compare groups
of bits instead of just doing bit-to-bit comparison, which allow us to save some
time during a lookup. Indeed, the smallest data unit manageable is a byte so
comparing 8 bits or only one, takes the same amount of time. The default is
probably that it is a little complex to build if we want the size of the varying
slice to change. Adding rules is also pretty heavy as there are a lot of particular
cases. Most of the time, it is enough to just introduce an intermediate node in
the trie but in some cases, it is much more complex. Another default may be
that, when applied to a larger network with a lot of rules, a lot of nodes may
have no common parts. Therefore, we would be wasting space by storing the null
common part attributes.

For the simulation, we first used varying slices of one bit and then one byte.
Note that the common part length, in both cases, can vary from zero to several
bytes.

5 Evaluation Metrics and Environment

It is quite difficult to express the memory and time complexity of the differ-
ent designs with literal expressions as both of them depend on the “similarity”
between the rules. For example, are there rules more specific than others or are
they all different? Does the first chunk of IP address contain most of the differ-
ences? Therefore we run these algorithms in practice and compare the results.
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The simulation was done on a laptop with a 2.4 GHz processor. The objective
of the experiment was to simulate the Chinese network and divert the traffic that
was going from Tsinghua University (Beijing) and toward the outside world, to
Shanghai. Therefore, we extracted a set of rules from the CERNET2 network.
There were 6936 rules in total, all destination based. Then to divert the traffic
from Tsinghua University, we created another set of rules by combining all the
prefixes associated to the University (38 in total) to all the prefixes for the foreign
networks (6355). Therefore, the second set was composed of 38 * 6355 = 241
490 multi-dimensional rules in total. Adding the two sets of rules, we have 248
426 rules as an input in a text file.

We then measured the time the algorithm took to build the entire two-
dimensional table and sized the memory space used. Once the table was built, we
also measured the lookup speed for different values of the destination and source
addresses. Finally, we determined the update time when adding or deleting a rule,
which is a critical point as the update frequency on connec-tivity information
can reach tens of thou-sands per second in actual networks [25].

6 Simulation

We ran the tests several times and computed the average for each metrics. For
the sake of clarity, we will refer to the “one FIB per source prefix plus a general
one” design as algorithm 1 and to the slicing algorithms explained in part 3.2 as
2 and 3 (one-bit varying slice and one byte-varying slice respectively). Table 1
gathers the results for the three designs and for all the metrics. Figure?2 also
brings a more visual representation of the results.

6.1 Building Time

We build the forwarding table from scratch several time and measure how long
it takes. On average, it is slightly faster to build it with the “one-FIB-per-
source-prefix-plus-a-general-one” (referred to as algorithm 1) as it takes around
60 seconds. The “varying-size key lookup tries” (afterwards, referred to as algo-
rithm 2 for the one-bit varying slice and 3 for the one-byte varying slice) take
approximately 65 seconds.

The first algorithm is faster than the two others because it requires less
comparison to build the table(s).

6.2 Memory Complexity

Once the table is built, we count the number of necessary bytes to store it.
Once again, the first design is the best. We found that, without any level-
compression algorithm, the table produced by algorithm 2 is 4.2 times big-
ger. This is explained by the fact that the size of every varying slice is one
bit. However, the smallest data unit that we can store is one byte, therefore,
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Table 1. Evaluation results

Building Time | Memory Space | Lookup Speed | Update Speed
1/60 21.9 60 20
2|65 93.5 50 30
3|65 58.2 40 30

we are wasting seven bits every time we make a classification. This can be greatly
improved even by using a very simple compression algorithm. For example, we
could detect all the nodes for which the varying slices are consecutive and merge
them into a single node with a wider varying slice. Smarter algorithms may
be designed in the future to compress the table with a greater efficiency [26].
The third algorithm produces a table2.6 times bigger than the first one. The
difference in sizes also comes from the fact that the tries use a lot of pointers,
which are not so light compared to the size of the data that a node has to
store (Fig.4).

6.3 Lookup Speed

To compare the designs, we made 500 000 lookups and study the average time.
The lookups were made using the rules used to build the different FIBs. As
the first design uses vector to store the rules, we also made sure that the rules
we were looking up, were equally spread in the vectors. This time we see that
the ranking changed. The third algorithm becomes the best thanks to its clas-
sification, followed by the second algorithm, which makes the first design the
slowest.

6.4 Add/Delete/Update Route Speed

Once the table is built, we added and deleted 20,000 routes and measure the
time it took to update the tables. First we added ten thousand “destination
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only” routes. That is, the source prefix is unspecified. This was done almost
instantly in all cases. Then we added two-dimensional rules. This time however,
the performances of the first algorithm did not change, but the second and third
algorithms took a little longer because again, more comparisons were involved.

7 Case Study

To test the load that multi-dimensional forwarding table brings to the network.
We test the forwarding table in a testbed as shown in Fig.3. The testbed is
composed of 5 PCs (with Intel Xeon E5504). Among them, 4 PCs acts as routers,
and run Quagga as control plane, and Click as forwarding plane. The other PC
acts as the source host, which sends packets to the network, through packet-
capture function on each PC, we can obtain the traveling path of each packet.

In this case, we want to simulate the scenario in CERNET2, where Ry and
R3 represents the out-going routers in CERNET?2, e.g., Ry corresponds to the
router in Beijing, Rs corresponds to the router in Shanghai. Thus, we divert the
designated traffic from three universities from Beijing to Shanghai. Thus, with
traditional routing protocol and forwarding table, the traffic will low from R;
to Ro. With a new two dimensional routing protocol and a new two dimensional
forwarding table follow the structure of one FIB per source prefix plus a general
one, the traffic will flow from R; to either Ry or R3, depends on the source
address.

In Fig.6, we can see that the CPU utilization of traditional destination-
based routing and two dimensional routing. We can see that in most time, the
CPU utilization for two dimensional routing/forwarding is roughly the same
with destination-based routing/forwarding. The CPU utilization will reach a
peak periodically, because of running routing algorithms. Thus, we can con-
clude that the two dimensional routing/forwarding in this case does not bring
much CPU loads, current routers has enough capacity to process the additional
loads.

Fig. 5. Testbed environment
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8 Discussion

We see that there is necessarily a trade-off between memory use and speed. We
can make the following improvements in the future.

— We could reduce the memory needed by algorithm 2 and 3 by using level-
compression and trie-folding algorithms. There are also some identical subtries
especially for the first design (all the tables attached to a source prefix are the
same). Instead of having several copies of them, we could just have several
pointers pointing to the same one. However, this may add another difficulty
to the update algorithm.

— We could combine the algorithmic solutions with CAM-based solutions, such
that the hardware can provide fast linecard lookup speed, and the algorithm
can improve the storage space.

9 Conclusion

We have see and compared different possible designs to store two-dimensional
forwarding tables. These designs could relatively easily be extended to more
dimensions if needed. Moreover, although each one of these architectures can
be improved, there is probably not an absolute best design, as we always have
to juggle between memory space and lookup or update speed. However, we can
reasonably assume that the number of source prefixes will be a lot smaller than
the number of destination prefixes. Therefore, we could imagine a design where
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we would first have a size-varying key lookup trie for the destination. The leaves
of this trie would then point to arrays that would store the source information.
Or we could even use the slicing design to only store the first 4 chunks of the
destination prefixes and then vectors for the rest. These kind of architectures
should be studied in future works.
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Abstract. A number of new Clos data center networking fabrics have
been proposed recently by using commodity off-the-shelf hardware. In
Clos networks, randomized routing is typically used to achieve load bal-
ance. However, with typical communication patterns, pure randomized
routing design cannot fully exploit bandwidth provided by Clos topolo-
gies. This paper strives to evaluate the performance of both randomized
routing and its alternatives. As an incremental improvement, periodic
path renewal is discussed first. We then discuss adaptive routing, together
with its implementation consideration and costs. To reduce overhead of
pure adaptive routing, a mixed routing scheme is also discussed. Through
detailed discussions and comprehensive evaluations, we provide design-
ers with useful insight and a range of options for configuring the routing
scheme.

Keywords: Clos network + Routing - Data center networks

1 Introduction

Cloud services are driving the creation of gigantic data centers which can concur-
rently satisfy computing and storage needs for many global businesses. Running
distributed file systems (e.g. GFS) and distributed programming models (e.g.
MapReduce and Dryad), these gigantic data centers may hold millions of servers
in the near future. Unfortunately, existing multi-rooted-tree-like network fabrics
cannot, economically provide enough bisectional throughput among the servers
of large data centers. The nearer to the root of a tree topology, the higher the
cost of the switches/routers hardware. As a consequence, the capacity between
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different branches of the tree topology is typically oversubscribed by factors from
1:5 to 1:240 [8].

To solve this problem, a number of new data center networking fabrics have
been proposed recently by using commodity off-the-shelf hardware. Both VL2 [§]
and Fat-Tree [1] organize the switches into Clos networks to replace the current
practice of multi-rooted-tree-like fabrics. A Clos network is a multi-stage non-
blocking network with an odd number of stages [5], and a folded-Clos network is
sometimes also called a fat-tree [11]. DCell and BCube [9] propose server-centric
topologies to scale a data center with a few added ports on commodity servers.
Because of the non-blocking switching capability, Clos networks are promising
in data centers and are the focus of this paper.

Given the abundant paths in Clos networks, a desired data center routing
scheme should well exploit the paths to improve the system throughput. Ran-
domized routing, which hashes flows (a flow is a stream of packets that have the
same values for a subset of fields of the packet header, such as the five-tuple)
randomly across network paths, is adopted to achieve load balance in VL2 [§]
and Fat-Tree [1]. However, with typical communication patterns, randomized
routing design cannot exploit full bandwidth provided by Clos topologies. First,
local uncoordinated randomized decisions do not take into account potential flow
collisions and traffic unevenness in the network, thus cause unnecessary conges-
tion and reduce the system throughput. Second, the presence of switch failures,
which are common for commodity off-the-shelf hardware, may also cause traffic
unevenness when fault-agnostic randomized routing is adopted.

To address this problem, in this paper we study alternative routing schemes
in data center Clos networks. Clos networks have been used for a long time in
the context of High Performance Computing systems (HPCs); routing schemes
in Clos networks also have been extensively studied in system area [7,10]. This
paper strives to exploit the evaluate the performance and cost of both random-
ized routing and its alternatives in the context of new data center Clos fabrics.
To our best knowledge, routing scheme comparison in data center Clos networks
has never been fully exploited before. Hedera [2] is the most related work; it dis-
cuss dynamic flow scheduling in Fat-Tree. While our paper discuss the general
principals of routings in all Clos networks, especially focus on VL2. Our analysis
(Sect. 2) and evaluation (Sect.6) shows that, in terms of routing, VL2 is much
more promising compared with Fat-Tree.

The main contributions of this paper include:

— As an incremental improvement, periodic path renewal is discussed first, where
flows are periodically re-hashed to other paths to prevent persistent conges-
tion.

— We bring forward adaptive routing and discuss the question of how to design
adaptive routing to fit new Clos fabrics, together with its implementation
consideration and costs.

— To combine the merits of both routing schemes and reduce overhead of pure
adaptive routing, we further discuss a mixed routing scheme based on flow
differentiation.
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— We conduct extensive evaluations to these routing schemes. The simulation
results show that adaptive routing can better utilize available link band-
width compared with randomized routing; under the presence of network
faults, adaptive routing can “smooth” the network traffic and provides signif-
icant higher throughput. While periodic path renewal can provide through-
put improvement for randomized routing, its benefit over adaptive routing is
almost negligible. The usage of flow-differentiation can significantly reduce the
unnecessary overhead of pure adaptive routing without degrading the system
throughput.

The rest of this paper is organized as follows. We provide the background of data
center traffics and discuss new data center Clos networks in Sect. 2, together
with their existing randomized routing designs. We discuss the integration of
periodic path renewal technique and comparison between two representative
Clos fabrics in Sect. 3. In Sect.4, we discuss the design, implementation and
costs of adaptive routing. Via flow-differentiation, mixed routing reduces the
unnecessary overheads of pure adaptive routing, in Sect.5. We evaluate these
routing schemes by extensive simulations in Sect. 6. Related works are provided
in Sect.7. The paper is concluded in Sect. 8.

2 Background

2.1 Traffic Characteristics in Data Center

A highly utilized data mining cluster is instrumented by Greenberg et al. to
understand the nature of the traffic matrix of the state-of-art data centers [8].
They got some important data center network measurement results:

Simpler Flow Size: Almost 99 % of flows are myriad small flows (mice), which
is smaller than a threshold (100 MB in their cluster). On the other hand, more
than 90 % of bytes are carried in flows larger than the threshold (elephants).
Compared with Internet flows, the distribution is simpler and more uniform.

Volatile and Unstable Traffic Patterns: The number of representative traffic
matrices in data centers is quite large. Also traffic is hard to be predicted, as
only 1% of the time does the network keep the same matrix for over 800s [§].

Failure is Common: Most failures are small in size while their downtime can
be significant. Even conventional 141 redundancy are still insufficient, as it is
found that in 0.3 % of failures, all redundant components in a network device
group became unavailable [8].

2.2 Data Center Clos Networks

Shown in Fig. 1, there are three levels of switches in VL2: ToR (Top of Rack)
level, Aggregation level and Intermediate level. As a folded Clos topology [6], VL2
has extensive path diversity. The default routing design in VL2 is randomized:
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a flow from source server takes a random path across source ToR, up to one
of two Aggregation switches, via a random chosen Intermediate switch, down
to one of two Aggregation switches, across destination ToR, finally reach the
destination server. Flow is the basic unit of traffic spreading and thus avoids
out-of-order delivery [8].

For this randomized routing, VL2 implements two mechanisms: Valiant Load
Balancing (VLB) distributes traffic randomly across intermediate nodes; Equal
Cost Multipath (ECMP) makes Intermediate switch failures transparent to
servers. VL2 defines anycast addresses for ECMP, each associates with a group of
Intermediate switches. The source servers first hash across the anycast addresses;
ECMP will then deliver the flows to one of the anycast address’s active Inter-
mediate switch.

Shown in Fig. 2, Fat-Tree [1] is also an instance of Clos networks. Edge and
Aggregation switches are organized into Pods; Pods are interconnected via Core
switches. Fat-tree also presents a randomized routing technique: Edge and Aggre-
gation switches act as traffic diffusers. When faults are observed, a Core switch
notifies its neighbors by broadcasting. The neighbors mark the affected link as
unavailable and locally choose another link; the Core switch must back propagate
the fault information all the way to the endpoints (source) so that subsequent
messages exclude routes with the faulty path.

2.3 VL2 v.s. Fat-Tree

Over all, VL2 fabric is more promising from the routing congestion perspective.
All links of Fat-Tree are homogeneous, say, 1 GBps. The congestion opportunities
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could be homogeneous in every layer. For VL2, the links of aggregation layer
have 10 times bandwidth than those of access layer. This aggregation effect
can significantly alleviate the congestion opportunity. Our evaluations in Sect. 6
confirm the statement.

3 Randomized Routing in Clos Networks

3.1 Drawbacks of Randomized Routing

Randomized routing can achieve load balance and is simple for implementation,
where each source locally selects a random middle-stage switch for a flow. How-
ever, it can’t maximize the system throughput. Local decisions of randomized
routing do not take into account potential flow collisions: randomization has the
chance that large flows will be hashed to the same links or Intermediate/Core
switches respectively, causing unnecessary congestion [8].

Yet another problem is: the presence of faults may cause unevenness in the
network traffic when fault-agnostic randomization routing is adopted. For exam-
ple, if a VL2 Intermediate switch fails in an anycast address group, all flows to
this address are undertaken by remaining active switches in the same group. As a
consequence, more flows are allocated to active switches in the same group than
that of other switches in different groups, and these switches are more likely to be
congested. The same situation also happens to a k—ary Fat-tree when a link from
an Aggregation switch to a Core switch fails: all traffic are routed to remaining
k/2 —1 links of the Aggregation switch. Enlarge the group (e.g. upgrade ECMP
to support more ways in VL2), if applicable, would only alleviate this problem,
but can’t get rid of it.

3.2 Periodic Path Renewal

To prevent persistent congestion, periodic path renewal is a promising technique:
each running flow in the network periodically re-hashes its path after a fixed time
interval T,. has passed since the last path decision. If large flows are hashed to
the same path, they will compete for the path only for a short time and finally
some of them will re-hash to other paths. In the presence of traffic unevenness,
flows hashed to heavy switches/links are more likely to experience congestion;
when their renewal timers time out, those flows have a chance to be hashed out
to light switches/links; flows previous in the light ones also have an equal chance
to be hashed into heavy ones.

Generally elephant flows could survive at least several renewal periods, espe-
cially under heavy network traffic. From a statistical point of view, flows would
be equally treated if they persist long enough. We expect that, if periodic path
renewal is introduced in, randomized routing can be more fair for flow allocation
hence the throughput can be improved.

However, there are still two problems.



Performance Evaluation of Routing Schemes in Clos DCN 85

— Without a global view of network status, blindly re-hashing flows is not opti-
mal: a flow previously in a contended path may be randomized to another
contended or even more contended path; even worse, an elephant in an uncon-
tended path may be unnecessarily randomized to a contended path. These
situations would still cause unnecessary congestion and lower the whole
throughput.

— In the presence of network faults, local uncoordinated flow allocation is still
unfair: some switches/links are been allocated more flows than others. This
also results in a degradation of the throughput.

These problems are inherent to randomized routing and are unsolvable by peri-
odic path renewal. For comparison purpose, we also evaluate the effects of peri-
odic path renewal for adaptive routing in Sect. 6.

4 Exploring Adaptive Routing

The idea of adaptive routing is to dynamically find a best path for each flow based
on the present network traffic status. Efficient adaptive routing can minimize flow
collision that occurs when many flows compete for bandwidth. Adaptive routing
is also inherent fault-tolerant to already happened faults: all failed nodes/links
are automatically detected/avoided by the routing mechanisms; hence adaptive
routing can “smooth out” any unevenness in the network to load balance the
traffic to the set of available forwarding switches/links.

For each flow, an adaptive path selection process should be performed first:
additional start up delay may be added. Fortunately, such delay can be avoided
[9]: when a source is performing path selection for a flow, it does not hold packets.
The source uses a default path selecting (e.g. a randomized one) for that flow
first. After the routing process completes and a better path is selected, the source
switches the flow to the new path.

However, these merits do not come at no cost. The design and implementation
of adaptive routing mechanism, either centralized path scheduling or distributed
path probing, should be provided. The next two parts present our considerations.

4.1 Centralized Path Scheduling

Centralized path scheduling requires a global view of the network status, includ-
ing links/ports utilization and nodes health. We expect that a dedicated Fabric
Master system periodically receives link utilization reports from switches that
take part in forwarding. Routing Agents, either on the application servers or edge
switches, would implement the adaptive routing mechanism for flows. We also
expect a centralized Routing Scheduler: a Routing Agent sends routing requests
for flows to Routing Scheduler; Routing Scheduler replies with the best path
back to the sender in a timely manner.

It is assumed that Routing Scheduler use a simple scheduling algorithm to
sequentially serve incoming routing requests: (1) finds all available paths between
two hosts; (2) selects a best suitable path for the flow.
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An illustrative implementation framework is shown in Fig.3. To avoid
single-point-of-failure, both Fabric Master and Routing Scheduler should have

replications.
Fabric | > Routing
Master Scheduler
A %
/ \ /:/ ‘\\‘

Forwarding Forwarding Routing Routing
Module Module Agent Agent

—_——— Topology/Network Status

R Routing Request/Reply

Fig. 3. The Framework of Centralized Path Scheduling

The Fabric Master has a logical matrix with per-link utilization/connectivity
information for the entire topology and updates it with the new information.
Reports could also serve as heartbeats, which can be used to deduce node/link
failure status. Switches can judge its links failure; upon not receiving a report
for some configurable period of time, the Fabric Master assumes a switch failure.
Fabric Master can be integrated into the existing network control system and
should export query interfaces to Routing Scheduler.

Routing Scheduler can be integrated into the existing directory systems in
data center Clos network designs [8]: Routing Agent could send lookup requests
for each flow which need to perform adaptive routing; after scheduling, the direc-
tory system returns the selected routing path information to routing agents as
part of the address lookup results. Routing Agents can be integrated into exist-
ing Clos networks agents on the application servers (e.g. VL2) or edge switches
(e.g. Fat-Tree).

The main cost comes from the mechanism of centralized network status
collection. In VL2 topology, Aggregation switches connect both Intermediate
switches and ToR switches, hence link utilization reports can be collected solely
from Aggregation switches. For a D-port VL2 fabric, there are D Aggregation
switches, each with D-port. Each switch port has two directions: in and out. If
we denote utilization of each direction with 1 byte, then an Aggregation switch
reports contain 2 % D bytes data. That means even a D = 144 port switch can
report its status in a single packet. If each switch sends reports at a 7). interval,
then the number of all report packets is only 1/7;. per seconds per switch. Even if
each packet is 500 bytes alone, the report only consumes 500%8x1/T,. = 4/T,. kbps
of each 10G switch. For the whole D = 144 fabric (over 100,000 servers), it con-
sumes 4/T,. « 144 = 576/T, kbps. Even if T,, = 0.1s, the network cost is only
several Mbps. Calculation of Fat-Tree also gets similar results.

4.2 Distributed Path Probing

The concept of distributed path probing is similar with other literatures [9]: when
a new flow came, the source sends probe packets over multiple paths; the passing
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switches process the probe packets to fill the minimum available bandwidth of
their incoming and outgoing links; the destination returns probe responses to the
source. When the source receives the probe responses, it selects the best path
from them. For simplicity, here we use Broadest Fit (BF) algorithm to select one
from available paths: flow is assigned to the broadest path that can provide the
maximum bandwidth.

One advantage of data center Clos networks is that all available paths can be
easily identified. We take VL2 as an example. Observed that each ToR switch
has only two outlet connections, for a pair of source and destination servers
there are only 2 x 2 = 4 possible (source Aggregation, destination Aggregation)
pairs. With D/2 Intermediate switches in a D-port VL2 fabric, there are totally
4% D/2 = 2 D paths available. Similarly, there are totally k2/2 paths available
in a k—ary Fat-Tree network. It is apparent that the computation complexity of
Broadest Fit routing algorithm is a constant time, which is linear to the network
size. That means we can probe all available paths in data center Clos networks,
which is almost impossible in hypercube networks [9].

The main cost comes from probing request and response which are propor-
tional to the number of flows. For each request, there are 2 D probing messages
for a VL2 network; although the traffic volume is negligible, these path selec-
tion mechanism consumes CPU cycle and memory in hosts and network devices.
We will evaluate these overheads in Sect.6. However if mixed routing scheme
is adopted (which will be presented later in Sect.5), this cost can be greatly
reduced.

5 Mixed Routing

It is obvious that there is no need to do adaptive routing for EVERY flow. As
mentioned above in Sect. 2, almost 99 % of flows are less than 100 MB. Com-
pared with elephants, the afforded overhead of traffic engineering to mice may
be unnecessary. For example, keep alive operation may has only one or two mes-
sages per connection; it is unreasonable to do adaptive routing for such flows.

A mixed routing scheme to control adaptive routing cost can be used by Flow
Differentiation: mixed routing uses different routing schemes for flows based on
its predicted size. To be more specific, we can only perform adaptive routing for
elephants and use randomized routing for mice.

Similar load-sensitive routing has been previously proposed in IP routing con-
text [12], while our paper is the first work which evaluates Flow-Differentiation-
Based routing in data center networks.

For design consideration, we propose to put the flow differentiation intel-
ligence in the physical servers. Unlike Internet, servers in a data center are
controllable.

The next problem of flow differentiation is: how can we identify elephant
flows? The answer is to match the flow characteristics with identified patterns
definitions. The patterns can be either proactive defined by a system adminis-
trator, such as known TCP ports of GFS chunk copy operations. Or, we can
reactively change the flow type: all new flows are mice first; after transmitting
a certain size, a new flow becomes an elephant flow.
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6 Performance Evaluation

6.1 Evaluation Methodology

Topology. We have implemented all algorithms in a flow-level simulator; the
TCP AIMD behavior is assumed for flows as that in [2]. The main experiment
topology is a full D = 16-port VL2 Clos network. The topology has 8 Interme-
diate switches and 16 Aggregation switches which has sixteen 10 Gigabit ports.
There are 64 ToR switches equipped with two 10 Gigabit uplink ports and twenty
1 Gigabit ports to servers. All N = 1,280 servers have 1 Gigabit port each. There
are two anycast groups in the topology: Intermediate switches from 0 to 3 are
assigned to group 0; Intermediate switches from 4 to 7 are assigned to group 1.
The Fat-Tree topology is set to kK = 16 and has 1,024 servers; this topology is
only used in Part B for comparison.

Traffic Pattern. The flow size distribution exactly follows the measurement
results of a data center [8]. For totally N servers in the network, there are N
elephants with size over 100 MB and 99 x N mice with smaller size.

We use Paired All-to-All data shuffling pattern [7], as its name suggests, N
servers are randomly split to N/2 pairs such as that no server is in more than
a single pair. Each server is exactly the source of one elephant flow and the
destination of one elephant flow. All mice flows are evenly distributed among a
period with their source and destination randomly chosen. Elephants patterns
and mice together emulate the typical ON-OFF burst communication style in
data centers.

Note that we target “medium high load” regime: previous measurement
shows that averagely only one large flow per server, and the 75th percentile
is 2 [3]; our setting has 2 large flows for every server, which is slightly higher in
load than normal scenarios. Our preliminary simulation shows that: when the
load is too small in scale, naive random routing is already good enough; also,
when the load is too high, there are too many elephant flows in the system, and
there is seldom the luxury to improve the throughput by any scheduling scheme.

Metrics. The evaluation metrics include:

— Mazimum Bandwidth Utilization: This metric reflects the normalized concur-
rent bisectional bandwidth in the network in percentage. The closer the metric
to 100 %, the better a routing scheme utilizes the high capacity provided by
the Clos networks. The Maximum Bandwidth Utilization reports the highest
utilization during the whole experiment.

— Elephants (Completion) Delay: This metric reflects the average normalized
completion time of elephants. Assume a minimum elephant flow with size
100 MB, its transmission would be completed in 100 M B * 8/1 Gbps = 0.8s
if no congestion occurs; if it is completed in 1s in an experiment, we denote
its normalized completion time as 1/0.8 = 112.5%. Average completion time
is inversely proportional to the achieved throughput of elephants. Generally
speaking, the lower the metric, the higher the average elephants throughput.
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Table 1. Experiments Scenarios

Scenario | Fail mode Capacity loss
0 No Fail 0

1 Intermediate 0 Fail 12.5%

2 Intermediate 0 and 2 Fail | 25 %

— Ratio of Been Selected (Switch): We use a counter for each Intermediate switch
to record how many times it has been selected for flows as the bounce off point.
After an experiment, counts of every switch are normalized to their summa-
tion. Comparison of these ratios illustrates routing protocols’ performance of
local uncoordinated flow allocation fairness among switches, especially at the
presence of nodes failures.

— Number of Routing Requests: This metric reflects the adaptive routing
request/response issued throughout the whole data shuffling process. The lower
the number, the lower the overhead of adaptive routing schemes.

Failure Scenarios. Throughout this Section, we use three different scenarios,
see Table 1. Scenario 0 is ideal where no Intermediate switch fails; scenario 1,
to simulate common fail situation, has one Intermediate switch broken; scenario
2 simulates the disastrous situation that broken switches are close in topology
(e.g. Intermediate switch 0 and 2 reside in same group in our case). We focus on
the Intermediate switches cases because they have direct impact over bisectional
throughput.

Protocol Setting. We use Random or simply R to denote random routing
protocol, Adaptive or simply A to denote pure adaptive routing protocol and
Mized or simply M for Mixed routing; Random(NP) denotes that periodic
path renewal is NOT included and so is the others. For simplicity, the renew
period is set to 0.1s for all scenarios.

Centralized Path Scheduling is assumed in the simulation for adaptive rout-
ing. In this paper, we limit ourself to evaluate the effect of flow-differentiation
performance to mixed routing. We suppose there are a fixed percentage of ele-
phants are misjudged as mice and vice visa; by varying the percentages, we
evaluate their effect over routing performance.

6.2 Randomized Routing in VL2 and Fat-Tree

In this part, we compare the performance of randomized routing in VL2 and Fat-
Tree. All elephants are injected into the network within 0.4s: as the minimum
elephant needs at least 0.8s to be transmitted, we can guarantee that all IV
elephants could compete in the network for at least 0.4s. All mice are evenly
distributed among 10s. These traffic setting is consistent with the typical ON-
OFF type of data center network [8].

Figure4 presents the comparison of maximum system throughput. Due to
the excessive congestion, randomized routing in Fat-Tree can only exploit around
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30 % network bandwidth. This result is consistent with the Hedera project [2],
which is a dedicated work for Fat-Tree traffic engineering. As a comparison,
randomized routing can exploit over 70 % available bandwidth provided by Clos
networks in VL2.
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Fig.5. VL2 v.s. Fat-Tree: Elephants Delay (%)

Figure 5 presents the comparison of average Elephants Completion Delay.
Even with periodic path renewal, the FElephants Delay of Fat-Tree is around
420 % of standard delay while VL2 is only around 147 % seconds. Obviously the
average throughput of VL2 is around 3 times higher than that of Fat-Tree. Due
to the superiority of VL2, in later evaluations we will focus on VL2 topology.

6.3 Performance Comparison

In this part, we use scenario 0 (no switch failure) and Paired All-to-All traffic
pattern. This experiment can exploit the ability of bandwidth utilization of rout-
ing schemes and exemplify the overhead of adaptive routing mechanism. There
are 3 routing protocols and the periodic path renewal option, hence together we
have 6 schemes to be evaluated.

Figure 6(a) presents the comparison of maximum system throughput. As we
have expected, simple randomized routing can only exploit less than 70 % avail-
able bandwidth provided by Clos networks; by adding periodic path renewal, the
Random throughput is only slightly improved to around 72 %. On the contrary,
adaptive routing could achieve nearly 90 % maximum bandwidth utilization,
i.e. 20 % higher than Random. Figure 6(b) also confirms the superiority of adap-
tive routing: the result of Adaptive is close to 110 %; Random is around 150 %
which implies that average throughput is less than 2/3.
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Fig. 6. Paired All-to-All pattern: (a) Maximum Bandwidth Utilization (%) (b) Ele-
phants Delay (%) (¢) Number of Routing Requests.

In both Fig.6(a) and (b), the achieved performance of Mized are almost the
same as Adaptive. While the Number of Routing Request is significantly reduced
by more than 90 %, as shown in Fig. 6(c). We can conclude that the use of flow-
differentiation-based routing can significantly reduce the cost of pure adaptive
routing while sacrificing minimum performance in ideal traffic pattern.

We can also conclude that, the performance improvement, by adding periodic
path renewal, to both Adaptive and Mized is almost negligible.

6.4 Resistance to Switch Failure

In this part, we analyze the performance of different schemes under switch fail-
ures scenarios.

Figure 7(a) shows simulation results of Random randomized routing. When
no switch fails, the flows are almost evenly distributed among switches. When
Intermediate switch 0 broken down, all flows randomized to anycast group 0 are
now shared by other 3 switches. Apparently switches in anycast group 1 are not
affected all. Further when Intermediate switch 2 also broken, the numbers of
flows allocated to the remaining switches in group 0 (say, 1 and 3) double that
allocated to the switches in group 1. It is clear that the presence of faults cause
unevenness in the Clos network traffic when fault tolerant randomized routing
is adopted.
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Fig. 7. (a) Random Ratio of switch been selected (b) Adaptive Ratio of switch been
selected (c) Elephant delay comparison under failure.
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Figure 7(b) also give the Ratio of Been Selected of Adaptive routing. Com-
pared with Random, Adaptive could fairly distribute flow requests to Interme-
diate switches under ALL failure scenarios: adaptive routing framework can
dynamically track the network node status and failed switches are automati-
cally excluded from scheduling; flows are perfectly distributed among all active
switches. We can conclude that adaptive routing is particularly useful in local
uncoordinated fairness of flow allocation around traffic unevenness caused by
the network faults.

Shown in Fig. 7(c), due to capacity loss, Elephants Delay increases for both
schemes. Compared with Scenario 0, the performance difference is more appar-
ent in Scenario 1; we even observed over 30% average throughput improve-
ment of Adaptive over Random in Scenario 2. It is clear that adaptive routing
can “smooth” the traffic unevenness under the presence of network faults. As a
result, adaptive routing is free of the risk of unnecessary congestion caused by
nonuniformities.

6.5 The Impact of Flow-Differentiation Performance

In this part, we assume that there is a fixed percentage of elephants are misjudged
as mice and vice visa; by varying the percentages, we evaluate their effect over
routing performance. Two parameters are introduced in:

— Elephants Error A fixed percentage of elephants are misjudged as mice.
— Mice Error A fixed percentage of mice are misjudged as elephants.

By varying the percentages, we evaluate their effect over routing performance.
In this part, Elephants Error is increased the from 0% (perfect judgement) to
30 %, so is the mice.

Figure8(a) shows that the achieved Maximum Bandwidth Utilizations are
almost the same for different scenarios. This is correspondent to the results of
Fig. 6(a) and (b): the use of flow-differentiation-based routing sacrifices minimum
throughput performance. In Fig.8(b), Elephants Delay does increase slightly
with FElephants Error, which suggests that small Elephants Error value won’t
impair the performance of Mized routing.
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The main difference is shown in Fig.8(c): the routing overhead increases
proportionally with Mice Error, which suggests that designers should be careful
with their flow differentiation algorithms.

7 Related Work

Research of Clos network is more active in super-computing area: both adaptive
routing and randomized oblivious routing have been implemented in a folded-
Clos topology. Aydogan et al. showed that an adaptive routing provides better
performance than randomized routing on the SP2 network [4]. Kim et al. has a
detailed performance analysis and results for adaptive routing in a folded-Clos
on chip interconnection, assuming a packet-switched networks [10]. Our research
focus on the data center networks which are also packet switching based. The
VL2 paper mentioned the possibility of “re-hashing the large flows periodically”
to deal with the situations “that large flows will be hashed to the same links and
Intermediate switches respectively, causing congestion”, also no practical works
are presented.

8 Conclusion and Future Work

Through detailed discussions and comprehensive evaluations, we provide data
center network designers with useful insights: the usage of flow-differentiation can
significantly reduce the unnecessary overhead of pure adaptive routing without
degrading the system throughput. Our analysis can be useful to the development
of various Cloud service and other networked systems [13-16].
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Abstract. Because of dynamic nature of the application layer multicast
node in mobile ALM, the node easily loss. The loss of upper-middle-class
multicast tree nodes has a wide range of influence, but the loss of lower
nodes, especially the leaf node has a small range of influence. According
to this characteristic, Hierarchical Adaptive Recovery (HAR) algorithm
is proposed. Firstly HAR stipulates the judging method of core nodes and
primary nodes, namely hierarchical method; when the node is missing,
based on different nodes loss, it can adopt different recovery strategy
to renew the multicast tree. Also it can make the multicast tree more
stable and get higher node recovery efficiency. Through the experimental
comparison, it is proved that HAR has lower rejoining delay.

Keywords: Mobile ALM - Adaptive recovery * Rejoining delay - Hier-
archical method

1 Introduction

The development of application layer multicast technology brings a new direc-
tion to the development of streaming media applications in the intelligent ter-
minal. It makes building application layer multicast in a mobile environment to
become a hot research topic. Some companies which committed to providing high-
definition, smooth professional video services in online video such as Baidu, I1Qiyi,
Youku, etc., have to expand their streaming service to mobile networks [1]. At the
same time, Application Layer Multicast [2] as a P2P technology, can reduce the
load pressure of streaming media server and optimize the streaming service. So its
application in the mobile environment has been a hot topic in recent years.
Intermediate forwarding node of mobile application layer multicast system is
a common terminal system as the same as fixed network-based application layer
multicast system. Individual node failure or leaves would lead to the multicast
tree to split especially the non-leaf node. A non-leaf node leave in multicast tree
will affect all nodes which take it as the root node of the sub tree. For example,
in a mobile environment, application layer multicast tree is shown in Fig. 1, the
leave or failure of user node A will temporarily interrupt the user node D, E, H,
I and J receiving the multicast data. Therefore, the affected nodes need to join
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Fig. 1. Splitting graph of multicast tree in mobile environment

the multicast tree again. How to quickly restore the multicast tree to make the
affected nodes to receive multicast data as soon as possible is directly related to
the quality of the user access to multicast service.

The paper is structured as follows. Section 2 provides an overview of related
work. Section 3 proposes a hierarchical adaptive recovery algorithm which divides
the mobile environment application layer multicast nodes into two layers. It
describes the hierarchical method and the algorithm of each layer multicast
nodes redirection strategy in detail. The performance of the algorithm is verified
by the simulation in Sect. 4. Finally, we present our main conclusions and future
work in Sect. 5.

2 Related Work

The study of stability of application layer multicast in fixed network has two
directions. One is to evaluate the performance of terminal nodes [3-5], to calcu-
late the nodes leave probability, and when the node leaves, adjusting the topo-
logical structure of children to reduce the risk of the multicast tree. The other
one is to make sure children nodes rejoin the multicast tree again as soon as
possible by redirecting strategy when a node leaves. The recovery strategy can
be divided into active and passive recovery.

Research on stability of application layer multicast of mobile environment is
based on that of the fixed network. The references [6,7] represent the passive
recovery scheme. When a node leaves, affected nodes of sub tree will be looking
for the new father node to rejoin. The references [8,9] adopt establishing redun-
dant virtual link method. This kind of strategy immediately enables the backup
path to transmit multicast data to nodes affected when the node leaves. But
this scheme is mainly aimed at the network level multicast fault. The references
[10,11] provide the emergency parent node in the process of building multicast
tree. Once a node leaves, children nodes affected will directly send reconnection
news to the emergency parent node, which is a kind of active recovery strategy.

Above the multicast tree recovery strategies are just using a method to restore
the multicast tree and they also have low efficiency and high rejoining delay. In
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addition, compared with traditional distributed computing environment based
on the fixed network, the wireless of link, terminal mobility, the wireless network
bandwidth, and mobile terminal battery capacity constraints all make mobile
computing environment to face a greater challenge. Based on the above reasons,
the Hierarchical Adaptive Recovery (HAR) algorithm is presented. When the
upper level node in a multicast tree is lost, its children nodes affected will rejoin
the multicast tree by setting the redundant nodes; when the lower node is lost,
its children nodes affected quickly rejoin the multicast tree by searching a new
parent node.

3 Hierarchical Adaptive Recovery Algorithm

In the HAR recovery algorithm, first, it must determine the hierarchical strat-
egy of mobile application layer multicast group member. For this reason, the
sub tree height and root path definition are given. The calculating formula is
given according subtree height and root path to determine the node level. Sec-
ond, about the redirection of the upper multicast tree node, HAR uses setting
redundancy nodes to ensure rapid redirection. At last, HAR algorithm introduces
detailed redirection algorithm in the multicast tree nodes at different levels.

3.1 Hierarchical Method

The hierarchical method of HAR algorithm is similar to the hierarchical loss recov-
ery solution (HR) algorithm presented by reference [11] which is as an extension of
the existing tree based on ALM protocol and provides lossless ALM service. The
HR algorithm divides multicast tree group members into two recovery plane (the
plane 1 and plane 2). In order to effectively recover the loss data, the HR algorithm
uses a different but related solution. The losses of data in plane 1, HR use a robust
and fast recovery strategy. And it uses low load and low recovery latency strategies
in plane 2. For the missing data of a node or more members have the characteris-
tics of small recovery diffusion, HR algorithm uses the area constrained multicast
forwarding packet recovery strategy. The HAR algorithm divides the mobile appli-
cation layer multicast group members into two layers according to the problem of
children nodes rejoining to the multicast tree when their father node is lost. All
nodes in first layer are called the core node and all nodes in the second layer are
called primary node. The core node is normally in the upper part of multicast tree,
and the primary node is in the lower part.

As we all known, in the multicast tree, if the upper nodes leave, its impact
to the multicast tree on the multicast data transmission is larger than the lower
node. So the recovery strategy must be fast and stable for the core node. At the
same time, for primary node, the recovery strategy must have low rejoining delay
latency. As shown in Fig. 2, it is the hierarchical structure of mobile application
layer multicast tree.

In Fig. 2(a), shadow nodes 1-6 are core node and other blank nodes are the
primary node. Figure 2(b) shows two layers structure: nodes in dotted border are
in the core node layer and nodes in solid border are in the primary node layer.
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Fig. 2. Hierarchical structure of mobile application layer multicast tree

As you can see from Fig. 2, primary nodes construct the higher level in the
tree, while the sub tree height which takes the primary node as root is smaller.
Tree level of the core node is relatively lower and the sub tree height which takes
the core node as root is larger. According to this characteristic, HAR algorithm
uses the following method to divide multicast tree nodes.

In mobile environment application layer multicast tree, each node has a sub
tree height. Taking x as the root, sub tree height is h(z), defined as follows:

_Jo |Cz| =0

hw) = { max|h(c)+ 1] ¢ € Cx otherwise (1)

In Eq. (1), Cx is the child nodes set of z and |Cz| is the number of child

nodes set. r represents the new joining node, and the sub tree height of new

joining node h(r) is 0. m represents the parent node of node r. The algorithm
of calculating sub tree height is as follows:

(1) For new joining node r, h(r) = 0;
(2) When node r joins the multicast tree, r sends the heightUpdate (h(r)) mes-
sage to its parent node m;
(3) Once node m receives message heightUpdate (h(r)) from the child node r,
m will do the following;:
If r is the new joining node, m keeps its height value h(m);
If risnt the new joining node, then m compares the sub tree heights of all
child nodes, and chooses the child node with maximum height h(max). m
updates h(m) with h(maz) + 1;
(4) If node m deletes an existing node, then m recalculates h(m), steps as men-
tioned above.

In the mobile application layer multicast tree, from the root node to each
node, there is a unique loop-free path. All the nodes on the path are called the
root path [11]. Using r(m) represents the set of nodes and |r(m)| represents
the number of nodes in the collection, the following equation can be used to
determine whether the node is the core node or primary node.

Chg(m) = 6(h(m)/|r(m)]) (2)
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In Eq. (2), 0 is configuration parameter to adjust the number ratio of core node
and primary node. But in the HAR algorithm, the number of core node and
primary node does not affect the superiority of algorithm, so here setting 6 = 1.

If Chg(m) > 1, the node m is the core node;
If Chg(m) < 1, the node m is the primary node.

When all nodes join into the multicast tree, it will automatically call
computerChg() method to determine level properties.

According to the hierarchical method, HAR can ensure that nodes in the
multicast tree top are core node, nodes in the multicast tree lower layer is the
primary node.

3.2 Setting Strategy of Redundant Node

Layered multicast tree in HAR algorithm, the recovery of core node is on the
basis of redundant node. Redundancy node is that have no child node. Redun-
dant node is set in building multicast tree by selection algorithm.

Selection algorithm of redundant nodes is as follows. When nodes join to the
parent node and the parent node has achieved out degree threshold, the parent
node determines the load of each child node and selects the lowest load child
node as the redundant node. When the core node lost, its children will find the
optimal redundant node as its backup parent node.

How many nodes should be set as redundant node is based on the following
principle. The redundant node is as new parent node of nodes affected when the
core node is lost. So the redundant node is set according to the level of core node.
In the simulation experiment, the node out degree threshold is random integer
between [2, 4]. If the mobile application layer multicast tree node number is N,
then the multicast tree depth is as follows, here height (tree) representing depth:

logsN < height(tree) < logaN (3)

So we set the maximum level of redundant nodes is logo N, when the level
of a new joining node is greater than logs IV, the node will not be chosen as the
redundant node.

3.3 Core/Primary Node Redirection

1. Core Node Redirection. The specific recovery algorithm steps are as
follows:

(1) When a node leaves, it sends DROP_REQUEST message to its father node.
And this node also sends DROP_NOTICE message to all the child nodes,
notifying the child to find the new father node to rejoin the multicast tree.

(2) When the node receives the DROP_RQUEST message, it will query whether
the source node is its child node. If it is, then removes the node, and sends
DROP_RESPONSE message back to the source node. If not, deletes the
message and do nothing.
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(3)

(4)
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(7)
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When the node receives the DROP_NOTICE message, it will verify whether
the parent node is the core node. If it is, then it will take the core node
algorithm running steps (4).

The child node affected sends POLL_REQUEST message to its grandfather
node to get the new parent address.

When the node receives the POLL_REQUEST message, it verifies whether
there is a redundant node. If not, the node will find upper nodes. If the
upper layer has no redundant nodes, the node will find lower nodes. When
it finds redundant node, it sends POLL_RESPONSE message carrying the
parent node back to the source node.

When the node receives the POLL_RESPONSE message, it will get the new
father node. Then it will send REJOIN_REQUEST messages to the new
parent node to apply to join the multicast tree again.

When the node receives the REJOIN_REQUEST message, if the node has
not achieve the out degree threshold, the node is allowed to join, or allowed
to join its child node

When all child nodes rejoining are completed, HAR updates node informa-
tion, including the parent node, level, and tree height.

If the child node is added to the redundant brother of the parent in the best

case, the time complexity is O(1). In the worst case, if all redundant nodes reach

the
has
the

out degree threshold, in accordance with the above algorithm, the algorithm
to find until the root node, so the time complexity is O(logaN), where N is
level number of loss node.

Pseudo code of redirection algorithm of core nodes is as follows:

Algorithm 1. Redirection Algorithm of Core Nodes

: // send a redirecting message to the grandfather node;
: SendMessagetoGrandFather(POLL_REQUEST)
: //Query redundant node, it will query the nodes in the same level of the loss parent

node, then turn to the upper nodes, at last query lower redundant nodes

: bool flag = researchReductent();
: if (flag) then

// take the queried node as new father node ;
SendMessagetoNewFather(REJOIN_REQUEST)

: end if

// if it is success, then execute 12

: if (complish) then

//update the parent node of the nodenode level and the parent tree height.
UpdateFather()

UpdateLevel()

UpdateHeight()

: end if
: // If any redundant node is not find, the child node directly rejoins the child of

grandfather node.

: endMessagetoChild(REJOIN _REQUEST)
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The Algorithm of Redirection of Primary Node. The specific recovery
algorithm steps are as follows:

(1) When the child node receives a message DROP_NOTICE from loss father
node, if the parent node is the primary node, it directly sends
REJOIN_REQUEST message to the grandfather node.

(2) When node receives the REJOIN_. REQUEST message, if it does not reach
the out degree threshold, the node will be allowed to join, otherwise the
message is forwarded to the child node.

(3) The child node selection strategy is based on tree height and the number of
child node.

(4) When all child nodes rejoining are completed, HAR updates node informa-
tion, including the parent node, level, and tree height.

Pseudo code of redirection algorithm of core nodes is as follows:

Algorithm 2. Redirection Algorithm of Core Nodes

1: // If the primary node leaves, child nodes add directly to the grandfather node;
2: SendMessagetoGrandfather(REJOIN_.REQUEST)
3: // If the grandfather node does not achieve out degree threshold, then it is added
directly. Otherwise, select a child node as new parent to rejoin.
if (full) then

researchChild();

SendMessagetoChild()

//nodes redirection is completed, update node information
end if

When a node is loss, child node rejoins to the grandfather node. If grandfather
node reaches threshold, this node will be added to the suitable child node. So
the time complexity is O(logaN), where N is the level number of loss node.

4 Experimental Verification and Performance Evaluation

4.1 Simulation Environment

Experiment uses OVERSIM [14] overlay network simulation framework based
on OMNET++ [13] network simulation environment to verify the performance
of HAR algorithm. Software versions are OMNET++ 4.1, OVERSIM 20101103,
and INET 20101019. The hardware environment is the Intel G630C processor,
memory for 4 GB. And Operating system is 32 bit Windows 7.

4.2 Experimental Parameters

The experimental parameters meet the following conditions:

(1) Using NICE protocol [12] of fault recovery mechanism and the backup parent
node mechanism (BFN) [1] of active detection as a comparative experiment.
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The NICE protocol mainly adopts the idea of hierarchical cluster nodes, and
supports a number of different data forwarding tree. BFN failure recovery
algorithm calculates the backup parent node for each node, and when the
node is lost, the child node directly redirects to the backup parent node not
searching new parent.

(2) The child node number is in [2, 4] (integer) uniform distribution in the
process of constructing the tree.

(3) The leaving probability of all intermediate nodes is set as 20 % to simulate
highly dynamic mobile environment.

(4) After all the child nodes complete redirection, a new multicast node left is
allowed.

(5) The bottom network is using InetUnderlayNetwork to simulate the mobile
environment. As shown in Fig. 3, two backbone routers simulate the two dif-
ferent geographical regions in a mobile environment. In four terminal access
routers (overlayAccessRouter), 0-3 represent different mobile base stations
in the same region and terminal mobile nodes (overlayTerminal) join a mul-
ticast system via a mobile base station to form the overlay network.

4.3 The Delay of Rejoining

Due to the HAR algorithm is based on layered, so here we calculate three kinds
of delay which are the core node lost redirection delay, the primary node lost
redirection delay and the core and primary node lost redirection delay. The
method to count the rejoining delay of node is as follows:

Delay = Delayeng — Delaysiart (4)

In the Eq. (4), the Delaystqr+ represents the start time of father node leaving
and the Delaye,q represents the ending time of child node redirecting new father

InetUnderlayNetwork

o BobRD Rt

0 access router

verlay access router
y 1.4.028
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Fig. 3. Simulation architecture diagram of mobile environment
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node. The total number of nodes used in experiment is 500 and the number of
leaving node is 100. The vertical axis represents the percentage of the number
of completed redirection nodes and the horizontal axis represents the delay of
redirecting time.

Figure4 shows the delay of the child nodes rejoining multicast tree after
core node is lost. From Fig. 4, when the core node is lost, rejoining delay is much
smaller than that of NICE protocol, even if both of them adopt passive detection
mechanism. The reason is that the failure recovery strategy of core node in HAR,
algorithm is to look for recent redundant node and has small time complexity.
At the same time, the redirection delay of core node is less than BFN algorithm.
The reason is that if the backup father node has achieve the out degree threshold,
the efficiency of searching new parent is as same as redirection without backup
father nodes shown in the reference [1], which has higher time delay by using
flooding method.

Figure 5 shows the delay of the child node rejoining multicast tree after pri-
mary node is lost. From Fig.5, we can see the rejoining delay is smaller than
NICE protocol and BFN. The reason is that the primary node is node which is
in lower layer of multicast tree. When the child node rejoins the multicast tree,
the range of looking for new parent node is small, and the time complexity is
small.

Figure 6 shows the delay of child node rejoining multicast tree after father
node is lost including core node and primary node. From Fig. 6, we can see the
rejoining delay with HAR algorithm is smaller than that of NICE protocol and
BFEN. From Figs. 4 and 5, we can see the rejoining delay of core node and primary
node is smaller than that of NICE and BFN.

We count and verify whether the rejoining delay is related to multicast scale
(loss nodes numbers). Figure 7 is the average node redirection time delay under
different multicast scales. The experimental statistical multicast scales are 10, 20,
30, 40, 50, 60, 70, 80, 90, and 100. In Fig. 7, horizontal axis represents multicast
scale, vertical axis represents the average rejoining delay, and the unit is seconds.

From Fig.7, we can see that the average rejoining delay of HAR is lower
than that of NICE and BFN mechanism under different multicast scales. And
in different multicast scales, the average rejoining delay of HAR algorithm is
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maintained the same. When the multicast scales are 20, because of the number
of loss nodes is small, the average rejoining delay of BFN and HAR are same.
But as the increasing continuously multicast scale, the rejoining delay of BEN is
increasing. From the lengthways, we can see the average rejoining delay of NICE
agreement is the highest all the time.

5 Conclusions and Future Work

Based on the performance of different multicast tree nodes, they are divided
into core node and primary node according to the sub tree height and root
path. When a node leaves, nodes at different levels use different redirection
method to perform child node rejoining. And the simulation results demonstrate
the effectiveness of HAR. Compared with the two redirection algorithms, BFN
and NICE protocol redirection algorithm, HAR shows the optimum rejoining
delay. However, there still are many parts need to be improved. For example,
primary node can reduce rejoining delay through using bottom-up strategy or
other strategies to look for a new parent node. And the low direction delay of
the core node also wastes some resources. In the future, we need to study how to
improve the efficiency in reducing the waste of resources and reduce the rejoining
delay.
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Abstract. With the emergence of Distributed Router, a novel multi-
cast forwarding method called NSFA (Novel Storage and Forwarding
Approach) is proposed as the original forwarding approach TSFA (Tra-
ditional Storage and Forwarding Approach) has been out of date. In
NSFA a new forwarding table model is developed, and what determines
the times that packets are switched in the Internal High Speed Switched
Networks is the number of outgoing line cards instead of the number of
outgoing interfaces. In NSFA, compared with the previous method, the
total number of times that packets are switched is considerable lower,
which is validated in experiment. Through comparing NSFA and TSFA,
it can be found that the memory consumption of NSFA is considerably
less than TSFA.

Keywords: Multicast router - Distributed router - Storage and forward-
ing - Multicast forwarding table

1 Introduction

By the end of 2012, there had been already more than 2400 million [1] Inter-
net users. The popularity of mobile terminals contributed mostly to the increase.
Currently, there are about 1500 million mobile device users, while only 100 million
last year [1]. At the same time, there occur more and more applications, the data-
grams of which have to be sent out from one source to many other endpoints,
such as video on demand, IPTV, software updates, interactive conferencing,
video conferencing, telemedicine, distance learning, and press releases. With the
sharp increase in the number of network users and the wide application of mul-
timedia communications, more and more businesses need to support multicast.
Deering of Stanford University first proposed the concept of IP multicasting
in his doctoral thesis in 1988 [2-5], and IP multicast was first standardized in
1986 [4], and its specifications have been augmented in RFC 4604 [6] and RFC
5771 [7]. Since 1992, in order to meet the requirements of interactive multicast
audio and video businesses, many people committed themselves to studying the
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Internet Multicast Backbone (MBONE) [8], which can distribute one packet to
many hosts that belong to the same group, but are geographically dispersed.

IP multicast technology is mainly used to solve the problem of efficient mul-
tipoint communications [2]. Since the concept of multicast is propounded, it has
become a hot topic in the Internet. Without multicast technology, unicast tech-
nology would have to be used when the source point, such as your PC, wants to
communicate with multiple hosts actively. In this case, the source point, which is
called server, has to construct and keep lots of unicast connections with receiving
points. The server most likely sends many same data packets to the receiving
points, which leads to the waste of network bandwidth. This approach not only
increases the load on the server, but also increases unnecessary traffic, and may
even cause network congestion.

IP multicast technology enables the transmission to a host group that con-
tains zero or many hosts with the same IP packet. In this technology, the shortest
path tree (SPT) [9] or the shared tree (ST) [9] or a combination of both trees is
utilized to forward multicast packets. One of the differences between Multicast
and Unicast is that the transmission tree is used to switch packets in Multi-
cast, when only one copy of packet needs to be sent, and since then the packet
will be copied when needed, often at interactions of the tree. This approach can
greatly reduce the amounts of redundant packets, so as to lower the burdens
of the server and the Internet to an extraordinary extent. Therefore, Multicast
performs better than Unicast in the situation that involves one sender and lots
of receivers.

The forwarding table (FT) is fully stored in each line card (LC), a circuit
board which can perform the FTs storage and packets forwarding, and the LC
has a backup of entire table in scalable Multicast routers in which Multicast tech-
nology can be achieved. In this work, a new storage policy is proposed to save
memory due to the presence of Reverse Path Forwarding (RPF). At the same
instant, the LC number is stored for many times. For example, the outgoing inter-
face list (OGIL, one of the entries in Multicast FT) is: {1/3,2/3,5/3,7/3,9/3};
in this case the LC number ‘3’ is stored for 5 times, while one is enough in
reality. Furthermore, 5 packets are sent to LC3 (the LC whose LC number
equals 3) through the Internal High Speed Switched Networks (IHSN), while one
packet is enough in actuality. The redundant forwarding times greatly increase
the processing delay and lower the processing performance of routers signifi-
cantly. In addition, the FT is full backup storage, which wastes lots of memory.
Therefore, there are a large number of defects in the traditional storage and
forwarding approach (TSFA) and TSFA is not suitable for Distributed Routers.
Hence a new policy should be proposed for these routers. In this paper, a novel
and more efficient storage and forwarding approach (NSFA) is proposed by cau-
tiously analyzing the shortcomings in TSFA. In this method, only the necessary
forwarding entries rather than the whole entries are stored in LC, and it can
dramatically lower the switching times (the number of times that a packet is
switched) in THSN. Thereby, NSFA consumes less memory, and the forwarding
delay is shorter.
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Table 1. Variables and abbreviations

Variables & Abbreviations | Meaning

NSFA Novel Storage and Forwarding Approach

TSFA Traditional Storage and Forwarding Approach

MBONE Internet Multicast Backbone

SPT shortest path tree

ST shared tree

FT forwarding table

FE forwarding engine

LC line card

RPF Reverse Path Forwarding

SR scalable router

OGIL outgoing interface list

THSN Internal High Speed Switched Networks

OF; the outgoing interface whose label is ¢

ouTLC outgoing LC; please refer to Definition 2

OUTLC; to the outgoing LC whose label is i with respect to OUTLC
OFID outgoing interface identification; please refer to Definition 3
LCin the receiving line card

R; the router whose label is 7

nlc total number of line cards

nof number of outgoing interfaces

nR total number of scalable routers in Distributed router

nofp the number of outgoing interfaces for a specific multicast packet
nflc the number of forwarding line cards for a specific packet

The rest of the work is organized as follows. In Sect. 2 a novel FT is proposed
in NSFA. The forwarding process of multicast packet by means of the new FT
model in NSFA is described in detail in Sect. 3. Section4 is the memory con-
sumption of NSFA, and we make a comparison between NSFA and TSFA. In
Sect. 5, the experiment is conducted, and the simulation result is concluded by
examining the difference of NSFA and TSFA in the number of switching times in
THSN. Finally, we synchronize and summarize this work in Sect. 6. The variables
and abbreviations used in this paper are summarized in Table 1.

2 Design of FT in NSFA

The FT entries of Multicast in TSFA are: < G, S, IF, FLAG, OGIL >. G is
the multicast group address; S is the source address; I F' is the ingoing interface
which is the interface by which Multicast packets are received; OGIL is the out-
going interface list. In this paper, new FT entries are proposed in NSFA, which are:
<G,S,IF,FLAG,ROUTER >< OUTLC >< OFID >.G,S,IF,and FLAG
are the same as before, and other parameters are defined as follows.
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Definition 1: the definition of ROUT ER. There may be many scalable routers
(SRs) in a Distributed Router as shown in Fig. 1. Assume nR (the number of
routers) is the total number of these SRs. All these SRs should be numbered
rankly in binary. For example, Ry can be numbered by ‘001°, R; by ‘010’ and
R5 by ‘100°, if the number of SRs is 3.

001

Distributed router

LY
D—3

Router 2 Router 1

Fig. 1. Distributed router with three SRs

The structure of SRs is shown in Fig. 2 if there are three LCs in one SR. A LC is
mainly composed of FT and forwarding engine (FE). There may be many LCs
in one SR. To locate LC quickly when forwarding packets, each LC has to be
labeled, which will be described in detail in Definitions 2 and 3.

‘ control board ‘

‘T & o

LCy LC, LC,

FT> FE FT FE FI>  (FE

Fig. 2. Structure of SR with three LCs

Definition 2: the definition of OUTLC (outgoing LC). OUTLC denotes the
outgoing LC by which packets are sent out, and OUT LC; refers to the outgoing
LC whose label is i. Because the number of LC in each router is usually smaller
than 16, here each LC occupies one binary bit. This method will not take too
high memory consumption, which will be proved later. If the total amount of LC
is nlc (number of LCs), then OUTLC; (1 < i < nle—1) is denoted by nlc binary
bits (bpie—1...bab1by). Here take for example. OUTLCy (LCj is the outgoing LC)
is denoted by ‘001’ (by = 1), OUTLC; (LC) by ‘010’ (by = 1) and OUTLC,
(LC3) by ‘100’ (b2 = 1), and so on.
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Definition 3: the definition of OFID (outgoing interface identification). There
are many interfaces in a SR. OFID refers to the outgoing interface (OF), which
is used to locate the outgoing interface when forwarding Multicast packets. Let
nof (number of outgoing interfaces) denote the total number of outgoing inter-
faces, and nof binary bits (bnof,l...bgblbo) are used to denote outgoing inter-
face. Let OUTID_LC; (1 < j < nle — 1) denote OGIL in LC;. If OGIL is:
{0/1,2/1,1/2,3/2}, then OUTID_LC is ‘0101’ (bg = by = 1), the OUTID of
LCy is ‘0101" and OUTID_LCs is ‘1010° (by = b3 = 1).

Therefore, the new FT in NSFA is composed of three parts: < G, S, [F, FLAG,
ROUTER >,{< OUTLC >} and {< OFID >}. < OUTLC > and < OFID >
are included in ‘{}’; the meaning of ‘{}’ is that the total number of those parts
is variable, which is depicted in detail in the following example.

If one Distributed Router is composed of three SRs, and each SR has three
LCs, and each router has four interfaces, then nlC' = 3, nR = 3, and nof = 4. An
example is shown in Table 2. Take item 3 for example: < G, S, [F, FLAG,111 >
< 010 >< 100 >< 101 >< 0111 >< 1110 >< 0001 >< 1110 >. We know the
Multicast packets will be sent to Ry, Ry, and Rg as bg = 1, by = 1 and by = 1 of
ROUTER field (‘111’) which is shown in Stage 1 in Fig. 3.

Table 2. Example of FT

Item|< G, S,IF, FLAG, ROUTER > | < OUTLC > < OFID >
< G1,51,IF, FLAG,001 > < 001 > < 1000 >
< G2,52,IF, FLAG,010 > <111 > < 1111 >< 0111 >< 1101 >

< G3,83,IF, FLAG,111 > < 010 >< 100 >< 101 >| < 0111 >< 1110 >< 0001 >< 1110 >

N OOt s W N =

< G4,54,IF, FLAG, 011 > <100 >< 110 > < 1011 >< 0011 >< 1100 >

< G5,85,IF, FLAG, 101 > <111 >< 100 > < 0000 >< 1000 >< 1110 >< 1110 >
< G6,56,IF, FLAG,110 > <110 >< 011 > < 1010 >< 0101 >< 1101 >< 0101 >
< G7,87,IF, FLAG,011 > <100 >< 111 > < 0010 >< 1110 >< 0111 >< 0110 >

The OUTLC field is: < 010 >< 100 >< 101 >; the first one < 010 > is
corresponding to Ry, the second one < 100 > to R; and the third one < 101 >
to Rs3. Because the value of OUTLC field is < 010 > with respect to Ry, the
packets should be sent to LC; (b = 1) of Ry which is shown in Stage two in
Fig. 3. Similarly the packets will also be sent to LCs of R;. As the value of
OUTLC field of Ry is < 101 > with respect to Ro, the packets will be sent to
LCy and LC5 of Ry respectively as shown in Stage 2 in Fig. 3.

Next, the OFID field: < 0111 >< 1110 >< 0001 >< 1110 > is explored,
and the first one is corresponding to LCy in Ry for by = 1 in < 010 > of Ry; the
second one is corresponding to LCy in Ry as b = 1 in < 100 > of R;, and the
third one and the forth one are corresponding to LCy, LC5 respectively in Rg for
bp =1 and by =1 in < 101 >. Take < 0111 > (the outgoing LC in Ry is LC)
for example. OF; refers to the outgoing interface whose label is i for a specific
Multicast packet. The packets will be sent to OFy, OF;, and OF; respectively
as bg = by = by = 1, which is illustrated in Stage 3 in Fig.3. Similarly, the
packets will be sent to OF;, OF5, and OF3 by means of < 1110 > with respect
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to LCy for by = bs = b3 = 1. Both < 0001 > and < 1110 > belong to Ro,
OUTID_LCy =‘0001’, OUTID_LC5 =‘1110’, and the forwarding sequence is
illustrated in Fig. 3. This figure reflects the procedure of looking up FT logically
in Distributed Router. Note that the arrows between Stage 2 and Stage 3 do not
refer to the actual times that a packet is forwarded in IHSN in Fig. 3. The real
forwarding procedure is shown in detail in the next section.

Stage 1 Stage 2 Stage 3

OF0
LCo OF1
LC1 -  OF2
LC2 OF3

OF0
OF1
OF2
OF3

LCo
LC1
LC2

OF0
OF1
OF2
OF3

AN\

Fig. 3. Packet forwarding components

3 Forwarding Process in NSFA

The FT lookup process can be divided into three stages as indicated in Fig. 3: (1) to
locate the router, (2) to locate the LC, and (3) to locate the OF. This method
can reduce the switching times dramatically in THSN. Take Item 2 for example
in Table2: < G2, S2, [F, FLAG, 010 >< 111 >< 1111 >< 0111 >< 1101 >.
As the value of OUTLC field is < 111 >, the packets have to be sent out
through LCy, LCy, and LCs. It is easy to find that OUTID_LC, =‘1111,
OUTID_LC; =0111", and OUTID_LC5 =1101" in R,, as the ROUTER field is
‘010". The OGIL in TSFA is {0/0,1/0,2/0,3/0,0/1,1/1,2/1,0/2,2/2,3/2} with
regard to Item 2. The packets have ten copies and are switched for ten times in
THSN, which is conducted in the receiving LC which is denoted by LC};,, (one LC
in LCy, LCY, and LC3) in Fig. 4; meanwhile this approach tends to waste too much
bandwidth of IHSN, and increases the processing delay when a packet needs to be
forwarded.

In this work, NSFA is proposed to address those problems. Actually only
three copies of a packet are needed in NSFA, and the packet only need to be
switched for three times in THSN. Firstly, we know packets will be sent to Rs
by means of < G2, S2, IF, FLAG, 010 > after looking up FT, and then we
can perceive that the packet has to be sent to LCy, LC7, and LCs by < 111 >
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OF0
OF1
OF2
OF3

LCO

YV V.V Y

OF0

A 4

LCin OFl LCl
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\ 2 4

LC2

OF3

) 4

Fig. 4. Switching times in TSFA with respect to Item 2 in Table 2

» LCO
LCin » LC1
» LC2

Fig. 5. Switching times in NSFA with respect to Item 2 in Table 2

(the value of OUTLC field). Thereafter, we have recognized OUTID_LC, =
‘11117, OUTID_LCy; =‘0111", and OUTID_LCy =‘1101" from ‘< 1110 ><
0111 >< 1101 >’'. The LC;, must add OUTID_LCy, OUTID_LC4, and
OUTID_LC5 to side information of one Multicast packet which should be sent
to the corresponding LC respectively. When LC\ received the information of
OUTID_LCy =1111", it perceives the packet should be sent out through OFy,
OF1, OF,, and OF3, respectively. Therefore, this method largely lowers the
switching times in THSN.

Actually, the switching times in TSFA are only associated with the number
of outgoing interfaces of a specific multicast packet (nofp) which can be inferred
from Fig. 4. The nofp is ten in last example, and then the packet is switched for
ten times in THSN, whereas the switching times in NSFA are only connected with
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the number of forwarding LC (nflc) for a specific packet, which is indicated in
Fig.5. In the last case, the nflc equals three; therefore the packet is switched
for three times in THSN.

20 FFF A F A A A AR A AR R R AR
18 d®
Z 161 }Dﬂ
[} o)
L 14} %)
£ ]
@ 121 p/d
£ 10 o0
2 8 ®®
5 6 dg
H o
4+t §a} —*— TSFA |{
2} _o_
ol o © — NSFA ||
5 10 15 20
No. of LCs

Fig. 6. Switching times with respect to n flc

Figure 6 illustrates the variation of switching times with respect to nflc
between TSFA and NSFA, when nofp equals 20. TSFA and NSFA have the
same switching times only if n flc equals nofp as shown in Fig. 6. In this situa-
tion each LC is equipped with only one outgoing interface for a specific Multicast
packet, and the switching times amounts to the maximum. It can be indicated
that the NSFA can dramatically lower the switching times especially when nofp
is much larger than n flc.

Each LC has at least one outgoing interface when n fic equals 16 for a specific
packet, and then the switching times will not be smaller than 16 as shown in
Fig. 7. This figure reveals the variation of switching times with regard to nofp.
The switching times always equals 16 in NSFA as one LC only needs one copy
of packet, whereas it increases steadily in TSFA. We can conclude that the

30 , :
—&— TSFA
z ~ % — NSFA
)
L
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£ 20
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No. of outgoing interfaces of a specific packet

Fig. 7. Switching times with regard to nofp
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switching times are much larger in TSFA than NSFA when nofp > nflc, and
they are supposed to have the same switching times if nofp equals nflc.

4 Storage Analysis in NSFA

The entire of FT in TSFAis < G, S, [F, FLAG, OGIL >, and then the memory
consumption of each field is denoted by Sy, Ss, Sif, Sfiag, and ([loganof] +
[loganlc])xnofp, respectively. Therefore, the total memory consumption of each
FT entre in TSFA is:

Stsfa = nlcx (Sg+ Ss + Sif + Sriag + ([loganof] + [loganlc]) * nofp) (1)

Each entire has to be stored in every LC, whereas only part of the FT is stored
in NSFA according to the I'F field. In NSFA, the entire of FT is < G, S, IF,
FLAG, ROUTER > {< OUTLC >} {< OFID >}, and the forwarding process
is briefly shown in Fig. 8: (1) to start with one LC;, has received a packet, (2) to
check group address and source address, (3) to conduct RPF, (4) to forward
the packet according to OFID after looking up the FT, and the packet will be
discarded if any process does not work [10]. Only the forwarding entries whose IF
belongs to the LC are stored in NSFA, as others will not be matched forever. For
example, LC;, have four interfaces: {0/0,1/0,2/0,and3/0}; the IF forwarding
entries should belong to this set as the entries such as < G, S, 0/1, FLAG >
and < G, S, 1/2, FLAG > are meaningless and it will not be matched forever.
Therefore, the IFs of FT entries do not belong to the set {0/0,1/0,2/0,and3/0}
do not need to be stored, and then the maximum whole memory consumption
of each FT entre in NSFA is:

Snsfa = Sg+ Ss+ Sif + Stiag + (1 +nlc) * nR + nof * nflc (2)
If nlc = 16, nof = 16, nR =1, and Sy + Ss + Sif + Sjiag = 1 then
Stsfa = 16 % (1 + 8 x nofp) (3)
according to expression (1), and
Snsfa = 18+ 16 x nflc (4)

According to expression(2), the slope equals 128 in TSFA while the slope is 16
in NSFA, which can be inferred from (3) and (4). The memory consumption of
TSFA and NSFA is shown in Fig.9. The memory consumption of NSFA is lower
than that of TSFA, and its slope is smaller than that of TSFA. Therefore, NSFA
possesses higher memory performance than TSFA.

DISCAR
)
5

-8

Fig. 8. Forwarding process for each packet
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Fig. 10. Scheme of experiment

5 Experimental Analysis

To make comparisons between TSFA and NSFA, assume nR = 1 as TSFA is
only suitable to one router. Three Linux PCs are used to simulate LC in the
router, and PCj,, any one of PCy, PCy, and PCs, is corresponding to LCj, as
shown in Fig. 10. The FT is constructed randomly in PCj,. In TSFA the FT is
generated by < G, S, IF, FLAG, OGIL >, whereas in NSFA the FT is created
though < G, S, IF, FLAG, ROUTER > {< OUTLC >} {< OFID >} like
Table 2. The packet will be sent to PCy, PC4, or PCsy by PC;, after looking up
the corresponding FT.

The experimental algorithm is shown in Table 3, and m packets are generated
randomly. Each TSFA packet contains the information of G, S, IF, FLAG,
OGIL, and each NSFA packet consists of the information of G, S, I'F, FLAG,
ROUTER, OUTLC, OFID.

Figure 11 illustrates the relationship between the switching times and the
number of forwarding packets while m = 50. The times for which packets are
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Table 3. Experimental algorithm

Step | Instruction

S1 | m multicast packets are produced randomly in PCj,

S2 | these packets are forwarded after matching the FT, and counters are placed
to record the number of forwarding packets

S3 | the PCs who received these packets set counters to calculate them

120
* ¥
— & —NSFA X
z 100 * - TSFA . %%
I *
< 80 o B
1] x- %
o *, *
E 60 R
bt *
o By
£ 40 e
2 5 ¥
= *k
? 20 *ﬁzz@

No. of forwarding packets

Fig. 11. Experimental analysis when m = 50

switched in TSFA rise rapidly from 0 to about 120, whereas the times in NSFA
fluctuate smoothly and are not more than three because only three LCs exist in
this experiment. Therefore, NSFA can reduce switching times dramatically with
the increasing number of multicast packets.

6 Conclusion

In this work, the novel multicast forwarding method NSFA is proposed to fit into
the Distributed Router. In NSFA a new FT model is designed, and the whole
forwarding information, including the outgoing interfaces in each outgoing LC,
can be obtained from it, and the information of outgoing interfaces should be
added to the side information of one specific Multicast packet, and then it is sup-
posed to be sent out to the responding outgoing LC. Finally packets will be sent
out through the outgoing LCs. By means of this forwarding method (NSFA), the
number of times that a packet is switched in ITHSN is controlled by the number of
outgoing L.C, and has nothing to do with the number of outgoing interfaces. The
total number of times that the packets are switched in ITHSN is largely lower than
TSFA, which is verified by experiment. The memory consumption of these two
methods is also explored. Though examining the memory consumption of TSFA
and NSFA, we can conclude that the performance in NSFA is higher than TSFAs
in this regard.
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Abstract. As peer-to-peer (P2P) technology booms lots of problems arise such
as rampant piracy, congestion, low quality etc. Thus, accurate identification of
P2P traffic makes great sense for efficient network management. As one of the
optimal classifiers, support vector machine (SVM) has been successfully used in
P2P traffic identification. However, the performance of SVM is largely depen-
dent on its parameters and the traditional tuning methods are inefficient. In the
paper, a novel hybrid method to optimize parameters of SVM based on cuckoo
search algorithm combined with particle swarm optimization algorithm is pro-
posed. The first stage of the proposed approach is to tune the best parameters for
SVM with training data. Subsequently, the SVM configured with the best
parameters is employed to identify P2P traffic. In the end, we demonstrate the
effectiveness of our approach on-campus traffic traces. Experimental results
indicate that the proposed method outperforms SVM based on genetic algo-
rithm, particle swarm optimization algorithm and cuckoo search algorithm.

Keywords: P2P traffic identification + Support vector machine - Cuckoo search
algorithm - Particle swarm optimization algorithm

1 Introduction

A peer-to-peer (P2P) system is a self-organizing system of equal, autonomous entities
designed for the shared usage of distributed resources in a networked environment
without central services [1, 2]. It is popular around the world as a new mode of Internet
application, which has been widely used in download, instant message, PPTV, dis-
tributed computation and so on. More and more network bandwidth has been occupied
by P2P applications, it is estimated that more than 70 % of the whole traffic is P2P in
Internet [1]. As P2P technology booms a lot of problems arise, for instance, decen-
tralized networks introduce new security issues as they are designed so that each user is
responsible for controlling their data and resources. Moreover, Peer-to-peer networks,
along with almost all network systems, are vulnerable to unsecured and unsigned codes
that may allow remote access to files on a victim’s computer or even compromise the
entire network. A user may encounter harmful data by downloading a file that was
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originally uploaded as a virus disguised in an exe, mp3, or any other file type due to the
lack of an administrator maintaining the list of files being distributed. Network security
problem has currently become more critical. Trojan horses, worms, DDoS attacks and
network abuse can damage network resources and bring inconvenience to the society
and people’s lives. As a result, it is very important to identify the P2P traffic for the
QoS guarantee in the plan and design of network, much effort has been made on this
topic, in general, the existing approaches mainly could be divided into following
categories [3—15].

(1) Port number based approaches. They are based on TCP/UDP port number. Des-
tination port number of datagram header source is used to identify common traffic.
However, with the development of the P2P technology, the accuracy of the technology
is gradually decreased, mainly due to the following reasons: (a) camouflage port
technology, some P2P applications use the well-known port number of the application
(for example, port 80) to camouflage the function port; (b) user-defined port technol-
ogy, some P2P applications allow users to manually configure the port number, which
makes port number no longer fixed; (c) random port technology, some P2P applications
using random port allocation technology, making the port number of P2P applications
become unpredictable [3, 4].

(2) Signature based approaches. In order to overcome the disadvantages of the above
approach, a more trusty technique is to inspect the packet payload. This approach
improves the accuracy of traffic identification greatly. Bleul et al. [5] design a simple,
effective and flexible P2P flow identification system based on signature-matching in
[6]. Young J. Won et al. [7] improve the approach of signature-matching, and prove
that signature matches the five packets to the network stream can identify the network
traffic. However, some limitations still remain, firstly, most P2P protocols are pro-
prietary and reverse engineering is needed. Secondly, they cannot deal with brand-new
applications that use unknown P2P protocols. Thirdly, they are unable to detect P2P
traffic encrypted, even when only protocol headers are encrypted. Thus, signature based
approaches are no longer suitable for traffic identification.

(3) Traffic behavior based approaches. It uses the information obtained from IP
headers. Hence, traffic behavior based approaches could overcome the disadvantages of
signature based techniques and port number based techniques. It will not be affected by
the payload encryption and can scale high to speed links. But the approach cannot do
an accurate classification for P2P traffic due to the approach is only applied to analysis
of traffic records, so it is not real time and efficient [8—10].

(4) Machine learning based approaches. In essence, P2P traffic identification is a
problem belongs to pattern recognition, which is to classify traffic into P2P and non-
P2P. Naturally various classification approaches based on statistical characteristics
have been applied to P2P traffic identification [11-15]. For example, Bayesian methods
are conducted to identify the P2P traffic in [11, 12], Refs. [12, 13] employed Neural
Network to identify P2P traffic. But these methods have some disadvantages, firstly,
due to the learning rate is fixed, Neural Network requires a longer training time and the
learning and memory ability of neural network are unstable. The prior probability of
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Bayesian method is difficult to estimate and the assumption of independence between
features is difficult to exist. Support vector machine (SVM) is a powerful machine
learning approach for classification and regression problems of small samples and high
dimensions, which was initially presented by Vapnik in the last decade of the 20th
century based on statistical learning theory and structural risk minimization principle
[16]. It has been widely used for security identity and image processing.

However, performance of support vector machine (SVM) is largely dependent on
its parameters. In the procedure of classification by SVM, penalty factor C and kernel
parameter ¢ have great effect on the performance of classification. How to get the
best parameters is a hot topic in SVM. The common used approaches for tuning
the best parameters for SVM are grid search approach, genetic algorithm (GA), particle
swarm optimization algorithm (PSO) and so on. However, there are many shortcom-
ings in these approaches. For instance, for grid search approach has to bear a heavy
computational burden. GA has poor local search ability and is prone to premature
convergence; moreover, it is relatively time-consuming and low efficiency search in the
later stage of evolution [17]. PSO has advantages of easy implementation, robustness to
control parameters and computation efficiency, and has been successfully applied to
optimization problem [18-21]. But it is easy to fall into local optimization. Cuckoo
search (CS) algorithm is a newly proposed population based stochastic global search
algorithm by Yang [22]. CS can better converge to the optimal solution, but its con-
vergence rate is not well [23]. By using the advantages of CS and PSO, a hybrid
optimization algorithm of PSO and CS (shorten to CS_PSO) was proposed by Fan
Wang [24]. The algorithm can improve the performance of both Cuckoo search and
particle swarm optimization. Hence, in the paper, CS_PSO is proposed to handle with
the parameters of SVM and used in P2P traffic identification.

The rest of the paper is organized as follows. Section 2 describes basic principle
and relative work of SVM parameter optimization. Section 3 gives a brief description
about hybrid Cuckoo Search algorithm and Particle Swarm Optimization algorithm.
The proposed CS_PSO based SVM model is detailed in Sect. 4. Section 5 presents the
implementation of the proposed model and simulation result. Finally the conclusion is
drawn in Sect. 6.

2 The Basic Principle of Support Vector Machines

Support Vector Machines (SVM) is a machine learning approach based on the statis-
tical theory, which could find the optimal solution of the classification results with
limited information about a small sample dataset. SVM is able to avoid the short-
comings of many machine learning approaches, such as large sample data sets required,
appropriate model established for specific problems [25]. SVM use the idea of kernel
function to transform nonlinear problem into linear problem, and reduce the complexity
of the algorithm [26]. By kernel transformation and optimization, the optimal problem
could be converted into an extremism problem of quadratic convex function. In theory,
the approach of SVM is bound to get the global optimal solution.
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2.1 The Basic Theory of Support Vector Machines

SVM is development of the optimal surface in condition of linearly separable. The idea
can be described by 2 dimensional cases. We can see the optimal hyper-plane as Fig. 1.

Fig. 1. Representation of hyper planes

In Fig. 1, maximum-margin hyper-plane and margins for an SVM trained with
samples from 2 classes. Samples on the margin are called as support vectors [25].

Suppose given some training data D, a set of n points of the form:

(xi,y:1),i=1,2,...,n,x € R",y € {1, —1}, where the y; is either 1 or —1, indicating
the class to which the point x; belongs. Each x; is a p-dimensional real vector. Hyper-
plane could be written as (1) [25]:

w-x—b=0. (1)

If the training data are linearly separable, the general form of the discriminant
function can be stated as (2) [25]:

fO)=w-x+b (2)
Subject to constraints:
villw-x)+b]—1>20,i=1,...,n (3)

b is the classification threshold and @ is one-dimensional coefficient vector of the
separating hyper-plane in the high-dimensional feature space. Its classification principle
can be stated as below [25].

1
min = - o] )

The optimal hyper-plane problem may be converted into convex quadratic pro-
gramming optimization dual problem. The dual problem may be expressed as (5) [25]:
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n

max Z a; — %Z Z aia;y;y(Xi - X;) (5)
i=1 i=1 j=1

Subject to constraints:

a;>0,i=1,...,n (6)

Zaiy,- = 0 (7)
i=1

a; is Lagrangian multiplier, because the problem is about quadratic function opti-
mization, we can get a unique solution. If @;* is the optimal solution, so

o= ;ai*)’ixi (8)

a;* is support vector.

If the training set is not linearly separable, the optimal hyper-plane cannot separate
2 types completely, in order to seek a certain balance between the empirical risk and
the promotion of performance, the relaxation factor (¢) is introduced that allows the
presence of misclassified samples. By adding the penalty factor (¢) in minimizing
objective, the objective function can be expressed as (9) [25]:

1 n
D(w, &) :§||a)||2 +C> g 9)
i=1

Subject to constraints:
yi[(w~xi)+b]>l—£i,i:1,...,n (10)

With 0 < ¢; < 1, if the sample points x; are classify correct; else ¢ > 1
The optimal hyper-plane problem can be transformed into convex quadratic pro-
gramming optimization dual problem. The dual problem could be expressed as follows:

maxZai —%ZZaiajyiyj(x,- - Xj) (11)
=1

i=1 j=1

52.0<x<Ci=1,...,n (12)

n
Za,y,- =0 (13)
i=1
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2.2 SVM Parameters Optimization

As there are many non-linear problems in practice SVM utilizes kernel function
transform to solve the problem. In 1992, Bernhard E. Boser, Isabelle M. Guyon and
Vladimir N. Vapnik suggested a way to create nonlinear classifiers through applying
the kernel trick to maximum-margin hyper planes [26]. This permits the algorithm to fit
the maximum-margin hyper plane in a transformed feature space. The transformation
may be nonlinear and the transformed space may be high dimensional; thus though the
classifier is a hyper plane in the high-dimensional feature space, it may be nonlinear
in the original input space. Hence, the optimization problem could be represented
as below.

n n

< 1
maxQ(a) = ai— 5 D aayyK (xi,x) (14)
i=1 1

i=1 j=
The most used Common Kernel functions is RBF kernel function as shown below.

2
—lbxi — ]l

) (15)

K(x;,x;) = exp(

o

The parameters o in kernel function reflect the characteristics of training data and

greatly affect the generalization ability of the SVM. Penalty actor ¢ determines the

trade-off cost between minimizing the training error and minimizing the model’s

complexity, whether the value is too big or small will reduce the generalization of

SVM. In the paper, the proposed approach aims to optimize the kernel parameters and
reduce the number of support vectors efficiently.

3 Hybrid Cuckoo Search and Particle Swarm Optimization

3.1 Overview of Particle Swarm Optimization Algorithm

Particle swarm optimization (PSO) is a population-based stochastic search algorithm
first proposed by Kennedy and Eberhart [18] in 1995. PSO has two notable features
different from other evolutionary algorithms. Firstly, PSO is a stochastic evolutionary
algorithm that does not incorporate survival of the fittest, and all individuals are
retained as members of the population through the course of the run. Secondly, there
are no conventional evolutionary operators such as crossover and mutation in PSO. It is
easy to implement with quick search speed and widely applied to optimization prob-
lems that are partially irregular, noisy, change over time, etc. [18-21]. PSO is based on
iteration model. In the procedure of optimization, every particle’s fitness value is
determined by the value of corresponding optimization function. Each particle has two
types of information: the particle own flying experience denoted with historical best
position of individual particle (p;;) and flying experience of particle swarm denoted
with historical best position of particle swarm (pg4). Particle and groups cooperate with
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each other, the relationship between particle movement and group activities are
coordinated. Given the population of particles is n, every particle’s location is
represented as x; = (x;1,Xp2, - - -, Xiq ), particle’s speed is V; = (vi1, via, . . ., vig). Particle’s
velocity and location is adjusted as (16—17).

via(t + 1) = ovig(t) + c1r1[pia — xia(t)] + c2r2[pga — xia ()] (16)
levy(A) ~u=1"1<21<3 (17)

In the above expressions, p,d is historical best position in the whole group, p;q is
particle’s current historical best position, ¢; and ¢, are acceleration constants, com-
monly set as ¢; = ¢; = 2, ry and r, are random real number drawn from U(0, 1), w is
inertial weight.

3.2 Cuckoo Search Algorithm

Cuckoo search (CS) is an optimization algorithm developed by Xin-she Yang and
Suash Deb [22]. It was inspired by the obligate brood parasitism of some cuckoo
species which lay their eggs in the nests of other host birds [22]. Some host birds may
find these extraneous eggs, these eggs will be discarded or the nest will be abandoned
and a new nest will be built elsewhere. CS idealized such breeding behavior and has
been applied for various optimization problems. CS is based on three idealized rules:
(1) Each cuckoo lays a egg at a time, and dumps it in a randomly selected nest; (2) The
optimal nests with high quality of eggs (solutions) will be kept up to the next gener-
ation; (3) The number of available host nests is a constant number, and a host can
discover an alien egg with a probability p, € [0, 1]. In this case, the host bird can either
throw the egg away or give up the nest and build a completely new nest in a new
location [22].

In CS algorithm, each egg in nest represents a solution, and a cuckoo egg denotes a
new solution. The goal is to use the new and potentially better solutions to substitute a
not so good solution in the nests. Suppose in the D-dimensional space, the nest’s
position is X; = (xi1,Xn,...,%4),i =1,2,...,n, local best solution is p, =
(pit, P2, - - -Pia) and global best solution is py = (g1, P2, - - -Pea)- The nest’s position is
updated according to following formula.

xi(t+ 1) =xi(t) + a @ levy(A) (18)
levy(J) ~u=1""1<1<3 (19)

Here a is step size related to the scales of the problem of interest and a > 0. In
iteration, a new solution is generated from scratch with a certain probability p, and this
solution is inserted in place of the lowest fit solution. This handles the problem of
convergence on local optimal solutions efficiently. The pseudo code of CS is as below.
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Objective Function f(x), X =(x,,....,x,)"
Initialize the population of n host nests X;

while (t<Max number of iterations)

Get a cuckoo randomly/generate a solution by levy flights
and then evaluate its quality/fitness F,

Choose a nest among n(say, j) randomly
if (F>F)
Replace j by the new solution
end
A fraction (p,) of worse nests are abandoned and new so-

Iutions are built

Keep best solutions

Rank the solutions and find the current best
end while

Postprocess results and visualization

3.3 Hybird Cuckoo Search and Particle Swarm Optimization Algorithm

CS_PSO is a hybrid algorithm which combines PSO and CS. It persists in high
searching efficiency of PSO and inherits the ability of obtaining high grade solution in
the whole searching space. Thus the hybrid algorithm enhances the searching precision
and optimizing ability of the primitive methods. The basic thought of CS-PSO is that at
an iteration it first carries out PSO to get a group of optimal positions, then the acquired
optimal positions are used as the initial positions of CS and the CS is run until meets
the terminal condition. The pseudo code of CS-PSO is as below.

Objective Function f(x), X =(x,..x,)"
Initialize the population of n particle swarmx,

While (t<Max number of iterations)

Evaluate every particle’s fitness.
Get particle’s local position and global position by PSO
algorithm.
Using particle’s local position and global position as
initial population and get the new local position and
global position by CS algorithm
end while
Keep the global best solution
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4 The Proposed CS_PSO Based SVM Model

4.1 The Idea of SVM Parameters Optimization

The performance of SVM mainly referred to the generalization ability. The penalty
factor ¢ and kernel function parameters ¢ exert a considerable influence on the gen-
eralization ability of SVM. The paper proposes to adopt CS_PSO algorithm to optimize
parameters automatically. The main idea of applying CS_PSO to tune the best
parameters pair (C and o) of SVM is as following.

Each position vector of the CS_PSO stands for a candidate parameters pair for
SVM. The initial population is generated with N number of solutions and each solution
is a D-dimension vector, here D is set as 2 that each solution represents 2 parameters. x;
is the i-th particle position in the population which denotes a candidate parameter pair
and its fitness can be measured by predefined fitness function, with the defined
movement rules, the algorithm will run and until it terminates and output the best
position as the optimal parameters for SVM.

4.2 Objective Function for Parameter Optimization

The goal of optimizing parameters for SVM is to utilize optimized procedures that
explore a finite subset of the possible values to find the parameters that minimize the
generalization error or maximize the correct classification rate. Thus, in the paper,
the objective function of parameter optimization for SVM is the correct classification
rate on the training data set.

4.3 The Implementation of the Proposed Method

The processes of the proposed CS_SPO for SVM parameters method are as follow,
which mainly could be divided into 2 parts [21].

1. Direct Use of SVM

RBF kernel function is taken as kernel function in the paper. After the relevant
parameters have been selected, RBF kernel function could be applied to any distri-
bution of samples. The generalization ability of SVM algorithm is largely dependent on
a set of parameters. The parameters needs to optimized are: RBF kernel parameter and
the estimated accuracy. The n-fold approach is used to estimate the generalization
ability. The data set was randomly divided into a one-second of a set (training set) and
one-second of a set (testing set). The basic step is as follows [21]:

Stepl. Input the sample training set, and set a group of parameters {c, o}.

Step2. Train SVM based on the parameters. Calculate the cross validation error and
obtains its object.

Step3. Test the SVM using object obtained from step 2.

Step4. Repeat the above step 25 times and find the average testing accuracy.
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2. The proposed CS_PSO based SVM model
The procedure for describing proposed CS-PSO_SVM is as follows:

Stepl. Initialize population size, inertia weight of PSO and parameters of CS and
PSO,

Step2. Train SVM on particles.

Step3. Evaluate each particle’s fitness value. Take the cross validation error of the
SVM training set as fitness value.

Step4. Compare the fitness values and calculates the local optimal solution and global
optimal solution.

StepS. Update the velocity and position of the each particle by Eqgs. (16-17)

Step6. Take the local optimal solution and global optimal solution as the initial nest in
cuckoo search.

Step7. Train SVM on nest.

Step8. Evaluate each nest’s fitness value. Take the cross validation error of the SVM
training set as fitness value.

Step9. Compare the fitness values and calculates the local optimal solution and global
optimal solution.

Step10. Update the position of nest by Eqs. (18-19)

Stepl1. Repeat the step 2—10 until fitness function converges or the maximal number of
iteration is reached.

Step12. The global best solution is input into SVM for classification.

5 Experimental Evaluation and Discussion

To show effectiveness of the proposed method, some real campus P2P traffic are used
to evaluate the performance of the proposed CS-PSO based SVM for traffic identifi-
cation of P2P; moreover, the performance is compared with some well known algo-
rithms, that is GA-SVM, PSO-SVM. Moreover, the proposed method is compared with
CS_SVM too. The main parameters used for these approaches are: the initial popu-
lation for four algorithms is the same, that is 20, and all these algorithms will terminate
after being executed 50 times. Moreover, the crossover rate for GA is 0.4 and mutation
rate for GA is 0.01. And for PSO, C; = 1.5 and C, = 1.7, the value of inertia weight is
set as 1. For CS, Pa = 0.25.

5.1 Data for Experiment

The base truth datasets were established manually from campus network. It was
obtained from several host running P2P applications and several host running non-P2P
applications. This experiment uses nearly 1386 samples, half of the samples are
training set and the rest is testing set. P2P sample is positive class while non-P2P
sample is negative, there are 968 positive samples and 418 negative samples.
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5.2 P2P Traffic Features and Preprocessing

8 features are extracted and used in the paper, which are listed out as following, the
time stamp, the time interval, the instantaneous flow rate, the packet length, time
period, source port, destination port, the average flow rate per second. As is known that
normalization is particularly useful for classification algorithms based on distance
measurements, therefore, after collecting network traffic, we have used Min-max
normalization to perform a linear transformation on the original data. Assume that
minA and maxA are the minimum and maximum values of an attribute A. Min-max
normalization maps a value, v, of A to V' in the range [new_minA; new_maxA] by
computing (20).

v — ming . .
V = —————— (new_max, — new_min,) + new_miny (20)
max, — miny

5.3 The Methods of Classification Evaluation

In order to test and evaluate the algorithms, the k-fold validation is adopted in the
paper. That is, the data are divided into k subsets of approximately equal size. Each
time, one of the k subsets is used as the test set and the other k-1 subsets form the
training set. Performance statistics are calculated across all k trials. This provides a
good indication of how well the classifier will perform on unseen data. In this
experiment, k is set as 5. We have used the following quantity of result evaluation.

Tp + Ty
Tp+ Ty + Fp + Fn

Identification Rate = (21)

The meaning of parameters in (21) is as below. Tp (True Positive): In case of test
sample is positive and it is identified as positive, it is considered as a true positive; Ty
(True Negative): in case of test sample is negative and it is identified as negative, it is
considered as a true negative. FP (False Positive), in case of test sample is negative and
it is identified as positive, it is considered as a false positive. FN (False Negative) in
case of test sample is positive and it is identified as negative, it is considered as a false
negative. The aim of any classification technique is to maximize the number of correct
classification given by True Positive samples (TP) and True Negative samples (TN),
whereas minimizing the wrong classification given by False Positive (FP) and False
Negative (FN).

The range of parameters C and ¢ is from 27! to 2! on the dataset. For these
methods are stochastic algorithms all these methods have been run 30 times in order to
make the results more reliable and impartial. Accuracy results of identification of 30
times are summarized in Table 1. Furthermore, some typical convergence procedures of
these methods are displayed in Figs. 2, 3, 4 and 5.

In Table 1, BestAcc stands for the highest accuracy in 30 times test, WorstAcc is
the lowest accuracy in 30 times test, and the average accuracy of 30 times test is
expressed with AverAcc. According to Table 1, it is observed the proposed CS-PSO
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Table 1. Running results with four approaches by 30 time

Approach BestAcc WorstAcc AverAcc
GA + SVM 84.4156 81.3531 83.05918
CS + SVM 84.8485 80.8081 82.80906
PSO + SVM 84.7042 82.1068 83.46803
Proposed 85.2814 82.5397 83.78549
FitnessAccuracy[GAmethod]
(pCrossover=0.4pMutation=0.01,lteration=50,pop=20)
Best c=907.9636 g=29.8978 CVAccuracy=83.4055%
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FitnessAccuracy[CSmethod]
(pa=0.25,lteration=50,pop=20)
Best c=597.7889 g=0.095088 CVAccuracy=84.5599%
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Fig. 5. Classified by CS-PSO based SVM

based SVM outperforms the other methods in all these data. It has the optimal BestAcc,
WorstAcc and AverAcc. For example as for the highest accuracy, the CS-PSO based
SVM is 85.2814 %, at the same time, the highest accuracy of the rest methods is less
than 85 %; moreover, the CS-PSO based SVM has the highest average accuracy among
these methods. It demonstrates that the performance of the proposed CS-PSO based
SVM model is superior to GA-SVM, PSO-SVM and CS-SVM. Further, It is worth
noting that as for the bestACC, the CS based SVM is better than PSO and GA based
SVM but inferior to CS_PSO, because the terminal condition of the paper is max
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iteration and which is set only 50, as a result, though it could obtain fair good bestACC,
its average correct rate is less than GA and PSO. Hence, by combining with PSO, the
hybrid algorithm takes advantages of both PSO and CS, which could have a good
balance of search efficiency and time consuming. Furthermore, Figs. 2, 3, 4 and 5
display that convergence rate of GA-SVM and PSO-SVM, which is very fast, CS is
rather slow, in later of iteration, the best fitness of GA and PSO is almost no longer
improved. Meanwhile, the best fitness of the proposed approach increases along with
iterations, it illustrates that CS-PSO could avoid local optimal solution at the most
extent. Lastly, the average fitness of CS-PSO is higher than other algorithm, it illus-
trates that performance of CS-PSO based SVM is more robust than GA based SVM,
CS based SVM and PSO based SVM, which is more suitable for tuning parameters of
SVM and P2P traffic identification.

6 Conclusion

In sum, a P2P traffic identification approach is developed based on SVM and CS_PSO
in the paper. That is, for obtaining good tuning parameters of SVM, a CS_PSO method
which combines Cuckoo Search algorithm and Particle Swarm Optimization algorithm
is employed for parameter optimization of SVM. The proposed approach has been test
on P2P dataset and compared with several existing approaches such as GA and PSO
based SVM. The experimental results indicate that the proposed CS_PSO algorithm
outperforms GA, PSO and CS based SVM and is feasible to optimize the parameters
for SVM, which confirms that the new CS_PSO based SVM model can obtain ideal
results. The schema is generic in identifying P2P applications. Our future work is to
extend our approach to distinguish different P2P application flows by using ensemble
learning SVM.
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