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Abstract. The rapid development of information technology exposes
peoples life and work to the network. While people are enjoying in shar-
ing their resources in the convenient condition, network security issues
have emerged. Instead of considering security of single device in the net-
work, researchers have shown an increased interest to grasp the overall
network situation as a big picture in order to create situation awareness
which consists of event detection, situation assessment and situation pre-
diction. As the highest level in situation awareness, Network Security
Situation Prediction makes quantitative prediction of incoming network
security posture based on historical and present security situation infor-
mation. The purpose is to provide an informational reference to network
managers for helping them in formulating and implementing timely pre-
ventive measures before the network is under attack. In this paper, the
authors group the existing network security situation prediction mecha-
nisms into three major categories and review each model in the aspect of
its strengths and limitations. The authors conclude that adaptive Grey
Verhulst is more suitable to be used in predicting incoming network se-
curity situation.

Keywords: Network Security Situation Prediction, Machine Learning,
Markov Model, Grey Theory.

1 Background

Recent years, network penetrates into our life and work with providing conve-
nience services such as information sharing, resource accessing and etc. However,
new security challenges are emerging while people are sharing their resources in
this convenient condition. An investigation report stated that there have 63,437
security incidents recorded by 50 organizations from various industries around
the world in 2013 [1] and it has reached an alarming level and begins to threaten
the internet users in their daily activities. In fact, literatures showed that In-
trusion Detection System (IDS) and Intrusion Prevention System (IPS) have
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become preferred security defence mechanisms in many companies. They use
IDS to analyze the audit log and suspicious packets and IPS to take the appro-
priate response against the attacks. Unfortunately, in a study done by University
of South Wales in 2013 on nine big-brand IPS systems, they found that seven
out of them were failed to detect and block 34%-49% of attacks that target
vulnerabilities in web-based application [2]. All the remedies only can be taken
after the suspicious attempts being detected. It directs the company network to
a risky state where they are unable to predict the future security situation of
the network.

2 Situation Prediction in Network Security Situation
Awareness

Network Security Situation Awareness (NSSA) is first introduced by Tim Bass
which adapted from the concept of Situation Awareness introduced by Endsley
in 1988 [3]. He claimed that the next generation cyberspace IDS should fuse the
network data from multiple or heterogeneous distributed sensors which located
at network border and interpret them by decision maker in order to frame NSSA
[4]. Basically, NSSA can be divided into three stages which are event detection,
current situation assessment and future situation prediction. Event Detection
identifies the abnormal and malicious activity in the network and translates them
into logical format. Current Situation Assessment is a process to evaluate the
security situation of the entire network by using the information obtained from
previous stage. Last stage is Future Situation Prediction is aimed to forecast the
future network security tendency according to the current and historical network
security situation status. It purposes to provide an informational reference to
network managers which able to help them in formulating and implementing
timely preventive measures before the network is under attack. This changing
of network security management from passive to active is tends to reduce the
potential harm caused by attacks by improving the emergency response capacity.
At present, the existing network security prediction techniques can be grouped
into three main categories which are Machine Learning, Markov Model and Grey
Theory. In this paper, the authors review each of them in terms of their strengths
and limitations.

2.1 Based on Machine Learning

Machine learning is a scientific discipline that applies a computer-based resource
to implement learning algorithms which enable computer to recognize pattern
automatically and making decision intelligently based on training sample data
without explicitly programmed. It detects the patterns in data and adjusts al-
gorithm actions accordingly. The self-learning and adjusting features in its ap-
plication has been extended to predict network security situation recent years.
Researchers begin to apply the concept of Machine Learning such as Neural Net-
work and Support Vector Machine to design their security situation prediction
models.
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Neural Network. Neural networks represent a kind of computing that simu-
lates the way that the brain performs computations. It is a computer program
that attempt to recognize underlying relationship in a set of data by using a
process that mimics the way the human brain operates and learn from these
identified relationships to predict the future patterns. The field of neural net-
works was pioneered by McCulloch and Pitts when they introduced the first
neural network computing model in 1943 [5]. Basically, a Neural Network con-
sists of four main parts which are processing units, weighted interconnection
among processing units, an activation function in input signals to produce or
activate the output signal and a learning function that makes the weights for a
given input/output pair adjustable. There are three layers in a Neural Network
which are input layer, hidden layer and output layer. There are built up of a
number of interconnected nodes which contain an activation function. Various
patterns from heterogeneous observation are presented to the network through
the input layer which communicates to one or more nodes in hidden layer. The
actual processing is done in hidden layer with its learning function on weighted
connections. This layer links to an output layer where the evaluation of values
of output variables allows user to be aware of a situation. The advantages of
Neural Network is its high degree of fault tolerance with its variable connection
weights matrix between the neurons, ability in self-learning and self-organizing
and strong nonlinear mapping and generalization in complex system [6,7]. With
these significant features in Neural Network, it has become an ideal tool used to
predict the network security situation recently [8].

In 2008, Zongming et. al. proposed a network security situation model by us-
ing Back Propagation (BP) Neural Network [9]. This variant of neural network is
a feed-forward network with multi-layers and spreading error from back to front
while adjusting the parameters [10]. The network requires iterated modification
of weight value and threshold value until the convergence error met. To optimize
the BP Neural Network, the proposed model applies Particle Swarm Optimiza-
tion (PSO) to reach global optimization of its weight value and threshold value.
The flexibility in modifying these parameters is able to enhance the precision rate
but the training to the sample is required. Consequently, over adaptation may
occur where the network remembers the trained sample but lacks generalization
ability of new sample.

Few years later, a network security situation prediction method based on
dynamic BP Neural Network with covariance in 2011 [11] and 2012 [12,13]. In
their model, the impact of sample covariance and noise on the network training
is considered and the traditional function of error is replaced by the maximum
likelihood error function. Through the error analysis, the predicted error value
will be obtained and feedback to the prediction model as the training signal for
the situation index weights adjustment. The improvement of precision could be
achieved by taking previous prediction error into account for next prediction
process. Unfortunately, training is required and the success of application is
highly depends on the quality of training sample. Furthermore, it is not suitable
for small scaled data because less input information will slower the convergence.
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Aside from BP Neural Network, there is a kind of neural network called
Wavelet Neural Network also had been applied to predict the network secu-
rity situation [14]. Wavelet Neural Network was firstly introduced by Zhang
Qinghua in 1992 [15]. The network uses wavelet analysis as the front-end pro-
cessor to process the data and supplies the input vector to the neural network in
loose combination mode and then replaces this function with activation function
of hidden nodes directly in compact combination. With optimizing the model by
improved genetic algorithm to encode, compute the fitness and operate the ge-
netic before forecasting the non-linear time series of network security situation,
this proposed model has high convergence rate, strong fault tolerance capacity
and excellent in self-learning and adaption. But the model limited to certain
application which the function to be chosen due to its suitability of the archi-
tecture. Moreover, the training is needed to gain the architecture parameters,
weight value, dilation coefficient and translation coefficient.

Due to the uncertainly changing security environment in a complex system, a
set of more flexible adaptive learning neurons has been introduced into the neural
network concept for security situation prediction [6]. The neurons are able to
work well in three basic functions in the model. There are positive dissemination
of information, inverse dissemination of error and adjusting their parameters by
themselves. The model has good performance where the functions can be done
in parallel with these independent neurons and only the parameters of attacked
neuron need to be revised instead of all neurons in the network. Nevertheless,
to establish self-learning neuron is a difficult task and adjusting the steepness of
activation function of situation prediction neuron is also challenging.

Notably, all the neural network prediction models are require training algo-
rithm to generate the trained sample for prediction the incoming security sit-
uation. In order to simplify the training process, a network security situation
prediction method based on small-world Echo State Networks has been sug-
gested in 2013 [16]. Generally, Echo State Networks was initiated by H. Jaeger
of Germany Jacobs University in 2001 [17]. A dynamic reservoir which is con-
structed by numerous neurons was allocated in the hidden layer of the network.
The training algorithm in the model is simple and it is suitable to be used in
approximating nonlinear dynamic system. However, adequate training data as
input is needed and the output weight in the model is difficult to be prepared.

Support Vector Machine. Support Vector Machine (SVM) was proposed
by Vapnik et al. in 1992 [18] and widely used in classification and regression.
It maps the input space vector to a high-dimensional feature space. In other
words, the nonlinear regression problem in low dimensional feature space has
been converted to linear regression in high-dimensional feature space.

Compared with Neural Network, SVM has quick convergence rate and strong
ability to resists a fitting [7]. The concept has been adopted by Xiaorong Cheng
and the team to design their network security situation prediction model in
2012 [19]. In order to avoid the transformation of high-dimensional hyperplane
in SVM, the kernel functions were introduced. With given training set, the
model chooses the appropriate precision parameter and kernel function. Then
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using these parameters, the model tries to solve the optimization problem. The
strength of this SVM prediction model is relatively easy to train and seek the
overall optimally. Furthermore, the model is also able to control the complexity
and error of the classification. Unfortunately, adequate training sets are needed
to gain the optimized parameters. In addition, the parameters of punishment
factor and kernel functions are hardly to be determined in this proposed model.
Blindness of parameters selection of SVM training process is also a main con-
sideration when using it in prediction [7].

2.2 Based on Markov Model

Markov Model is a stochastic approach to describe the transitions from one state
to another with its probabilities associated with various state-changes [20]. In
a Markov Model, it consists of a list of the possible states of that system, the
possible transition paths between those states and the probabilities of those tran-
sitions. The applications for machine learning is broad which cover from speech
and handwriting recognition, medical diagnosis, credit card fraud detection as
well as stock market and currency rate prediction.

In 2010, Dapeng Man et. al. has proposed a combination model for secu-
rity situation prediction which combined with Autoregressive-Moving-Average
(ARMA) model and Markov model [21]. They claimed that precision can be im-
proved with fully utilizing each prediction method. In their model, the previous
data will be used as input for both models separately to obtain its prediction
value. The previous error of each model will be relatively calculated in order to
obtain the weight for prediction model. Then the prediction value from combined
model is expressed as

N∑

n=1

wnfnt = w1f1t + w2f2t + ...+ wnfnt (1)

where fnt represents the combined predicted value of the n kind of prediction
models at time t and wn represents the weight of the nth prediction model. Com-
pared with single prediction model, the proposed model has achieved higher pre-
cision rate. But the difficulties in selecting appropriate parameters in each model
will affect the model performance. Moreover, their claim is arguable while high
precision rate is not guaranteed if the combination is more than two prediction
methods or from other different methods. In addition, although taking previous
error into next prediction process is encouraged, but it is unable to improve
significantly the precision in the next prediction.

Instead of designing combination model, GuangCai Kuang et. al. has pre-
sented a fuzzy prediction method of network security situation based on Markov
[20]. In the proposed model, the correlation of network security is represented
as Markov state transition matrix. With the current status of security situation,
the improved linear weighted Zadeh formula is applied and membership effect
matrix is used to calculate security situation values of predicted network. This
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model has high precision rate with taking into account the impacts and influ-
ences of vulnerability but the training dataset is needed in constructing reference
Markov matrix. Besides this, the assessment and prediction value in this model
are keep increasing and they will reach the maximum point if the total length of
time is big. Furthermore, determining the probability of all possible states and
transitions subjectively especially in a complex network is a challenge.

A similar prediction model as previous work which based on fuzzy Markov
Chain also been presented in 2014 [22]. The model utilizes historical data of
safe behavior with the level of threat to forecast the network situation. After
calculating threat value of particular period by using text categorization and
threat level division technique, a set of fuzzy states with its membership degree
has been built. Then the fuzzy state transition frequency has been calculated.
Although the researcher claimed there is a good predictive performance for this
proposed method, but assigning threat values according to five levels of attack
without considering the various t level of the attack towards different devices is
inappropriate. Additionally, the training is needed to derive the most suitable
membership degree equation in different system. Another limitation of the model
is it unable to handle unknown threat since it is based on the classification of
known threats.

2.3 Based on Grey Theory

Grey Theory was initiated by Deng Ju-Long in 1982 in China [23]. It is used
to predict from the grey system which lack of information. In this context, grey
means poor, small-scaled, incomplete, uncertain data [24], which means the sys-
tem information is partly know and partly unknown. With this noticeable fea-
ture, grey theory is widely used in various system to provide better prediction in
short-term forecasting by capturing dominance at small sample. Basically, grey
theory is applied to build a dynamic model with a group of differential equations
[25,26], which is called Grey Model (GM) by using the least 4 data to replace
difference modeling in vast quantities of data [24]. It does not need many data
on the particular probability distribution. As superiority to statistical models,
the model is able to prevail over the weakness of probability [27] and discovered
the relationship among the limited and confused data [28]. It utilizes the se-
quence generated by Accumulated Generating Operation (AGO) to weaken the
randomness of the original sequence [28]. This makes the process to find out the
variation regularity in the sequence easier and use this regularity to forecast [29]

Grey Model (1,1). In grey theory, a First-order One-variable grey model
(GM(1,1)) is the most widely used grey model. The modeling algorithm is de-
scribed below:

Step I: Assume that the original raw data series x(0) with n samples is
expressed as:

X(0) = {x(0)(1), x(0)(2), ..., x(0)(n)}, n � 4 (2)

where X(0) is a non-negative sequence and n is the sample size of the data.
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Step II: A new series X(1) is generated by applying Accumulating Generation
Operation (AGO)

X(1) = {x(1)(1), x(1)(2), ..., x(1)(n)}, n � 4 (3)

where

x(1)(k) =

k∑

i=1

x(0)(i), k = 1, 2, 3, ..., n (4)

Step III: A series Z(1) is generated by applying the MEAN operation to X(1)

Z(1) = {z(1)(1), z(1)(2), ..., z(1)(n)}, (5)

where z(1)(k) is the mean value of adjacent data such as

z(1)(k) = 0.5x(1)(k) + 0.5x(1)(k − 1), k = 2, 3, ..., n (6)

The least square estimate sequence of the grey difference equation of GM(1,1)
is defined as follows [24]:

x(0)(k) + az(1)(k) = b (7)

and its whitening equation is

∂x(1)(k)

∂t
+ ax(1)(k) = b (8)

in which a and b are the interim parameters. The parameter matrixes are

â =

[
a
b

]
= (BTB)−1BTY (9)

where B =

⎡

⎢⎢⎢⎣

−z(1)(2) 1

−z(1)(3) 1
...

...
−z(1)(n) 1

⎤

⎥⎥⎥⎦ (10) Y =

⎡

⎢⎢⎢⎣

x(0)(2)

x(0)(3)
...

x(0)(n)

⎤

⎥⎥⎥⎦ (11)

According to equation (7), the solution of x(1)(t) at time k is

xp
(0)(k + 1) =

[
x(0)(1)− b

a

]
e−ak +

b

a
(12)

Step IV: To obtained the predicted value of the primitive data at time (k+1),
the Inverse Accumulating Generation Operation (IAGO) is used to establish the
following grey model.

xp
(0)(k + 1) =

[
x(0)(1)− b

a

]
e−ak(1− ea) (13)

In 2006, Lai Jibao claimed that the grey theory is suitable for building the
prediction model and able to ensure its prediction. Hence, he first applied grey
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theory in constructing the network security situation prediction model based on
grey theory which is built by past and current network security situation [30].
After three years, a dynamic prediction model has been presented by Fengli
Zhang. He proposed to estimate the overall network security situation by ap-
plying grey forecast model. By using classical GM(1,1), the models calculates
the future value of situation and computes the absolute difference and relative
difference between the forecast and real values. If the square sum of remnant dif-
ference is very large which represent less precision in forecast value, the model
will modify the value by referring to the remnant difference [31]. Without any
training on the input data, both of the proposed GM(1,1) models are working
well with linear situation but not suitable for non-stationary random sequence.

To overcome the limitation of GM(1,1) model, Li Juan has proposed a hy-
brid prediction model which can be used in high fluctuation system in 2009.
They combined unbiased Grey Theory and Markov forecasting theory to predict
network security dynamic situation. Firstly, unbiased GM(1,1) model is used to
obtain the forecasting value. Then by adjusting the result of unbiased GM(1,1),
Markov model is used to determine the state, calculate the evaluation value and
construct the transition probability matrix. The median of gray interval is used
as forewarning value after the tendency of the system condition developing has
been decided [32]. Unfortunately, there is a challenge to determine subjectively
the probability of state. On the other side, Liu Nian also suggested another
hybrid model to forecast the network security situation in the same year. He
applied the combination of Grey Theory and Markov Theory to predict the in-
coming network security situation which is high randomness, uncertainty and
fluctuation. During the process, classical GM(1,1) model is used to predict the
situation data and find out its changing trend. Then, Markov Theory is employed
to modify the error in the model in order to improve the prediction accuracy
of network security situation changing trend [33]. Both of these hybrid mod-
els require training value to divide the original data into different states and
modify the error in the model respectively. In order to improve the precision
rate of GM(1,1) model, Rongzhen Fan has included a three-phase grey residual
error correction model in GM(1,1) model. The proposed correction model used
concept of GM(1,1) to calculate difference of the predict value and original accu-
mulate value in particular time-frame [34]. The good thing of his work is taking
into consideration the residual error for predicted value. But in the same time,
high processing power is needed for recurrent residual error correction process.

In fact, the conventional GM(1,1) model is only suitable for the prediction
with strong exponential law and it only able to depict the monotone varia-
tion [35]. The model is imperfect when the series increases in the curve with
S type or the increment of series is in the saturation stage [36]. These limita-
tions have sparked the argument on suitability of classical GM(1,1) to be used
to predict accurately the future status of network security situation which has
variation characteristics [16]. Instead of depending on linear differential equation
in GM(1,1), a variant of grey model called Grey Verhulst model has been used
in predicting the non-linear series.
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Grey Verhulst. The Verhulst model was first introduced by a German bi-
ologist, Pierre Franois Verhulst in 1837 to describe the increasing process like
S-curve which has a saturation region, namely the process is increasing slowly at
initial stage, then speed-up and finally grow slowly or stop growing [37]. Same
as GM(1,1), Grey Verhulst model has superiority in small sample. The Grey
Verhulst model can be defined as follows [38]):

The equations (1) to (5) in GM(1,1) are same in Grey Verhulst Model. To
predict the S type curve, the model is applying a non-linear difference equation
as below

x(0)(k) + az(1)(k) = b(z(1)(k))2 (14)

and its whitening equation is

∂x(1)(k)

∂t
+ ax(1)(k) = b(x(1)(k))2 (15)

in which a is defined as the development coefficient and b is grey input. As
equation (9), the parameter matrixes B and Y are

B =

⎡

⎢⎢⎢⎣

−z(1)(2) (z1(2))2

−z(1)(3) (z1(3))2

...
...

−z(1)(n) (z1(n))2

⎤

⎥⎥⎥⎦ (16) Y =

⎡

⎢⎢⎢⎣

x(0)(2)

x(0)(3)
...

x(0)(n)

⎤

⎥⎥⎥⎦ (17)

By calculating equation (15), the solution of x(1)(t) at time k is

xp
(1)(k + 1) =

ax(0)(1)

bx0(1) + (a− bx(0)(1))eak
(18)

In the equation (19), x(0)(1)= x(1)(1). It is assumed that the n-dimension data
sequence is selected to fit the model. The fitted model can be used to predict
the future value as

xp
(0)(k + 1) = xp

(1)(k + 1)− xp
(1)(k), k ≥ n (19)

where

xp
(0)(1), xp

(0)(2), xp
(0)(3), ..., xp

(0)(n) (20)

are called Grey Verhulst fitted sequence, while

xp
(0)(n+ 1), xp

(0)(n+ 2), xp
(0)(n+ 3), ..., xp

(0)(n+ t) (21)

are called Grey Verhulst predicted values.
In Grey Verhulst model, a and b are the key parameters to guarantee the

precision of the model. The values of them can be obtained by applying least
square method into the generation sequences Z(1) as equation (5). This feature
is only allow the Grey Verhulst model to generate appropriate parameters in the
small time interval and the AGO curve varies smoothly.
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In 2010, Hu Wei found out that the generated sequence will make the predic-
tion generate the advance or delay error which will depress the model precision.
Thus, he first adopts the adaptive determination of the grey parameters to Grey
Verhulst model to guarantee the precision. He made the assumption of the func-
tion of AGO curve as

X(1)(t) =
1

αeβt
(22)

and calculating the area below the curve by integration method [29]. His model is
only applicable to estimate the curve trend accurately if the S-type risk growing
situation is matches to the AGO curve function. Furthermore, the model is also
limited to a single-peak situation variation instead of multiple-peaks.

3 Conclusion

In this study, the authors conclude that each group of prediction mechanism
has its strengths and limitations. Machine Learning is excellent in self-learning
and self-adaption and able to provide high convergence rate as well as strong
fault tolerance capacity. But the adequate training data is required to gain the
parameters and it is difficult to establish the neurons with self-learning and
adaption capabilities. For MarkovModel, although it is able to perform in various
time series prediction, a set of training data is still needed. Moreover, all possible
states and its transitions especially in a complex network are hardly to identify.
Meanwhile, Grey Theory can provide better prediction in short-term forecasting
with small sample data without any training required. Even though GM(1,1) is
only limited to linear time series prediction and the generation sequence with
mean is only suitable for small time interval, but adaptive Grey Verhulst is
surpassing with its adjustable generation sequence and non-linear S-curve time
series prediction. Considering the chronology of intrusion attack, Grey Verhulst
is more suitable to predict the incoming network security situation with its
remarkable features.
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