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Preface

This proceedings volume contains papers presented at the fourth International Con-
ference on Soft Computing, Intelligent System and Information Technology (the 4th
ICSIIT) held in Bali, Indonesia, during March 11–14, 2015. The main theme of this in-
ternational conference is “Intelligence in the Era of Big Data,” and it was organized and
hosted by Informatics Engineering Department, Petra Christian University, Surabaya,
Indonesia.

The Program Committee received 92 submissions for the conference from across
Indonesia and around the world. After peer-review process by at least two reviewers
per paper, 53 papers were accepted and included in the proceedings. The papers were
divided into 14 groups: fuzzy logic and control system, genetic algorithm and heuris-
tic approaches, artificial intelligence and machine learning, similarity-based models,
classification and clustering techniques, intelligent data processing, feature extraction,
image recognition, visualization technique, intelligent network, cloud and parallel com-
puting, strategic planning, intelligent applications, and intelligent systems for enterprise
government and society.

We would like to thank all Program Committee members for their effort in providing
high-quality reviews in a timely manner. We thank all the authors of submitted papers
and the authors of selected papers for their collaboration in preparation of the final copy.

Compared to the previous ICSIIT conferences, the number of participants at the 4th
ICSIIT 2015 is not only higher, but also the research papers presented at the conference
are improved both in quantity and quality. On behalf of the Organizing Committee, once
again, we would like to thank all the participants of this conference, who contributed
enormously to the success of the conference.

We hope all of you enjoy reading this volume and that you will find it inspiring and
stimulating for your research and future work.

February 2015 Rolly Intan
Chi-Hung Chi
Henry N. Palit

Leo W. Santoso
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Data Mining Model for Road Accident Prediction in
Developing Countries

Sanjay Misra

Covenant University, Canaanland, Ogun State, Ota, Nigeria
sanjay.misra@covenantuniversity.edu.ng

Abstract. Human loss due to road traffic accident (RTA) in developing coun-
tries is a big challenge. It becomes more serious in those developing countries
where road conditions are not good and due to several reasons government is not
able to maintain roads on regular basis. Additionally, increasing number of vehi-
cles, inefficient driving and environmental conditions are also some of the factors
which are responsible for RTA. In this work we present architecture of a data
mining model. The proposed model is applied on real data set of RTAs from a
developing country. The analysis of data gives several useful results, which can
be used for future planning to reduce RTAs in developing countries. This paper
also presents that how data mining model is better than other models.

Keywords: Data mining, road accident, vehicles, clusters, traffic road.



Behaviour Informatics: Capturing Value Creation
in the Era of Big Data

Chi-Hung Chi

Digital Productivity Flagship, CSIRO, Australia
chihungchi@gmail.com

Abstract. Under the era of Big Data, people have been exploring ways of real-
izing value from data that are at their fingertips. However, it is found that while
collecting data is not difficult, value creation is often a big challenge. This makes
the approach of “collecting data first before knowing what to do with them” ques-
tionable. In this presentation, we discuss the current challenges of big data ana-
lytics and suggest how behaviour analytics on trajectory data can help to realize
value creation from Big Data.

1 Background and Challenges

As we move to the fourth paradigm of computing – data intensive scientific discovery,
numerous research efforts have been spent in building huge big data repositories. To-
gether with data mining and machine learning research, it is hoped that better and more
intelligent decisions can be made in real time.

This movement is accelerated by the advance in at least three areas. The first one
is social network, where people share their views and opinions in public. The second
one is cloud computing, which is an on-demand infrastructure that facilitates sharing of
data, collaboration among multiple parties, and support for on-demand computational
and storage infrastructure services at low cost. The third one is the internet-of-things.
With the maturity of sensor technologies, trajectory movement of entities (including
human and things) can now be monitored in real time at low cost. However, gaining
access to big data is only the starting point. There are still open issues that need to be
addressed in the value creation process when dealing with big data.

One result of the big data mega trend is the building of huge data repositories
around the world. In Australia, the government has been pushing for sharing bureau
data through spatial information platforms. It is true that data are collected and can be
made available to users, but how to make sense out of these data practically and eco-
nomically is still a mystery to be explored. Without value creation, the high maintenance
cost of these repositories cannot be justified, and the motivation for data providers to
update their data inside will also disappear.

In the past few years, sensors and sensing techniques have been advancing rapidly
for real time data collection with good enough accuracy. Cost of deploying these tech-
nologies is also becoming low enough to make real-time data tracking of human,
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animals, and even insects (e.g. honey bees) possible. However, without efficient and
effective ways to integrate and transform these trajectory data and their context infor-
mation into manageable knowledge, these data are actually burdens instead of potentials
to their owners.

It is true that there have been numerous research efforts in data mining and ma-
chine learning. However, most of them are focused on theoretical algorithmic study,
and much less emphasis is put in the incorporation of semantic domain knowledge (in
particular, the semantic definition of interdependence among various data sources) into
the data mining and pattern discovery processes, and in the use of the behaviour inte-
rior dimensions such as loyalty and purchase power of customers to support self service
analytics.

Related to the analytics platform, internet-of-things, service and cloud computing
techniques are quite mature, and lots of machine learning algorithms are also widely
available in both commercial (e.g. MatLib) and open source (“Project R”) packages.
However, how to put them together in a single service platform and how to compose
them together automatically (this is called the vertical service composition) to provide
“intelligence-as-a-service” for a given domain are still open for exploration.

2 Real Time Trajectory Data and Its Challenges in Value Creation

In the era of big data, one new important data source for analytics and value creation is
the real-time behaviour trajectory data streams of entities (e.g. human) as well as their
context dynamics (e.g. environmental such as air quality) that are captured through
internet-of-things and sensors (in particular body sensors such as those from Android
wears and location position sensors). Its value creation process is both complex and
challenging because these data are in general heterogeneous and inter-dependent on
each other. Furthermore, the potential number of data sources, each describing one mea-
surement view of the behaviour dynamics of an entity/event, is in theory, infinite.

Traditional data mining and machine learning approaches from computer science
often try to explore co-occurrence patterns and inter-relationship among trajectory data.
However, this is usually done without making full use of the interdependence defined
by their implicit semantic meaning and domain knowledge. Heterogeneity of data adds
another level of complication because quantification measures such as distance are not
uniformly and consistently defined across different data types. On the other hand, al-
though domain experts have full knowledge on the semantics of data, they are often not
as knowledgeable as computer scientists when dealing with the real time computation
on trajectory data streams. This result in the first challenge, how to use data mining /
machine learning techniques and domain knowledge together to effectively define and
discover the inter-relationships among different trajectory data sources and to perform
effective behaviour analysis.

As trajectory-driven behaviour analytics is gaining its recognition in different busi-
ness and industry sectors, the expectation of decision makers also goes beyond what
traditional analytics that mainly focus on statistical summaries and association/patterns
discovery of transactional/measurable behaviour exterior dimensions often provide. Ul-
timately, what decision makers want is the deep insight about the behaviour interior
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knowledge dimensions of entities, by incorporating domain knowledge into the knowl-
edge discovery processes. As an example, the owner of an online shop wants to know
not only the “bestselling products of the week”, but also the “loyalty”, “purchase power”,
“experience”, and “satisfaction” of customers. This results in the second challenge,
how to quantify behaviour interior dimensions from exterior transactional (or phys-
ically measured) trajectory data and to discover their inter-relationships and relative
importance for effective and efficient behaviour analysis.

3 Research Topics in Behaviour Analytics

To achieve this goal, the following is a list of sample research topics for behaviour
analytics:

• Effective and efficient deployment of high resolution location tracking network (us-
ing Blue-Tooth LE, WiFi-RFIDs, UWB, and Electromagnetic Field) for entities in
both indoor and outdoor environment. This forms the basis for behaviour trajectory
data tracking and capturing.

• Semantic enrichment of behaviour trajectory data of entities through aggregation
of raw trajectory data with their contextual data dynamics, followed by domain
knowledge-driven transformation to form behaviour interior dimensions knowl-
edge. This is the data aggregation, integration, and transformation aspects of be-
haviour analytics; it incorporates domain knowledge into the behaviour trajectory
data to create behaviour interior dimensions knowledge as well as to define the
interdependence relationship among them.

• Discovery of interdependence relationship among trajectory-driven behaviour data
(exterior) and knowledge streams (interior) using data mining techniques. This ad-
dresses the interdependence relationships of trajectory data and knowledge streams
from the run-time dynamics aspect.

• Coupling interdependence relationships of behaviour trajectory data and knowl-
edge streams into data mining and pattern discovery processes for deep behaviour
understanding and prediction. This gives a much better understanding on why things
occur; it also gives potentials for future behaviour prediction.

• Design and implementation of a behaviour analytics service system that serves as a
publishing, management and operation platform for: (i) software services, (ii) raw
trajectory data services, (iii) semantically annotated behaviour trajectory data ser-
vices (both individuals and collective), (iv) behaviour knowledge services (both in-
dividuals and collective), and (v) infrastructure services. Tools to facilitate compo-
sition and orchestration of all these services with QoS assurance using public cloud
infrastructure such as Amazon EC2 should be developed. Also, automatic matching
of behaviour trajectory data/knowledge services with machine learning/data mining
algorithms based on their features should also be supported on this platform.



On the Relation of Probability, Fuzziness,
Rough and Evidence Theory

Rolly Intan

Petra Christian University
Department of Informatics Engineering

Surabaya, Indonesia
rintan@petra.ac.id

Abstract. Since the appearance of the first paper on fuzzy sets proposed by
Zadeh in 1965, the relationship between probability and fuzziness in the rep-
resentation of uncertainty has been discussed among many people. The question
is whether probability theory itself is sufficient to deal with uncertainty. In this
paper the relationship between probability and fuzziness is analyzed by the pro-
cess of perception to simply understand the relationship between them. It is clear
that probability and fuzziness work in different areas of uncertainty. Here, fuzzy
event in the presence of probability theory provides probability of fuzzy event in
which fuzzy event could be regarded as a generalization of crisp event. More-
over, in rough set theory, a rough event is proposed representing two approximate
events, namely lower approximate event and upper approximate event. Similarly,
in the presence of probability theory, rough event can be extended to be probabil-
ity of rough event. Finally, the paper shows and discusses relation among lower-
upper approximate probability (probability of rough events), belief-plausibility
measures (evidence theory), classical probability measures, probability of gener-
alized fuzzy-rough events and probability of fuzzy events.

Keywords: Probability, Rough Sets, Fuzzy Sets, Evidence Theory.



Contents

Invited Paper

On the Relation of Probability, Fuzziness, Rough and Evidence
Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Rolly Intan

Fuzzy Logic and Control System

A Study of Laundry Tidiness: Laundry State Determination Using
Video and 3D Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

Daiki Hirose, Tsutomu Miyoshi, and Kazuki Maiya

Direction Control System on a Carrier Robot Using Fuzzy Logic
Controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

Kevin Ananta Kurniawan, Darmawan Utomo, and Saptadi Nugroho

Multidimensional Fuzzy Association Rules for Developing Decision
Support System at Petra Christian University . . . . . . . . . . . . . . . . . . . . . . . 37

Yulia, Siget Wibisono, and Rolly Intan

Genetic Algorithm and Heuristic Approaches

Genetic Algorithm for Scheduling Courses . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Gregorius Satia Budhi, Kartika Gunadi,
and Denny Alexander Wibowo

Optimization of Auto Equip Function in Role-Playing Game Based on
Standard Deviation of Character’s Stats Using Genetic Algorithm . . . . . . 64

Kristo Radion Purba

The Design of Net Energy Balance Optimization Model for Crude Palm
Oil Production . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

Jaizuluddin Mahmud, Marimin, Erliza Hambali, Yandra Arkeman,
and Agus R. Hoetman

ACO-LS Algorithm for Solving No-wait Flow Shop Scheduling
Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

Ong Andre Wahyu Riyanto and Budi Santosa

A New Ant-Based Approach for Optimal Service Selection with E2E
QoS Constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

Dac-Nhuong Le and Gia Nhu Nguyen



XX Contents

Artificial Intelligence and Machine Learning

Implementation Discrete Cosine Transform and Radial Basis Function
Neural Network in Facial Image Recognition . . . . . . . . . . . . . . . . . . . . . . . . . 113

Marprin H. Muchri, Samuel Lukas, and David Habsara Hareva

Implementation of Artificial Intelligence with 3 Different Characters of
AI Player on “Monopoly Deal” Computer Game . . . . . . . . . . . . . . . . . . . . . 119

Irene A. Lazarusli, Samuel Lukas, and Patrick Widjaja

Optimizing Instruction for Learning Computer Programming – A Novel
Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

Muhammed Yousoof and Mohd Sapiyan

Sequential Pattern Mining Application to Support Customer Care “X”
Clinic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

Alexander Setiawan, Adi Wibowo, and Samuel Kurniawan

Similarity-Based Models

The Comparation of Distance-Based Similarity Measure to Detection
of Plagiarism in Indonesian Text . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

Tari Mardiana, Teguh Bharata Adji, and Indriana Hidayah

Document Searching Engine Using Term Similarity Vector Space Model
on English and Indonesian Document . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

Andreas Handojo, Adi Wibowo, and Yovita Ria

Knowledge Representation for Image Feature Extraction . . . . . . . . . . . . . . 174
Nyoman Karna, Iping Suwardi, and Nur Maulidevi

Using Semantic Similarity for Identifying Relevant Page Numbers for
Indexed Term of Textual Book . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183

Daniel Siahaan and Sherly Christina

Classification and Clustering Techniques

The Data Analysis of Stock Market Using a Frequency Integrated
Spherical Hidden Markov Self Organizing Map . . . . . . . . . . . . . . . . . . . . . . . 195

Gen Niina, Tatsuya Chuuto, Hiroshi Dozono,
and Kazuhiro Muramatsu

Attribute Selection Based on Information Gain for Automatic Grouping
Student System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205

Oktariani Nurul Pratiwi, Budi Rahardjo,
and Suhono Harso Supangkat



Contents XXI

Data Clustering through Particle Swarm Optimization Driven
Self-Organizing Maps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

Tad Gonsalves and Yasuaki Nishimoto

Intelligent Data Processing

A Search Engine Development Utilizing Unsupervised Learning
Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223

Mohd Noah Abdul Rahman, Afzaal H. Seyal, Mohd Saiful Omar,
and Siti Aminah Maidin

Handling Uncertainty in Ontology Construction Based on Bayesian
Approaches: A Comparative Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 234

Foni Agus Setiawan, Wahyu Catur Wibowo, and Novita Br Ginting

Applicability of Cyclomatic Complexity on WSDL . . . . . . . . . . . . . . . . . . . 247
Sanjay Misra, Luis Fernandez-Sanz, Adewole Adewumi,
Broderick Crawford, and Ricardo Soto

Feature Extraction

Multiclass Fruit Classification of RGB-D Images Using Color and
Texture Feature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257

Ema Rachmawati, Iping Supriana, and Masayu Leylia Khodra

Content-Based Image Retrieval Using Features in Spatial and
Frequency Domains . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269

Kazuhiro Kobayashi and Qiu Chen

Feature Extraction for Java Character Recognition . . . . . . . . . . . . . . . . . . . 278
Rudy Adipranata, Liliana, Meiliana Indrawijaya,
and Gregorius Satia Budhi

Fast Performance Indonesian Automated License Plate Recognition
Algorithm Using Interconnected Image Segmentation . . . . . . . . . . . . . . . . . 289

Samuel Mahatmaputra Tedjojuwono

Image Recognition

A Study of Laundry Tidiness: Socks Pairing Using Video and
3D Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 303

Kazuki Maiya, Tsutomu Miyoshi, and Daiki Hirose

Design and Implementation of Skeletonization . . . . . . . . . . . . . . . . . . . . . . . 314
Kartika Gunadi, Liliana, and Gideon Simon



XXII Contents

A Computer-Aided Diagnosis System for Vitiligo Assessment:
A Segmentation Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 323

Arfika Nurhudatiana

Face Recognition for Additional Security at Parking Place . . . . . . . . . . . . 332
Semuil Tjiharjadi and William Setiadarma

Optic Disc Segmentation Based on Red Channel Retinal Fundus
Images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 348

K.Z. Widhia Oktoeberza, Hanung Adi Nugroho,
and Teguh Bharata Adji

Visualization Techniques

Multimedia Design for Learning Media of Majapahit . . . . . . . . . . . . . . . . . 363
Silvia Rostianingsih, Michael Chang, and Liliana

Adding a Transparent Object on Image . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 372
Liliana, Meliana Luwuk, and Djoni Haryadi Setiabudi

3D-Building Reconstruction Approach Using Semi-global Matching
Classified . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 382

Iqbal Rahmadhian Pamungkas and Iping Supriana Suwardi

Intelligent Network

Spanning Tree Protocol Simulation Based on Software Defined Network
Using Mininet Emulator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 395

Indrarini Dyah Irawati and Mohammad Nuruzzamanirridha

Varnish Web Cache Application Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . 404
Justinus Andjarwirawan, Ibnu Gunawan, and Eko Bayu Kusumo

DACK-XOR: An Opportunistic Network Coding Scheme to Address
Intra-flow Contention over Ad Hoc Networks . . . . . . . . . . . . . . . . . . . . . . . . 411

Radha Ranganathan, Kathiravan Kannan, P. Aarthi,
and S. LakshmiPriya

Network Security Situation Prediction: A Review and Discussion . . . . . . . 424
Yu-Beng Leau and Selvakumar Manickam

Cloud and Parallel Computing

Lightweight Virtualization in Cloud Computing for Research . . . . . . . . . . 439
Muhamad Fitra Kacamarga, Bens Pardamean, and Hari Wijaya

A Cloud-Based Retail Management System . . . . . . . . . . . . . . . . . . . . . . . . . 446
Adewole Adewumi, Stanley Ogbuchi, and Sanjay Misra



Contents XXIII

Towards a Cloud-Based Data Storage Medium for E-learning Systems
in Developing Countries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 457

Temitope Olokunde and Sanjay Misra

Fast and Efficient Parallel Computations Using a Cluster of
Workstations to Simulate Flood Flows . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 469

Sudi Mungkasi and J.B. Budi Darmawan

Strategic Planning

A Simulation Model for Strategic Planning in Asset Management of
Electricity Distribution Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 481

Erma Suryani, Rully Agus Hendrawan, Eka Adipraja Philip Faster,
and Lily Puspa Dewi

Enhancing the Student Engagement in an Introductory Programming:
A Holistic Approach in Improving the Student Grade in the Informatics
Department of the University of Surabaya . . . . . . . . . . . . . . . . . . . . . . . . . . . 493

Budi Hartanto

Business Process Maturity at Agricultural Commodities Company . . . . . 505
Lily Puspa Dewi, Adi Wibowo, and Andre Leander

Innovation Strategy Services Delivery: An Empirical Case Study of
Academic Information Systems in Higher Education Institution . . . . . . . . 514

John Tampil Purba and Rorim Panday

Intelligent Applications

Public Transport Information System Using Android . . . . . . . . . . . . . . . . . 529
Agustinus Noertjahyana, Gregorius Satia Budhi,
and Agustinus Darmawan Andilolo

Lecturers and Students Technology Readiness in Implementing Services
Delivery of Academic Information System in Higher Education
Institution: A Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 539

Rorim Panday and John Tampil Purba

Tool Support for Cascading Style Sheets’ Complexity Metrics . . . . . . . . . . 551
Adewole Adewumi, Onyeka Emebo, Sanjay Misra,
and Luis Fernandez

Intelligent Systems for Enterprise, Government and
Society

Generic Quantitative Assessment Model for Enterprise Resource
Planning (ERP) System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 563

Olivia and Kridanto Surendro



XXIV Contents

The Implementation of Customer Relationship Management:
Case Study from the Indonesia Retail Industry . . . . . . . . . . . . . . . . . . . . . . 572

Leo Willyanto Santoso, Yusak Kurniawan, and Ibnu Gunawan

The Implementation of Customer Relationship Management and Its
Impact on Customer Satisfaction, Case Study on General Trading and
Contractor Company . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 579

Djoni Haryadi Setiabudi, Vennytha Lengkong,
and Silvia Rostianingsih

Towards e-Healthcare Deployment in Nigeria: The Open Issues . . . . . . . . 588
Jumoke Soyemi, Sanjay Misra, and Omoregbe Nicholas

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 601



 

 

 

 

 

Invited Paper 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



© Springer-Verlag Berlin Heidelberg 2015 
R. Intan et al. (Eds.): ICSIIT 2015, CCIS 516, pp. 3–16, 2015. 
DOI: 10.1007/978-3-662-46742-8_1 

On the Relation of Probability, Fuzziness,  
Rough and Evidence Theory 

Rolly Intan 

Petra Christian University 
Department of Informatics Engineering 

Surabaya, Indonesia 
rintan@petra.ac.id 

Abstract. Since the appearance of the first paper on fuzzy sets proposed by  
Zadeh in 1965, the relationship between probability and fuzziness in the represen-
tation of uncertainty has been discussed among many people. The question is 
whether probability theory itself is sufficient to deal with uncertainty. In this paper 
the relationship between probability and fuzziness is analyzed by the process of 
perception to simply understand the relationship between them. It is clear that 
probability and fuzziness work in different areas of uncertainty. Here, fuzzy event 
in the presence of probability theory provides probability of fuzzy event in which 
fuzzy event could be regarded as a generalization of crisp event. Moreover, in 
rough set theory, a rough event is proposed representing two approximate events, 
namely lower approximate event and upper approximate event. Similarly, in the 
presence of probability theory, rough event can be extended to be probability of 
rough event. Finally, the paper shows and discusses relation among lower-upper 
approximate probability (probability of rough events), belief-plausibility measures 
(evidence theory), classical probability measures, probability of generalized 
fuzzy-rough events and probability of fuzzy events. 

Keywords: Probability, Rough Sets, Fuzzy Sets, Evidence Theory. 

1 Introduction 

Since the appearance of the first paper on fuzzy sets proposed by Zadeh in 1965, the 
relationship between probability and fuzziness in the representation of uncertainty has 
been discussed among many people. The main problem is whether probability theory 
itself is sufficient to deal with uncertainty. This issue has been widely discussed in 
many papers and written by Nguyen [15], Kosko [14] Zadeh [20], [21] and so on. 

In this work, again just try to understand the relationship between probability and 
fuzziness using the process of perception by humans. In the process of perception, the 
subject (human, computer, robot, etc.) tries to recognize and describe a given object 
(anything, like human, plant, animal, event, condition, etc.). 

To conduct a successful process of perception, subject requires adequate knowledge. 
On the other hand, object requires a clear definition. However, human (as subject) do not 
know what happens in the future and has also limited knowledge. In other words, humans 
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are not omniscient. In this case, the subject is in a non-deterministic situation in perform-
ing a perception. On the other hand, most objects (shape, feeling, emotion, etc.) cannot 
generally be clearly defined. Therefore, the perception process is in uncertain situation. 

To summarize the relationship between subject and object in the process of percep-
tion, there are four possible situations as follows [10]. 
• If the subject has sufficient knowledge and the object has a clear definition, it 

becomes a certainty. 
• If the subject has sufficient knowledge and object has unclear definition, it comes 

to the situation of fuzziness. In general, fuzziness, also called deterministic uncer-
tainty, may occur in the situation when one is able to subjectively determine or 
describe a given object, but somehow the object does not have a specific or clear 
definition. For example, a man describes a woman as a beautiful woman. Ob-
viously definition of a beautiful woman is unclear, uncertain and subjective. The 
man, however is convinced of what he describes someone as a pretty woman. 

• If the subject is not in having sufficient knowledge and object has a clear defini-
tion, it comes to the situation of randomness. Randomness is usually called non-
deterministic uncertainty because subject cannot determine or describe a given 
object clearly although the object has a clear definition. Here, probability theory 
was developed for dealing with the random experiment. For example, in throwing 
a dice, even though there are six possible defined result of outcomes, one cannot 
ensure outcome of dice. Another example, in solving multiple choice problem, 
because of his limited knowledge, a student may not be assured to choose an an-
swer out of 4 possible answers. 

• If the subject is in insufficient knowledge and object definition is unclear, it comes 
to be a probability of fuzzy event [20]. In this situation, both the probability and 
fuzziness are combined. For example, how to predict an ill-defined event: "Tomor-
row will be a warm day." Speaking of morning is talk about a future in which the 
subject cannot determine what happens in the future. The situation must be ad-
dressed by probability. However, "hot" is a subjectively defined event (called 
fuzzy event). Therefore, the event is regarded to be a probability of fuzzy event. 

From these four situations obviously seen that the probability and the fuzziness in 
work in different areas of uncertainty. Probability theory itself is not sufficient to deal 
with ill-defined event or fuzzy event. Instead, probability and Fuzziness should be 
considered as a complementary tool. 

In probability, set theory is used to provide a language for modeling and describing 
random experiments. In (classical) theory of sets, subsets of the sample space of an 
experiment are referred to as crisp events. Fuzzy set theory proposed by Zadeh in 
1965, is regarded as a generalization of (classical) set theory in which fuzzy sets is to 
represent deterministic uncertainty by a class or classes that do not have sharp defined 
boundary [21]. 

In fuzzy set theory, an ill-defined event, called fuzzy event can be described in the 
presence of probability theory called probability of fuzzy event [20] in which fuzzy 
event could be regarded as a generalization of crisp event. Conditional probability as an 
important property in the theory of probability usually used in generating inference rule 
can be extended to the conditional probability of fuzzy event. In the situation of uniform 
distribution probability, conditional probability of fuzzy event can be simplified to be 
what we call fuzzy conditional probability relations as proposed in [3] and [4] to calcu-
late the similarity of two fuzzy labels (sets). 
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Similarly, rough sets theory generalizes the classical set theory by studying sets with 
imprecise boundaries. A rough set [16], which is characterized by a pair of approxima-
tions, can be seen as an approximate representation of a given classical set in terms of 
two subsets derived from a partition in the universe as proposed in [12], [13], [16] and 
[19]. By the theory of rough sets, rough event which is consists of lower approximate 
event and upper approximate event, in the presence of probability theory provides 
probability of rough event. Therefore, rough event could be also considered as an ap-
proximation of a given crisp event. Moreover, the probability of rough event presents a 
semantic formulation to what called the interval probability. Formulation of the inter-
val probability is useful to represent the worst and the best probabilities of an event for 
supporting decision making process. In this paper, special attention is focused to dis-
cuss conditional probability of rough event and proved that it satisfied some properties. 

In addition, a generalized fuzzy rough set as proposed in [5] and [7] is considered 
as an approximation of a given fuzzy set on a given fuzzy covering. Since fuzzy set 
and fuzzy covering generalize crisp set and crisp partition respectively, the genera-
lized fuzzy rough set is regarded as a generalization of rough fuzzy sets and rough 
fuzzy sets as proposed by Dubois and Prade in [2]. Therefore, a generalized fuzzy 
rough event represented by generalized fuzzy rough set, in the presence of probabili-
ty, provides probability of generalized fuzzy rough event. The generalized fuzzy-
rough event is represented in four approximates, namely lower maximum of fuzzy 
event, lower minimum of fuzzy event, upper maximum of fuzzy event and upper min-
imum of fuzzy event. 

Finally, we show and discuss relation among lower-upper approximate probability 
(probability of rough events), belief-plausibility measures (evidence theory), classical 
probability measures, probability of generalized fuzzy-rough events and probability of 
fuzzy events. 

2 Probability of Fuzzy Event 

Probability theory is based on the paradigm of a random experiment in which out-
come of the experiment cannot be predicted with certainty, before running the expe-
riment. In other words, as discussed in the previous section, in the situation of proba-
bility, subject does not have sufficient knowledge to determine outcome of the expe-
riment. In probability, set theory is used to provide a language for modeling and de-
scribing random experiments. The sample space of a random experiment corresponds 
to the universal set. In (classical) theory of sets, subsets of the sample space of an 
experiment are used to represent crisp events. 

To represent an ill-defined event, crisp event should be generalized to the fuzzy 
event in which the fuzzy sets used to represent fuzzy event. Formally, probability of 
fuzzy event is showed in the following definition [20]. 
 
Definition 1. Let (U,F,P) be regarded as a probability space in which U is the sample 
space, F presents sigma algebra of events and P is a probability of an event over U. 
Then, a fuzzy event A ∈ F is represented by a fuzzy set A on U whose membership 
function given by µA : U → [0, 1]. The probability of fuzzy event A is defined by the 
following equations: 
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─ continuous sample space:  

 ·  (1) 

─ discrete sample space: 

 ∑ ·  (2)         

where p(u) is a probability distribution function of an element u ∈ U.  
For example, arbitrarily given a sentence “John ate a few eggs for breakfast”. Here, 

we have insufficient knowledge to know exactly how many eggs John ate for break-
fast. Instead, probability distribution function of “John ate u ∈ U egg(s) for breakfast” 
is arbitrarily shown by Table 1.  

Table 1. Probability Distribution of u 

U 1 2 3 4 5 6 • • • 
p(u) 0.33 0.27 0.2 0.13 0.07 0 • • • 

 
A meaningful fuzzy label, “a few” represented by a fuzzy event is arbitrarily given 

by a fuzzy set, µafew = {1/1, 0.6/2, 0.2/3}, where µafew (2) = 0.6. Probability of “John 
ate a few eggs for breakfast”, denoted by P (a few), is calculated as follow. 

 P (a few) = 1 × 0.33 + 0.6 × 0.27 + 0.2 × 0.2 = 0.532. 

Some basic concepts and operations relating to the fuzzy sets are given by the follow-
ing operations. Given A and B are two fuzzy sets on U [21], 

• Union:   µA∪B (u) = max[µA(u), µB (u)], 
• Complement:  B = ¬A ⇔ µB (u) = 1 − µA(u), ∀u, 
• Intersection:   µA∩B (u) = min[µA(u), µB (u)], 
• Sum:    µA⊕B (u) = µA(u) + µB (u) − µA(u) ·µB (u). 
• Equality:   A = B ⇔ µA(u) = µB (u), ∀u, 
• Containment:   A ⊂ B ⇔ µA(u) ≤ µB (u), ∀u, 
• Product:   µAB (u) = µA(u)·µB (u), 

It can be verified obviously that the probability of fuzzy event satisfies certain proper-
ties. Given A and B are two fuzzy sets on U, 

1. P(A ⊕ B) = P(A) + P(B) − P(A·B), 
2. A ⊂ B ⇒ P(A) ≤ P(B), 
3. P(A ∪ B) = P(A) + P(B) − P(A ∩ B), 
4. P(A ∩ ¬A) ≥ 0. 
5. P(A ∪ ¬A) ≤ 1, 

1, 2 and 3 prove that probability of fuzzy event satisfies additivity axiom of sum, 
monotonicity and additivity axiom of union, respectively. However, it does not satisfy 
law of non-contradiction and law of excluded middle as clearly seen in (4) and (5). 
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We now turn to the notion of conditional probability of fuzzy events. Conditional 
probability of an event is the probability of the event given that another event has 
already occurred. The following equation show relationship between the conditional 
and unconditional probability. 

 P(A|B) = P(A ∩ B)/P(B), 

where B is an event such that P(B) ≠ 0. 
In discrete sample space, the conditional probability of fuzzy event could be de-

fined as follows. Given A and B are two fuzzy sets on U, 

 | ∑  , ·∑ · , ∀ ∈ , (3) 

where ∑ · 0. It can be proved that several properties are satisfied in 
the conditional probability of fuzzy event. Given A and B be two fuzzy sets on U, 

1. Normalization: P(A|B) + P(¬A|B) ≥ 1,  
2. Total Probability: If {Bk |k ∈ Nn} are pairwise disjoint, crisp and exhaustive events,  

i.e., P(Bi ∩ Bj) = 0 for i ≠ j and   ∪Bk = U, then: 

 ∑ · | , 
3. Bayes Theorem: 

 | | · . 
Furthermore, the relationship between A and B in conditional probability of fuzzy 
event can be represented in three conditions as follows. 

• Negative correlation:  

 P (A|B) < P (A) ⇔ P (B|A) < P (B) ⇔ P (A ∩ B) < P (A) × P (B),  

• Positive correlation:  

 P (A|B) > P (A) ⇔ P (B|A) > P (B) ⇔ P (A ∩ B) > P (A) × P (B),  

• Independent correlation:  

 P (A|B) = P (A) ⇔ P (B|A) = P (B) ⇔ P (A ∩ B) = P (A) × P (B).  

In the situation of uniform distribution, the probability distribution function p(u) = 1 / 
|U|, is considered as a constant variable. Therefore, the conditional probability of A 
given B is more simply defined by eliminating p(u) as given by: 

 | ∑  ,∑ , ∀ ∈ , (4) 

In [3] and [4], the Equation (4) called fuzzy conditional probability relation is used to 
calculate degree of similarity relationship between two fuzzy labels (sets). 
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3 Probability of Rough Event 

Rough set is considered as a generalization of crisp set by studying sets with impre-
cise boundaries. A rough set, characterized by a pair approximations, called lower 
approximation and upper approximation, can be seen as an approximate representa-
tion of a given crisp set in terms of two subsets derived from a partition in the un-
iverse as explained in [12], [13], [16] and [19]. 

The concept of rough sets can be defined precisely as follows. Let U denotes a fi-
nite and non-empty universe, and let R be an equivalence relation on U. The equiva-
lence relation R induces a partition of the universe. The partition is also referred to as 
the quotient set and is denoted by U/R. Suppose [u]R is the equivalence class in U/R 
that contains u ∈ U. A rough set approximation of a subset A ⊆ U is a pair of lower 
and upper approximations.  

Formally, rough sets may be defined precisely as follows. Let U denotes a non-
empty and finite universe. R is an equivalence relation on U. The equivalence relation 
R induces a partition of the universe. The partition is also known as the quotient set, 
and it is denoted by U/R.  Given [u]R is the equivalence class in U/R that consists of u ∈ U. A rough set of a subset A ⊆ U is represented by a pair of lower and upper ap-
proximations as given by the following equations. The lower approximation, 

 ∈ | ⊆ ∈ / | ⊆ , 
is the union of all equivalence classes in U/R that are subsets of A. The upper approx-
imation, 

 ∈ | ∅ ∈ / | ∅ , 
is the union of all equivalence classes in U/R that overlap with A. Similarly, by rough 
set, an event can be described into two approximate rough events, namely lower ap-
proximate event and upper approximate event. Rough event can be considered as the 
generalization and approximation of a given crisp event. Probability of rough event is 
then defined by the following equations. 
 

Definition 2. Let (U,F,P) be regarded as a probability space in which U is the sample 
space. F represents sigma algebra of events, and P is a probability measure over U. 
Then, a rough event of A = [Lo(A), Up(A)] ∈ F2 is given by a pair of approximations, 
called lower approximation and upper approximation of A ⊆ U. The probability of 
rough event A is defined by an interval probability [P(Lo(A)), P(Up(A))], where 
P(Lo(A)) and P(Up(A)) are lower probability and upper probability, respectively.  

─ Lower probability: 

 ∑ ∈ | ⊆ ∑ ,∪ ∈ / | ⊆  (5) 

─ Upper probability: 

 ∑ ∈ | ∅ ∑ ,∪ ∈ / | ∅  (6) 

where p(u) is a probability distribution function of element u ∈ U . 
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Lower and upper probabilities in Definition 2 can be regarded as an interval proba-
bility. By combining with other set-theoretic operators such as ¬, ∪ and ∩, we have 
the following results of properties: 

1. P(Lo(A)) ≤ P(A) ≤ P(Up(A)), 
2. A ⊆ B ⇔ [P(Lo(A)) ≤ P(Lo(B)), P(Up(A) ≤P(Up(B))], 
3. P(Lo(¬A)) = 1 − P (Lo(A)), P (Up(¬A)) = 1 − P (Up(A)), 
4. P(¬Lo(A)) = P (Up(¬A)), P (¬Up(A)) = P (Lo(¬A)), 
5. P(Lo(U) ) = P (U ) = P (Up(U) ) = 1, P (Lo(∅)) = P (∅) = P (Up(∅)) = 0, 
6. P (Lo(A ∩ B)) = P (Lo(A) ∩ Lo(B)), P (Up(A ∩ B)) ≤ P (Up(A) ∩ Up(B)), 
7. P(Lo(A ∪ B)) ≥ P(Lo(A)) + P(Lo(B)) − P(Lo(A ∩ B)), 
8. P(Up(A ∪ B)) ≤ P(Up(A)) + P(Up(B)) − P(Up(A ∩ B)), 
9. P(A) ≤ P(Lo(Up(A))), P(A) ≥ P(Up(Lo(A))), 

10. P(Lo(A)) = P(Lo(Lo(A))), P(Up(A)) = P(Up(Up(A))), 
11. P(Lo(A) ∪ Lo(¬A)) ≤ 1, P(Up(A) ∪Up(¬A)) ≥ 1, 
12. P(Lo(A) ∩ Lo(¬A)) = 0, P(Up(A) ∩ Up(¬A)) ≥ 0. 

Conditional probability of rough event could be considered in the following four 
combinations of formulations: Given A, B ⊆ U, conditional probability of A given B 
is given by 

 | , (7) 

 | , (8) 

 | , (9) 

 | . (10) 

It can be proved that the equations are also satisfied some relations as given by: ⇒ | |  ⇒ | |  
 
Similarly, it can also be verified that they satisfy some properties: 

1. Normalization: 

─ P (Lo(A)|Lo(B)) + P (Lo(¬A)|Lo(B)) ≤ 1, 
─ P (Lo(A)|Up(B)) + P (Lo(¬A)|Up(B)) ≤ 1, 
─ P (Up(A)|Lo(B)) + P (Up(¬A)|Lo(B)) ≥ 1, 
─ P (Up(A)|Up(B)) + P (Up(¬A)|Up(B)) ≥ 1. 

2. Total Probability If {Bk |k ∈ Nn} are pairwise disjoint, crisp and exhaustive events, 
i.e., P (Bi ∩ Bj) = 0 for i ≠ j and   ∪Bk = U, then: 
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─ ∑ · , 
─ ∑ · , 
─ ∑ · , 
─ ∑ · . 

3. Bayes Theorem: 

 
| · , 

 
| · , 

 
| · , 

 
| · . 

We may also consider other definitions of conditional probability of rough event as 
given by the following equations. Given A, B ⊆ U, conditional probability of A given 
B can be also defined by 

 | , (11) 

 | , (12) 

 | , (13) 

 | . (14) 

Also, it can be proved that the above equations satisfy some relations as follows. 

• P2(A|B) ≤ P1(A|B) ≤ P3(A|B),  
• P4(A|B) ≤ P3(A|B),  
• P2(A|B) ≤ P4(A|B),  
• P (Lo(A ∩ B)) = P (Lo(A) ∩ Lo(B)) ⇒ P1(A|B) = P (Lo(A)|Lo(B)).  

Moreover, they also satisfy some properties of conditional probability: 

1. Normalization: 

─ P1(A| B) + P1(¬A| B) ≤ 1, 
─ P2(A| B) + P2(¬A| B) ≤ 1, 
─ P3(A| B) + P3(¬A| B) ≥ 1, 
─ P4(A| B) + P4(¬A| B) ≥ 1. 

2. Total Probability If {Bk |k ∈ Nn} are pairwise disjoint, crisp and exhaustive events,  

i.e., P (Bi ∩ Bj) = 0 for i ≠ j and   ∪Bk = U, then: 
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─ ∑ · | , 
─ ∑ · | , 
─ ∑ · | , 
─ ∑ · | . 

3. Bayes Theorem: 

 | | · , 
 | | · , 
 | | · , 
 | | · . 
4 Probability of Generalized Fuzzy-Rough Event 

A generalized fuzzy rough set is an approximation of a given fuzzy set on a given 
fuzzy covering. Since fuzzy set generalizes crisp set and covering generalizes parti-
tion, fuzzy covering is regarded as the most generalized approximation space. Fuzzy 
covering might be considered as a case of fuzzy granularity in which similarity classes 
as a basis of constructing the covering are regarded as fuzzy sets. Alternatively, a 
fuzzy covering might be constructed and defined as follows [6]. 

A generalized fuzzy rough set is an approximation of a given fuzzy set in a given 
fuzzy covering. Since fuzzy set and covering generalized crisp set and partition, re-
spectively, fuzzy covering is considered the most generalized approximation space. 
Fuzzy covering can be considered as a case of fuzzy granularity. In this case, similari-
ty classes as used in constructing the covering are considered as fuzzy sets. The fol-
lowing definition shows an alternative definition in constructing a fuzzy covering [6]. 

 

Definition 3. Let U = {u1, ..., un} be regarded as a universe. A fuzzy covering of U is 
defined by a family of fuzzy subsets or fuzzy classes of C, denoted by C = {C1, C2, ..., 
Cm}, and it satisfies 

 ∑ 1, ∀ ∈  (15) 

 0 ∑ , ∀ ∈  (16) 

where µCi(uk) ∈ [0, 1]  and m is a positive integer. 
Let A be a fuzzy set on fuzzy covering as defined in Definition 3. A generalized 

fuzzy rough set A is then defined by the following definition. 
 

Definition 4. Let U be regarded as a non-empty universe. C = {C1, C2, ..., Cm} is a 
fuzzy covering on U. Given A be a fuzzy set on U, Lo(A)M , Lo(A)m, Up(A)M and 
Up(A)m are defined as minimum lower approximate, maximum lower approximate, 
minimum upper approximate and maximum upper approximate fuzzy set of A, re-
spectively, as follows. 



12 R. Intan 

 inf | inf ∈ | , , (17) 

 sup | inf ∈ | , , (18) 

 inf | sup ∈ , , (19) 

 sup | sup ∈ , , (20) 

where , min , , for short. 
Therefore, a given fuzzy set A is approximated into four approximate fuzzy sets. It 

can be proved that relationship among these approximations satisfy a partial order as 
follows. 

 ⊆ ⊆ , ⊆ ⊆ , ⊆  

The property of iterative is also applied for almost all approximate fuzzy sets except 
for Lo(A)M  as shown in the following relations. 

• ∗ ⊆ ⊆ ⊆ , 
• ⊆ ⊆ ⊆ ∗, 
• ⊆ ⊆ ⊆ ∗, 
where Lo(A)m∗, Up(A)m∗ and Up(A)M∗ are regarded as the lowest approximation of 
Lo(A)m, the uppermost approximation of Up(A)m and the uppermost approximation of 
Up(A)M , respectively. Thus, in our concept of the generalized fuzzy rough set, a given 
fuzzy event can be represented into four fuzzy events, called generalized fuzzy-rough 
event. In the relation to probability theory, probability of generalized fuzzy-rough 
event is then defined in Definition 5 as follows. 
 
Definition 5. Let (U, F, P) be regarded as a probability space in which U is the sam-
ple space, F is defined as sigma algebra of events, and P is a probability measure over 
U. Then, a generalized fuzzy-rough event of A = [Lo(A)m, Lo(A)M, Up(A)m, Up(A)M] ∈ 
F4 are considered as fuzzy approximate events of A, where A is a given fuzzy set on U 
. The probability of generalized fuzzy-rough event A is then defined by a quadruplet 
[P(Lo(A)m), P(Lo(A)M), P(Up(A)m), P(Up(A)M)] as given by the following equations. 

 ∑ · , (21) 

 ∑ · , (22) 

 ∑ · , (23) 

 ∑ · , (24) 

where p(u) is defined as a probability distribution function of element u ∈ U. 
By combining with other set-theoretic operators such as ¬, ∪ and ∩, we have the 

following results of properties: 
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• P(Lo(A)m) ≤ P(Lo(A)M) ≤ P(Up(A)M),  
• P(Lo(A)M) ≤ P(A), 
• P(Lo(A)m) ≤ P(Up(A)m) ≤ P(Up(A)M), 
• A⊆B⇒[P(Lo(A)m) ≤ P(Lo(B)m), P(Lo(A)M) ≤ P(Lo(B)M), P(Up(A)m) ≤ P(Up(B)m), 

P(Up(A)M) ≤ P(Up(B)M)], 
• P(Lo(U)λ) ≤ 1, P(Up(U)λ) ≤ 1,  
• P(Lo(∅)λ) = P(Up(∅)λ)= 0, 
• P(Lo(A∩B)λ) ≤ P(Lo(A)λ ∩ Lo(B)λ), 
• P(Up(A∩B)λ) ≤ P(Up(A)λ ∩ Up(B)λ), 
• P(Lo(A∪B)λ) ≥ P(Lo(A)λ)+P(Lo(B)λ))- P(Lo(A∩B)λ), 
• P(Up(A∪B)λ) ≤  P(Up(A)λ)+P(Up(B)λ))- P(Up(A∩B)λ), 
• P(Lo(A)m*) ≤  ≤ P(Lo(Lo(A)m) m) ≤ P(Lo(A)m), 
• P(Lo(A)M) =P(Lo(Lo(A)M) M), 
• P(Up(A)m) ≤ P(Up(Up(A)m) m) ≤   ≤ P(Up(A)m*), 
• P(Up(A)M) ≤ P(Up(Up(A)M) M) ≤   ≤ P(Up(A)M*), 
• ∪ 1, 
• 0, 
• 0, 
where λ ∈ {m, M }, for short. 

5 Belief and Plausibility Measures 

In evidence theory, belief and plausibility measures originally introduced by Glenn 
Shafer in 1976 [17] are mutually dual functions in evidence theory. This concept was 
strongly motivated and related to lower probability and upper probability proposed by 
Dempster in 1967 [1] in which all measures are subsumed in the concept of fuzzy 
measure proposed by Sugeno in 1977 [18]. Belief and plausibility Measures can be 
represented by a single function, called basic probability assignment, providing evi-
dence grades for specific subsets of the universal set. In a special case when the subsets 
of the universal set are disjoint and each subset represents elementary set of indiscerni-
ble space, we can consider belief and plausibility measures as lower approximate prob-
ability and upper approximate probability in terms of probability of rough events as 
proposed in [8] and [9]. Here, lower approximate probability and upper approximate 
probability are considered as a special case of belief and plausibility measures, respec-
tively in which probability of elementary set is considered as a special case of basic 
probability assignment. In other words, belief and plausibility measures are based on 
crisp-granularity in terms of a covering. On the other hand, lower approximate proba-
bility and upper approximate probability are defined on crisp-granularity in terms of 
disjoint partition. Here, when every elementary set has only one element of set, every 
probability of elementary set will be equal to probability of an element called probabil-
ity distribution function as usually used in representing probability measures. There-
fore, it can be verified that lower approximate probability and upper approximate prob-
ability of a given rough event will be clearly reduced into a single value of probability. 
Lower approximate probability and upper approximate probability as well as belief and 
plausibility measures are also regarded as generalization of probability measures in the 
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presence of crisp granularity of sample space. We may consider another generalization 
when the membership degree of every element of sample space in representing an 
event is regarded from 0 to 1. The generalization provides a concept called probability 
measures of fuzzy events as proposed by Zadeh in 1968 [20]. Moreover, it may then 
propose a more generalized probability measures by given a fuzzy event in the pres-
ence of fuzzy-granularity of sample space. The generalization called probability meas-
ures of generalized fuzzy-rough events as already discussed in previous section [5] and 
[7]. Belief and plausibility measures can be also represented by a single function called 
basic probability assignment as defined by the following [11]: 
 

Definition 6. Given U be regarded as a universal sample space and (U) be a power 
set of U, 

 m : (U ) → [0, 1] (25) 

such that ∑ ∈ 1 and ∅   0 , where m(E) expresses the degree of 
evidence supporting the claim that a specific element of U belongs to the set E but not 
to any special subset of E. There are three properties considering the definition of 
basic probability assignment. 

1. It is not necessary that m(U ) = 1.  
2. It is not necessary that E1 ⊂ E2 ⇒ m(E1) ≤ m(E2).  
3. There is no relationship between m(E) and m(¬E).  

Every E ∈ (U) is called a focal element iff m(E) > 0. It is possible that focal ele-
ments may take overlap one to each other. Belief and Plausibility measures are then 
given by Equation (26) and (27), respectively. For A ∈ (U ), 

 ∑ ,⊆  (26) 

 ∑ .∅  (27) 

It can be also verified that for all A ∈ (U ), Bel(A) ≤ Pl(A). As mention before, it can 
be proved that belief and plausibility measures are mutually dual functions as shown 
in the following equations. 
    Pl(A) = 1 −Bel(¬A).  
Similarly,  
    Bel(A) = 1 − Pl(¬A). 
Belief and plausibility measures are defined on a covering. Therefore, some properties 
are not satisfied, especially iterative properties of lower approximate probability and 
upper approximate probability such as given by P(A) ≤ P(Lo(Up(A))), P(A) ≥ 
P(Up(Lo(A))) and P(Lo(A)) = P(Lo(Lo(A))), P(Up(A)) = P(Up(Up(A))) as also men-
tioned in Section 3. Let consider, 

 ∈ , ∅   and  ∈ , ⊆ , 

where Pl(A) and Pl−1(A) correspond to P(Up(A)) and Up(A), respectively. Similarly, 
Bel(A) and Bel−1(A) correspond to P(Lo(A)) and Lo(A), respectively. Hence, property of 
P(Up(A)) = P(Up(Up(A))) can be represented as Pl(A) = Pl(Pl−1(A)) by using expression 
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of plausibility measures. It can be easily verified that the property is not satisfied instead 
Pl(A) ≤ Pl(Pl−1(A)). Also, P(A) ≥ Pl(Bel−1(A)) in the relation to P(A) ≥ P(Up(Lo(A))), 
cannot be verified. When every elementary set has only one element, the probability of 
elementary set is equal to probability of the element represented by a function called 
probability distribution function, p : U → [0,1], which is defined on set U as usually used 
in probability measures. Here, lower approximate probability and upper approximate 
probability fuse into a single value of probability in which probability satisfies additivity 
axiom as an intersection area between supperadditive property of lower approximate 
probability and subadditive property of upper approximate probability as respectively 
given by the equations, P(Lo(A ∪ B)) ≥ P(Lo(A)) + P(Lo(B)) − P(Lo(A ∩ B)) and P(Up(A ∪ B)) ≤ P(Up(A)) + P(Up(B)) − P(Up(A ∩ B)) as also already mentioned in Section 3. 

6 Conclusion 

The relationship between probability and fuzziness was discussed clearly based on the 
process of perception. Probability and fuzziness work in different areas of uncertain-
ty; therefore, probability theory itself is not sufficient to deal with the uncertainty in 
real world application. Instead, fuzziness and probability must be regarded as a com-
plementary concepts to represent various type of uncertainty.  For instance, relation 
between fuzziness and probability may provide a concept, called probability of fuzzy 
event in which fuzzy event was represented by a given fuzzy set. Here, fuzzy event 
and fuzzy set are considered as a generalization of crisp event and crisp set, respec-
tively. Similarly, rough set, as another generalization of crisp set, is used to represent 
rough event. In the presence of probability theory, probability of rough event was also 
proposed as another generalization of probability measure. Conditional probability of 
fuzzy event and conditional probability of rough event were examined together with 
their some properties. A more generalized fuzzy rough set is then proposed as an ap-
proximation of a given fuzzy set in a given fuzzy covering.  

Therefore, using the concept of generalized fuzzy rough set, a generalized fuzzy-
rough event was proposed as the most generalization of fuzzy event as well as rough 
event. Probability of the generalized fuzzy-rough event was introduced along with its 
properties. Figure 1 shows summary of relationship among all the concepts.  

 

    Belief and Plausibility Measures 
 
    Probability of Rough Events 
     
    Probability 
    Measures 
  Probability of Fuzzy Events 
 
 Probability of Generalized 
 Fuzzy-Rough Events 

Fig. 1. Generalization based on Crisp-Granularity and Membership Function 
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Abstract. In recent years, housework automation has become popular with the 
rise of robot technology. However, tidying laundry is still manual. Automation 
by machine is difficult, because clothing is an irregular complex shape. We 
thought it can handle the laundry by combining depth information and color 
image. The purpose of this study is to develop a laundry state determination 
system. This study define state of laundry by dividing into 4 states, and develop 
laundry state determination system using RGB image and 3D information. The 
results of experiment of the proposed method suggest that the system was poss-
ible to accurately determination the state of the laundry by using depth informa-
tion and RGB camera image with Kinect. 

Keywords: Laundry Tidiness, State Determination, Kinect. 

1 Introduction 

In recent years, housework automation has become popular such as cleaning robot or 
washing and drying machine, etc. Housework automation reduce user's effort of 
housework, and provide a free time. Housework definition in long-term care services 
is classified into cooking, washing, cleaning, shopping, throw out trash, clothing 
organize and clothing repair. There are some agency or automation service for 
cooking, washing, cleaning, and shopping. For example, for cooking, microwave 
oven is common consumer electronics. For washing, washing and drying machine is 
common too. For cleaning, room cleaning robot like Roomba[1] has become popular. 
For shopping, shopping at online and get it by courier have become easier. However, 
tidying laundry which is classified as clothing organize is still manual. Automation by 
machine is difficult[2-4,6-10], because clothing is an irregular complex shape. 

2 Automatic Laundry Tidying System 

We aims to develop a laundry tidying system of closet type fitted with Kinect (Fig.1). 
We assume the system as following. 

• The system recognized the state of laundry, and gives commands to small robots. 
• Small robots can only 3 operations of grabbing, detaching and moving. 
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• Large clothes such as sh
• Socks perform a pairing

This study is intended t
among the laundry automa
image of Kinect[5]. 

3 Definition of La

We defined the state of lau
in which the laundry is pl
taken out one piece from th
completed pairing. The fou
This state is the same as hu
exist on the floor (Fig.2). 

Fig. 2. St

mu, and M. Kazuki 

hirts and pants tidy up by hanging without folding. 
g and put away to a particular shelf. 
to build a system for determining the state of the laun
atic tidying system using depth information and cam

 

Fig. 1. Closet fitted with Kinect 

aundry States and Action 
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uman has finished tidying the laundry, the laundry does 
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・state 1: Laundry of all

・state 2: Laundry is tak

・state 3: Large clothes 
       which need pa

・state 4: Laundry of all

We defined IF-THEN ru
as shown in Fig.3. Table1 s
state that laundry state is 
determination of laundry s
"THEN" is the action when
is transition of laundry st
example, if current state is
current state will transition 
Fig.3. In Fig.3, the starting 

state Target 

1pile of laundry 
pile of laundry 

2recognized object 
recognized object 
recognized object 

3small clothes 
small clothes 

4pile of laundry 
recognized object 
small clothes 
all objects 
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l types are mixed, and it is a pile. 

ken out of one piece from laundry pile. 

such as pants are put away. Classification of small clot
airing like socks pairing are complete. 

l has been tidied. 

ules of their behavior (Table1). State transition Diagram
shows transition of laundry state. "State" is the number
divided into four parts. "Target" is target which is u

state by the system. "IF" is the condition of the "Targ
n "Target" conforms to the conditions of "IF". "Transiti
tate after the action, and transition number of Fig.3.
 1 and the pile of laundry exist, we move a laundry. t
to state2. In this case, the state transition number is 1-1
state is a non-recognition state. 

Table 1. State Transition 

IF THEN Transition 

exist object moving process state2 1-1 
none - state3 1-2 
pants pants tidying process state1 2-1 
socks pairing process state1 2-2 
none - state1 2-3 
exist socks tidying process state3 3-1 
none - state4 3-2 
exist - state1 4-1 
exist - state2 4-2 
exist - state3 4-3 
none - finished  

 

Fig. 3. State Transition Diagram 
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4 Target Recognition and Determination 

The work flow of total process is represented as following 5 sub process. 

1. Kinect set the position of 1.5m height downwardly perpendicular to the floor, 
and initialize Kinect. 

2. Laundry pile put on the floor. 

3. Recognizes the state of laundry. 

4. Acting and Changing the state of laundry. 

5. Repeat 3 and 4. 

In this paper, we focused on the recognition of IF part. Kinect set downwardly 
perpendicular to the floor, and a laundry pile put on the camera screen. In addition, 
Do not put the object of other than laundry on the floor, and to ensure sufficient space 
for moving laundry. We performed the move of laundry by human operator, not by 
small robots. 

The third process of the above is the most interested in this paper. The ditailes of 
this process gives as follows. 

・Recognizes the state of laundry 

3-1. Determination of the recognition field 

3-2. If the recognized object is present, apply object recognition 

3-3. If threshold less than area of  the object is determined to socks 

3-4. If threshold above area of the object is determined to pants 

3-5. Determination of the laundry pile field 

3-6. Determination of the small clothes field 

3-7. Decision of the state 

The first process is to set Kinect, and initialize using background subtraction for 
recognize the object. The process performe the following processing. 

・Initialize Kinect 

1-1. Storage of the background image 

1-2. Get camera image and a depth of information 

1-3. Detection of floor area 

1-4. Create of small clothes field to the third upper side of the floor area 

1-5. Create of laundry pile field by the rest of third left 

1-6. Create of laundry pile field by all remaining 
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1-7. Extraction of laund

1-8. Cut out laundry pil

1-9. Formed a pile by g

5 Experimental 

We tested by implementati
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dry by the background difference method 

le field, recognition field, and the small clothes field 

gathering the laundry in the laundry pile field 

on experimental whether or not Recognition of the IF p
s experiment was performed extracts the information of 
formation and the camera image by Kinect. In this exp
s and socks as laundry. In addition, threshold of object s
determined to be suitable value for the classification

eriments. And the system was implemented using Open

mage used for background subtraction. Fig.5 shows a de
or area for background subtraction. After aplying initia
ystem correctly cut out laundry pile field, recognized fi
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We showed the result 
Experiment in the followi
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10 socks→tidying 
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6 Conclusion 

In this study, we proposed a laundry state determination system using depth  
information and camera image with Kinect. Results of the implementation experiment 
of the proposed method, it was possible to accurately determination the state of the 
laundry. 

However, classification by only size must be refined, because type of clothes 
which need to discern are so many. Therefore, it is necessary to use characteristics 
such as shape to identify the type of more. 

In addition, It is considered that the state determination would be able to do rela-
tively easily because target laundry is limited to pants and socks. Case of assuming 
home use, it is not able to support at present. Therefore, we push forward with re-
search so as to make accurate state transition by increasing the features to be used for 
recognition. 
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Abstract. In an autonomous mobile robot system the ability to control the robot 
manually is needed. For that reason a mechatronics system and control algo-
rithm on carrier robot are designed and realized using Fuzzy Logic Controller. 
The carrier robot system which is designed consists of the robot mechatronics 
unit and the control center unit. The commands which are sent from the control 
center unit via local network received by the embedded system. These com-
mands are forwarded to the microcontroller and translated into carrier robot’s 
maneuver. An error correction algorithms using fuzzy logic controller is applied 
to regulate the actuator’s speed. This fuzzy logic controller algorithm is imple-
mented on embedded system which has a limitation on computational  
resources. The fuzzy controller gets its input from a rotary encoder and a mag-
netometer installed on the robot. The fuzzy logic controller algorithm using  
direction error protection has been able to detect and correct the direction error 
which the error value exceeds the predetermined threshold value (± 3 ° and ± 15 °). 
The carrier robot system has been able to run straight as far as 15 m with average 
deviation value of 22.2 cm. This fuzzy logic controller algorithm is able to give the 
response in the form of speed compensation value to maintain the direction of the 
carrier robot. 

Keywords: fuzzy logic controller, fuzzy, embedded system, carrier robot, pulse 
width modulation. 

1 Introduction 

In this paper the design of the control system is realized on a two-wheeled carrier 
robot. The robot has two wheels which have the functions as actuators and a passive 
wheel on the back of the robot. The robot uses two wheels control system so that the 
space needed for the robot maneuver is smaller. The fuzzy logic algorithm imple-
mented in the robot controller is used to correct the directional error of the robot when 
the robot moving in a straight line. 

Several previous studies have discussed about the use of fuzzy algorithms for bal-
ance control on two wheels robot [1], to control two-wheel inverted pendulum [2], 
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cost control on a two-wheeled robot [3], and also the application of fuzzy algorithms 
for manipulator robot [4]. Based on these ideas, the authors are interested in research-
ing and implementing fuzzy algorithm on embedded system for maintaining direction 
of a carrier robot. 

The fuzzy controller algorithm designed in this paper is applied using Takagi-
Sugeno-Kang (TSK) fuzzy inference models. Fuzzy system has two inputs such as an 
input of error angle and the value input of the actuator PWM. The output of the fuzzy 
controller is a crisp value representing the speed compensation value. The output will 
be added directly to the PWM of the motor which can be used to maintain the move-
ment direction the robot.  

The greater PWM will affect the higher output voltage and RPM. However the non 
linear systems (dynamic characteristics of the motor, the friction wheel, and the other) 
require complex models that must be known in advance if user wants to use PID tech-
nique. Fuzzy Logic Controller has several advantages such as having the ability to 
model non-linear functions and the ability to tolerate less accurate data. 

2 Fuzzy Logic Controller 

The fuzzy control system makes decisions using a language that can be understood by 
humans [5]. Knowledge possessed by humans can be easily applied in the design of a 
fuzzy control system. One of the most common ways of designing a fuzzy controller is 
to use a fuzzy rule-based system [6]. In Figure 1 the fuzzy controller architecture is 
shown in general. The fuzzification and defuzzification process are performed in the 
controller. The fuzzification process is a process to convert fuzzy variables to crisp vari-
able, while the deffuzification process is a process to perform conversion of binary va-
riables to fuzzy. The diagram block of a fuzzy logic controller is shown in figure 1. 
 
 

 

Fig. 1. Block diagram of the fuzzy logic controller 
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3 Takagi Sugeno Kang (TSK) Fuzzy Inference type [7] 

In the TSK fuzzy inference model, the system outputs are linear constants and not 
fuzzy sets. The general rule of a TSK fuzzy inference model is: 

 If input  and input  then output  (1) 

For the zero order TSK fuzzy model the value of  is a constant ( 0 . 
The value of  for each rule is weighted by the firing strength  of the rules. As 
example if the inputs were x and y then the firing strength is:   ,                         (2) 

Where , ,…., is the membership function of the input. The system final output is the 
weighted sum of each rules output.   ∑ .∑                             (3) 

With N is the number of rules.  

4 System Design 

The carrier robot system consists of two main entities. They are main control and 
robot mechatronics. The Control Center has a graphical user interface (GUI) located 
on a Notebook PC. This GUI serves to command the robot and monitor the status of 
the carrier robot. 

The robot mechatronics have two embedded modules. The modules are the Raspber-
ry Pi and The Arduino microcontroller board. The Raspberry Pi serves as the medium 
level controller. Its function is to perform socket communication between the main con-
trol and the robot over a wireless local area network. The microcontroller serves as the 
low level controllers which read the sensor data and control the speed of the actuators. 
Figure 2 shows the designed system architecture of the carrier robot system. 

5 Mechanical Design  

The carrier robot mechanic has mechanical layers called physical layer which is a 
physical part of the robot. The mechanical layer consists of robot body, framework, 
motor, and wheels. The framework of the robot uses iron pipe material which has a 
thickness of 1.5 mm. Aluminum plate with a thickness of 1 mm is used to cover the 
body of the robot. The form of the mechanical robot design can be seen in Figure 3. 
The robot has two actuators that each actuator consists of a wheel which is connected 
to an electric DC motor. To maintain robot balance, there is one passive wheel on the 
back of the robot. The reason that the robot is designed with two wheels is to minim-
ize the space needed for the robot’s maneuver. 
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Fig. 2. Carrier Robot System Architecture 

 

Fig. 3. Mechanical design of the carrier robot 
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6 Fuzzy Logic Controller Algorithm 

Fuzzy Logic Controller Algorithm used in this system has two inputs and a single 
output. The two inputs are the error angle and PWM value that represents the 
speed of the motor. The output of the fuzzy algorithm is a speed compensation 
which its value will be added to the PWM value of each motor to regulate the 
speed of rotation of each wheel. The process of calculating the control algorithm 
has three main processes. The processes are the input fuzzyfication process, the 
fuzzy decision making process, and the defuzzyfication process. The membership 
degree of the input error angle and input PWM value is calculated in the input 
fuzzyfication process. An output of the fuzzy decision making process will be cal-
culated from the membership value of the previous process. The five sets of fuzzy 
which are used to represent the error angle variable and PWM input can be seen in 
Figure 4. 

Table 1. Fuzzy Rules of the left robot actuator 

         

Error 

 

PWM 

Large Nega-

tive  

(LN) 

Medium 

Negative 

(MN) 

Normal  

 

(N) 

Medium 

Positive 

(MP) 

Large Posi-

tive  

(LP) 

Very Slow 

(VS) 

LARGE 

POSITIVE 

MEDIUM 

POSITIVE 

SMALL SMALL SMALL 

Medium 

Slow (MS) 

LARGE 

POSITIVE 

MEDIUM 

POSITIVE 

SMALL SMALL MEDIUM 

NEGATIVE 

Normal  

(N) 

LARGE 

POSITIVE 

MEDIUM 

POSITIVE 

SMALL MEDIUM 

NEGATIVE 

MEDIUM 

NEGATIVE 

Medium 

Fast (MF) 

LARGE 

POSITIVE 

MEDIUM 

POSITIVE 

SMALL MEDIUM 

NEGATIVE 

LARGE 

NEGATIVE 

Very Fast 

(VF) 

LARGE 

POSITIVE 

MEDIUM 

POSITIVE 

SMALL MEDIUM 

NEGATIVE 

LARGE 

NEGATIVE 
 
 
Fuzzy decision-making process is a process of formulating the mapping from input 

to output using Fuzzy logic. The process of mapping from input to output is accom-
plished by determining a set of rules for every possible input combination. Table 1 
shows the examples of rules that are applied to the left actuator.  

The decision making is done by taking into account all the rules that its output is 
not zero. To obtain the membership degree of the output is calculated with the Fuzzy 
logic operator Min. In other words: 

Uoutput = Min(uinput1, uinput2)                     (4) 
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The output membership degree in Takagi-Sugeno-Kang (TSK) fuzzy method also 
known as the firing strength of a rule (wi). The firing strength of each output is calcu-
lated and then the deffuzyfication process would take place to agregate all the outputs 
to obtain a single crisp value. 

The output speed offset constant is defined to map the fuzzy output to a crisp. The 
output equation of the TSK fuzzy method could be expressed as: 

                           (5) 

Where  = output, = input 1, input 2 and  = a, b, c constants. For TSK or-
der 0, then the output is a constant C only. The output variable speed offset is divided 
into five fuzzy sets. The values of the constants for each output are: Large Negative = 
-15, Negative Medium = -7, Small = 0, Positive Medium = 10, Large Positive = 20. 

As mentioned in equation (3), the final output of the system is the weighted sum of 
each rules output. 

 

 
(a)                                         (b)                                                  

Fig. 4. (a). Fuzzy sets for input variable angle error and (b) Fuzzy sets for input variable PWM 

7 Experiments and Results 

Several tests were performed for the fuzzy system implemented on the carrier robot. 
The first test is performed on the robot actuators to determine the value change of the 
revolution per minute (RPM) number for the given PWM values. The values obtained 
from the test are plotted on a graphic as shown in Figure 5. The values obtained from 
this test are used to determine fuzzy set boundaries for the PWM fuzzy sets. 

The fuzzy logic algorithm implemented on the carrier robot is tested to know the 
characteristics of the error correction system. The test is performed by running the 
carrier robot while the microcontroller collects sensors data. This data is transmitted 
to the main control over the wireless network. The errors magnitude of the robot actu-
ator is measured without any correction from the Fuzzy Logic Controller. The result 
of the error measurement is shown in Figure 6. 
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(a) 

 
 
 
 
 
 
 
 
 
 

(b) 

 

Fig. 5. The characteristics or the robot actuators (a) left; (b) right RPM 

 

Fig. 6. The value of errors measurements without any correction from the Fuzzy Logic Controller 

There are two fuzzy logic controller tests that are used to determine the error cor-
rection capability of each sensor used. The first test has an input of step difference 
value retrieved from rotary encoder only which the result of the test is shown in Fig-
ure 7. The second test has an input of direction angle difference value obtained from 
the magnetometer sensor only. The robot is run for 22 seconds while the data is col-
lected by the microcontroller. The fuzzy logic controller algorithm that has input of 
step difference value retrieved from rotary encoder is able to correct the directional 

Left x axis: PWM y axis: RPM

 

Right RPM x axis: PWM y axis: RPM 
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error. The average of the error correction magnitude value obtained from this experi-
ment is 0.54 steps in 22 seconds. The direction angle value can be changed due to the 
interference from the outside such as a skid which cannot be detected with the rotary 
encoder. To perform the experiment of fuzzy logic controller algorithm that has an 
input of angle difference value obtained from the magnetometer, the robot is run for 5 
seconds and the input step difference value from the rotary encoder is not used. The 
fuzzy logic controller algorithm that has input of angle difference value is able to 
correct the directional error. The maximum deviation value of the robot direction in 
this experiment is 25o. This result can be seen in Figure 8. These maximum deviation 
values show that the robots will not run straight. The rotary encoder sensor and the 
magnetometer sensor can be used together to run the carrier robot straight and detect 
the direction angle of the carrier robot respectively. 

 

 

Fig. 7. The error correction tests with rotary encoder input only 

 

Fig. 8. The results of the error correction testing using a magnetometer input only 

The error correction of the direction angle is performed using the fuzzy logic con-
troller that has input from the magnetometer as seen in figure 9. The figure 9 shows 
the result of fuzzy logic controller error correction of the direction angle that has the 
upper threshold value of ± 15 °. If the error value of the direction angle exceeds the 
predetermined upper threshold value, then the magnetometer sensor is used for the 
input of fuzzy logic controller to perform the error correction. The Fuzzy Logic Con-
troller will reuse sensor input rotary encoder to adjust the direction of the robot when 
the error value is lower than the predetermined lower threshold value ± 1.5°. The 
direction error protection implemented in the fuzzy logic controller algorithm is able 
to detect and correct large directional errors successfully. 

The carrier robot is run in a straight line as far as 15 m for 15 times to determine 
the average deviation value. The test result of this experiment is shown in Table 2. 
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Table 2. Test result for the straight line forward command test 

Test Results Deviation 
(cm) 

Average Deviation -9.2 
Magnitude of average deviation 22.2 
Minimum 0.0 
Maximum 45.0 

 
 
In this experiment, the robot was able to run in a straight line as far as 15 m with an 

average deviation of 22 cm. It is necessary to perform a simulation which is used to 
know the characteristics of the control system for all possible input combination using 
MATLAB fuzzy toolbox.  

The positive value of the error angle shows that the carrier robot will turn to the 
right, while the negative value of the error angle shows that the carrier robot will turn 
to the left. The positive error compensation is a positive value which will be added to 
the current motor PWM that is used to increase the speed of the actuator. The nega-
tive error compensation is a negative value which will be added to the current motor 
PWM that is used to reduce the speed of the actuator.  

The output of the fuzzy logic controller algorithm is able to response the difference 
of speed compensation corresponding to the input of angle difference value success-
fully. The actual robot speed can influence the speed compensation value given by the 
fuzzy logic controller. If the value of the robot speed is increased then the value of the 
speed compensation will be increased. 

 
 

 

Fig. 9. Test result for error correction with direction error protection for error threshold value ± 15° 
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8 Conclusion 

In this paper the design of the control system is realized on a two-wheeled carrier 
robot. Fuzzy logic algorithm implemented in the robot controller is used to correct the 
directional error of the robot while the robot runs in a straight line. The fuzzy logic 
controller algorithm used in this system has two inputs and a single output. The two 
inputs of the fuzzy logic controller algorithm are the direction angle error value and 
PWM value which represents the speed of the motor. The output of the fuzzy logic 
controller algorithm is a speed compensation which its value will be added to the 
PWM value of each motor. This speed compensation value is used to regulate the 
speed of each actuator. The fuzzy logic controller algorithm is able to detect and cor-
rect large directional errors. The robot was able to run in a straight line as far as 15 m 
with an average deviation of 22 cm. The output of the fuzzy logic controller algorithm 
is able to response the difference of speed compensation corresponding to the input of 
angle difference value. 
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Abstract. Academic records of student candidates and students of Petra Chris-
tian University (PCU) which have been stored so far have not been used to  
generate information. PCU’s top-level management needs a way to generate in-
formation from the records. The generated information is expected to support 
the decision-making process of top-level management. 

Before starting the application development, analysis and design of the student 
academic records and the needs of top-level management are done. The design 
stage produces a number of modeling that will be used to create the application. 

The final result of the development is an application that can generate  
information using multidimensional fuzzy association rules. 

Keywords: Application, Data Mining, Decision Support System, Multidimen-
sional Fuzzy Association Rules. 

1 Introduction 

During this time, PCU has stored academic records of student candidates who enroll 
in PCU, such as math and english grades at their schools. In addition, after entering 
the university, PCU will save GPA of all students. 

Academic records of student candidates and students that have been kept, have not 
been used to produce valuable information. PCU’s top-level management needs a way 
to generate information from the records. The generated information is expected to 
support the decision-making process of top-level management. 

With academic records of student candidates and students, information can be gen-
erated in the form of relationship between students’ data using multidimensional 
fuzzy association rules. The students’ data that can be used are schools, math, and 
english grade in their schools, specialization (science, social, literature, etc.), GPA, 
faculty, majors, gender, religion, and batch. Therefore, PCU need a software that can 
generate information needed by top-level management related to academic records of 
student candidates and students. 

2 Data Mining 

Data mining is one of the most important steps of the knowledge discovery in databas-
es process. It is considered as significant subfield in knowledge management. Research 
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in data mining continues growing in business and in learning organization over coming 
decades[8]. Data mining is a process of extraction of useful information and patterns 
from huge data. It is also known as knowledge discovery process, knowledge mining 
from data, knowledge extraction or data /pattern analysis[9].  

The development of Information Technology has generated great amount of data-
bases and huge data in various areas. The research in databases and information tech-
nology has resulted in approach to store and manipulate this precious data for further 
decision making. The important reason that attracted many attentions in information 
technology and the discovery of meaningful information from large collections of 
data industry towards field of “Data mining” is due to the perception of “we are data 
rich but information poor”. There is huge volume of data but we hardly able to gener-
ate them in to meaningful information and knowledge for decision making process in 
business[10].  

Data mining derives its name from the similarities between finding valuable  
business information in a large database for example, finding linked products in 
gigabytes of store scanner data and mining a mountain for valuable ore. Both 
processes require either sifting through a great amount of material, and intelligently 
probing it to find exactly where the value resides. Given databases of sufficient size 
and quality, data mining technology can generate new business advantages and  
opportunities[10]. 

3 Multidimensional Association Rules 

Association rule finds interesting association or correlation relationship among a large 
data set of items [1,2]. The discovery of interesting association rules can support deci-
sion making process.   

Multidimensional association rules are association rules that involve two or more 
dimensions or predicates. Conceptually, a multidimensional association rule, BA⇒  
consists of A and B as two datasets, called premise and conclusion, respectively. 

Formally, A is a dataset consisting of several distinct data, where each data value 
in A is taken from a distinct domain attribute in D as given by 

 
}N  somefor   ,|{ njjj jDaaA ∈∈=

, 

where, DDA ⊆  is a set of domain attributes in which all data values of A come 

from. 
Similarly,  

 }N  somefor   ,|{ njjj jDbbB ∈∈= , 

where, DDB ⊆  is a set of domain attributes in which all data values of B come 

from. 
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For example, database of medical track record patients is analyzed for finding 
association (correlation) among diseases taken from the data of complicated several 
diseases suffered by patients in a certain time. Additional related information 
regarding the identity of patients, such as age, occupation, sex, address, blood type, 
etc., may have a correlation to the illness of patients. Considering each data attribute 
as a predicate, it can therefore be interesting to mine association rules containing 
multiple predicates, such as: 

Rule-1: 
),Cancer" Lung" ,(  )yes"" ,(   )"60" ,( XDisXSmkXAge ⇒∧  

where there are three predicates, namely Age, Smk (smoking) and Dis (disease). 
Association rules that involve two or more dimensions or predicates can be referred to 
as multidimensional association rules. 

From Rule-1, it can be found that A={60, yes}, B={Lung Cancer}, DA={age, 
smoking} and DB={disease}. 

Considering BA⇒  is an interdimension association rule, it can be proved that
|||| ADA = , |||| BDB =  and ∅=∩ BA DD . 

Support of A is then defined by: 

 r

Aaadt
A jjiji |},|{|

)supp(
∈∀=

=
 (1) 

where r is the number of records or tuples (see Table 1, r=12).  
Alternatively, r in (1) may be changed to |Q(DA)| by assuming that records or 

tuples, involved in the process of mining association rules are records in which data 
values of a certain set of domain attributes, DA, are not null data. Hence, (1) can be 
also defined by: 

 
|)(|

|},|{|
)supp(

A

jjiji

DQ

Aaadt
A

∈∀=
=  (2) 

 
where Q(DA), simply called qualified data of DA,  is defined as a set of record 
numbers (ti) in which all data values of domain attributes in DA are not null data. 
Formally, Q(DA) is defined as follows. 

 },|{)( AjijiA DDnulldtDQ ∈∀≠=  (3) 

Similarly,  

 
|)(|

|},|{|
)supp(

B

jjiji

DQ

Bbbdt
B

∈∀=
=  (4) 

Similarly, )(support BA⇒  is given by 
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|)(|

|},|{|
                   

)supp()supp(

BA

jjiji

DDQ

BAccdt

BABA

∪
∪∈∀=

=

∪=⇒
 (5) 

where },|{)( BAjijiBA DDDnulldtDDQ ∪∈∀≠=∪ )(conf BA⇒ as a 

measure of certainty to assess the validity of BA⇒ is calculated by 

 
|},|{|

|},|{|
 )(conf

Aaadt

BAccdt
BA

jjiji

jjiji

∈∀=
∪∈∀=

=⇒  (6) 

A and B in the previous discussion are datasets in which each element of A and B 
is an atomic crisp value. To provide a generalized multidimensional association rules, 
instead of an atomic crisp value, we may consider each element of the datasets to be a 
dataset of a certain domain attribute. Hence, A and B are sets of set of data values or 
sets of datasets. For example, the rule may be represented by 
Rule-2: 

     
),cancer" lung ,bronchitis" ,(

  )yes"" ,(   )"20...60" ,(

Xdisease

XsmokingXage ⇒∧
 

where A={{20…60}, {yes}} and B={{bronchitis, lung cancer}}. 
Simply, let A be a generalized dataset. Formally, A is given by 

             }N  somefor   ,|{ njjj jDAAA ∈⊆= . 

Corresponding to (2), support of A is then defined by: 

 
|)(|

|},|{|
)supp(

A

jjiji

DQ

AAAdt
A

∈∀⊆
=  (7) 

Similar to (5),  
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Finally, )(conf BA⇒  is defined by 

 
|},|{|

|},|{|
 )(conf

AAAdt

BACCdt
BA

jjiji

jjiji

∈∀⊆
∪∈∀⊆

=⇒  (9) 

To provide a more meaningful association rule, it is necessary to utilize fuzzy sets 
over a given database attribute called fuzzy association rule as discussed in [4,5].  
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Formally, given a crisp domain D, any arbitrary fuzzy set (say, fuzzy set A) is defined 
by a membership function of the form [2,3]:  

 A : D → [0,1]. (10) 

To provide a more generalized multidimensional association rules, we may 
consider A and B as sets of fuzzy labels[6]. Simply, A and B are called fuzzy datasets. 
Rule-2 is an example of such rules, where A={young, yes} and B={bronchitis}. Here 
young, yes and bronchitis are considered as fuzzy lables. A fuzzy dataset is a set of 
fuzzy lables/ data consisting of several distinct fuzzy labels, where each fuzzy label is 
represented by a fuzzy set on a certain domain attribute. Let A be a fuzzy dataset. 
Formally, A is given by    

          }N  somefor   ),F(|{ njjj jDAAA ∈∈= , 

where )F( jD is a fuzzy power set of Dj, or in other words, Aj is a fuzzy set on Dj.  

Corresponding to (7), support of A is then defined by: 
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Similar to (5),  
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)(conf BA⇒  is defined by 
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The correlation betwen two fuzzy datasets can be defined by the following 
definition. 
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4 Research Methodology 

4.1 Problems Analysis  

There are several problems faced by PCU, such as: 

1. PCU’s top-level management takes decisions for the promotion or cooperation 
purpose based solely on estimates and habits, has not taken advantage of the 
existing academic records. 

2. PCU’s Faculties/Majors Promotion Team has not equipped with information or 
facts about the academic condition of PCU’s students while promoting 
faculties/majors to high schools. 

3. There is no feature in the current academic information system that can show the 
relationship between students’ data. 

4.2 Requirements Analysis 

From the problems listed above, it can be concluded that the PCU’s top-level 
management requires a computer-based system to assist in generating PCU’s students 
academic records, that is a data mining-based information systems that can produce 
association rules of students’ attributes. This system obtains data from the ETL 
process and has a multidimensional concept that shows the relationships between 
students’ attributes. The dimensions used are schools, math and english grade in their 
schools, specialization (science, social, literature, etc.), GPA, faculty, majors, gender, 
religion, and batch. 

4.3 Extract, Transform, and Load 

Extract, Transform, and Load (ETL) is a function that integrates data and involves 
extracting data from sources, transforming it to be more valid, and loading it into a 
data warehouse[7]. This process begins by importing the data from the database. The 
imported data is religions, majors, schools, specializations, student candidates, stu-
dents, and student admissions. Next, the imported data is transformed into more valid 
data and loaded into data warehouse. 

4.4 Determination of Fuzzy Values 

Determination of fuzzy values is done by establishing a group fuzzy set. First, user 
must input the name and choose the attribute, such as religions, majors, schools, GPA, 
math grade, etc. Next, user can make as many fuzzy sets as he/she wants inside the 
group fuzzy set made. User need to fill the name and the description of the fuzzy set. 
There are two types of fuzzy set based on the attribute of the group fuzzy set, numeri-
cal and non-numerical. For numerical, user can input as many points as he/she wants 
to form fuzzy membership function. A point includes crisp value and the membership 
degree of the crisp value to the fuzzy set. For non-numerical, user must input mem-
bership degree for every members of the attribute. Flowchart for determination of 
fuzzy values can be seen on Figure 1. 
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Fig. 1. Flowchart for Determination of Fuzzy Values 

4.5 Customization of Fuzzy Association Rules 

Customization of fuzzy association rules is done to generate fuzzy association rules 
report to support the decision-making process of top-level management. First, user 
must input the name and choose the attributes that will be used to generate the rules. 
After choosing the attributes, user must choose the group fuzzy set(s) of the attributes. 
Next, the application will generate the rules and save them in database. The user can 
see the whole report and filter the rules based on the support, confidence, and 
correlation value of the rules. Flowchart for customization of fuzzy association rules 
can be seen on Figure 2. 
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Fig. 2. Flowchart for Fuzzy Association Rules 
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5 Results 

A test is conducted to prove the accuracy of the developed application to calculate sup-
port, confidence, and correlation of the multidimensional fuzzy association rules gener-
ated. The test is started from a given simple academic records of students with three 
attributes, such as major, math grade, Grade Point Average (GPA) as shown in Table 1.  

Table 1. Academic Records of Students 

 Student Major Math grade GPA 

1 English Literature 74 3.34 

2 Civil Engineering 75 3.41 

3 Civil Engineering 90 3.9 

4 Interior Design 86 3.75 

5 Interior Design 78 3.45 

6 Business Management 76 3.23 

7 Business Management 68 3.35 

8 Business Management 89 3.56 

9 Informatics Engineering 91 3.84 

10 Informatics Engineering 71 3.01 

11 Science Communication 79 2.71 

12 Science Communication 76 3.03 

 
The test is conducted using three attributes, such as major, math grade, and GPA. 

First, we must determine how to convert each crisp value into fuzzy value for every 
attributes. Major is a non-numerical attribute, so we must determine the fuzzy value 
for each major. For example, we make a group fuzzy set for major named 2014 which 
has a fuzzy set named Engineering. Inside this fuzzy set, we determine business man-
agement has a membership degree of 0.2, civil engineering has a membership degree 
of 1, and so on as shown on Figure 3.  

 

 

Fig. 3. Input for Major Fuzzy Values 
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Math grade is a numerical attribute, so that the fuzzy value of math grade will be 
calculated through a fuzzy membership function which is formed from the points 
stored in the fuzzy set. For example, we make a group fuzzy set for math grade named 
2014 which has a fuzzy set named High. Inside this fuzzy set, we determine math 
grade of 0 has a membership degree of 0, math grade of 75 has a membership degree 
of 0, math grade of 95 has a membership degree of 1, and math grade of 100 has a 
membership degree of 1 as shown on Figure 4. 

 

 

Fig. 4. Input for Math Grade Fuzzy Membership Function 

These four points will form fuzzy membership function as shown on Figure 5.  

 

 

Fig. 5. Visualization of Math Grade Fuzzy Membership Function 

For example, if a student has math grade of 90, then the application will look for 
its membership degree through the equation of the line that formed the point (75, 0) 
and (95, 1), as given by y = { x | 0.05x - 3.75, for 75≤ x ≤95}. Thus, membership 
degree of 90 is 0.05 * 90 - 3.75 = 0.75. 

GPA is a numerical attribute like the math grade, so that the fuzzy value of GPA 
will also be calculated through a fuzzy membership function. For example, we make a 
group fuzzy set for GPA named 2014 which has a fuzzy set named High. Inside this 
fuzzy set, we determine points, such as (0, 0), (3.2, 0), (3.4, 0.6), (3.7, 1), and (4, 1) as 
shown on Figure 6. 
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Fig. 6. Input for GPA Fuzzy Membership Function 

This example of engineering fuzzy set for major attribute, high math grade fuzzy 
membership function, and high GPA fuzzy membership function are determined by 
interviewing one of PCU’s structural officers. Next, we choose the attributes that are 
used during this test and each attribute’s group fuzzy set that we just made before as 
shown on Figure 7. 

 

 

Fig. 7. Input Attributes for Fuzzy Association Rules 

This test will generate all combinations of fuzzy association rules using every 
fuzzy sets of the attributes chosen. For example, one of the rules may be represented 
by: 

Rule-3: 
Major(X, ”Engineering”) ^ Math(X, ”high”) ⇒ GPA(X, ”high”) 

 

Rule-3 is a fuzzy rule, where A={Engineering, high} and B={high}. Next, each 
academic records of students shown in Table 1 will be converted using the fuzzy sets 
to fuzzy values as shown in Table 2. 
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Table 2. Calculation of Fuzzy Values 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Therefore, support of Rule-3 can be calculated by (12), 
supp(Rule-3) = 2.45 / 12 = 0.20417 
 
On the other hand, confidence of Rule-3 can be calculated by (13), 
conf(Rule-3) = 2.45 / 2.7 = 0.90741 
 
On the other hand, correlation of Rule-3 can be calculated by (14), 
corr(Rule-3) = 2.45 / 2.31715 = 1.05733 
The manually calculated support, confidence, and correlation of Rule-3 are match 

with the output of the fuzzy association rules generated by this test as shown on Fig-
ure 8. 

 

Fig. 8. Example Output of Fuzzy Association Rules 

To evaluate this application, research on the use of this application is conducted. 
Samples of this research is five structural officers of PCU. To collect the data, distri-
buted a questionnaire containing indicators to evaluate the use of the application. The 
indicators include display of application, determination of fuzzy values, customization 
of fuzzy association rules, ease of use, the ability to address the needs of users, and 
overall. From the data collected, the calculation of the percentage of user satisfaction 
in using this application is done.  

 α β ɣ X Y X*Y Z 

1 0.1 0 0.42 0 0.42 0 0 

2 1 0 0.613 0 0.613 0 0 

3 1 0.75 1 0.75 1 0.75 0.75 

4 0.5 0.55 1 0.5 1 0.5 0.5 

5 0.5 0.15 0.667 0.15 0.667 0.10005 0.15 

6 0.2 0.05 0.09 0.05 0.09 0.0045 0.05 

7 0.2 0 0.45 0 0.45 0 0 

8 0.2 0.7 0.813 0.2 0.813 0.1626 0.2 

9 1 0.8 1 0.8 1 0.8 0.8 

10 1 0 0 0 0 0 0 

11 0.2 0.2 0 0.2 0 0 0 

12 0.2 0.05 0 0.05 0 0 0 

Σ 6.1 3.25 6.053 2.7 6.053 2.31715 2.45 

Note: 
α = µengineering (major) 
β = µhigh (math) 
ɣ = µhigh (GPA) 
X = min(α,β) 
Y = min(ɣ) 

Z = min(α,β,ɣ) 
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Assessment of the feasibility of the application: 
1. Display of application is 100% good 
2. Determination of fuzzy values is 80% good  
3. Customization of fuzzy association rules is 80% good  
4. Ease of use is 100% good 
5. The ability to address the needs of users is 60% good 
6. Overall is 100% good 

6 Conclusion 

The generated fuzzy association rules have been tested and matched with the 
Multidimensional Fuzzy Association Rules algorithm and the reality of academic 
situation of PCU’s students. From the assessment, obtained that overall application is 
100% good. This suggests that the application developed has benefits for PCU and 
can be continued for the purpose of decision-making process by top-level manage-
ment. 
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Abstract. In the university, college students must be register for their classes. 
But there still many college student that was confused on how to make a good 
classes schedule for themselves. Mainly because of many variables and consid-
erations to be made, for examples, they have to consider how hard the classes 
they are going to take, and also, they still have to consider their exam schedules 
and also their availability time as well. Genetic Algorithm is one of many me-
thods that can be used to create a schedule. This method determines the best 
schedule using fitness cost calculation which can compare the quality of one 
schedule against the other. Then, using crossover, mutation, and elitism selec-
tions, we can determine better schedules. Based on the result of the survey held 
before, 70% of the respondents gave point 4 and 30% of the respondents gave 
point 5 out of 5 for the quality of the schedule made using this applications. 

Keywords: Artificial Intelligence, Genetic Algorithm, Courses Schedule. 

1 Introduction 

Schedule is very important to manage an activity, especially when the activity was 
carried out in a large organization and held for long-term time or routine.Within the 
scope of the university, the course schedule also is critical There are still students who 
are confused when creating their own class schedules, because a lot of consideration, 
for example: what subjects can be taken without clashing with another schedule, a 
student who wants to the day - certain the day No lectures, due to personal reasons or 
other student affairs, student who wants to take courses that would like to correspond 
with their fields of specialization, and so forth. These things make them have trouble 
making a personal course schedule. Through these problems, we conduct research on 
a system that can help perform automatic scheduling lectures for students by the day 
and the course desired by the student. The method used for the manufacture of auto-
matic schedule is Genetic Algorithm (GA). The reason is because GA is a method that 
can find a solution that is both complex problems. 

2 Genetic Algorithm 

Genetic Algorithm is a method to search an optimal solution for a problem. The me-
thod will find a good solution by crossovers a possible solution with another solution 
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to create new solutions. After that method will mutate the new solutions so that they 
are have parts of solution from the parents but not really same with the parent. The 
process begin with the creation of random population of valid solutions / chromo-
somes, then GA will count the fitness costs of each chromosomes in the population. 
After that two chromosomes will be chose to crossover and produce offspring. Then 
the offspring will be mutated. This process will be repeated till the stop condition was 
reached [1, 2]. 

2.1 Selection Criteria 

The commonly used chromosome selection technique is the roulette wheel [3, 4]. It is 
like spinning a roulette wheel where each chromosome has a segment on the wheel 
proportional to its fitness. The roulette wheel is spun, and when the arrow comes to 
rest on one of the segments, the corresponding chromosome is selected. Each chro-
mosome is given a slice of a circular roulette wheel. The most fits chromosomes  
occupy the largest areas, whereas the least fits have much smaller segments in the 
roulette wheel. The area of the slice within the wheel is equal to the chromosome 
fitness ratio. To select a chromosome for mating, a random number is generated in the 
interval (0, 100), and the chromosome whose segment spans the random number is 
selected [2].  

2.2 Reproduction 

There are several methods used in the GA Reproduction one of them is crossover. 
Crossover is the crosses of at least 2 solutions, where through parts crossed, will gen-
erate new solutions. Through this crosses GA will add solutions and variations that 
are useful later in the scoring stage when searching for a better solution [5].  

Besides the crossover, there is another way to complete reproduction, namely mu-
tation. Mutation is a method that converts a portion of the solution. Although altered a 
little bit, it can create different variations resulting in different solutions and even new 
solution. One method used in this mutation is shuffle. [5]. Mutation role is to provide 
a guarantee that the search algorithm is not trapped on a local optimum [6].  

3 Courses Enrolling on Study Plan Registration Time 

Students will enroll subjects which wants to be taken at the beginning of the semester, 
during the study plan registration (SPR/PRS). PRS periods are divided into three 
times, namely the PRS-1, PRS-2 and PRS-3. During the PRS-1, after receiving Study 
Results Card (SRC/KHS), and get permission to register from faculty trustee, students 
can enroll subjects that have been opened by the department. For example, the list of 
courses that are opened by PCU Informatics department could be seen in Figure 1. 
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For courses with 'Elective' type, it can be taken if it meets prerequisites and the 
minimum number of credits that have been completed by the student is 60 credits. For 
courses with 'Mandatory' type, it could be taken when the student have met the prere-
quisites of the courses. 

When registering on the PRS, students are given choice of priority 1 and 2. For ex-
ample, if a student has a value of 20 for priority 1, then the student should only enroll 
20 Semester Credit Units (SCU/SKS) with priority 1, and the others are priority 2. 
The priority 1 is very important because the chance it is likely to be accepted in the 
class larger than the one with priority 2. 

During the PRS-2 students could revise or add more courses to be taken up to a 
maximum limit of credits. In addition, students could cancel courses which has re-
ceived in PRS-1. While the PRS-3 is the time to cancel courses that have been re-
ceived in the PRS-1 and PRS-2. 

4 Genetic Algorithm Design 

4.1 Chromosome Design 

Chromosome is an important factor in the genetic algorithm, in which the design of 
chromosomes will affect how the crossover implemented. Form of chromosome could 
be seen in Figure 3. 
 

 

Fig. 3. Chromosome Design 

The chromosome has day index starting from zero to the fifth indexes. Where in 
each day they have hour index starting from zero to the fourteen indexes. 

Day index only have six days, because on the day of Sunday is certainly no lec-
tures. As for the hour index in each day, containing fourteen ranging from 07.30 to 
22.30 with a time range of 1 hour. For example of chromosomes that have been filled 
could be seen in Figure 4. 

 

 

Fig. 4. Example of chromosomes that have been filled 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
Day 0 [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ]
Day 1 [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ]
Day 2 [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ]
Day 3 [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ]
Day 4 [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ]
Day 5 [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ]

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
Day 0 [2 ] [2 ] [2 ] [0] [0] [6 ] [6 ] [0] [0] [0] [0] [0] [0] [0] [0]
Day 1 [0] [0] [49] [49] [0] [0] [0] [0] [10] [10] [0] [0] [0] [0] [0]
Day 2 [0] [0] [0] [0] [0] [0] [0] [0] [0] [0] [0] [0] [0] [0] [0]
Day 3 [0] [0] [0] [0] [0] [0] [19] [19] [19] [0] [0] [0] [0] [0] [0]
Day 4 [0] [33] [33] [33] [0] [0] [0] [0] [0] [0] [0] [0] [0] [0] [0]
Day 5 [0] [0] [0] [0] [44] [44] [44] [0] [0] [0] [0] [0] [0] [0] [0]
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The values present in a chromosome are the id of courses that opened in a seme-
ster. Complete data from the ids are stored in a database table with the design as 
shown in Table 2. 

Table 2. Id Class information 

Description Sample Values 
ID class 49 
Course name Struktur Data 
Class A 
SKSk 2 
SKSp 1 
SKSs 0 
SKSr 0 
SKS prerequisites 0 
Course prerequisites Pass PBO, Pass AP 
Course Start 08.30 
Course Finish 10.30 
Exam Schedule Day 3, 10.30 
Specialization Course No 

4.2 Crossover and Mutation Design 

In this study, crossover design was made with the rule that a slot of a particular course 
can only be subjected to a cross for all of the time slots of the course, and crossed to 
all of the time slots of another course in the other chromosome. After that the cros-
sover results need to be checked whether valid or did not. If invalid, then the result 
was not used in subsequent process. The example could be seen in Figure 5. 

 

 

Fig. 5. The example of crossover 

Whilst the mutation is done by randomly selecting two courses that have the same 
length of time in the one of crossover result chromosome, the offspring, and then 
swap their positions. 

Chromosome A 

 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

Day 0 [2 ] [2 ] [2 ] [0] [6] [6 ] [0 ] [0] [0] [0] [0] [0] [0] [0] [0]
 

 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

Day 0 [0] [0] [0] [7] [7] [7 ] [22] [22] [22] [0] [0] [0] [0] [0] [0]

Chromosome B 
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4.3 Fitness Cost 

To determine the quality of the chromosome that is created, fitness cost calculation is 
required. Here are the fitness cost calculation formulas of a chromosome. We adopt 
the fitness cost calculation formulas from the similar formulas that was used by re-
searchers in the previous work [7]. 

• Fitness Cost based on Credit Point Units/SKS (FCSKS)  = totalCreditPointUnit ∗ 30                       (1) 

• Fitness Cost based on the semester to be taken (FCSM)  ∑                        (2) 

Where: If the course is mandatory for next semester: courseSemester  courseSemester i  - semesters  * -5  If the course is mandatory for the last semester: courseSemester  semesters - courseSemester i  * 200  If the course is mandatory for the current: courseSemester  100 m  number of existing courses  
• Fitness Cost based on curriculum (FCKUR)  ∑ C                       (3) 

Where: If the elective courses taken curriculum matches the user specialization:    courseCurriculum  175 If the elective courses taken curriculum does not match the user specializa-tion:    courseCurriculum  -75 m  number of courses in the chromosome 
• Fitness Cost based on the interval between courses (FCJMK):  ∑                             (4) 

Where: 
dayInterval = 300 - (interval between courses * 90) 
n = number of day 

• Fitness Cost based on courses to be taken (FCMKI)  ∑ ValueDesireCourse                     (5) 

Where: 
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n = number of existing courses on chromosome 
If the user wishes 'Want to Take': 

ValueDesireCourse = 100 
If the user wishes 'Extremely Want to Take': 

ValueDesireCourse = 1000 
If the user wishes 'Less Want to Take': 

ValueDesireCourse = -200 

• Fitness Cost based on the time desired by the user (FCWU) ∑ Desired                      (6) D Desired ∑                                (7) 

Where: 
n = number of day 
k = 3, on the morning: k = 1, on the afternoon: k = 2, on the night: k = 3 
If in accordance with the expected time: 

timeValue = number of hours filled * 200 
If not in accordance with the expected time: 

timeValue = number of hours filled * -200 
 

• Fitness Cost based on the maximum number of courses per day that is desired by 
the user (FCMMK) 
─ If user desirability ≥ number of courses, ∑   ∗ 300                   (8) 

─ If user desirability ≥ number of courses ∑ userDesirability i i ∗ 500    (9) 

Where: 
n = number of day 

 

• Furthermore, the formula to calculate overall fitness cost of a chromosomme is as 
follows: 

Fitness Cost = FCSKS * w1 + FCSM * w2 + FCKUR * w3 + FCJMK * w4 + 
FCMKI * w5 + FCWU * w6 + FCMMK * w7            (10) 

Where: 
w1 to w7 = weight of each fitness cost, value: 0...1. 
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5 Implementation

System workflow could be 
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Table 3. Tests on the maximum population size 

Maximum 
Population 

Running Times (millisecond) 
Average of 

Fitness Costs Generate Initial 
Chromosomes 

Genetic Algorithm 
Processes 

50 5962.8 3266.6 4302.4 

150 15070.8 17938.4 4782.4 

300 23283.2 32652.8 5297.4 

 
From the test results it can be seen that the greater the maximum limit of the popu-

lation, the longer the process takes time, yet the average value of the best fitness costs 
also increased. This is because more and more of the population there, will be the 
more diverse opportunities to generate chromosomes, so that eventually the fitness 
cost values of the chromosomes will increase. 

The second test is the test of the effects of increased mutation probability values al-
lowed on offspring chromosomes. For this test, the maximum population size be set at 
150 chromosome. The test results can be seen in Table 4. 

Table 4. Tests on the mutation probability values 

Mutation 
Probability 

Running Times (millisecond) 
Average of 

Fitness Costs Generate Initial 
Chromosomes 

Genetic Algorithm 
Processes 

0.1 11614 11935 4532.8 

0.4 14621.4 12650 4712 

0.7 15942.2 19960.6 5176 

 
From the test results it can be seen that the greater the probability of mutation, the 

longer the time required for the process, but the average fitness value of a chromo-
some best cost also increased. This is because the higher the chance of mutation, the 
more diverse the resulting chromosome will be are greater, so that eventually the 
fitness cost value of the best chromosome will increase. 

In addition we also did some other tests, such as testing the maximum number of 
chromosomes are copied by elitism method from the old population to the new popu-
lation. We also tested the maximum number of 'elitism counter', this counter to count 
how many the sequences of populations will produce the same best fitness cost val-
ues, before the program stop the process. Of all the tests performed at last we obtained 
the best values of each setting. These values are used as the default values setting of 
the system. The amount of the default settings are: Maximum number of chromosome 
in the population = 150; Maximum number of chromosome copied to the new popula-
tion by elitism procedure = 15; Maximum Elitism Iteration = 15; Mutation probability 
= 0.7. The testing results using default settings can be seen in Table 5. 
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Table 5. Testing results using default setting  

Number 
of Tests  

Running Times (millisecond) 

Scores Generate Initial 
Chromosomes 

Genetic Algorithm 
Processes 

1 23523 34653 5317 

2 17116 18932 5317 

3 17177 34653 5317 

4 18592 32155 5269 

5 33025 34090 5317 

Average: 21886.6 30896.6 5307.4 

 
Of testing by using the default settings could be seen that the GA produces the best 

fitness cost value greater compared to other settings that have been tested. Moreover, 
it can be seen that in general the system will be convergence on a particular chromo-
some. 

The final testing is testing in the form of questionnaires to potential users, in ex-
ample students majoring in Informatics department of Petra Christian University. The 
results summary of these questionnaires are as follows: As many as 60% of respon-
dents gave scores of 4 and 40% gave scores of 5, of the scale from 1 (worst) to 5 
(best), for ease of use of this application. From these results it can be concluded that 
the user interface of the application is easy to use. Meanwhile, for the question about 
the quality of the generated schedules, 70% of respondents gave scores of 4 and 30% 
gave scores of 5, of scale from 1 (worst) to 5 (best). Therefore, it can be concluded 
that in general the respondents felt be helped by the application that could generate 
courses schedule automatically. 

6 Conclusion 

From the tests it can be concluded that the automatic scheduling system is well made. 
Processing speed is also good, averaging less than 1 minute. From the test results on 
the potential users can be concluded that the interface has a good design and user 
friendly. In addition, the automatically generated class schedules are also correct and 
in accordance with the expectations of users. 
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Abstract. Genetic algorithm is a well-known optimization solution for an un-
known, complex case that cannot be solved using conventional methods. 

In Role-Playing Games (RPG), usually the main features are character's stats 
and equip items. Character has stats, namely strength, defense, speed, agility, 
life. Also, equip items that can boost character's stats. These items retrieved 
randomly when an enemy dead. 

A problem arise when the player have so many items that we cannot choose 
the best. Latest items doesn't always mean best, because usually in RPGs, items 
don't always boost all stats equally, but often it reduces certain stat while in-
creasing the other. 

Based on this, a function is built in this research, to auto equip all items, 
based on the standard deviation of character's stats after equipping. The genetic 
algorithm will evaluate the best combination of gloves, armors and shoes. This 
algorithm involves the process of evaluating initial population (items combina-
tion), selection, crossover, mutation, elitism, creating new population. The algo-
rithm stops when the best fitness is getting stable in successive 3 generations. 

After the auto equip process, the character is getting significantly stronger 
compared to using default equip items, measured by the remaining life after 
fighting with several enemies. 

Keywords: Genetic algorithm, RPG game, optimization, equip item, artificial 
intelligence, standard deviation. 

1 Introduction 

Computer games, or better known as game is an application that uses electronic me-
dia, is a form of multimedia entertainment that is made interesting. Developing realis-
tic characters and intelligent enemy is the main task in the modern game design, in 
particular, real-time strategy game (RTS), first-person shooter (FPS), and role-playing 
games. Non-player characters (NPC) must be able to provide enough challenge to 
attract players to defeat opponents (Lin, 2011:325), therefore the NPC should be giv-
en an intelligence. Artificial intelligence is the ability of computer to solve a problem 
that requires ingenuity if done by humans (Johnson, 2001). 
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The game designed in this research will implement a genetic algorithm (GA) to op-
timize equipment used by the enemy and player. GA is a type of artificial intelligence. 
Each enemy in this game has 3 types of equipment, namely gloves (glove), body pro-
tection (armor) and footwear (shoes). The GA will optimize equipment used by the 
enemy, so that the status of enemy forces evenly. 

Besides the optimization done for the enemy, there is also auto equip function that 
works for the player character. The auto equip uses GA to find the best combination 
of equipment so that the standard deviation of   character stats can become as small 
as possible. The use of standard deviation, is because of having to high in certain stats 
while very low in other stats often feels not balanced. 

The use of auto equip function for player character will make players easier to 
play, while expert players still able to equip manually. The optimization done for the 
enemies are also contributing to the game's complexity and variation. 

2 Literature Review 

This research was conducted with reference to the studies that have been done before. 
To give some knowledge in general, concepts about role-playing game (RPG) and 
genetic algorithm will be explained in this chapter. 

2.1 Role-Playing Game 

A role-playing game (RPG) is a genre of video game where the gamer controls a fic-
tional character (or characters) that undertakes a quest in an imaginary world. (Jans-
sen, n.d.). Defining RPGs is very challeng-ing due to the range of hybrid genres that 
have RPG elements. Traditional role-playing video games shared three basic ele-
ments: 

• Levels or character statistics that could be im-proved over the course of the game 
• A menu-based combat system 
• A central quest that runs throughout the game as a storyline 

Modern and hybrid RPGs do not necessarily have all of these elements, but usually 
feature one or two in combination with elements from another genre. 

2.2 Genetic Algorithm 

In the computer science field of artificial intelligence, a genetic algorithm (GA) is a 
search heuristic that mimics the process of natural selection. This heuristic (also 
sometimes called a meta-heuristic) is routinely used to generate useful solutions to 
optimization and search problems. (Mitchell, 1996:2) Genetic algorithms belong to 
the larger class of evolutionary algorithms (EA). The mechanism of the EA is inspired 
by the evolutionary systems in biology, such as reproduction, mutation, recombina-
tion and selection. EA is divided into several techniques, which is genetic algorithm, 
genetic programming, evolutionary programming, etc. (Ashlock, 2004:9).  
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Genetic algorithms are something worth trying when everything else as failed or 
when we know absolutely nothing of the search space (Sivanandam, 2008: 22). In 
genetic algorithms, the term chromosome typically refers to a candidate solution to a 
problem, often encoded as a bit string. The "genes" are either single bits or short 
blocks of adjacent bits that encode a particular element of the candidate solution. 
The general structure of a GA in computer science can be defined by the steps as 
follows (Basuki, 2003: 3): 

• Generating the initial population, the initial population is generated randomly to 
obtain the initial solution. 

• Selection of the individual, this process will evaluate each population to calculate 
the fitness value of each chromosome and evaluate it until stop-ping criterion is 
met. If the stop criterion is not met then the new generation will be formed again 
by repeating step 2. 

• Reproduction and form a new generation, in the form used three operators men-
tioned above, namely reproduction operator/selection, crossover and mutation. 
This process is performed repeatedly to obtain a sufficient number of chromo-
somes to form a new generation in which this new generation represents the new 
solution. 

• Crossover, used to cross the genes between couple, using certain probability. Cros-
sover probability is a process to indicate a ratio of how many couples will be 
picked of mating. (Vivek and Narayanan, 2013:233) 

• Mutation. In a binary representation, a mutation consists of flipping bits with a 
particular probability (Vivek and Narayanan, 2013:230) 

• The process of elitism 
This process ensures that the generation of a population is not declining quality 
from generation to generation. This process will replace the worst individuals of 
the new population with the best individual in the population prior to reproduction. 

• Stop at a certain generation. 
Stop after a few consecutive generations obtained the highest fitness value is not 
changed. Stop when the next generation n is not obtained higher fitness values. 

2.3 Standard Deviation 

The variance of a set of data from the mean that is, how far the observations deviate 
from the mean. This deviation can be both positive and negative, so we need to square 
these values to ensure positive and negative values do not simply cancel each other 
out when we add up all the deviations. (Math Centre, 2003:1). Standard deviation is 
the root of variance. The standard deviation, will be measured in the same units as the 
original data. The equation for standard deviation is given at equation (1). 

  ∑       (1) 
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3 Design Overview 

In this chapter, will be explained about the game system is designed, and also how the 
application of the algorithm. 

3.1 Character Stats 

In the game that is designed in this research, the stats (statistics) of the player's cha-
racter or enemies' characters that will be used are: 

• Attack / atk 
Attack stat will reduce enemy's life when the attacker attacks its enemy. The max-
imum value is 99. 

• Defense / def 
Is the percentage rate that will reduce the amount of incoming attack damage when 
enemy attacks. The maximum value is 99. 

• Life / life 
Is the life value. If character run out of life, it will die. The maximum value is 999. 

• Speed / spd 
Is the number of pixels / frame that represents the movement speed of the charac-
ter. The maximum value is 99. 

• Agility / agi 
A percentage of chance a character can dodge incoming enemy attacks. The maxi-
mum value is 99. 

• Ammo 
The number of ammunition owned by enemy archers. The maximum value is 49. 

• Experience 
Owned by player character only. The player character will get some number of ex-
perience when killing an enemy. The higher the experience, the higher the level of 
the player. 

3.2 Enemy Types 

In this game, there are 3 types of enemies, namely: 

• Assaulter 
Has an aggressive nature. They will go forward as a front-liner enemy. Brings a 
sword weapon to attack from melee range. This enemy has the characteristics of 
strong attacks and having a medium amount of life. 

• Archers 
Have an aggressive nature. Shoots arrows from a distant, hidden place. This enemy 
has the characteristics of strong attacks, high-speed movement, but a little life. 

• Boss 
Has a very aggressive nature. Boss has a strong attack characteristics, having a 
large amount of life, but the slow movement speed. 
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Here is a table of the enemy types in the game, in Table 1. 

Table 1. Enemy Types 

 
 
At the beginning of the every mission, the program will generate enemies with 

random type in a predetermined position in the map. Every enemy will be given con-
trol to be able to move. After an enemy died, in a delay of 30 seconds, it will be resur-
rected with in the same position, with random type. 

3.3 Character Equipment 

Each character in this game will have equipments, which consists of three categories, 
namely gloves, armor, shoes. Whenever using a certain equipment, the stats the cha-
racter will increase / decrease according to the equipment used. Here is a table of 
existing equipment in this game, in Table 2: 

Table 2. Equipments 

Name atk def spd agi 
Iron Glove +10 +10 0 0 
Steel Glove +15 +10 0 0 
Dark Glove +30 -10 0 0 

Demon Glove +40 -15 0 0 
 

Enemy Type Unit Name Figure

Assaulter Knight

Assaulter Paladin

Archer Crossbowman

Archer Artemis

Boss (Mission 1) High-Priest
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4 Genetic Algorithm 

In this chapter, will be explained the proposed genetic algorithm process to optimize 
the set of equipments that will be used in each characters. 

4.1 Description 

Here is a description of a genetic algorithm designed in this game: 

• The player character and enemy has complete equipment set (including glove, 
armor, shoes). The genetic algorithms will perform the auto-equip with the 
following provisions: 
─ For the player character: This equipment can be set manually by player, or 

player can use the "automatic equip" function, where the program will find the 
most optimal combination of equipment (with GA) for the player. 

─ For the enemy: This equipment is set on each enemy when it first appeared to 
the map, optimally through the process of genetic algorithm. 

• Equipment owned by the player character / enemy marked by a 3 digit of genes, ie 
genes that represent G (glove), A (armor), S (shoes). These gene numbers are 
numeric integer between 0-5 because there are 6 kinds of equipment for each type. 
The gene structure can be seen in figure 1 : 

 

Fig. 1. Gene Structure 

Table 2. (Continued) 
 

White Glove -10 +30 0 0 
Holy Glove -15 +40 0 0 
Iron Armor 0 +25 -5 0 
Steel Armor 0 +35 -10 0 
Dark Armor 0 -10 +30 0 

Demon Armor 0 -15 +40 0 
White Armor 0 +30 -10 0 
Holy Armor 0 +40 -15 0 
Iron Shoes 0 0 +5 +10 
Steel Shoes 0 0 +5 +15 
Dark Shoes 0 0 +30 -10 
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For example, the gene is written 213, then the equipment used by the character : 

• Glove # 2, namely: Dark gloves 
• Armor # 1, namely: Steel Armor 
• Shoes # 3, namely: Demon shoes 

4.2 Fitness Function 

The fitness function is used to determine whether a gene is good or not, calculated 
using the standard deviation function, as explained in chapter 2.3, the implementation 
is shown in equation (2). 

 ∑       (2) 

where: 
N = 4 
X1 = (atk) + (additional atk from equip item) 
X2 = (def) + (additional def from equip item)  
X3 = (spd) + (additional spd from equip item) 
X4 = (agi) + (additional agi from equip item)   = Mean of x0, x1, x2, x3 

 
The fitness value is the inverse of the standard deviation values. If the deviation is 
greater, then the fitness is getting smaller, and vice versa. Fitness value can be formu-
lated based on the standard deviation, shown in equation (3).  .        (3) 

With a standard deviation formula used in the calculation of fitness, best fitness is the 
minimum standard deviation. That is, it is expected that each of the character have a 
set of equipment that can create equity in character's stats, that is not too high at cer-
tain stat, but too low at another stat. 

4.3 Genetic Algorithm Process 

Suppose an assaulter has the stat: atk 12, def 15, spd 10, agi 7. Then, using a genetic 
algorithm, the program will find the best set of equipment that should be used by the 
character. This process is also known as auto equip. The cycle of the GA can be ex-
plained below. 

1. Generate Random Individuals 
There are 10 individuals that will be generated, with random genes. 

2. Calculate Fitness 
For example, for an individual with gene 445, it means that it equips: 
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─ Glove # 4, namely: White gloves -> -10 atk, +30 def 
─ Armor # 4, namely: White armor -> +30 def, -10 spd 
─ Shoes # 5, namely: Holy shoes -> -15 spd, +40 agi 

With the base stat of the character is atk 12, def 15, spd 10, agi 7, the fitness value 
can be calculated: 
 

 

3. Calculate Probability 
The greater fitness value, the greater the probability of being selected in the 
process of roulette. Here is the formula for the probability, shown in equation (4). 

∑         (4) 

For example, here is the chosen couples that will be copulated: 
120 with 120, 120 with 212, 212 with 151, 151 with 212, 101 with 101 

4. N-Point Crossover 
Crossover is done with chance of 70%. The higher the chance, the higher likeness 
of couple after copulation. 

5. 1-Point Mutation 
After the crossover takes place, the result of crossover gene will be incorporated 
into the 1-point mutation, with chance of 15%. The higher the chance, the higher 
randomness of genes after mutation. 

6. The Process Of Elitism 
The process of elitism is the process of replacing the worst gene of the current gen-
eration with the best gene from the previous generation, so the gene with best fit-
ness can be maintained. 

7. Next Iteration 
The process of genetic algorithm aims to find the most optimal set of equipment 
for a character. The GA will look for the higher fitness as possible. In the process 
of this GA iteration, the algorithm will stop when: 
─ No improvement of best fitness value for 3 successive generations, or: 
─ The number of generations has been more than 10. Limitation is intended that 

the game is not too heavy during the GA execution. 

In Table 3 will be shown individual fitness changes from generation to generation 
until the genetic algorithm stops. 
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Table 3. Complete Process Example of Genetic Algorithm 

 

 
In Table 3 shown that the genetic algorithm stops at the 7th generation, because of 

the fitness results have not improved during 3 successive generations. Therefore, can 
be concluded that the 024 is the best genes. 
 
Conclusion: 
For the character who has base stats of atk 12, def 15, spd 10, agi 7, the best 
equipment for it, is a representation of genes 121, namely: 
- Gloves # 1, namely: Steel gloves 
- Armor # 2, namely: Dark Armor 
- Shoes # 1, namely: Steel shoes 

5 Genetic Algorithm Results 

After the genetic algorithm execution for several cases, the results will be 
documented in this chapter, divided by 2 categories, for the player character, and 
the enemy character. 

5.1 Player Character 

For the player character, the genetic algorithm is used for auto-equip menu, ie to 
automatically set the best equipment for player. In this section, the auto equip will be 
tested for 6 cases, as shown in Table 4. The best equipment is the set of equipment 
that produces good equalization status. 

Generation # 

 

1 2 3 4 5 6 

445 101 220 125 121 121 

423 120 125 121 125 121 

120 220 251 125 125 321 

212 012 125 125 120 121 

411 100 125 122 121 101 

151 125 100 125 155 121 

212 252 100 125 121 121 

101 111 122 105 121 121 

502 112 101 125 121 101 

553 251 122 225 123 421
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Table 4. GA result for player character 

 
 

  

Base stats (with de-
fault equipment*) 

Auto equip result 
Stats after auto 

equip 
attack = 60 

defense = 60 
speed = 25 
agility = 25 
(SD = 17.5) 

 

- Iron gloves 
- Dark armor 
- Steel shoes 

attack = 60 
defense = 25 
speed = 60 
agility = 30 
(SD = 16.3) 

 
attack = 60 

defense = 60 
speed = 100 
agility = 20 
(SD = 28.3) 

 

- Steel gloves 
- Steel armor 
- Steel shoes 

attack = 65 
defense = 70 
speed = 95 
agility = 25 
(SD = 25.1) 

 
attack = 35 

defense = 60 
speed = 25 
agility = 90 
(SD = 25.1) 

 

- Dark gloves 
- Steel armor 

- Demon shoes 

attack = 55 
defense = 50 
speed = 55 
agility = 65 
(SD = 5.4) 

 
attack = 100 
defense = 60 
speed = 25 
agility = 25 
(SD = 30.9) 

 

- Iron gloves 
- Dark armor 
- Steel shoes 

attack = 100 
defense = 25 
speed = 60 
agility = 30 
(SD = 29.9) 

 
attack = 35 

defense = 100 
speed = 25 
agility = 25 
(SD = 31.3) 

 

- Dark gloves 
- Demon armor 

- Holy shoes 

attack = 55 
defense = 40 
speed = 50 
agility = 55 
(SD = 6.1) 

 
attack = 40 

defense = 60 
speed = 80 
agility = 80 
(SD = 16.6) 

- Dark gloves 
- Holy armor 
- Iron shoes 

attack = 60 
defense = 55 
speed = 70 
agility = 80 
(SD = 9.6) 

 
* Default equipment is Glove #1, Armor #1, and Shoes #1 
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5.2 Enemy Character 

The auto equip for enemy character is done at the first time it appeared to the map. 
The results of genetic algorithm for enemy is shown at table 5. 

Table 5. GA result for enemy character 

 
 
 

  

Base stats (with de-
fault equipment*) 

Auto equip result 
Stats after auto 

equip 
attack = 14 

defense = 53 
speed = 11 
agility = 16 
(SD = 17.2) 

 

- Steel Glove 
- Dark Armor 
- White Shoes 

attack = 26 
defense = 18 
speed = 31 
agility = 36 
(SD = 6.6) 

 
attack = 15 

defense = 59 
speed = 12 
agility = 16 
(SD = 19.4) 

 

- Steel Glove 
- Demon Armor 
- White Shoes 

attack = 30 
defense = 24 
speed = 27 
agility = 46 
(SD = 8.5) 

 
attack = 17 

defense = 44 
speed = 14 
agility = 21 
(SD = 11.8) 

 

- White Glove 
- Dark Armor 
- White Shoes 

attack = 12 
defense = 29 
speed = 34 
agility = 41 
(SD = 10.7) 

 
attack = 19 

defense = 44 
speed = 14 
agility = 28 
(SD = 11.4) 

 

- Iron Glove 
- Iron Armor 
- Steel Shoes 

attack = 38 
defense = 44 
speed = 14 
agility = 33 
(SD = 11.2) 

 
attack = 18 

defense = 55 
speed = 16 
agility = 20 
(SD = 16) 

- Iron Glove 
- Dark Armor 
- White Shoes 

attack = 35 
defense = 20 
speed = 36 
agility = 40 
(SD = 7.6) 

 
* Default equipment is Glove #1, Armor #1, and Shoes #1 
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6 Conclusion and Suggestion 

6.1 Conclusion 

From the results shown in chapter 5, can be seen that genetic algorithm can be applied 
to optimize the equipment used by the player and the enemy, based on the stats of 
each player and the enemy. Each player and the enemy has the status of attack, 
defense, speed, agility. Genetic algorithm will find a combination of equipment 
(glove, armor, shoes) the best that can make stats that doesn't deviate too much. The 
fitness value used in the genetic algorithm is the invers of standard deviation formula. 
The higher the standard deviation, the lower the fitness, and vice versa. 

6.2 Suggestion 

Here are some suggestions to develop this research to be better: 

• Add more enemy types and equipment types in the game so that searching space 
for genetic algorithm is more extensive, so the genetic algorithm can be more 
useful. 

• Also use the sum of stats for the fitness function, not just standard deviation, 
because players usually also consider the stats number when equipping character. 
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Abstract. Net energy balance (NEB) is the second important indicator 
following green house gases in developing a sustainable biodiesel industry. The 
extent of the production chain and various ways to reduce the use of fossil 
fuels, increase the complexity of finding an optimal NEB value of the industry. 
The main objective of this study was to design an NEB optimization model, 
which was supported by genetic algorithm (GA). The model was applied in a 
crude palm oil (CPO) industry that produces raw material for biodiesel which is 
located in North Sumatra province. The model was solved by using an 
optimization computer  software package. The results showed that the NEB 
value was better than the previous one. The model was also able to provide 
biomass usage composition to achieve the optimal NEB value,  and the unit 
processes that need to be improved. 

Keywords: biodiesel, CPO, net energy balance, optimization model, genetic 
algorithm. 

1 Introduction  

Recently, biodiesel have become international issues in addressing energy security 
problems, decreasing the dependency on fossil fuels, and reducing greenhouse-gas 
(GHG) emissions [1,2]. In many countries, biodiesel has been  used as an alternative 
energy to substitute diesel fuel. Furthermore, compared to diesel fuel, biodiesel has 
several advantages. Biodiesel produces no sulfur, no net carbon dioxide, less carbon 
monoxide, particulate matters, smoke and hydrocarbons emission and more oxygen. It 
can replace diesel fuel in many different applications, transportation and industry such 
as in boilers and internal combustion engines [3].  
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In order to support the reduction of dependence on fossil fuel, biodiesel industry 
should also carry out the reduction of the conventional energy use. But in fact, it is 
difficult for the industry to avoid the use of this fuel due to its dependence on 
fertilizers and methanol industry and transport [4]. However, the use of fossil fuel in 
the biodiesel industry should be kept to a minimum, at least the energy balance is 
maintained to not use fossil fuel in excess of biodiesel produced. The net energy 
balance (NEB) became the second important indicator following greenhouse-gas 
(GHG) in the analysis of the sustainability of a biodiesel industry [5,6,7]. 

All NEB studies on biodiesel industry showed a positive value [8],[17]. De Souza et al. 
[8] reported their study that from 6 studies on energy balance showed different energy 
ratios, i.e. 4.99, 4.68, 4:05, 4:58, 3:15, and 6.69. largest energy consumption is derived 
from palm oil mill, which averaged 50%, respectively following the refinery and biodiesel 
plant, plantation, transportation and energy inputs respectively 24%, 16%, and 10%. If 
produce CPO includes stages plantation, transportation and palm oil mill, then the total 
energy consumption to 76% of the total energy consumption of biodiesel industry.  

Based on the description mentioned above, it is important to discuss the net energy 
balance in CPO production stage, especially Indonesia as well known in the world's 
largest palm oil producer. Some studies have suggested raising the NEB through 
improved energy use in plantations and CPO mill [9,10,11,12],[18]. Study by 
Kawahara et al. in Lampung - Indonesia [10] reported potential energy improvement 
of 3.2 MJ kg-1 through use of biomass waste from palm oil mill. Pleanjai and 
Gheewala [11] reported that by recovering biogas from anaerobic treatment of palm 
oil mill wastewater, the NER increasing from 3.58 to 3.70.  

Almost all NEB studies on biodiesel industry showed a positive value, or in other 
words, the biodiesel industry uses fossil fuels less than biodiesel produced [8]. Some 
studies even suggest to increase the value of the NEB industry by the use of 
alternative fuels, such as solid waste biomass of palm oil mill [9,10], and biogas palm 
oil mill effluent [11,12].The main objective of  this study was to design an NEB 
optimization model of CPO industry in producing raw material for biodiesel, which is 
supported by genetic algorithm (GA).  

2 Energy Balance System 

2.1 CPO Production Process 

Description of the production process of CPO refers to life cycle assessment (LCA) 
which has been generated from several studies [13,14]. Based on the LCA, there are 
two stages of the production process, plantation and palm oil mill. Plantation 
produces fresh fruit bunches (Fresh Fruit Bunches / FFB) from the age of 2 or 3 years, 
and then continued to bear fruit until the age of 20-25 years. To growing well, the 
plant requires maintenance, especially the provision of inorganic fertilizer supplied 
from outside the plantation. The harvested ripe fruit, taken to storage warehouse to be 
transported to the palm oil mill. 

To produce CPO, FFB is processed by sterilization, stripping, and extraction. 
During the process, the plant produces solid and liquid wastes. Solid waste includes 
Empty Fruit Bunches (EFB), fibers (mesocarp fiber, MF), palm kernel and shell (palm 
kernel shell, PKS). The kernel can be recycled into crude palm kernel oil (CPKO). 
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EFB, MF and PKS used as biomass are burned in a boiler to produce steam and 
electricity for the purposes of plant. EFB is generally brought back to the farm as 
fertilizer. Meanwhile, with a particular treatment plant effluent can be used as biogas 
and liquid fertilizer as a substitute for organic fertilizer on the farm. 

2.2 Net Energy Balance 

In this study, the energy balance system aims to maintain sustainability of CPO 
production process in terms of energy use, in other words that the potential energy 
possessed CPO must be greater than the energy used. Energy output is represented by 
the CPO and the kernel, while the input energy is divided into two groups, which are 
direct and indirect energy. Direct energy is energy that is burned or converted directly 
on the CPO mill, both at the stage of cultivation and processing. Direct energy can be 
a fossil fuel (gasoline, diesel oil), biofuels, biomass, biogas and electricity. They are 
used in all units of the production process in plant, transportation of FFB from 
 

 

Fig. 1. Energy input output system net energy balance production of crude palm oil (CPO) 
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plantation to the mill, and EFB from the mill to the plantation. Indirect energy is 
energy that is attached to the material (embodied energy) because it requires energy to 
be produced and delivered to the plantation or plant. Indirect energy includes the 
provision of seeds, fertilizers, heavy equipment machinery. Energy inputs and outputs 
on the net energy balance system CPO production are shown in Figure 1. 

3 System Modelling 

3.1 NEB System Modeling 

There are several values generated by calculation of net energy balance of CPO 
production, i.e. the value of net energy system (NES), net energy balance (NEB), and 
net energy ratio (NER). NES consider all types of energy input, while the NEB only 
fossil energy. NEB is divided into two phases, existing and optimal condition. All 
calculations refer to the CPO kg weight. NES, as defined in equation (1), is equal to 
energy output (E ) minus energy input (E ), measured in MJ/ kg CPO.    NES E E                                               (1) 

Energy input is divided into 3 groups, i.e. the energy used in the plantations, mill, 
and transportation. Energy input in plantation consist of 3 variables, fuel, electricity 
and fertilizer production. Fertilizer can be in the form of inorganic and organic that 
are produced from EFB and POME. Energy input in the mill consists of 3 types, i.e. 
fossil fuel, steam, and electricity. Electrical consumption of mill is supplied from grid, 
co-cogeneration and biogas. There are two kinds of transportation, taking FFB from 
farm to mill, and EFM from mill to farm. 

  E ECPO  E                                               (2)   E  E E  E                                          (3) E  E E E  

E E , E f , E ,  
E E E E  E E E f E E E  E E f E f  

In existing state, NES, NEB and NER values obtained of equation (4) (5) and (6) 
respectively. 
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(4) 

(6) 

Net Energy of System  
 ECPO  E E E E , E f , E , E E E E f EE E  E f E f

  
 

Net Energy Balance (existing) NEB ECPO  E  E E E , E E  

  
Net Energy Ratio (existing)  

 NER ECPO  E /  E E E , E E  

3.2 NEB Optimization Model 

Objective Function. Optimization, represented by net energy ratio (NER), is 
calculated by maximizing the NER value, through the reduction of the use of fossil 
fuels in all of stage of CPO production. Objective function, which is show in equation 
(7), has 12 variables considered, i.e. CPO and palm kernel; fertilizer; the use of diesel 
oil in plantation, transportation and mill; electricity for operation of plantation; 
electricity in the mill, and the use of EFB MF PKS and POME. If the variables in the 
optimization condition are denoted by ‘op’, then the equation optimization NEB is as 
follows: Maximize NEB   ECPO  EE E ∑ E E f . , E . ,∑ E E E  E f . E . E . E .

                 7  

  
Constraints. Fossil fuel reduction is carried out by substitution with using alternative 
energy. Diesel oil, electricity, and fuel for fertilizer production, are substituted by 
biodiesel and biomass. NER can also be increased by using liquid waste (POME) to 
substitute inorganic fertilizer. Optimization using biodiesel can be calculated directly, 
but need proper combination using biomass produced by mill, such as EFB, MF, PKS 
and POME.   
 
 
 

(5) 
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E  E f . E . E . E .  Fert Fert f . , Fert . ,   EFB  ∑ EFB . , EFB .  Fert f . , Fert . , , EFB . , MF . , PKS . , Biogs . 0  
4 Genetic Algorithm  

Genetic algorithm is a search technique and optimization techniques which work by 
mimicking the process of evolution and changes in the genetic structure of living 
things. Genetic algorithm was first introduced in the 1970s by John Holland, and then 
developed by scientists in solving complex optimization problems. Currently, Genetic 
algorithm has been applied in various fields, including engineering, investment, 
robotics, and industrial management.  

The first step to do is to make encoding a candidate solution into a form of 
representation of chromosomes. Genetic algorithm works by measuring how well a 
chromosome can solve a problem. measurements were performed by using a fitness 
function. Genetic Algorithms solve the optimization problems by manipulating the 
chromosomes blindly using crossover and mutation operators.  

The steps to implement the genetic algorithm are as follows: 

1) Generate initial population randomly 
2) Evaluate each chromosome in this population using its fitness function 
3) Select a set of chromosomes to be “parents” and then reproduce new 

chromosomes using crossover and mutation operators 
4) Evaluate these new chromosomes using their fitness functions 
5) If stopping criteria reached, then stop else go to step 3. 

5 Case Study 

The model was applied to a CPO company located in Sumatera – Indonesia. The 
private company has a production capacity of 3.78 t.cpo ha-1 and production capacity 
25 t/h = 500 t/d. The factory received FFB at 277,002.13 MT, produced CPO of 
19.85% and a co-product kernel 5:20%. The factory produced solid waste EFB, MF, 
and PKS with the percentage of 22.00, 14.44, and 6.46 percent of the weight of FFB. 
The allocation of material inputs and outputs in per metric ton CPO can be seen in 
Table 1. Energy coefficients used in this study are taken from some references (Table 
2). The coefficient of CPO and palm kernel is assumed same as the value of biodiesel, 
which is equal to 39.60 MJ/kg. 
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Table 1. Energy input and output in CPO production 

 Real data per year Per Metric Ton CPO per year 

No.  Item Value Unit Value Unit  

1 Input         

 FFB 277,002.13 MT  4.70 kg/MT CPO  
 Electricity (from grid) 95,799.00 kWh 1.62 kWh/MT CPO 
 Diesel used for Diesel Generator 56,366.00 L 0.96 L/MT CPO 
 Diesel used for transport EFB 27,871.00 L 0.47 L/MT CPO 
 Diesel for transport FFB 773.82 L          0.12 L/MT CPO 
 NPK - Super K  1,574.466 kg            1257.12 kg/MT CPO 
 Dolomite  133,116 kg            106.29 kg/MT CPO 
 Kieserite  145.288 kg            116.00 kg/MT CPO 
 Urea  331.805 kg            264.93 kg/MT CPO 
 MOP 449.021 kg            358.52 kg/MT CPO 
 RP  100.583 kg         80.31 kg/MT CPO 
 Output       
2 Main  product         

 CPO 58,991.36 MT 1,000.00 kg/MT CPO 

By product        
 EFB 60,940.47 MT 1,033.04 kg/MT CPO 

 MF 51.11 MT 0.87 kg/MT CPO 
 PKS 9,203.08 MT 156.01 kg/MT CPO 

 Palm Kernel 14.404 MT 244.17 kg/MT CPO 

 POME 160.661 MT   2,723.47 kg/MT CPO  

    

Table 2. Energy coefficients 

Item Unit Value
CPO  MJ/kg 39.60
Palm kernel  MJ/kg 39.60
PKS [8] MJ/kg 11.91
MF [8] MJ/kg 7.7
EFB [15] MJ/kg 7.24
Diesel [16] MJ/L 40.3
Fertilizer [10]

NPK - Super K MJ/kg 2.8
Dolomite MJ/kg 0.5
Kieserite MJ/kg 2
Urea MJ/kg 33.2
MOP MJ/kg 3.5
RP MJ/kg 1.3

Electricity[11]
Biogas [8] 

MJ/KWH
MJ/kg 

9.9
1.8
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Table 3 shows the structure of energy for the company in producing CPO. The 
company uses energy (fuel oil) 14.061 MJ / yr kg CPO to produce 49.269 MJ / yr kg 
CPO. In existing condition, NES, NEB, and NER is equal 33.34 MJ / yr kg CPO, 
35.21 MJ / yr kg CPO, 3.504 respectively. The NES of system that considered of 
biomass as input energy, by the greatest energy use occurs in fertilization, that was 
14.333 MJ/yr kg CPO (87.%), followed by electrical 1.88 MJ/yr kg CPO (11.82%), 
and transportation 0.046 MJ/yr kg CPO (0.29%) from all of input energy in the 
system. 

Table 3. Energy in CPO production 

Item MJ / yr 
kg CPO 

Item MJ / yr 
kg CPO 

Input   b. CPO Mill   

a. Plantation   Electricity (from grid)  0.017 

NPK - Super K 3.520 Diesel used for Diesel Gen 0.039 

Dolomite 0.053 Diesel used for transport EFB  0.019 

Kieserite  0.232 (b) Sub-total  0.075 

Urea  8.796 Total Input (a + b)  14.061 

MOP 1,255 Output  

RP  0.104 CPO 39.600 

Diesel used (for transport FFB) 0.027 Palm Kernel 9.669 

(a) Sub-total  13.987 Total Output 49.269 

6 Result and Discussion 

6.1 Designing Genetic Algorithm 

In designing a genetic algorithm, there are four things to consider, namely 
chromosome representation, fitness function, selection of chromosomes, and genetic 
algorithm operators [19]. 
 
Chromosome Representation. To apply the genetic algorithm, the first step should 
be done is make an encoding candidate solutions in the form of representation of 
chromosomes. Type of encoding used in this study is binary. 
 
Fitness Function. Genetic algorithm works by measuring how well a chromosome 
can resolve the problem. Measurements were made using a fitness function, which is 
the objective function of the problem to be solved. The following is the fitness 
function (8) and the constraints of this study: 
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Maximize NER  
   . CPO PK .  F .  E ∑ F .  F f . F .∑ .  – .   F .  F E .  .  EFB .  MF .  PKS .  B

       
 

 
Constraints: CPOm   CPO PKm  PK PKm = PKe/CPOe EFBm  EFB EFBm = EFBe/CPOe MFm  MF MFm = MFe/CPOe PKSm  PKS PKSm = PKSe/CPOe POMEm  POME POMEm = POMEe/CPOe Fert f . b f . EFB  Fuel   Fuel Fuel  Fuelm E . 18.1 EFB 7.7 MF 11.91 PKS 1.8 Biogs EFB  EFB EFB POME  POME POME Fert .  Fert f . Fert .  CPO, PK, Fuel, Fert f . , Fert . , POME , EFB , EFB , MF, PKS, Biogs 0 
Selection Chromosome. Selection is one of the operation to ensure that the number 
of representatives of a chromosome that is received in the next generation will depend 
on the fitness value compared to the value of the average fitness of the population. 
Chromosome which has a very good fitness value will have a greater opportunity for 
the parent and elected to remain in the next generation, while the poorer chromosome 
will be replaced by a new chromosome. There are two ways of selection are known in 
the GA, the fitness proportional selection and roulette wheel selection. The study used 
roulette wheel selection, where each chromosome in the population occupies a slot on 

(8) 
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the roulette disc. The large size of the slot is equal to the ratio between the value of 
the fitness of a chromosome with a total value of fitness of all chromosomes. 

 
GA Operator. The main objective to be achieved in the use of genetic algorithms is 
that a set of chromosomes (candidate solutions) are generated randomly in the initial 
population and multiply by itself to converge to provide a best fitness value (optimum 
value). Chromosomes are formed in this new generation of are called offspring. An 
offspring can be shaped by two the main processes, crossover and mutation. 
Crossover is the main operator in genetic algorithm. Opportunities crossover is the 
ratio between the numbers of chromosomes that is expected to experience a crossover 
in each generation with the total number of chromosomes in the population. 
Therefore, the crossover is the primary operator, crossover probability value is usually 
quite high (0.6 - 1). 

Mutation is supporting operators in genetic algorithm that acts to change the 
structure of chromosomes spontaneously. This change led to the formation of a 
spontaneous mutant, which is a new chromosome is genetically different from the 
previous chromosome. Opportunities mutation is the ratio between the expected 
numbers of mutated genes in each generation with the total number of genes in a 
population. Therefore, mutations are supporting the operator, the probability of which 
is used usually quite low (0.001-0.2). 

The values of genetic algorithm parameters used for this case are as follows: 

1. Population size   = 20 
2. Crossover probability = 0.9 
3. Mutation probability = 0.01 
4. Maximum generation = 100 

6.2 Implementation Model with GA  

Besides the aim to search the optimal value of the NEB, the model is also expected to 
show the best value of any variable. Basically all of the variables in fitness function 
can be optimized to get the best NEB, but because of the difficulty of data then the 
model in this case to consider five variables, namely EFB and POME to replacing 
inorganic fertilizer, and EFB MF and PKS to substitute electrical from grid.  

Implementation model with genetic algorithms was supported by MATLAB. The 
model produced the optimum value of the NEB by 36.258 MJ/kg CPO, increased 1.05 
MJ/kg CPO from the previous NEB. NER optimization was 3.787, an improvement of 
8.08% from the previous NER.  

Increasing the value of the NEB obtained from variables of EFB and POME for 
fertilizer, EFB MF and PKS for electrical in the mill. The use mill waste to the 
reduction of fossil fuel is shown in Table 4 and Fig.2. Even without using of mutation 
operators, achieving the optimization value gained up to 51 iterations. This best 
optimization value is shown in Fig. 3.  
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Table 4. The use mill waste for optimization NEB 

Variables Value (kg/kg_CPO) 
 Fertilizer  
 1. EFB 1.033 
 2. POME 2.724 
 Electrical  
 3. EFB 0 
 4. MF 0.244 
 5. PKS 0 

 
 

 

Fig. 2. The best value of each variable for NEB optimization  

 

Fig. 3. The best fitness of NEB optimization  

For further study, the developed model can be expanded for solving fuzzy  
values of the decision variables and constraint by using fuzzy approach such as 
suggested in [20]. 
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7      Conclusion and Recommendation 

This model was able to provide information about the optimal value of the NEB that 
can be achieved in the manufacturing process of CPO, and the sources of energy that 
can be optimized in order to minimize the use of fossil fuel in the company. Fertilizer 
and the use of electricity in the plant, were two most influential components in 
determining the performance of the net energy balance optimization in producing 
CPO. CPO mill waste has a significant role in improving the performance of the NEB 
optimization. 

Model optimization of net energy balance needs to be continued at another stage in 
the production chain of the biodiesel industry. 
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Abstract. In this paper, we propose a metaheuristic approach for the no-wait 
flow shop scheduling problem with respect to the makespan criterion. In the li-
terature, this problem is known NP-hard type. In the literature, several algo-
rithms have been proposed to solve this problem. We propose a hybridization of 
ant colony optimization (ACO) algorithm with local search (LS) in order to 
solve this scheduling problem, and then we call this as ACO-LS algorithm. This 
local search technique contributes to improve the quality of the resulting solu-
tions. In addition, the mechanism of insert-remove technique is developed to 
help the searching of solution escape from the local optimum. The proposed al-
gorithm is tested with the 31 well-known flow shop benchmark instance. The 
computational results based on well-known benchmarks and statistical perfor-
mance comparisons are also reported. It is shown that the proposed ACO-LS 
algorithm is more effective than hybrid differential evolution (HDE) algorithm 
[Qian B., et.al, Computer & Industrial Engineering, 2009]. 

Keywords: Metaheuristic, No-wait flow shop scheduling, Makespan, Ant Co-
lony Optimization, Local search. 

1 Introduction 

Production scheduling is one of the critical issues in the planning and manufacturing 
process (Pezella, et al., 2008). Scheduling problem focused on how to allocate ma-
chines to perform a collection of activities in a period of time in order to optimize a 
certain objective (Pinedo, 2012).  In this paper, we study with the basic n-job m-
machine no-wait flow shop scheduling problem. In a no-wait flow shop scheduling 
problem, there are n jobs in which each job has m operations and must be processed 
on a set of series machines continually. Once a job is started on the first machine, it 
must be processed through  all machines without any interruption.  No-wait flow 
shop scheduling problem  is a kind of scheduling  problem which has important 
applications including chemical processing (Rajendran, 1994), food processing  
(Hall and Sriskandarayah, 1996), steel production  and pharmaceutical processing 
(Grabowski & Pempera, 2000). Given the processing time of each job in each  
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machine, the no-wait flow shop scheduling problem is to find a set of schedules to 
optimize a certain objective.  

In this study, we consider the makespan as optimization objective. This problem is 
denoted as | , | . The no-wait flow shop scheduling problem 
with single objective is NP-hard (Garey and Johnson, 1979). Therefore, many re-
searchers are interested to investigate the finding of the near optimal solution by ap-
plying heuristic and metaheuristic algorithms which  can find the near optimal solu-
tion in reasonable computational time. 

The no-wait flow shop scheduling problem with makespan criterion has attracted 
the attention by many researchers. Qian, et. al (2009) proposed HDE for the no-wait 
flow shop scheduling problem with the makespan criterion and showed that the solu-
tion obtained by their HDE algorithms  are superior to the ones given by other  
previous algorithms. Laha and Sapkal (2011) proposed constructive heuristic for the 
no-wait flow shop scheduling problem with the total flow time criterion and show that 
there is a significant improvement in solution quality over the existing heuristic.  
Chaudhry and Mahmood  (2012) proprosed a general purpose spreadsheet based 
genetic algorithm (GA) for solving the no-wait flow shop scheduling problem with 
the minimization of makespan.  

In this paper we develop a hybridization between algorithm of ant colony optimiza-
tion (ACO) with technique  of local search (LS) in order to solve the no-wait flow 
shop scheduling problem with the makespan criterion.  Then we call this as ACO-LS 
algorithm. 

The rest of the paper is organised as follows: Section 2 introduces briefly the no-
wait flow shop scheduling problem, followed by problem and formulation. In Section 
3, ACO is briefly presented, and Section 4, gives the proposed ACO-LS details as 
implemented in this paper. Experimental results are given in Section 5. The last sec-
tion of the paper presents conclusions. 

2 No Wait Flow Shop Scheduling Problem 

The no-wait flow shop scheduling problem  can be described as follows: given the 
processing time ,  of job  on machine , each of  jobs will be sequentially 
processed on machine 1, 2, ..., . At any time, each machine can process at most one 
job and each job can be processed on at most one machine. The sequence in which the 
jobs are to be processed is the same for each machine. To meet the no-wait restric-
tions, the completion time of a job on given machine must be equal to the starting 
time of the job on the next machine. In other words, there must be no waiting time 
between the processing of any consecutive operations of each  jobs. The problem is 
to find a sequence that the given criteria, i.e., makespan is optimized. 

Let , , ) denote the schedule or permutation of jobs to be processed, , ) the minimum delay on the first machine between the start of job  and 
 restricted by the no-wait constraint. Then  can be calculated as follows (Qian, 

et. al, 2009): , )= , 1) 0,  ∑ , ∑ ,  (1) 
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3.1 Heuristic Information 

The heuristic information value is also initialized at the initialization step. The use of 
heuristic information to direct the ants’ probabilistic solution construction is impor-
tant because it provide problem specific knowledge. Heuristic information used in this 
study is the distance between two jobs SPIRIT (Sequencing Problem Involving a 
Resolution by Integrated Taboo Search Techniques) rule presented by Widmer  
and Hertz (1989). We modify SPIRIT method for no-wait flow shop scheduling prob-
lem. The distance between the start of job  and  , , ) is given by the 
following equation:                                                     , ) = , )                            (3) 

             

( ) ( )ππππη
jj

jj d ,
1,

1
1

−
−

=              (4) 

3.2 Solution Construction 

In the iterative step, an ants colony determines starting jobs. Each ant repeatedly ap-
plies the state transition rule to select the next processing job up to a complete sche-
dule is formed. When building a schedule, both the heuristic information and phero-
mone amount are used to choose the next job. While constructing the schedule, an ant 
also decreases the amount of pheromone between selected jobs by applying the local 
updating rule to vary other ants schedule and to avoid in leading to local optima.  

While finding appropriate solution, after the ant k chooses the next job to move to 
by applying the state transition rule, selected job is added into tabu list. Until the last 
job is selected, the procedure is repeated. 
 

3.3 State Transition Rule 

In the process of schedule constructed, the ant k in job i selects the job j (  to 
move by applying the following state transition rule: 

                       arg max ∈S  , η ,    if                                                                             otherwise             (5) 

where, ,  is the amount of pheromone trail on edge , . η ,1 ,⁄  is the inverse of the distance ,  between job i and job u denotes the 
reciprocal of a cost measure between nodes i and u. In the no-wait flow shop schedul-
ing problem,  ,  is identical with , ).   is the set of feasible jobs 
to be selected by ant k in job i. It is clear that the set of feasible jobs not contained in 
tabu.  is a parameter that allow a user to control the relative importance of phero-
mone trail 0 .  is a parameter that determines the relative importance of heu-
ristic information. 0 , q is a value chosen randomly with uniform probability in 
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[0,1] and  is a parameter that determines the relative importance of exploitation 
versus exploration 0 1 .  is  a random variable selected according to the 
following random-proportional rule probability distribution, which is the probability 
with that ant k chooses to move from job i to job j: 
 ,

, η ,∑ , η ,∈          if   ∈
0                                                otherwise   (6) 

3.4 Pheromone Trail Update 

While an ant construct a schedule, an ant decreases the level of pheromone trail be-
tween selected jobs by applying the update rule. The update rules consists of two 
terms: the first, is the evaporation of the existing pheromone (local updating rule) ; the 
second, is the amount of added pheromone on the trail (global updating rule). The 
local updating rule is formulated as follows :  

                           , 1 · , ·                            (7) 

where,  is the initial pheromone level and  0 1  is the local pheromone 
evaporation parameter. 

After all ants completed their schedules then global updating rule is performed. 
Global updating rule provides a greater amount of pheromone trail for between adja-
cent jobs of the best schedule. The pheromone trail level is updated as follows: 

                                     , 1 · , · ∆ ,                            (8) 

where, 

 ∆ ,     ,  best schedule0                                   otherwise     (9) 

In the Eq. (8), 0 1  is the evaporation parameter of global  
updating rule and  is the objective function value of the best schedule until the 
current iteration. 

4 Proposed Ant Colony Optimization – Local Search (ACO-LS) 

The main advantages such as ACO metaheuristic approach is able to find the near 
optimal solution in reasonable computational time.  

The structure of proposed ACO can be describe as follows : 

1. Initialize the pheromone trails, heuristic information, and parameters 
2. Iteration : 

2.1 Ant colonies determine the starting jobs ; 
2.2 Each ant constructs a complete solution ; 
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Repeat 
     Applying state transition rule for selecting the next jobs  

                Until complete jobs 
2.3 Improve the solution by local search 

3. Cycle. If the maximum number of iterations is reached, then the iteration stops. If 
not then go back to step 2. 

4. Return best solution found 
 
  Local Search                

ACO algorithm can perform better to find solution when combined with a local 
search algorithm (Yagmahan and Yenisey, 2010). In this study, we propose a local 
search procedure as follows: 

Step 1:  
Determine one best solution of job sequence _  
Step 2:  
Choose randomly  and , where ; , ,  . 
Step  3:  
Set loop=0   ∗ 1  
       0; 
      max_ 3;          max _  
         Choose randomly  and ,  ;   
         _ = , ,  ; 
         if _ ,  
               then  _  ;   0;  
         if _ ,  
               then     ;  1; 
                   , , ,  ;   ;                   
               _ , ,   , , ;  
               i _ , 
        then   _ ;  0;  
       if  _ ,  
                   then     ; 1; 
                   choose randomly , , , , , ;  t  u  r  ;                          
                    _ , , ,   , , , ;  
       if _ , 
         then   _ ;  0; 
                   if  _ , 
                        then     ; 1; 
      end 
end 
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Step 3:  
if _ , 
         then  _ ;   
if _ , 
        then  _ _ ;   
Where : n is set of all the job.  is sequence of n job. While , , , , ,  is the 

position of a job in the sequence   .  
Termination Criteria 

 Termination criteria using the maximum number of iterations 

Table 1. Comparison of HDE and ACO-LS 

RAJ HDE ACO-LS 
Problem n,m C* BRE ARE WRE   BRE ARE WRE 

Car1 11,5 8142 0.00 0.00 0.00 0.00 0.00 0.27 
Car2 13,4 8242 0.00 0.00 0.06 0.00 0.00 0.00 
Car3 12,5 8866 0.00 0.03 0.08 0.00 0.00 0.08 
Car4 14,4 9195 0.00 1.15 2.41 0.00 0.06 0.68 
Car5 10,6 9159 0.00 0.00 0.00 0.39 0.64 2.23 
Car6 8,9 9690 0.00 0.00 0.00 0.00 0.00 0.00 
Car7 7,7 7705 0.00 0.00 0.00 0.00 0.00 0.00 
Car8 8,8 9372 0.00 0.00 0.00 0.00 0.00 0.00 
Rec01 20,5 1590 -3.71 -3.50 -3.14 -4.03 -3.88 -3.83 
Rec03 20,5 1457 -6.59 -5.33 -3.77 -6.59 -6.23 -4.99 
Rec05 20,5 1637 -7.70 -6.76 -5.86 -7.64 -7.35 -7.20 
Rec07 20,10 2119 -3.59 -3.19 -1.27 -3.63 -3.55 -3.44 
Rec09 20,10 2141 -4.58 -4.30 -3.60 -4.62 -4.56 -4.31 
Rec11 20,10 1946 -3.34 -3.00 -2.21 -3.34 -2.90 -2.21 
Rec13 20,15 2709 -5.76 -4.72 -3.32 -6.05 -5.73 -4.89 
Rec15 20,15 2691 -6.02 -5.89 -5.39 -6.02 -5.98 -6.25 
Rec17 20,15 2740 -5.58 -5.55 -5.47 -5.58 -5.50 -5.44 
Rec19 30,10 3157 -7.73 -6.76 -6.34 -9.72 -8.78 -8.01 
Rec21 30,10 3015 -4.61 -3.74 -3.32 -6.27 -6.10 -6.07 
Rec23 30,10 3030 -8.71 -7.69 -7.19 -10.89 -10.16 -9.92 
Rec25 30,15 3835 -4.64 -4.02 -3.60 -6.31 -5.67 -5.44 
Rec27 30,15 3655 -3.97 -3.07 -2.71 -6.10 -5.39 -4.89 
Rec29 30,15 3583 -6.61 -5.98 -5.44 -8.15 -7.60 -7.23 
Rec31 50,10 4631 -3.95 -3.22 -2.92 -5.92 -4.95 -3.67 
Rec33 50,10 4770 -2.37 -1.82 -1.26 -3.86 -2.48 -0.76 
Rec35 50,10 4718 -3.98 -3.77 -3.39 -5.26 -3.86 -1.82 
Rec37 75,20 8979 -7.57 -7.25 -6.97 -8.56 -7.39 -6.57 
Rec39 75,20 9158 -3.53 -3.07 -2.86 -5.43 -4.36 -2.89 
Rec41 75,20 9344 -5.15 -4.84 -4.54 -6.93 -6.09 -4.89 
Hel1 100,10 780 -5.26 -4.73 -4.36 -6.92 -5.81 -5.09 
Hel2 20,10 189 -5.29 -4.23 -1.59 -5.29 -4.92 -4.30 
Average     -3.88 -3.40 -2.84  -4.60 -4.15 -3.58 
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5 Experimental Result 

In this section, the results of computational experiments performed are presented to 
evaluate the performance of proposed ACO-LS. The performance of the proposed 
ACO-LS is tested with numerical simulations are carried out with 31 well-studied 
benchmark contributed to the OR-Library (http://www.people.brunel.ac.uk/-
mastjjb/jeb/info.html). The first 8 problems are called Car1, Car 2 through Car8 by 
Carlier (1978). The second 21 problem are called Rec01, Rec03 through Rec41by 
Reeves (1995). The last two problem Hel1 and Hel2 by Heller (1960). The perfor-
mance  of ACO-LS using test problem is compared with HDE algorithm proposed by 
Qian, et. al (2009). All algorithms are coded in matlab 2009a and run on PC with 2 
GHz Intel Core 2 Duo processor and 2 GB RAM memory. For fair comparison, HDE 
algorithm are executed on the same PC and let HDE algorithm run at the same time as 
ACO-LS. Each benchmark is independently run 20 time for comparison. Where C* 
denotes the references makespan produced by the famous RAJ heuristic (Rajendran, 
1994). BRE denotes the best relative percentage error to C*. ARE denotes the average 
relative percentage error to C*, and WRE denotes the worst relative percentage error 
to C*. The statistical results are reported in table 1. 

It can be seen from table 1 that the BRE, ARE, and WRE values performed by 
ACO-LS are much better than those obtained by HDE almost for all benchmark.  

6 Conclusion 

In this paper, we have presented an ACO-LS algorithm for  the no-wait flow shop 
scheduling problem with the objective of minimizing makespan criterion. Based on 
the computational experimentation, the proposed ACO-LS algorithm gives 
comparable performance as that of HDE algorithm for small problem sizes, whereas, 
there is significant improvement in solution quality for large problem sizes. To the 
best our knowledge, this is the first report to apply ACO-LS algorithm for no-wait 
flow shop scheduling problems with makespan. In future work, we will extend the 
ACO-LS algorithm to the scheduling problem with two or more objectives. 
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Abstract. In this paper, we study the dynamic service composition
becomes a decision problem on which component services should be se-
lected under the E2E QoS constraints. This problem is modeled is a
nonlinear optimization problem under several constraints. We have two
approaches: local selection is an efficient strategy with polynomial time
complexity but can not handle global constraints and the traditional
global selection approach based on integer linear programming can han-
dle global constraints, but its poor performance renders it inappropriate
for practical applications with dynamic requirements. To overcome this
disadvantage,, we proposed a novel Min-Max Ant System algorithm with
the utilities heuristic information to search the global approximate op-
timal. The experiment results show that our algorithm is efficiency and
feasibility more than the recently proposed related algorithms.

Keywords: E2E QoS constraints, QoS-Aware, Min-Max Ant System.

1 Introduction

Nowadays, the web services technologies are new solution to develop software
foundation for next generation enterprise and Web-based systems. Services from
different providers can be integrated into a composite service regardless of their
locations, platforms, and/or execution speeds to implement complex business
processes and transactions that can be provide a promising solution for the
integration of business application [1]. With growing demands, many service
providers have started to offer different QoS (Quality of service) service levels
so as to meet the needs of different user groups, by offering different service
qualities based on user needs or service cost [2]. For composite services, one
of the QoS issues is to define the service integration model and identify the
optimal service selection to meet a users QoS requirement. Component services
can be dynamically composed to form complex and value-added services so that
the requirement of users be satisfied. Therefore, the end-to-end (E2E) services
selection is an important part of the web service composition problem [3].

In this paper, we study the dynamic service composition becomes a decision
problem on which component services should be selected under the E2E QoS
constraints. This problem is modeled is a decision problem as a nonlinear opti-
mization problem under several constraints. The rest of this paper is organized as

c© Springer-Verlag Berlin Heidelberg 2015
R. Intan et al. (Eds.): ICSIIT 2015, CCIS 516, pp. 98–109, 2015.
DOI: 10.1007/978-3-662-46742-8_9
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follows: some related works will be analyzed and evaluated in section 2. Section
3 introduces the model system defined for service selection with E2E QoS con-
straints problem. Section 4 presents our new an ant-based approach to solve it.
Section 5 is our simulation and analysis results based on performance compared,
and finally, section 6 concludes the paper.

2 Related Works

There are many have worked on this topic, such as: BPEL4WS (Business Process
Execution Language for Web services), Microsofts XLANG, IBMs WSFL (Web
service Flow Language) , WSCI (Web service Choreography Interface), BPML
(Business Process Modeling Language), DAML-S (DARPA Agent Markup Lan-
guage) are the industrial standard specifications for Web service composition.
The SWORD project, FUSION framework, eFlow system, QoS-oriented frame-
work WebQ, SELF-SERV platform are the centralized operator, engine, coordi-
nator to control the execution of constructed composite services [1]. An quality
driven approach to select component services during execution of a composite
service presented in [4], the authors consider multiple QoS criteria such as price,
duration, reliability and take into account of global constraints. The linear pro-
gramming method is used to solve the service selection problem, which is usually
too complex for run-time decisions. The E2E QoS model and management ar-
chitecture for complex distributed real-time system [5].

The QoS-based service selection problem aims at finding the best combination
of web services that satisfy a set of E2E QoS constraints in order to fulfill a given
SLA (Service Level Agreement), which is an NP-Hard problem [6]. This prob-
lem becomes especially important and challenging as the number of functionally
equivalent services offered on the web at different QoS levels increases exponen-
tially [7]. As the number of possible combinations can be very huge, based on the
number of subtasks comprising the composite process and the number of alterna-
tive services for each subtask. The local selection strategy in which, the candidate
service who has the maximum QoS utility value is selected for each service class
is very efficient but can not handle end-to-end QoS constraints [9]. D.Ardagna et
al proposed exact search algorithms to perform an exhaustive search to find the
best combination that satisfies a certain composition level SLA is impractical [8].
T.Yu et al proposed heuristic algorithms that can be used to find a near-optimal
solution efficiently in [3]. M.Wu et al proposed the global optimization algo-
rithm uses integer linear programming techniques to find the optimal selection
of component services for the composition [10]. However, the disadvantage of
deterministic algorithms like linear programming are only applicable to small-
scale problems due to their exponential time complexity. In [11], C.W.Zhang
et al are proposed a Genetic Algorithm (DiGA) to solve the web service selec-
tion supporting QoS. Similar, S.Liu et al in [12] are applied genetic algorithm
for dynamic web services selection algorithm with QoS global optimal in web
services composition. The advantages of genetic algorithm are intelligence and
global convergence. Genetic algorithm which is inspired from the evolution of
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biological populations is a non-deterministic algorithm. Although very efficient
in solving NP-Hard problem like service selection, the effect of genetic algorithm
is very sensitive to its parameter setting. The Parameter-Adaptive Genetic Al-
gorithm (PAGA) solved the service selection problem presented in [13]. In [14],
K.Su et al suggested an efficient discrete invasive weed optimization algorithm
for web services selection consists two steps. First, a set of randomly generated
feasible solutions are transformed into decimal code. Second, they utilize Gaus-
sian diffusion to guide the population tospread in the solution space. X.Q.Fan et
al is presented a new cooperative evolution algorithm consisting of a Stochastic
Particle Swarm Optimization (SPSO) [15] and a Simulated Annealing (SA). The
Multipheromone and Dynamically Updating Ant Colony Optimization algorithm
(MPDACO) put forward to solve this problem, which includes a global opti-
mization process and a local optimizing process proposed by Y.M.Xia et al [16].
C.Zhange et al proposed the Clustering Based Ant Colony Algorithm for Service
Selection (CASS) including its model and concrete algorithm in [17].

3 Problem Formulation

3.1 Notations and Definitions

The concepts definition for service selection with E2E QoS constraints prob-
lem [18] can be defined as as follows:

1. Service Class : service class Sj = {s1j, s2j , ..., smj} is used to describe a set
of functionality equivalent web services, where sij(1 ≤ i ≤ m) represents the
ith component service in service class Sj .

2. Abstract Composite Service: an abstract composite service CSabstract =
{S1, S2, ..., Sn} can be defined as an abstract representation of a compo-
sition request. Each task of the abstract composite service refers to a service
class without referring to any concrete service.

3. Concrete composite service: A concrete composite service CS is a instan-
tiation of an abstract composite service. It can be gained by binding each
service class Sj ∈ CSabstract to a concrete service sij .

4. QoS criteria: which can be used to describe the quality of web services, is
a set of non-functional properties. QoS criteria can be divided into several
aspects such as runtime-related QoS, transaction support related QoS, con-
figuration management QoS, cost related QoS and security related QoS [19].
More generally, QoS criteria can include generic QoS like response time,
price, reliability, availability etc, as well as domain specific QoS [18]

An extensible QoS computation model includes both the generic and domain
specific criteria, where new criteria can be added and used to evaluate the QoS
without changing the underlying model are presented in [18]. The QoS criteria
of a concrete service s can be defined as a vector Q(s) = [q1(s), q2(s), ..., qr(s)]
where qk(s)(1 ≤ k ≤ r) represents the kth QoS criterion of s. The QoS cri-
teria of a concrete composite service CS can be defined as a vector Q(CS) =
[q′1(CS), q′2(CS), ..., q′k(CS)], where q′k(CS)(1 ≤ k ≤ r) represents the kth QoS
criterion of CS [18].
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3.2 Web Service QoS Attributes

The QoS attributes of a business process are decided by the QoS attributes of
individual services and their composition relationships. There are different ways
that individual services can be integrated to form a business process. The QoS
of a concrete composite service is decided by the QoS of its component services
and the composition model. The four basic relationships are sequential, parallel,
conditional and loop. Our composition model that we focus in this paper is
sequential, due to the other models can be transformed to the sequential model
by using some technologies like Critical Path Algorithm, Hot Path, and Loop
Unfolding [4].

In this study, we are considered four quality attributes as part of the Web
service parameters: response time, reliability, availability and throughput. The
response time of the business process is the sum each individual service sj re-
sponse time at the chosen service level. The reliability of the business process is
the product of each individual service sj reliability at the selected service level.
It is a non-linear function. In order to make all aggregation functions to be lin-
ear, we can transform it using a logarithmic function. The availability of the
business process is the product of each individual service sj availability at the
selected service level. Same as the reliability attribute, we can use an logarithmic
function to convert it to a linear formulation. The computation expression of the
QoS of composite services are shown in Table 1.

Table 1. Computation expression of the QoS of composite services

QoS Criteria Aggregation Function

Response Time q′time (CS) =
∑n

j=1 qtime (sj)

Reliability q′rel (CS) =
∏n

j=1 qrel (sj)

Availability q′av (CS) =
∏n

j=1 qav (sj)

Throughput q′thr (CS) = min
1≤j≤n

qthr (sj)

Criteria like reliability, availability and throughput are positive that means
the higher the value is, the higher the quality is. On the contrary, response
time is a negative criterion that means the higher the value is, the lower the
quality is. We utilize the Simple Additive Weighting (SAW) technique to map
the QoS vector into a single real value for the purpose of evaluating the quality
of composite services [4]. The utility of composite service CS is computed as:

U (CS) =

1∑

k=1

wk
Qmax (k)− q′k (CS)

Qmax (k)−Qmin (k)
+

4∑

k=2

wk
q′k (CS)−Qmin (k)

Qmax (k)−Qmin (k)
(1)

In which, Qmin(k) and Qmax(k) represent the minimum and maximum value
of the kth QoS criterion of all possible instantiations of the given abstract
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composite service can be computed as follows:

Qmin (k) =

n∑

j=1

min
sij∈S

qk (sij) and Qmax (k) =

n∑

j=1

max
sij∈S

qk (sij) (2)

and wk(1 ≤ k ≤ 4) is the weight assigned to each QoS criterion, which represents
users priorities and following constraints:

4∑

k=1

wk = 1, 0 ≤ wk ≤ 1, wk ∈ R (3)

3.3 QoS-Aware Service Composition

The process of QoS-Aware service composition can be defined as follows:

1. An abstract composite service can be stated in a workflow-like language like
Process Execution Language for Web Services (BPEL4WS).

2. The discovery engine utilizes existing infrastructure like Universal Descrip-
tion Discovery and Integration (UDDI) or Seekda [20] to discover several
concrete services for each task in the work-flow by means of syntactic or
semantic matching.

3. The service selection middle-ware selects one component service for each
task. The component services selected should maximize the utility of com-
posite service without violating the E2E QoS constraints

Fig. 1. QoS-Aware service composition and Graph construction

We use binary decision variables xij to represent whether the candidate service
sij is selected or not (xij = 1 means that sij is selected, and otherwise). We can
rewriting formula (1) to include the decision variables and the QoS computation
expression of composite services defined in Table 1.
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The problem of QoS-Aware service selection (QASS) can be formulated as a
maximization problem of the utility value [16] given by:

F = max

⎛

⎜⎜⎜⎝
w1

Qmax(1)−
n∑

j=1

m∑

i=1

q1(sij)xij

Qmax(1)−Qmin(1)
+

3∑
k=2

wk

n∏

j=1

m∑

i=1

qk(sij)xij−Qmin(k)

Qmax(k)−Qmin(k)

+w4

min
j

(
m∑

i=1

q4(sij)xij

)

−Qmin(4)

Qmax(4)−Qmin(4)

⎞

⎟⎟⎟⎠ (4)

Subject to:
m∑

i=1

xij = 1, 1 ≤ k ≤ n (5)

n∑

j=1

m∑

i=1

q1 (sij)xij ≤ C1 (6)

n∏

j=1

m∑

i=1

qk (sij)xij ≤ Ck, k = 2, 3 (7)

min
j

(
m∑

i=1

q4 (sij)xij

)
≤ C4 (8)

where C1, C2, C3, C4 represent the E2E constraints on response time, reliabil-
ity, availability and throughput respectively. Constraint (5) means that only one
concrete service should be selected for each task. From the above discussion,
we can find that The QASS problem is a nonlinear optimization problem under
several constraints. Our approach for this problem is presented in the next sec-
tion. This problem is proved to be a NP-Complete problem [13]. Deterministic
algorithms like linear programming are only applicable to small-scale problems
due to their exponential time complexity.

4 Our Approach

The Min-Max Ant System (MMAS) based on several modifications to Ant Sys-
tem (AS) which aim (i) to exploit more strongly the best solutions found during
the search and to direct the ants search towards very high quality solutions and
(ii) to avoid premature convergence of the ants’ search [21].

4.1 Construct Ant Solutions

In the first step, we generated the construct graph for services. Each service level
in every individual service is represented by a node in the graph, with a cost and
a benefit value in Fig.1.

1. Each service level of each individual service is represented as a node in the
graph.
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2. If service si is connected to service sj , all service levels in si are connected
to all service levels in sj .

3. Set link cost, delay and benefit: To remove parameters from graph nodes,
we add the service time and cost of the receiving node to all incoming links
to the node. That is, if data is sent from si to sj , we will add service time
e(sj , l) and cost c(sj , l) to the link connected to sj . So for the link from
service level la of si to service level lb of sj , its delay is set to dij + e(sj, lb)
and its cost is cij + c(sj , lb). The benefit of the link is set to b(sj , lb).

4. Suppose there are k service classes in the execution plan, we add a source
node (S0) and a sink node (Sk + 1) to the graph as shown in Fig.1. For all
nodes that have no incoming edges, add links from the source node to them;
the delay, cost and benefit of these links are set to 0. For all vertexes that
have no outgoing edges, connect them with the sink node. The delay and
cost of these links are set to be the transmission delay and cost between the
service (that provides the start node of the link) and user. The benefit of
these links are set to 0.

5. For each link, according to formula (4), we can compute its utility F based
on the benefit and cost of the link.

4.2 Update Pheromones

Let τmin and τmax are lower and upper bounds on pheromone values. We initial-
ize all pheromone trails to τmax and choose first service si has been randomly
chosen. For each candidate service sj , the pheromone factor τSk

(sj) is initialized
to τ(si, sj). Each time a new service sl is added to the solution Sk, for each can-
didate service sj , the pheromone factor τSk

(sj) incremented by τ(sl, sj). And
the highest pheromone factor can be defined as

τSk
(sij) =

∑

sj∈Sk

τ (si, sj) (9)

When the algorithm starts, ants can perform search in order of group that
impose the lowest restriction on the next choices. The key point is to decide
which components of the constructed solutions should be rewarded, and how
to exploit these rewards when constructing new solutions. A solution is a set
of selected objects S = {sij |xij = 1}. Say xij = 1 is the mean service sij is
selected and the corresponding decision variable xij has been set to 1. We must
constructed solutions S = {xi1j1 , ..., xinjn}, pheromone trails are laid on each
objects selected in S. So pheromone trail τij will be associated with object sij .

Let Sk be the set of the selected objects at the kth iteration. The heuristic
factor Sk (sij) = qk (sij)xij . We have unique idea of a separate pheromone trail
for services to save the ordering of services that lead to a good solution. The
service pheromone trail also follow a MMAS approach and initialized to the max
pheromone value. Once each ant has constructed a solution, pheromone trails
laying on the solution objects are updated according to the ACO [22]. First,
all amounts are decreased in order to simulate evaporation. This is done by
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multiplying the quantity of pheromone laying on each object by a pheromone
persistence rate (1− P ) such that 0 ≤ P ≤ 1. Then, pheromone is increased for
all the objects in the best solution of the iteration. When constructing a solution,
an ant starts with an empty solution. At the first construction step an ant selects
a group randomly and at all the latter steps, groups are selected according to
their associated pheromone value. After selecting a group, the algorithm removes
all the bad Candidates that violates resource constraints. The local heuristic
information of the remaining candidate objects of the services and selects an
object updated following probability equation:

PSk(sij) =
[τSk

(sij)]
α
[ηSk

(sij)]
β

∑
sij∈Candidates

[τSk
(sij)]

α
[ηSk

(sij)]
β

(10)

in which, Candidates are all items from the currently selected service which do
not violate any resource constraints; τSk

is the pheromone factor of the dynamic
heuristic information Sk; ηSk

is the desirability of sij .

ηSk
(sij) =

1

qk (sij)xij
(11)

The influence of the pheromone concentration to the probability value is pre-
sented by the constant α, while constant β do the same for the desirability and
control the relative importance of pheromone trail versus local heuristic value.

τSk
(sij) ← (1− ρ)τSk

(sij) +ΔτSk
(sij)

best
(12)

Let Sinternalbest be the best solution constructed during the current cycle. The
quantity of pheromone increased for each object is defined by

G (Sinternalbest) =
∑

sij∈Sinternalbest

1
n∑

j=1

m∑
i=1

q(sij)xij

(13)

After each iteration, service pheromone values have much better than the orig-
inal pheromone trail for ants. The best solution updates the group pheromone
trail. All the adjacent groups get the highest amount of pheromone value that
gradually diminishes as the distance between services increases. The Candidate-
groups data structure maintains a list of feasible candidate groups which can be
considered next. After each ant has constructed a solution, the best solution of
that iteration is identified and a random local search procedure and a random
item swap procedure is applied to improve it. Then pheromone trail is updated
according to the best solution. Also it maintains a database of top k solutions.
After each iteration a small amount of pheromone is deposited in the pheromone
trails of the objects belonging to the top k solutions. The motivation behind this
strategy is to ensure quick convergence on good solutions and to explore better
areas more thoroughly. The algorithm stops either when an ant has found an
optimal solution, or when a maximum number of cycles has been performed.
After pheromone update, τSk

(sij) is set in [τmin, τmax], ∀sij defined by:
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τSk
(sij) =

⎧
⎨

⎩

τmax if τSk
(sij) > τmax

τmax if τSk
(sij) ∈ [τmin, τmax]

τmin if τSk
(sij) < τmin

(14)

4.3 Our Algorithm

Algorithm 1.MMAS algorithm for Service Selection with E2E QoS Constraints
Initialize pheromone trails to τmax for both item and group;
Topksolution ⇐ {hold topmost k solutions};
Repeat

Sglobalbest ⇐ �;
For each ant k = 1...NAnt do

Sinternalbest ⇐ �;
Candidategroups ⇐ all the groups;
While Candidategroups �= � do
Cg ⇐ Select a group from Candidategroups according to group pheromone trail;
Candidates ⇐ {sij ∈ Cg that do not violate resource constraints in (6)-(9);
Update local heuristic values by equation (12);
Choose an object sij ∈ Candidates with probability computed by equation (10);
Sk ⇐ Sk ∪ sij ; Remove Cg from Candidategroups;

Endwhile
If F (Sk) > F (Sinternalbest) then Sinternalbest ⇐ Sk;

Endfor
If F (Sglobalbest) < F (Sinternalbest) then Sglobalbest ⇐ Sinternalbest;

Update database and pheromone trails lower and upper bounds by τmin and τmax;
Until maximum number of cycles reached (Nmax) or optimal solution found;

The comparison time complexity of our algorithm with the recently proposed
related algorithms are shown in Table 2.

Table 2. The comparison time complexity of the difference algorithms considered

Algorithm Time complexity

Integer linear programming O(2MN )

Exhaustive search O(MN )
Monte Carlo Mq (where q is an integer smaller than N)

DiGA O(itermax • Pmax • Wmax • (N + log(Pmax • Wmax))
PAGA O(itermax • N • L+ itermax • L • logL)
MMAS O(Nant • Nmax • N • M • k)

5 Experiments and Results

5.1 Dataset and Parameter Implementation

There are three factors that determine the size of the QASS problem: the number
of tasks in composite service N , the number of candidate services per class M
and the number of QoS constraints k (1 ≤ k ≤ 4). In the experiment, we present
an experimental evaluation of our algorithm, focusing on its efficiency in terms
of execution time and the quality in terms of the obtained best solution fitness
value, and compare it with the recently proposed related algorithms Exhaustive
search [8], Monte Carlo, DiGA [11], PAGA [13], SPSO [15], MPDACO [16],and
CASS [17] on different scale test instances. We conducted experiments using the
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QWS real dataset which includes measurements of 9 QoS attributes for 2507
real web services [23]. These services were collected from public sources on the
web, including UDDI registries, search engines, and service portals, and their
QoS values were measured using commercial benchmark tools [7]. The different
scale test instances are created and shown as in Table 3.

Table 3. Main features of test instances

Instances #1 #2 #3 #4 #5 #6 #7 #8 #9 #10 #11 #12 #13 #14 #15

N 5 5 5 5 5 5 5 5 5 5 10 10 10 10 10
M 4 8 12 16 20 24 28 32 36 40 50 100 150 200 250
wk 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25

All algorithms are implemented in C language and executed on a Chipset
Duo-core 3.0GHZ, 4GB RAM computer. The colony size of our algorithm is
set as NAnts = 50, and the other parameters are set as follows: k = 10, α =
1, β = 5, P = 0.01, τmin = 0.01, τmax = 8, ρ = 0.5, NMax = 500. The
parameters of the other three compared algorithms are set as the same as the
original papers [8],[11],[13],[15],[16],[17].

5.2 Case Study 1

In the first experiment, we implemented and evaluated the execution time and
the quality in terms of the obtained best solution fitness value of the our al-
gorithm and compare it with Exhaustive search [8], Monte Carlo, DiGA [11],
PAGA [13], SPSO [15], MPDACO [16], CASS [17] algorithms on instances #1
to #10. In Fig.2(a) shows the optimality of algorithms with different number
of candidate services change from 4 to 40. The ratio between the optimal QoS
utility value obtained by the given approach and the optimal QoS utility value
obtained by Exhaustive search approach are shown in Fig.2(b).

The results show that our algorithm is able to achieve above 98% optimality,
which outperforms other approaches in Fig.2(a). Therefore, from Fig.2(b), we
can s that MMAS algorithm is faster than the other three compared algorithms
for the test instances.

Fig. 2. Comparison time processing and optimality of algorithms considered
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5.3 Case Study 2

In the second experiment, we run each DiGA, PAGA, SPSO, MPDACO, CASS
and MMAS algorithms twenty times on each test instance #11 to #15. The
termination condition for all the algorithms on each test instance is set based
on the maximum candidate evaluation number, which is set as 3 × 104. The
obtained best, worst, and average fitness values are given in Table 4 below. In
which, the optimal value in the best, worst, and average case is shown in bold.
The experimental results show that the MMAS algorithm achieved good quality
and stable solution than the previous approach.

Table 4. Comparison of the results obtained by the difference algorithms considered

DiGA PAGA SPSO
Instance Best Worst Average Best Worst Average Best Worst Average
#11 0.1219 0.1239 0.1231 0.1219 0.1256 0.1229 0.1219 0.1241 0.1228
#12 0.1321 0.1365 0.1345 0.1319 0.1351 0.1342 0.1316 0.1347 0.1339
#13 0.1455 0.1614 0.1555 0.1459 0.1582 0.1548 0.1468 0.1573 0.1536
#14 0.1595 0.1798 0.1677 0.1563 0.1611 0.1594 0.1546 0.1561 0.1549
#15 0.1474 0.1637 0.1562 0.1427 0.1532 0.1482 0.1469 0.1519 0.1476

MPDACO CASS MMAS
Instance Best Worst Average Best Worst Average Best Worst Average
#11 0.1219 0.1237 0.1227 0.1219 0.1234 0.1225 0.1219 0.1231 0.1223
#12 0.1316 0.1342 0.1335 0.1312 0.1337 0.1332 0.1312 0.1337 0.1331
#13 0.1455 0.1501 0.1481 0.1455 0.1529 0.1481 0.1455 0.1497 0.1473
#14 0.1521 0.1562 0.1539 0.1521 0.1559 0.1533 0.1521 0.1559 0.1531
#15 0.1426 0.1503 0.1464 0.1415 0.147 0.1447 0.1415 0.147 0.1446

6 Conclusion and Future Works

In this paper, we study the E2E QoS constraint issue for composite business
processes that are built using the Web service framework. We have presented
and analysised service selection algorithms. The objective of the algorithms is
to maximize user-defined service utilities while meeting the E2E performance
constraint. We propose a MMAS algorithm to solve the problem. We evaluated
our algorithm, focusing on its efficiency in terms of execution time and the qual-
ity in terms of the obtained best solution fitness value, and compare it with
the recently proposed related algorithms Exhaustive search [8], Monte Carlo,
DiGA [11], PAGA [13], SPSO [15], MPDACO [16], and CASS [17] on different
scale test instances. The computational results showed that our approach is cur-
rently among the best performing algorithms for this problem. Service selection
algorithms under dynamic QoS dataset is our next research goal.
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Abstract.  Facial image recognition has been widely used and implemented in 
many aspects of life such as, investigation area or security purposes. However, 
research in this area is still been done. Source images of this paper are taken 
from image library provided in description of the Collection of Facial Images, 
2008. This paper explains how 35 faces in JPG format with dimension 180 x 
180 pixels can be represented by only 3 x 3 DCT coefficients and can be recog-
nized fully 100% by Radial Basis Function Network.  

Keywords: Discrete Cosine Transforms, Radial Basis Function, Image recognition.  

1 Introduction 

Two categories in face recognition system are feature-based approach and brightness-
based approach.  The feature-based approach is done by a special processing of face 
image that are key points of the face, such as the edges, eyes, noise, mouth or other 
special characteristics. The calculation process only covers some partial images that 
priory have been extracted in a certain way. On the other hand, the brightness-based 
approach calculates all parts of the image. Therefore it is also known as holistic-based 
approach or image-based approach.   

Since all parts of the image have to be considered, the brightness-based approach 
needs a longer time to process and is also complicated. To make it short and simple, 
the image has to be transformed to a certain model. Many models have been pro-
posed. One of that model was introduced by Turk and Pentland, 1991, using the Prin-
ciple Component Analysis [1][2][3]. Another proposed model applied the Discrete 
Wavelet Transform (DWT) [4]. In the present paper, the DCT is applied.  

After extraction of the features of the image, the system goes to a recognition sys-
tem. There are also a lot of recognition models that can be used, such as back propa-
gation neural network [4] and Hidden Markov Models [5][6]. This paper discusses 
on how face recognition can be done by using Radial Basis Function Network, 
RBFN. 
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2 Discrete Cosine Transform and Radial Basis Function 
Network 

Discrete Cosine Transform (DCT) is a transform coding mostly used in signal 
processing or digital image processing. It is derived from the Discrete Fourier Trans-
form (DFT). The objects of this paper are in the form of images. Therefore 2D-DCTs 
are implemented [7][8]. Special domain of an image ,  is transformed to fre-
quencies domain as ,  is stated as (1) &(2) and the inverse as (3)  

 ,  ∑ ∑ , cos cos      (1) 

 ,   , 0,  , 1, 2, … , 1  (2) 

 , ∑ ∑ α α C , cos cos    (3) 

DCT has important properties. They are de-correlation, energy compaction, do-
main scaling, separability, and symmetry. De-correlation means that there is no corre-
lation in calculating among all the DCT coefficients. Therefore, all DCT coefficients 
can be calculated independently. DCT exhibits excellent energy compaction for high-
ly correlated images. Efficacy of a transformation scheme can be directly gauged by 
its ability to pack input data into as few coefficients as possible without introducing 
visual distortion in the reconstructed image significantly. DCT is also not scaling 
invariant.  This implies that in an image recognition system, all of the images that are 
used for training or identification have to be uniform. Separability means that the 
DCT coefficients can be computed in two steps by successive 1-D operations on rows 
and columns of an image. It is stated in (4). Another look at the row and column oper-
ations in Equation (4) reveals that these operations are functionally identical. Such a 
transformation is called a symmetric transformation [9]. 

 ,  ∑ cos ∑ , cos    (4) 

The idea of Radial Basis Function (RBF) Networks derives from Multi-Layer Per-
ceptron (MLP) networks but RBF Networks take a slightly different approach. They 
have five main features. They are two-layer feed-forward networks. The hidden nodes 
implement a set of radial basis functions (e.g. Gaussian functions). The output nodes 
implement linear summation functions as in an MLP. The network training is divided 
into two stages: first the weights from the input to hidden layer are determined, and 
then the weights from the hidden to output layer. The training/learning is very fast. 
Configuration of RBF Network for P input nodes with Q hidden nodes and R output 
nodes can be seen in [10]. Figure 1 is the scheme of RBFN.  

The goal of RBF is to find a function :  so that it can interpolate of a set of 
N data points in a p-dimensional input space,  … , to be mapped onto the 
r-dimensional output space,  … . Radial Basis function of every hidden 
node has a center vector,  …  and a variance, . The output of every 
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hidden node is stated in (5) then by doing linear combination with the weights, , 
from hidden nodes to the output nodes the the output of the RBF is performed (6).   

,    (5) 

∗ ∗ ∑ ∗      (6) 

 

Fig. 1. Structure of RBFN 

3 System Design 

Block diagram of the system is presented in Fig. 2. They are training process and 
recognizing process. The output of training process is the weights of RBFN from 
hidden nodes to the output nodes, whereas for recognizing process is the name of the 
input facial image.   
 

 
Fig. 2. Block diagram of the System 

Facial training images consist of thirty five images with seven subjects. Each sub-
ject consists of five sample images. They are shown in Figure 3. Each image is norma-
lized with the size of 64 x 64 pixels and transformed into gray scale image. By imple-
menting DCT transform in feature extraction process than 64 x 64 DCT coefficients 
are performed. Some of these DCTs are trained in training process by RBFN. 

Suppose p-DCT coefficients are chosen for the features of a facial image, then the 
input data set is a matrix,  0,2, … ,34  ;  0,2, … , 1  whereas the 
output training data set is a matrix,  | 1,2, … ,35  ;  1,2, … ,7 . If image 
 in data set represents person number  in which      5 1 then  is de-

fined in (7).    
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Fig. 3. Thirty five images to be trained  

 
The output of hidden layer is formed in  in (9) after finding the center 

vector of hidden layer  , 1,2, … ,7 ; 0,2, … , 1  and   in (8) and 
the weights is  in (10). 1    5 1 0      (7) 

 ∑   1, … ,7 ; 0,1, … , 1  15 , 1, 2, … ,7 ; 0,1, … , 1 
(8) 

        0, … ,34 , 1, … ,7    (9) 

      (10) 

In recognizing process, a single facial image is represented by    0,2, … ,  
then the output of recognizing process,  | 1,2, … ,7   is in (11) 

         1, … ,7     
 

   
(11) 

It is clear that index of the highest value of component  indicates that input facial 
image belongs to that index number of person in the system.   
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4 Experiment Result and Discussion 

The experiment is to determine how many DCTs coefficient is needed to achieve better 
recognition percentage. It is done from 2 x 2 DCTs to 4 x 4 DCTs. The results all of 35 
new input images, figure 4, can be recognized 100% correct. The result is tabulated at 
Table 1.   

 

Fig. 4. Thirty five images to be recognized  

Table 1. The percentage and threshold results of the experiments 

 

From the system design, it indicates that from a single input facial image, it will be 
7 values of each output. The values indicate the percentage recognition to the index of 
associated person. From the table, using DCTs 2 x 2 subject no-1, the threshold is 0.6. 
It means if the value of the first output value is at least 0.6, it indicated that the input 
facial image belongs to the first person.  Whereas threshold value by using DCTs 3 x 

Subject 
DCT 2 x 2  DCT 3 x 3 DCt 4 x 4 

% rec Threshold % rec Threshold % rec Threshold 

1 100 0.60 100 0.72 100 0.65 

2 100 0.80 100 0.77 100 0.74 

3 100 0.51 100 0.62 100 0.59 

4 100 0.81 100 0.93 100 0.94 

5 100 0.90 100 0.96 100 0.96 

6 100 0.84 100 0.93 100 0.92 

7 100 0.96 100 1.00 100 0.96 
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3 of subject 6 is 0.93, it means the input image belongs to person number 6 if the sixth 
value of the output at least 0.93. From that table, the best DCTs is 3 x 3. 

5 Conclusion 

System is able to recognize 100% facial input data using Discrete Cosine Transform 
and Radial basis Function Network. However, some works still can be done if the 
facial data is not taken from the facial image database, such as from direct camera. 
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Abstract. Monopoly Deal is a card game that derived directly from the 
traditional Monopoly Game. The game consists of a set of cards as a game 
device. This game aims to collect three different sets of property cards. This 
research has been conducted to explore the potential for further developing this 
simulation game, by implementing rules and strategies of Monopoly Deal. BFS 
method was used as the algorithm of the game. The character of players in the 
game is divided into three kinds, namely: Aggressive, Defensive, and Normal. 
Each character would make a different influence on the provision of assets and 
on the selection of card or money being played. The implementation of the 
game consists of characters, check assets system, and the computer-based card 
game itself with AI intelligence player. The testing results show that the 
combination of aggressive character and logical asset as the highest winning 
rate of 45%. 

1 Introduction 

Monopoly is a board game created by Parker Brothers on 5 November 1935. Its name 
was taken from an economic concept which means dominate the entire market [1]. In 
2008, a card game named Monopoly Deal has been developed based on the 
conventional Monopoly game. Unlike the conventional one- that uses a board, a set of 
property cards, monopoly money sheets, dice, and some pawns as media to play, 
Monopoly Deal only uses a set of cards as the media.  

At the conventional monopoly, some pawn is used as a representation of the 
player, while the Monopoly Deal doesn’t used any object to represent the player, 
because in this game each player plays his cards on the game area / game table. This 
game is considered complete when a player has first collected three full sets of 
property cards. Monopoly Deal game is being played using 106 sheets of card consist 
of: 20 money cards, 34 action cards, 13 rent cards, 28 property cards, and 11 property 
wildcards[2], where each card has its own function and purpose. Each type of card 
can be used by players in certain circumstances based on the rules and strategies of 
the game.  

Monopoly has being evolved in the world of video games, with various game 
themes. However, the Monopoly Deal has yet developed neither in a video or 
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computer game. Therefore this study was made to develop a computer game based on 
Monopoly Deal card game. 

1.1 The Rule of Monopoly Deal  

Monopoly Deal game can be played by two to five players. Each player is dealt five 
cards at the beginning of the game. The objective of each player in this game is to 
collect three sets of properties with 3 different colours. When a player gets a turn, he 
draws two cards from the deck and can play up to three cards per turn. A play is 
considered as any time a card is played on the table, such as money into your bank, 
property cards on the table, action cards played into the middle, etc. The player can 
use three kinds of cards when his turn took place, namely: property cards, money 
cards, and action cards. At the end of each player’s turn, they cannot have more than 7 
cards in their hand. If they do, they need to discard the excess Monopoly cards into 
the discard pile in the middle. The final goal of Monopoly Deal is being the first 
player who complete 3 full property sets on the table in front of the player [3]. There 
are three places where cards can be played during a turn: 

1. A player can place money cards or action cards face up in their bank.  
2. A player can play property cards face up in front of them in their property 

section. 
3. A player can play action cards in the middle discard pile. 

There are a total of 34 action cards include: rent card, house card, hotel card, force-
deal card, pass-go card, etc. There are a total of 28 property cards in the Monopoly 
Deal, contains 10 different coloured property sets and include: Green Set, Dark Blue 
Set, Light Blue Set, Red Set, Utility Set, Yellow Set, Orange Set, Brown Set, Purple 
Set, and Railroad Set. Each property card tells the player how many cards are needed 
of that colour to complete the set. For example, the brown set only needs 2 brown 
property cards to be completed and the black railroad set needs 4 railroad property 
cards to be a completed set. Monopoly Deal game also has a few other rules, such as: 

1. Payment Rules: the player who pay may determines the card used for payment, 
either using the money cards or property cards, and there is no change for every 
payment. 

2. Property Cards Usage Rules: The multi-coloured-property wild cards can be 
used as any colour property card, but they don’t have value of money. It is not 
allowed to construct more than one property card of the same colour in two sets 
of properties. The property card can be taken by another player using the Sly-
Deal and Force-Deal cards. 

3. Action Cards Usage Rules: The Double-the-Rent cards can be used to double 
the rental value. The Just-Say-No cards can be used to cancel/against the 
previous player’s action card. A Just-Say-No card can be cancelled by another 
Just-Say-No card. A Just-Say-No card doesn’t count as a card turn. The Hotel 
cards and House card can’t be played on the Railroad card and Utility card. The 
Pass-Go card can be used to pick up two cards from the deck. The “It's-My-
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Birthday” card and Debt-Collector card can be used to ask for money from other 
players. 

1.2 The Strategy of Monopoly Deal  

Monopoly Deal has a wide range of strategies to win the game, such as money 
strategy, property management strategy, the strategy of using the action cards, or a 
strategy for investment in the game. There are some of the strategies in Monopoly 
Deal, namely: Money Strategy, Memory Strategy, Protection Strategy, Force-Deal 
Strategy and Sly-Deal Strategy, Investment Strategy, and Deal Breaker Strategy [4]. 
The money strategy emphasizes collecting money in the other player’s bank. Memory 
strategy is associated with recalling the card had been used. Protection strategies is 
related to protecting property cards owned by the player cards and increase the 
protection while the opponents charge the player with bank regulation, property, and 
payments. Sly-Deal and Force-Deal strategy is used when the player will take the 
property of the opponent's card. This strategy is used when the player will take a 
complete set of property cards belong to the opponent. In addition to the strategies 
mentioned above, there are also a few strategies that are not implemented in this 
discussion, among others: Card Layout Strategy, Strategy Mind Games, and Strategy 
Player Weakness. 

2 Research Method 

This section explains about the calculation and division of game phase, and the 
implementation of various strategies such as card elimination, card arrangement and 
game asset management. It also explains about the implementation of BFS method 
during each phase. 

2.1 Game Phase  

The game is divided into three phases. The first phase refers to the earlier rounds of 
the game. The second phase showed that the player was already in the middle of game 
time. The third one was meant to be almost at the end of the game and keep on in this 
phase, although the pile of cards already re-shuffled. The calculation of game phase 
depends on the game cycle. One cycle means that each player has had one turn to 
play. The number of game cycle can be calculated by: 

Number of cycles = (K – (B x N) – P) 
            D x N 

N = number of players 
K = number of cards 
B = card being dealt in the beginning 
P  = Pass-Go card being used 
D = card being dealt on every turns 

(1) 
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2.2 Card Elimination 

When a player has more than seven cards at the end of the turn, he has to eliminate 
one of his cards. The implementation phases by computer player on this event are as 
follows: 

1. Check the value of entire card 
2. Choose the card with the lowest value for being eliminated 
3. If there are at least two cards got the same value, the player will eliminate the 

card in accordance with the value of money on the card. For example, the lowest 
value is on the Double-the-rent card because the absence of Rent cards for being 
used together. Another card with the low value is the House card that wasn’t yet 
belongs to any complete set of properties. Then the player should choose to 
eliminate the Double-the-rent card with value of M1 rather than the House with 
value of M3. 

2.3 Card Arrangement  

The BFS method will also applied when the computer do arrangement on the hand 
card. Example of this arrangement is in the case when computer player- who already 
has red and yellow property card on its hand - got the red and yellow colored 
Property-Wild card from another player. The decision about which color of card will 
be choose by computer in this example, are shown in Table 1. 

Table 1. Decision for Red or Yellow Property-Wild Card  

The number of red 
property card 

The number of yellow 
property card 

Decision What color 

0 
0 
0 
0 
1 
1 
1 
1 
2 
2 
2 
2 
3 
3 
3 
3 

0 
1 
2 
3 
0 
1 
2 
3 
0 
1 
2 
3 
0 
1 
2 
3 

Take the card 
Take the card 
Take the card 
Take the card 
Take the card 
Take the card 
Take the card 
Take the card 
Take the card 
Take the card 
Take the card 
Take the card 
Take the card 
Take the card 
Take the card 

Don’t take the card 

Yellow  
Yellow 
Yellow 

Red 
Red 

Yellow 
Yellow 

Red 
Red 
Red 

Yellow 
Red 

Yellow 
Yellow 
Yellow 

- 
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2.4 Implementation of Game Strategy  

The strategy being applied in the game is Money Strategy, Protection Strategy, Force-
Deal Strategy and Sly-Deal Strategy, and Deal Breaker Strategy. The implementation 
of the strategy described in previous section (1.2) is shown by the case example when 
the computer charge another player by using two-colored Rent card. When checking 
two-colored Rent card, computer will examine the value of each color of the Rent 
card. The sequence of card checking is done on the following step: 

• Check out the first color of the Rent card. 
• Check out the pile of property and get the value of property card with the first 

color. 
• Check out the second color of the Rent card. 
• Check out the pile of property and get the value of property card with the second 

color. 
• Choose the rent value based on the color of property with the highest rent value. 
• Check out the pile of money and the pile of property owned by another three 

players.  
• If another player has a lower amount of money than the rent value of computer’s 

rent card, then computer will check out the other player's property card. Then the 
players add up the value of money and property gained from the other players to 
be the value for decision-making to choose a card to play. 

• If another player has a higher amount of money than the rent value of computer’s 
rent card, then the computer will check the highest value of money card owned 
by the other players. 

• If the computer player has the possibility of getting money or property which is 
three times higher than the rental value of the Rent cards, then the total of the 
rental value will be used as decision-making in choosing a card to play. 

2.5 AI Player Characters and the Type of Game Asset  

The characters of player are divided into three kinds, namely: aggressive, defensive, 
and normal. Each character has an influence on the valuating of assets and playing 
property cards or money. The game assets refer to money cards and property cards. 
These assets are used directly as computer examining the money cards and property 
cards in its hand. However, when the computer will play an action card, then the 
value of these assets will be used by examining the possibility of the increase of assets 
if the card is played. The game asset consists of three kinds of assets, namely: logical 
asset, value asset, and logical-value asset. 

2.6 Breadth First Search Implementation  

Implementation of Breadth First Search (BFS) was first performed when the computer 
(AI player) got turn to examine its own cards, both on hand as well as on table. The 
cards will be analyzed three times. When checking the money cards in its hand, 
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computer will check the value of the money cards with the total number of all cards 
on its pile of money in bank. When checking property cards in its hand, computer 
will check the color of the card with the total number of all property cards on its 
property card piles. On the action card, the computer will check the value of each 
action card based on the function of the card. 

For example, computer owns six sheets of card, comprising: money card worth 
M1, money card worth M2, brown colored property card, yellow colored property 
card, pink and orange colored rent card, and debt collectors card. The BFS 
implementation is shown in figure 1 and figure 2. 

 

 

Fig. 1. BFS Tree Level 1  

 
Search tree on the node “M2 money card” 

Fig. 2. Search tree on the node “M2 money card”  

3 Results and Analysis 

3.1 Game Implementation  

The design of Monopoly Deal card has a different variation from the original card 
design, but still based on the original one. Figure 3 shows the card design. The design 
of main menu of the game is shown on the figure 4(a). The regions of main playing 
table divided into the deck table, property table, the card on the hands, and the 
navigation panel, as shown in figure 4(b). The table located on all four sides of each 
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player’s screen is used to put the on-hand player cards and the money cards being 
played. In front of each player, there are table used to lay the property cards being 
played by every player. On the right side of the screen, there is a navigation bar that 
can be used by players to return to the main menu, look at the types of cards, see the 
short help, see the history of card being played by each player , the “pass” button to 
pass the player’s turn, the icon of the player who is in turn, and the number of cards 
that can be played during the player's turn. 
 

 

Fig. 3. The design of cards used in Monopoly Deal Game.  

 

       
 

Fig. 4. The design of main menu and main table of Monopoly Deal Game  

3.2 Game Testing 

Studies continue to examine every character of the player with the three kinds of 
game assets. The test is performed in four stages, namely: 

Stage#1: All computer players use the Aggressive character, with computer 
player#1 uses logical asset, computer player#2 uses value asset, and computer 
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player#3 uses average logical-value asset. The results of this testing showed that 
aggressive character will work more effectively when using logical assets. 

Stage#2: All computer players use the Defensive character and each player using 
logical assets, value assets, and the average logical-value assets, respectively. In this 
scenario, the player#2 with combination of defensive character and value asset got the 
highest winning rate. 

Stage#3: All computer players use the Normal character with the combination of 
logical asset on computer player#1, value asset on player#2, and average logical-
value asset on player#3. The highest winning rate is obtained by the player#1 with 
combination of normal character and logical assets. 

Stage#4: The last test is performed by combining the best results of the three 
previous tests. Player#1 use the combination aggressive characters with logical asset, 
the combination of defensive character with the value asset on player#2, the normal 
character with logical are combined and applied on player#3. The combination of 
aggressive character and logical asset got the winning percentage of 45%. 
 

From the game tests with the various characters of players – which had been held 
20 times for each scenario of stage#1, #2, and #3, the result is shown on the table 2. 
 

Table 2. Testing Results for 3 Characters of AI Player  

Stage# Character 
Number of Game Winning by Player with 

Human  
Player 

Logical 
Asset 

Value  
Asset 

Logical-
Value Asset 

1 Aggressive 4 7 4 5 
2 Defensive 3 5 7 5 
3 Normal 6 8 5 1 

 
After the previous three stages, in the stage#4 another 20 times of test is conducted 

to the game for 3 combination of character with particular types of asset. The result is 
shown on the table 3. 

Table 3. Testing Results for the Best-3 Combinations of Character (Stage#4) 

 Number of Game Winning by Player with 

Character Human 
Player 

Aggressive-Logical 
Asset 

Defensive-Value 
Asset 

Normal-Logical 
Asset 

Total 4 9 5 2 
Percentage 20% 45% 25% 10% 

 

4 Conslusion 

Monopoly Deal game application has been successfully implemented with Breadth 
First Search algorithm. Game strategy of Monopoly Deal, which is manifested into 3 



 Implementation of Artificial Intelligence with 3 Different Characters of AI Player 127 

 

different characters, has been applied to the application. The aggressive character of 
player has the highest winning rate in combination with the logical asset percentage 
of 35%. While the player equipped with defensive character got the highest winning 
rate in combination with value asset with a percentage of 35%. Highest winning rate 
achieved by the player with the normal character has being obtained in combination 
with logical asset with a percentage of 40%. The tests of three different character 
showed that the highest winning rate was 45%, occurred on the combination of 
aggressive character and logical asset. 
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Abstract. Computer programming is a highly cognitive skill. It requires mas-
tery of many domains. But in reality many learners are not able to cope with the 
mental demands required in learning programming. Thus it leads to rote learn-
ing and memorization. There are many reasons for this situation. However one 
of the main reasons is the nature of the novice learners who experience high 
cognitive load while learning programming. Given the fact that the novice 
learners lack well defined schema and the limitation of the working memory, 
the students could not assimilate the knowledge required for learning. Many 
types of learning supports like visualization is provide to reduce the cognitive 
load. It is expected that the visualization will help in reducing the cognitive load 
by expanding the working memory. However the effect of visualization in 
learning is not clearly tangible. There are two common methods used to meas-
ure the cognitive load namely physiological and non physiological measures .It 
is found based on our prior studies that non physiological measure are more ap-
propriate for measuring cognitive load in a class room situation. The non physi-
ological measures include NASA TLX rating scale. It is also observed from our 
prior studies that there is a variation in learning performance using same visua-
lization support among the students in a homogenous group. This variation is 
attributed to the level of Long Term Memory which includes prior mathemati-
cal, prior language skills, demographics and gender. This paper will propose a 
framework to optimize the instruction to learners based on their background 
profile and the extent of the long term memory and will employ neural network 
to optimize the instruction by suggesting the best visualization tool for each 
learner. The paper also validates the performance of the proposed tool by a 
study with the learners to evaluate the accuracy of the tool.  

Keywords: Programming, Visualization, Cognitive Load, NASA TLX, Neural 
Network Framework. 

1 Introduction 

Lot of research has been done on finding out the reasons and solutions to overcome 
the learning difficulties of computer programming .There are many prior studies done 
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on the difficulties in learning computer programming.[2][6][8][10][13][16][20][29] 
[30][31][33][35].One of the main difficulty in learning programming is the Cognitive 
Load. Cognitive Load experienced during the learning of programming is high as the 
novice learners lack well built schema in the long term memory [22][32]. This prob-
lem could be addressed by using the visualization [12][21][24][25]as the working 
memory could be extended by using the visual aids [5]. However it is not clear how 
this visualization helps in managing the cognitive load. There are two ways to meas-
ure the cognitive load namely physiological measures [7][17][36] and non physiolog-
ical measures [14][15]. Physiological measures are not so suitable in a class room 
environment based on our previous studies using EEG and GSR.The validity of the 
non physiological measures was done by another study using NASA TLX rating scale 
and in this study it was also found that the visualization help in learning varies also 
based on the other factors such as prior English knowledge, mathematics knowledge, 
demographics etc. It was also observed that the cognitive load also varies from sub-
ject to subject in learning the same concept using the same visualization tool and pro-
gramming languages in a same homogenous group. This variation of the load is due to 
many factors which include demographics of the student and the schemata of the 
Long Term Memory which is based on the prior knowledge of the English language, 
Mathematical background and programming knowledge. It is difficult to determine the 
best tool for learning for every individual student as it depends on various factors men-
tioned before. So it becomes necessary to devise a suitable mechanism to predict the 
best tool for learning for each student considering many factors that affect learning.  

Any problem whose output is associated with many factors will be easily 
represented using the Neural Network. There are many prior works available in the 
literature where neural network is used in real time examples such as sales price pre-
dication, stock price prediction [27], forecasting financial economical series [18] and 
real estate price prediction [34]. Artificial Neural networks have been used in many 
applications related to education fields like Intelligent Tutoring System. Artificial 
Neural network is highly successful in arriving at predictions where there is a high 
chance of uncertainty. It is a valid point that in our study higher element of uncertain-
ty exists, as the cognitive load is complex and varies according to learning levels and 
ability of the learner.  

2 Model for Optimizing Instruction 

We decided to use the supervised learning method in our neural network model to 
determine the best visualization tool as an output. The network can be trained using 
input of cognitive load from the NASA TLX scale and also the Long Term Memory 
(LTM) which is based on the prior knowledge of Mathematics, English and pro-
gramming. The weights for each of these inputs are simplified and discussed in the 
subsequent sections.  
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Fig. 1. Proposed Model of Optimizing Instruction for Learning 

The above diagram shows the framework of the tool for optimizing learning is 
built. But at the present the integration of the visualization model with the neural  
network model is not accomplished. Both the models work as separate entities. Pre-
diction of the tool is done by the neural network model and on the basis of the rec-
ommendation the appropriate visualization tool is recommended to the learners for 
learning the concepts.  

3 Neural Network Model for Computer Program Learning 

The Neural Network (NN) model based is composed of different layers. The input 
layer parameters include the various cognitive factors calculated using NASA TLX 
scale, Mathematical background, analytical background and  test performance .The 
output layer of the network includes the recommendation of the tool for optimized 
learning. The predictions are based on the cognitive load of the learners as well as 
their performance in a particular task. The input to the neural network is chosen so 
that it accounts for both the working memory and long term memory. These two 
memories play an important role in learning as per the Cognitive Load Theory (CLT). 
The major inputs given for the neural network model are based on the prior know-
ledge of mathematics and computer programming, prior English knowledge and in 
addition to the load expressed using NASA TLX scale. The first two inputs represent 
the Long Term Memory (LTM) and the last input represents the working memory. 
The inputs to the neural network are simplified which will be discussed in the subse-
quent sections. This system has adopted the feed forward loop whereby successive 
iterations make the system more efficient in predictions. The network is represented 
in Figure 2 
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Fig. 2. Neural Network Model for Visualization selection 

3.1  Long Term Memory (LTM) Schemata Calculation 

Among the inputs for the neural network are value associated with the LTM, the lan-
guage weight and the analytical weight of the LTM. The language weight includes the 
grades secured in the Pre University English, Matriculation English and IELTS test 
score. The analytical weight includes the grades of Matriculation Mathematics, Pre 
University Mathematics and weight-age of Pre University Computer Science grades. 
The input for the language weight is calculated by assigning 50% weight for the Eng-
lish Language skill test which was administered to them prior to learning program-
ming, 25% weight-age for the English language grade in Matriculation and another 
25% is considered from the Pre University English language grade. The sum of these 
weights is one hundred. It represents the input to a maximum of 1 which is the case of 
normal input to any neural network. We have assigned more weight for the IELTS 
type examination as it reflects the current state of the student’s English knowledge. 
The maximum grades for English language skills test is 10 Points. The maximum 
marks for matriculation English and Pre University English are 100 and 200 respec-
tively. The English language is 50 % of the load of the LTM. The language weight of 
the LTM is calculated using the formula given below.                                    (1) 

where  
 
a = IELTS marks 
b = Matriculation English marks. 
c = Pre University English marks. 
 
The analytical weight of the LTM is also calculated in the same manner as the lan-

guage weight by considering the Matriculation Mathematical marks Pre University 
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Mathematical grade and Computer Science marks in the weight-age as mentioned. 
The 50 % of weight is assigned to the matriculation mathematics marks remaining 
50% is assigned equally to the analytical skill which is based on the Pre University 
Mathematics marks and Pre University Computer Science marks. The maximum 
marks for Matriculation Mathematics is 100 and Pre University Mathematics and 
computer science is 200.We have assigned more weight for Matriculation Mathemat-
ics marks as this mathematics forms the fundamental knowledge related to Mathemat-
ical concepts. Analytical weight of Long Term Memory is calculated as shown in the 
following formula. 

                                      (2) 

 
where  

d = Matriculation Mathematics marks. 
e = Pre university Mathematics marks. 
f = Pre university Computer science marks. 
 

3.2 Cognitive Load Calculation 

Another input to the neural network is the cognitive load experienced during the task. 
The training data for the inputs of this neural network is based on the experimental 
data done in chapter 6.The cognitive load has two dimensions based on NASA TLX 
scale namely demands imposed on the subject (Mental, Physical and Temporal De-
mands) and the reaction of the subject with the task (Effort, Frustration and Perfor-
mance).The demand imposed on the subject has to be minimal and the reaction of the 
subject must be positive (low scores) for the effective learning processes. The weight 
is the value determined based on the frequency of the particular attribute of the cogni-
tive load reported to be challenging using the standard procedure of flip book. There 
are 15 possible combinations available in the flip book. Every occurrence of the par-
ticular attribute is rated as one. The total weight is the sum of occurrences of that 
particular aspect of cognitive load. The total weight is converted to percentage as 
shown below in the formula.       ∗ 100                                (3) 

Where 
 

WCLI = Weight of cognitive load item 
OW = Frequency of the cognitive load item 
 



 Optimizing Instruction for Learning Computer Programming – A Novel Approach 133 

The rating scale for each of the six aspect of the cognitive load is measured using 
the scale of 20 in NASA TLX. The rating scale value is converted to percentage by 
the following formula. 

                                    ∗ 100                                 (4) 

Where 

RP = Rating percentage 
OR = Observed rating 

4 Evaluation of the Proposed Framework 

The Neural Network (NN) model had been tested by using a sample of 36 students. 
The subjects were in first year introductory programming course of the Bachelor de-
gree program at a college in Chennai, India. The preliminary information of these 
subjects like demographic, Mathematical skills and English skills were collected. On 
the basis of the preliminary information collected the Neural Network tool was used 
to select the most appropriate visualization tool for learning programming. The neural 
network tool selected the tool based on the training data on a similar study using 
NASA TLX scale. The neural network model selected the appropriate tool from the 
pool of visualization tool and in this study and the two tools namely ViLLE which is 
referred as tool 1 and Teaching Machine which is referred as tool 2 in this paper were 
available in the pool of visualization tools. 

The subjects learnt the two concepts of C++, namely classes and inheritance with 
the allocation of four hours to learn each concept. The study is done in such a way 
that the two concepts were learnt consecutively one after the other using the visualiza-
tion tool chosen by the Neural Network and subsequently the students were made to 
learn the same concept in C++ namely classes and inheritance using the other tool. At 
the end of the learning, learning performance and cognitive load are measured. Learn-
ing performance was observed by the grades obtained in the test and cognitive load is 
measured by using NASA TLX scale. The 36 students comprised 18 boys and 18 
girls. The sample represented all the three demographic areas namely rural, urban and 
semi urban. This is necessary for the validity of the system as the system uses the 
demographic area as one of the parameters for selecting the tool. The learners were 
distributed as in demographics as 33% of the learners from Urban,36% of the learners 
from Semi urban and 31% are from rural area from Rural.  

It is noted that the Tool 2 visualization tool was selected as the most appropriate 
tool in most cases. The selection is based on the training data based on the previous 
study based on non physiological measures. Teaching machine was selected approx-
imately 70 % during the training phase in the neural network tool. The Neural Net-
work model selected the Tool 2 for 25 out of 36 students which accounts for approx-
imately seventy percent of the subjects who took part in the system evaluation. This 
selection is justifiable as the students involved in the evaluation are a mix of various 
demographic factors like rural, urban and semi urban and also with mixed levels of 
English and mathematics background. The subjects were not informed about the se-
lection of the appropriate visualization tool made by the neural network tool.  
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The results were first analyzed the results for learning performance the concepts 
using the two tools by considering the average performance of all learners. The results 
are shown in the following Fig 3 

 

Fig. 3. Learners’ performance using the selection made by the model 

We can observe from the Figure 3 that the tool 2 has higher performance for the 
two concepts than tool1.  

The performance while learning Classes was better with tool 2. The performance 
while learning inheritance was higher while using tool 2. So, on the basis of the high-
er performance of the Teaching Machine tool on an average justifies the selection of 
the Neural Network model, where 25 out of 36 students have been selected to learn 
with tool 2. 

Another variable to determine the effectiveness of the tool is through the cognitive 
load experienced. The cognitive load is less while using the tool 2 but high while 
using the tool1. The following Figure 4 below shows the average of the cognitive load 
for all the subjects while learning both the concepts using the two visualization tools. 

 

Fig. 4. Cognitive Load with Different Visualization Tools 
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The cognitive load was lower while using tool 2 in learning classes. 
It is also noted that the cognitive load was lower while using tool 2 in learning in-

heritance. So on the basis of the lower cognitive load of the tool 2 on an average justi-
fies the selection of the Neural Network model, where 25 out of 36 students were 
selected to learn with tool 2.The data is analyzed in different horizons according to 
the gender, demographic area and accuracy of the Neural Network system in selecting 
the best visualization tool. The results based on the analysis of gender is tabulated in 
the Table 1 as shown below 

Table 1. Genderwise comparision of peformance for different visualizaiton tools  

 Tool 2 Tool 1 
 Girls Boys Girls Boys 
Performance 85 85 70 72.5 
Cognitive Load 67 69.5 69.5 73 

 
The result summary of the students’ performance and cognitive load based on 

gender is as given below. The performance of girls and boys while using tool2 was 
almost same. However the performance of the boys was higher while using Tool 1. 
Both boys and girls had lesser cognitive load while using Tool 2. The performance of 
the boys and girls was higher while using Tool 2. 

It is observed that the results that both boys and girls had higher learning perfor-
mance and lower cognitive load while using tool 2. This justifies the Neural Network 
model selection of tool 2 for many of the learners. The data is also analyzed on the 
aspect of the demographic area .The results on the basis of the demographics is shown 
in the Table 2 

Table 2. Demographic comparision of performance for different visualization tools 

 Urban Sub Urban Rural 
Tool 2 85.5 87 85 

Tool 1 72.5 71 74 

 
It is noted that from the table 2 the performance of the student was better with Tool 

2 compared to Tool 1 in all the demographic areas. This result also justifies the Neur-
al Network model selection of Teaching Machine tool for most users in the study. 

4.1 Analysis of Results – Individual Wise 

The Neural Network system was able to predict the appropriate tool for reducing the 
cognitive load for about 24 students in a total of 36 students. This is evident from the 
higher performance level achieved by the learners using the tool chosen by the Neural 
network. It is also found that a strong relation exists between the minimum cognitive 
load and maximum performance for the majority of the students. The Neural Network 
model selected the correct tool for both concepts in the case of eleven students of the 
thirty six students. This is concluded considering the minimum cognitive load and 



136 M. Yousoof and M. Sapiyan 

maximum performance for the tool chosen by the neural network. Another thirteen 
students expressed lower cognitive load and higher performance in the first concept 
using the visualization tool chosen by the Neural Network model. However, these 
thirteen students expressed lower cognitive load with the other tool for the second 
concept. On the contrary their learning performance was high with the tool chosen by 
the neural network model as in the case of first concept .The lower cognitive load 
could be due to the experiencing of using a new tool. In addition to this the student 
had gained the knowledge of the concept with the first tool which could also be the 
reason for the lower cognitive load. The learning performance was higher for both the 
concepts for the tool selected by the Neural Network .The Neural Network model is 
able to predict the appropriate tool for 24 out of 36 students which accounts to 67% 
accuracy. The accuracy of the neural network tool could be improved by additional 
training data. Thus the efficiency of the neural network will improve further.  

The results were analyzed on the basis of the male learners, female learners, urban, 
semi urban and rural learners. Table 3 shows the percentage of the student population 
in male and female category having high performance and lower cognitive load while 
using the two ViLLE and Teaching Machine. 

Table 3. Comparision between male and female in using the two tools 

 Tool1 Tool2 
Performance Low CL Performance Low CL 

Males 55 36 94 64 
Females 47 47 53 53 

It is observed from the above table 3 that both males and females experienced low-
er cognitive load and higher performance while using tool 2. The 61% of the male 
students experienced the lower cognitive load and had higher performance while us-
ing tool 2 and 50% of the female students experienced the lower cognitive load and 
higher performance while using tool 2. The following table 4 tabulates the compari-
son between the tool 1 and tool 2 among various demographic areas. 

Table 4. Comparision between various demographics in using the two tools 

 Tool 1 Tool 2 
Higher Performance Low CL Higher Per-

formance 
Low CL 

Urban 0  100  
Semi Urban 8 43 92 57 
Rural 19 55 81 45 

 
The Neural Network model has selected the Tool 2 as the appropriate tool in many 

cases and it matches with the higher performance and lower cognitive load of the ma-
jority of the learners while using the tool 2. The results validate the Neural Network 
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model in selecting the appropriate tool and also in establishing the relationship of in-
verse proportionality between the cognitive load and learning performance. 

5 Conclusion and Future Work 

The Neural Network model developed to choose the appropriate tool was successful 
in most cases. It is able to select the appropriate tool for almost 24 out 36 students in 
the study. The minimum cognitive load and maximum performance is experienced by 
the majority of the learners while using the tool selected by the neural network model. 
The model incorporates both the cognitive load and the LTM as the input with para-
meters such as gender, demographics and programming language as variables. Thus 
the proposed model could customize the instruction considering the various factors 
that impact the learning process by selecting the appropriate tool for learning. This 
model has been validated by checking  the performance of the students in learning a 
concept using the tool chosen by Neural Network and also by allowing the learners to 
learn the same concept using  the other tool which was not chosen by the neural net-
work model. The result shows the overall performance was less in the tool 1 which 
was not mostly chosen for learning by the neural network model. The students could 
perform higher with the tool chosen by the neural network model. This model can be 
further improved with more training set data and continuous training. This framework 
could be incorporated to any to e learning environments to customize the instruction 
based on the profile and interest of the students. Thus it will help to optimize the  
nstruction to the learners and achieve intended learning outcomes. 
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Abstract. The X clinic that was one of the pioneers in the aesthetics clinic in 
Indonesia, had much experienced manpower. In a supplied manner this expe-
rience, the doctors and the nurse could to the X clinic serve consultations and 
could give the suggestion or the recommendation to the customer for the fol-
lowing maintenance. This matter gave comfort for the customer to take the de-
cision. However, not all the customers had time that was enough to consult with 
the doctor. With used Free Span, one of the algorithms in the method sequential 
pattern mining was expected to be able to satisfy the requirement for the clinic 
customer of X. The use of sequential pattern mining in this recommendation 
system could help the doctor in increasing the recommendation, and helping the 
customer in taking the decision. This algorithm used the historic data the main-
tenance of the available customer. Results that were given in this program took 
the form of the pattern that in accordance with the available situation to the 
clinic of X. The result of the recommended selected based on existing customer 
categories, namely gender, priority customers in the clinic, and age range. Ex-
pected with the available category to be able to give the recommendation that 
agreed with the customer's available criterion. 

Keywords: Sequential pattern mining, Free Span, Clinic. 

1 Introduction 

The X clinic was known as the pioneer in Aesthetic Clinic in Indonesia. Supplied with 
the experience for more than 16 years, the X clinic is currently known as one of the 
foremost aesthetics clinics in Indonesia with 11 branches that were spread in Jakarta, 
Surabaya, Denpasar, Kuta, Balikpapan, Malang, Batam and Makassar. With the 
"Beyond Result" concept, apart from giving results of the first-rate maintenance,  
the X clinic also gave comfort, the security in each one of his maintenance as well as 
the friendliness and privation for his customer. 

Now the role of the internet is felt to be increasingly important and significant. 
Through this internet, the X Clinic wanted to give a special service for the customers 
in the X clinic by giving an application web the recommendation. This recommenda-
tion could be used by the nurse or the doctor to be able to give maintenance informa-
tion what could be taken by the customer, and could be used by the customer as help 
in taking the decision. 
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Therefore, with the existence of the data concerning historic the customer who car-
ried out the maintenance in this clinic could be known by the maintenance what could 
be taken by the further customer. From this available data, also could be known how 
the place or the pattern of the maintenance that often was taken by the customer with 
used sequential pattern mining that was used to look for and find relations between 
item available to some of dataset. Specifically problems that was appointed in the 
production of this web was [5] : 

• How to change from the long database (in this case used .dbf) became the new 
database (the database sql). 

• How the algorithm that was used in the method sequential pattern mining. 
• How processed the customer's data to the X clinic with used sequential pattern 

mining. 
• How could the application give information concerning any maintenance that could 

be used in order with used sequential pattern mining. 

2 Sequential Pattern Mining 

Sequential pattern mining is a data mining technique used to identify patterns of 
ordered event within a database. First introduced in 1995 by Rakesh Agrawal of 
IBM’s Almaden Research Center [1]. Was the method of look for and finding 
relations between item available to some dataset. The program sequential pattern 
mining aimed at finding information item-item that was connected with each other in 
the form of rule. Therefore sequential pattern exact to be applied in mining sequential 
pattern [2]. 

The available problem in the data mining was to find the pattern sequential. Inputan his 
data was a collection sequence that was mentioned data-sequences. Each data sequential 
was a list from transactions, where each transaction was a collection item. Generally a 
transaction was distinguished according to occurrence time of this transaction. Some 
sequential-pattern also consisted the list from a collection item [2], [3]. 

Anyway, all item in one a part of a pattern sequential must be gotten in a data 
transaction sequential to support this pattern. For the ease could diasumsikan that 
there is no data-sequence had more than one transaction with same transaction time, 
and used transaction time as the connoisseur of this transaction. So, in this case the 
quantity or the amount of some item was not counted on [3].  

2.1 FreeSpan Algorithm 

The FreeSpan Algorithm consisted of several stages, that is the first stage made  
sequence the database and searched f list or also could be mentioned as length-1  
sequential pattern, the second stage made frequent item matrix, the third stage  
made the table pattern generation that consist of length-2 sequential pattern, item 
repeating pattern, and projected DB, and the last stage was the production sequential 
patterns [4]. 
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The first stage from this algorithm was made sequence the database was based on the 
available data of the transaction data [4]. This data could be distinguished in accordance 
with the time and did not see the quantity from this transaction shown in Table 1. 

Table 1. The Example Table of The Transaction 

ID Tanggal Item 
10 28/03/2010 b 
10 28/03/2010 d 
10 15/04/2010 c 
10 23/05/2010 b 
10 22/06/2010 a 
10 22/06/2010 c 
20 21/03/2010 b 
20 21/03/2010 f 
20 22/04/2010 c 
20 22/04/2010 e 
20 12/05/2010 b 
20 11/06/2010 f 
20 11/06/2010 g 
30 08/04/2010 a 
30 08/04/2010 a 
... ... ... 
50 13/06/2010 e 

 
From the example of the data to the Table 1 could be made by one sequence the 

database. The production sequence the database made the time (in the example above, 
take the form of the date) as the reference in grouped sequence the database like the 
example to the Table 2. [2], [4]. 

FreeSpan Algorithm considering the pattern-projection method for mining sequen-
tial patterns. It is the original approach for mining sequential pattern recursive project-
ing the data sequence into smaller database [5]. 

Table 2. Tabel Sequence Database 

ID SEQUENCE ITEM_PATTERN 
10 (b,d),c,b,(a,c) a,b,c,d 
20 (b,f),(c,e),b,(f,g) b,c,e,f,g 
30 (a,h),(b,f),a,b,f a,b,f,h 
40 (b,e),(c,e),d b,c,d,e 
50 a,(b,d),b,c,b,(a,d,

e) 
a,b,c,d,e 

 
From the Table 1 could be seen how the production of the Table 2 in the column 

sequence, contained the list of the available transaction with used the date as the arbi-
ter. For the transaction that happened in the same date, his writing was distinguished 
by signaling (). For example will be explained by the production sequence by ID 10.  
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In the date 28/03/2010 bought the thing b and d, so as to be grouped to (b,d). In the 
date 15/04/2010 only bought c, so as only was written c. In the date 23/05/2010 the 
available transaction only bought the thing b, so as only was written b. In the date 
22/06/2010 bought an and c, so as to be grouped to (a,c). From the data - this data had 
finally been grouped to one sequence, that is (b,d) ,c,b, (a,c). 

After getting the table sequence, looked for the collection from the data that often 
emerged. This collection was also mentioned as length-1 sequential pattern. This 
collection will be put in order be based on support descending order, before looking 
for this collection determined previously minimal support. Minimal support for this 
example was 2. Length-1 sequential pattern in this example was as follows b: 5, c: 4, 
a: 3, d: 3, e: 3, f: 3. Length-1 sequential pattern this also could be mentioned frequent 
item list or more briefly f list. 

The second stage that is made frequent item matrix F to count the frequency from 
the incident every time length-2 sequence that was formed be based on f list. To f list 
(i1,i2,... ,im), F was matrix the F triangle [j,k], where 1 j m. and 1 k j. F [j,j] (for 1 j 
m.) only had 1 counter, whereas the rest of them of F [j,k] (1 j m. and 1 k j) had 3 
counters: (A,B,C), where A was the number of incidents where ik was after ij (for 
example in the table sequence was gotten < ij,ik >), B was the incident where ik was 
before ij (for example in the table sequence was gotten < ik,ij >), and C was the inci-
dent where ik happened together be the same as ij (for example in the table sequence 
was gotten < (ij,ik) >). Was based on this example, was gotten 6 available things in f 
list. This matter to make the triangle matrix with the measurement 6x6, with each 
value = 0, could be seen in the Table 3. 

Table 3. Table Frequent Item Matrix 

Item Output length-2 
sequential pattern 

Ann. On 
Repeating Items 

Ann. On 
Projected DB 

f <bf>:2;<fb>:2;<(bf)>:2;<ff>:2 {b+f+}, <ff+> Ø 
e <be>:3;<(ce)>:2 <b+e> <(ce)>:{b} 
d <bd>:2;<db>:2;<(bd)>:2;<cd>

:2;<dc>:2;<da>:2 
{b+d};<da+> <da>:{b,c};{cd}:{b} 

a <ba>:3;<ab>:2;<ca>:2;<aa>:2 <aa+>;{a+b+};<ca+> <ca>:{b} 
c <bc>:4;<cb>:3 {b+c} Ø 
b <bb>:4 <bb+> Ø 

 
The matrix above will be used to make the stage further, that is making the table pat-
tern generation that consist of length-2 sequential pattern, item repeating pattern, and 
projected DB. The step to make the table pattern generation was as follows: 
• Made length-2 sequential patterns: To every time counter from the matrix, if 

thought from counter was not smaller than minimal support, put forward fre-
quent pattern this. 

• made annotation ounce item repeating patterns for each column j: for the side 
diagonal, if F [j,j] min support, put forward < jj+ >. For the column i j, there was 
something that must be paid attention to: if F [i,i] min support then was con-
tained i+, if F [j j] min support then was contained j+. 
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• made annotation ounce projected databases for each column j: To every time i < 
j, if F [i,j], F [k,j], and F [i,k] (k < i) can make pattern generating triple (with the 
note of each pair often emerged), k could be added in the column projected to i. 
After investigated all the columns in front i, the column projected could be de-
termined. 

The production of the table pattern generation for the example above could be seen 
in the Table 4. 

Table 4. Table The Pattern Generation 

b 4      
c (4,3,0) 1     
a (3,2,0) (2,1,1) 2    
d (2,2,2) (2,2,0) (1,2,1) 1   
e (3,1,1) (1,1,2) (1,0,1) (1,1,1) 1  
f (2,2,2) (1,1,0) (1,1,0) (0,0,0) (1,1,0) 2 

 b c a d e f 

3 Analysis and System Design 

The X clinic that was the pioneer in Aesthetic Clinic in Indonesia has used the com-
puter system in recording the transaction and his details base on website [6]. This 
system also recorded the data from this clinic customer. The customer who just the 
first time was present being asked for by the data himself, in part: the name, the ad-
dress, gender, and the date of birth. After information was finished was recorded, the 
customer could choose the maintenance kind what will be taken and chose the doctor 
to be able to carry out consultations. For the customer who for a long time has been 
registered could make the promise or appointment with this clinic. This agreement 
contained the date and the hour for the maintenance or carried out consultations with 
the doctor. After carrying out the agreement, immediately will be carried out by the 
good action medically or non-medical. However the problem that was dealt with was 
several patients who came to experience the difficulty in choosing the maintenance 
kind, especially for the patient who just tried the maintenance. Where as the X clinic, 
still used the method of maintenance consultations in a traditional manner that is con-
sulting directly with the doctor.  

From the problem that often emerged, then could be concluded that the company 
needed a based system the computer that could help in decision making by using the 
story data of the maintenance of the available customer as the source of the beginning 
data. The system that was needed by the clinic was: 

• The system was based on the data mining, that could produce information for the 
customer in carrying out decision making by using the story data of the mainten-
ance of the available customer. 
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• The system that used the concept sequential pattern, where could show connec-
tion relations between the maintenance from various abstraction stages, not only 
from treatment that was taken simultaneously, but also in order. 

• The computer system that could integrate all the factors of the customer's deci-
sion making to produce good information for the customer and for the clinic. 
The system used the concept of Frequent Pattern-Projected Sequential Pattern 
Mining (FreeSpan), where the factor or this decision making variable was: gend-
er, range the age, the category of the customer, and the price of the maintenance. 

The process mining that the first time was carried out was the process selection or 
the election. In this process was carried out by the type selection customer.  

 

Fig. 1. Flowchart Selection Process 

The selection process on figure 1. was gotten by 2 process sorts more, that is gen-
erate sequence the database and generate item pattern the Election was based on 
gender, range the age, the category of the customer, and the price of the maintenance. 
The process generate Item pattern this will be used to get length-1 sequential pattern 
or also could be mentioned as frequent item list (f list). took the data item pattern 
from the table sequence that will be used to search length-1 sequential pattern or often 
was mentioned frequent item list (f list). Frequent Item Matrix. Matrix that was pro-
duced from this process was very important his use in searching length-2 sequential 
patter. After that was carried out Generate Pattern Generation. This process used Fre-
quent Item Matrix and the table sequence in his production. Results of this process of 
taking the form of 3 sorts, that is length-2 sequential pattern, annotation ounce repeat-
ing items, and annotation ounce projected databases. The flowchart generate pattern 
generation can be seen figure 2. 

Along with this was the data Current in the system mining in the form of DFD that 
was the explanation from the figure 1 and figure 2. In DFD this was gotten by 6 
processes that will be it was explained further that is the process selection, sorted  
frequentitems, frequent item matrix, generate pattern generation, generate rule, and 
translate rule can be seen in Figure 3. 
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Fig. 2. Generate Pattern Generation 

 

Recommendation Report
Recommendation Data

Rule List Data

Rule Data

Sequence Data

Pattern Data Pattern Data

Matrix Data

Matrix Data

Sequence Data Frequent Item List Data

Sorted Frequent DataSequence Data

Selection Data

Treatment DataCustomer Data

Customer Id

Customer
Managerial

Customer

Treatment

1

Selection

2
Sorted 

Frequent 
Items

3

Frequent 
Item Matrix

4
Generate 
Pattern 

Generation

5

Generate 
Rule

6

Translate 
Rule

Sequence Table Frequent List

Matrix Table

Pattern Generation TableRule Table

 

Fig. 3. Process Data Flow Diagram Mining Clinic “X 
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4 Implementation and Testing 

This explained concerning the implementation to each controller together with availa-
ble functions to each controller. Controller connected view and the model. Each con-
troller had the function that differed to every time and the available process in this 
recommendation system. 

4.1 Testing of Data Mining 

The page of the management mining was used to get the data from the recommenda-
tion be based on historic the customer and the category who were given. The category 
that was used in getting the recommendation to be gender, the category customer, and 
range the age. The Home pages mining for representative of Aesthetic Clinic can be 
seen figure 4. To this page was gotten by main activity access from the clinic of “X”. 

 

Fig. 4. Home Pages Mining 

To this page in figure 5. was gotten by the category that was used to get the rec-
ommendation data. The available category was gender, the priority in the customer, 
and range the age.  

 

Fig. 5. Enter Mining Category 

Gender that was used as the reference was L (The Man) and P (The Woman). The 
priority in the customer who was used was Core (the core customer), Regular (the pub-
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lic's customer), and Low (the customer with the minimal priority). Range the age that 
was given here was used to restrict the historic data the customer who was used. 

From the category that was given, the program will make the table mining to facili-
tate the process of the production sequential pattern by means of looking for the his-
toric data the customer that in accordance with the category and put in order was 
based on the customer's data. The process was in the production of this table put in 
order be based on id from the customer. The column sequence was historic that was 
recorded from the customer with id this, and the column item pattern was the list from 
the maintenance that was recorded in historic this customer. The writing in the col-
umn sequence was adapted to time that was used by this customer. The mining 
sequence table can be seen figure 6.  

 

 

Fig. 6. Form Mining Sequence Table 

After getting the mining sequence table, the process will be followed by the Matrix 
production after got frequent item list or length-1 sequential pattern from the column 
item pattern, the form matrix table can be seen figure 7. 

 

 

Fig. 7. Form Matrix Table 

From matrix that was formed, the process mining will be continued by searching 
length-2 sequential pattern that will produce repeating item pattern and projected  
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Fig. 8. Projected Database Mining 

the database. In this program, the process will be continued to Projected Database in 
accordance with that was put forward to the figure 8. 

From the data that was received in projected the database, could be looked for the 
pattern with combined projected the database. And results of this combination were 
used to get sequential pattern and support him can be seen figure 9. 

 

 

Fig. 9. Form Sequential Pattern 

Results of the end that was obtained were the pattern from sequential pattern that 
was interpreted. Results of this end were the reference in giving the recommendation 
to be based on the category that was determined in the beginning of the process of the 
management mining this. 

The figure 10. put forward the example produced by the end that was received after 
carrying out the process mining towards the data customer that was matched with the 
category that was chosen at the beginning of the process. 
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Fig. 10. Form Final Result Mining 

4.2 Testing of Recommended User 

To get the recommendation, member will be asked for to put id member before. Id 
member this was used to get the data himself member and was compared with the 
available category to the recommendation table. The data himself who could be taken 
was gender, the priority, and the date of birth. This page in figure 11. put forward 
results of the recommendation that was taken from the database with the data himself 
the customer with id 11979. The data himself who was taken repeatedly was the cate-
gory that was needed, and the last maintenance that was carried out. In these results 
was seen that the last maintenance that was carried out by the customer had "MRC 
CONTOURING BODY TREATMENT MCBT", because that was based on the 
available data the recommendation that was first that is taking "MRC RF LIFT" and 
could be followed by "MRC INJEKSI ACNE 1". 
 

 

Fig. 11. Form Recommendation Member 



 Sequential Pattern Mining Application to Support Customer Care “X” Clinic 151 

5 Conclusion and Advise 

Was based on available discussions in chapters beforehand then could be taken by 
several conclusions as follows: 

• From the test with the data that actually, could be produced the pattern of the pat-
tern that could be recommended to the customer. The pattern of the pattern that 
was gotten in these results was made be based on FreeSpan Algorithm in the me-
thod sequential pattern mining. The source of the data that was used in this algo-
rithm, was processed in accordance with the category that is gender, the priority in 
the customer, and range the age. 

• Through website that was made, the Administrator could get the pattern of the 
pattern of the maintenance that was taken by the customer in accordance with 
range the age in the category that was given. 

• From the process of the testing on the whole, this program was it was felt more 
inappropriate in the search for the maintenance recommendation to the customer. 
Because the taking of the maintenance that was carried out by the customer often 
was carried out on the basis of the recommendation from the doctor, so as the pat-
tern of the recommendation that was given not more maximal. 

• Must be tried to develop this recommendation system with more made his execu-
tion time efficient and maximized results that were received. 

• Facilities in this application were still limited so as big the opportunity of increas-
ing and increasing facilities to this site so that the achievement of this site could be 
more optimal.  
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Abstract. The accesible loose information through the Internet leads to plagiar-
ism activities use the copy-paste-modify practice is growing rapidly. There 
have been so many methods, algorithm, and even softwares that developed till 
this day to avoid and detect the plagiarism which can be used broadly unlimited 
on a certain subject. Research about detection of plagiarism in Indonesian 
Language develop day by day, although not significant as English Language. 
This paper proposes several models of distance-based similarity measure which 
could be used to assess the similarity in Indonesian text, such as Dice’s 
similarity coefficient, Cosine similarity, and Jaccard coefficient. It implemented 
together with Rabin-Karp algorithm that common used to detect plagiarism in 
Indonesian Language. The analysis technique of plagiarism is fingerprint analy-
sis to create fingerprint document according to n-gram value that has been  
determined, then the similarity value will be counted according to the same 
number of fingerprint between texts. Small data text about Information System 
tested in this case and it divided into four kinds of text document with some 
modified. First document is original text, second is 50% of original text adding 
with 50% of another text, third 50% original text modified using sinonym and 
paraphase, fourth some position of text in original text changed. From the 
experimental result, cosine similarity show better performance in generating 
value accuracy compared to the dice coefficient and Jaccard coefficient. This 
model is expected to be used as an alternative type of statistical algorithms that 
implement the n-grams in the process especially to detect plagiarism in 
Indonesian text. 

Keywords: Fingerprint, Indonesian, Plagiarism, Similarity, Text. 

1 Introduction  

Information retrival through search engine grows rapidly as well as the growth of 
Internet usage in daily life. Information application in a free way sometimes create a 
higher fraud cases, such as plagiarism. A duplication activity or plagiarism is an act of 
duplicating some or whole parts of people's work especially written text without cit-
ing any notes of source (copyright) completely. In academic world, plagiarism is  
a common case for students do any assignments, reports, paper, even thesis that 
should be done by their own words instead of copy-paste modify. There are still a lot 
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of students who do not understand the difference between citation and plagiarism so 
that they do not see the edge between those things. Plagiarism practice is an unvoida-
ble thing both in academic and daily lives, but it could be avoided by early detection 
based on the similarity level in the text, we could see in the grammar structure and the 
writing style.  

Plagiarism detection through the right similarity measure is not only leading to ex-
cellent information but also should be great for lessen budget and time process. In the 
other hand, similarity measure technique could be divided by three kind of it [1], 
which are: 

• Distance-based similarity measure, is a technique built for measuring the similarity 
level between two objects from geometric distance side of variables within those 
two objects. For example: Minkowski Distance, Manhattan/City block distance, 
Euclidean distance, Chebyshev distance, Jaccard distance, Dice’s Coefficient, Co-
sine similarity, Hamming distance, and Soundex distance.  

• Feature-based similarity measure, is a technique that built for measuring the simi-
larity level by representing object into the  feature that would like to compare, it is 
used to classify or pattern matching pictures and texts. 

• Probabilistic-based similarity measure, is a technique built to measure the similari-
ty level by representing two set of objects that are being compared in a probability 
form. For example: Kullback Leibler Distance and Posterior Probability. 

This paper will discuss some measurement statistic of similarity level that could 
be implemented in analysis technique of plagiarism. The technique that will be dis-
cussed is fingerprint analysis uses Rabin-Karp algorithm. The objective of this 
experimental that it could be used the reference of the right statistic usage by match-
ing along with the algorithm and process within it, including the use of n-gram in 
hash function. This research wished to give the right parameter value to be applied in 
the next research but not discussing about the complexity of time processing used.   

2 Plagiarism Detection 

In this section, we will explain about plagiarism analysis technique and algorithm 
used in research and some related work in similarity measure. 

2.1 Rabin-Karp Algorithm 

There are several techniques that could be used to analyze plagiarism, they are sub-
string matching, keyword similarity, and fingerprint analysis [2]. Fingerprint Analysis 
is a very often used analysis approach for plagiarism with dividing documents into 
sequence principle called chunks. The pattern in documents will be changed with 
function hash as values represent string within them. Each string in the text will be 
changed using hash function for creating fingerprint document according to n-gram 
value that has been determined, then the similarity value will be counted based on the 
same fingerprint number between texts. The approach is used in this technique such 
as Rabin-Karp algorithm and Winnowing [3].  
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function Rabin Karp(string s[1..n], 
string sub[1..m])  
hsub := hash(sub[1..m])  
 for i from 1 to n-m+1 
  if hs = hsub  
   if s[i..i+m-1] = sub  
   return i  
   hs := hash(s[i+1..i+m])  
  return not found  

Rabin-Karp algorithm is a multiple pattern search algorithms that are very efficient 
for searching with the pattern of many [4]. This algorithm is often used for detection 
of pagiarism, especially in the Indonesian language text documents[5][6][7]. 
Disadvantages of this algorithm is a complex computational requirements and 
processing time that tends to be longer due to long influenced the content of the text 
document to be processed, starting from the stage of pre-processing and stemming 
that goes in it. However, the level of accuracy that is produced by this algorithm is 
high enough to detect plagiarism documents.  

Rabin Karp algorithm using a hash function that simplifies the method to avoid the 
complexity of processing time in most cases. The principle of this algorithm is to 
streamline the examination only if the text is in the process are similar as in the 
pattern rather than conduct an examination of every position of the text when the 
pattern matching [7].  Hash function is a way to create a fingerprint of a variety of 
data inputs. Hash function will replace or transposing data to create the fingerprint, 
which is called the hash values. Hash value is described as a short string consisting of 
letters and numbers that look random (binary data written in hexadecimal notation).  
Forming hash value from string i and base d  written in general as follow: 

]1[....]1[]0[)( 21 −+++= −− nididiiH nn    (1) 

 
For example pattern "LUAS" with a base = of 10 have hash value: 

Hash(luas)  = [(107*103) + (117*102) + (97*101) + (115*100)]  
            = (107000+11700+970+115)  

    = 119785 
In Rabin-Karp algorithm, hashing used for shifting substring search. If two strings 

are equal between the search string (m) with substring in the text (n), their hash values 
must equal too. Efficient calculation of the hash value at the time of the shift will 
affect the performance of this algorithm[8]. Pseudocode of Rabin-Karp algorithm can 
be written as follows: 

 
 
 
 
 

 
 
 
 
 
 

Fig. 1. Pseucode Rabin-Karp Algorithm 

 
 



158 T. Mardiana, T.B. Adji, and I. Hidayah 

 

2.2 Distance-Based Similarity Measure 

Similarity is a level comparison of similarity percentage between documents that are 
tested. The similarity number of percentage would be influenced by the similarity 
level of the tested document. The bigger similarity percentage the more similar the 
text would be[5]. Distance based-Similarity Measure is a technique built to measure 
the similarity level two objects by geometric distance side of variables include within 
the two objects [6]. Many theories assume that nearby objects would be more similar 
than far distant objects. Similarity measure (s) can be differentiated by distant meas-
ure (d) using quotation:   

 ds −= 1  (2) 

The most common unsimilarity counting process is leading to the distant mea-
surement in metric space. in a information retrival system, the example of this ap-
proach includes the models or methods such as Minkowski Distance, Manhattan/City 
block distance, Euclidean distance, Chebyshev distance, Jaccard distance, Dice’s 
Coefficient, Cosine similarity, Hamming distance, Levenshtein Distance, and Soun-
dex distance [6]. The application of of similarity measurement model is not only used 
to detect the similar words but also able to use in chemical informatics [9].  

2.2.1   Dice’s Coefficient  

A most common used measurement model to calculate similarity value with n-gram 
approach. Dice coefficient defines similarity level as twice as many common entity 
(nt) divided by the two entities as total that are tested (nx+ny)[1]. The result value has 
range of 0 till 1 with coefficient 1 shows identical vector, and 0 equal to orthogonal 
vector [11].    (3) 

Dice’s  similarity has the same form with F1-score, with monotonic nature within 
Jaccard similarity[9]. The other name of this model is Czekanowski or Sørenson 
coefficient. Measurements on the similarity value of research [3][6][12] using Dice's 
coefficient, which simply uses the same hash calculation amount divided by the total 
number of hash in the document. 

2.2.2   Cosine Similarity  

It is also known as Ochiai coefficient. It is a similarity measurement model based on 
vector that is commonly popular in the text mining and information retrieval. This 
approach compares string that has been changed into space vector so that cosinus in 
the Euclidean principle could be used to measure the similarity level [1].  

    .
   (4) 
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- Cosine coefficient 
similarity =           C     = 4 / √(21 × 11) = 0.263   

√ (A × B) 
 

- Jaccard coefficient 
similarity  =        C     = 4 / (21 + 11 – 4) = 0.142  
  A + B – C  
 

Advantage in using hash values to search similarity between two text is string 
matching can be done regardless of value position.  

3 Experimental Method 

To determine the best models to detect plagiarism based on word similarity measure-
ment, there are some process flow and test scenarios. Three types of models of dis-
tance-based similarity measure will be implemented as the statistics in the Rabin-Karp 
algorithm. Data text about Information System tested in this case and it divided into 
four kinds of text document with some modified. First document is original text, 
second is 50% of original text adding with 50% of another text, third 50% original 
text modified using sinonym and fourth some position of text in original text changed. 
Example of text used will be presented as follows: 
a. Original Text 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3. Original Text 

Sistem Informasi (SI) adalah kombinasi dari teknologi informasi dan aktivitas orang yang 

menggunakan teknologi itu untuk mendukung operasi dan manajemen.Dalam arti yang sangat 

luas, istilah sistem informasi yang sering digunakan merujuk kepada interaksi antara orang, 

proses algoritmik, data, dan teknologi.  

Dalam pengertian ini, istilah ini digunakan untuk merujuk tidak hanya pada penggunaan 

organisasi teknologi informasi dan komunikasi (TIK), tetapi juga untuk cara di mana orang 

berinteraksi dengan teknologi ini dalam mendukung proses bisnis. 

Ada yang membuat perbedaan yang jelas antara sistem informasi, dan komputer sistem 

TIK, dan proses bisnis. Sistem informasi yang berbeda dari teknologi informasi dalam sistem 

informasi biasanya terlihat seperti memiliki komponen TIK. Hal ini terutama berkaitan den-

gan tujuan pemanfaatan teknologi informasi. Sistem informasi juga berbeda dari proses bisnis. 

Sistem informasi membantu untuk mengontrol kinerja proses bisnis. 

Sistem informasi adalah suatu sistem di dalam suatu organisasi yang mempertemukan ke-

butuhan pengolahan transaksi harian, mendukung operasi, bersifat manajerial dan kegiatan 

strategi dari suatu organisasi dan menyediakan pihak luar tertentu dengan laporan-laporan 

yang diperlukan. 
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b. Modification 1: 50% of original text adding with  50% of another text. Some 
sentences adding from another text but in the same field. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 4. Modified with adding sentences from another text 

c. Modification 2: 50% original text using sinonym and paraphase. Word in bold is 
modification using synonim such as kombinasi replaced by perpaduan. Sentences 
in bold italic is modification using own words. 

 
 
 
 
 
 
 
 
 

Fig. 5. Modified with synonim and paraphase 

d. Modification 3: Change some sentences  position of  50% original text without 
change the meaning of text. 

 
 

Sistem Informasi (SI) adalah kombinasi dari teknologi informasi dan aktivitas orang yang 

menggunakan teknologi itu untuk mendukung operasi dan manajemen.Dalam arti yang sangat 

luas, istilah sistem informasi yang sering digunakan merujuk kepada interaksi antara orang, 

proses algoritmik, data, dan teknologi.  

Dalam pengertian ini, istilah ini digunakan untuk merujuk tidak hanya pada penggunaan 

organisasi teknologi informasi dan komunikasi (TIK), tetapi juga untuk cara di mana orang 

berinteraksi dengan teknologi ini dalam mendukung proses bisnis. 

Alter berpendapat untuk sistem informasi sebagai tipe khusus dari sistem kerja. Sistem kerja 

adalah suatu sistem di mana manusia dan/atau mesin melakukan pekerjaan dengan mengguna-

kan sumber daya untuk memproduksi produk tertentu dan/atau jasa bagi pelanggan. Sistem 

informasi adalah suatu sistem kerja yang kegiatannya ditujukan untuk pengolahan (menang-

kap, transmisi, menyimpan, mengambil, memanipulasi dan menampilkan) informasi. 

Dengan demikian, sistem informasi antar-berhubungan dengan sistem data di satu sisi dan 

sistem aktivitas di sisi lain. Sistem informasi adalah suatu bentuk komunikasi sistem di mana 

data yang mewakili dan diproses sebagai bentuk dari memori sosial. Sistem informasi juga 

dapat dianggap sebagai bahasa semi formal yang mendukung manusia dalam pengambilan 

keputusan dan tindakan. 

Sistem Informasi (SI) merupakan perpaduan dari teknologi informasi dan aktivitas 

manusia yang menggunakan teknologi tersebut  untuk mendukung operasi dan manajemen. 

Istilah sistem informasi  dalam pengertian yang lebih luas sering digunakan untuk merujuk 

kepada interaksi antara orang, proses algoritmik, data, dan teknologi. 

Pengertian lain sistem informasi adalah suatu sistem dalam sebuah organisasi yang mem-

pertemukan kebutuhan pengolahan transaksi harian, mendukung operasi, bersifat manajerial 

dan kegiatan strategi dari suatu organisasi serta  menyediakan pihak luar informasi tertentu 

melalui laporan-laporan yang diperlukan. 
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Fig. 6. Modified with change some sentences position 

4 Experimental Results and Analysis 

Testing is done by comparing the text files with each other by changing n-gram value 
used in the algorithm. The recomendation selected base is 25 or higher which produc-
es a constant value of the similarity. Original text will be compared with another 
modified texts and measure the similarity using Dice, Jaccard, and cosine coefficient. 

Table 1. Comparation similarity measure result in indonesian texts (n-gram = 2) 

Text 
Similarity 
Measure 

Text 

Original Modif 1 Modif 2 Modif 3 

Original 

Dice's 100 87.36 85.02 94.74 

Jaccard 100 77.56 73.93 90.00 

Cosine 100 87.37 85.40 94.84 

Modif 1 

Dice's 87.36 100 77.48 85.06 

Jaccard 77.56 100 63.24 74.00 

Cosine 87.37 100 77.96 85.23 

Modif 2 

Dice's 85.02 77.48 100 86.17 

Jaccard 73.93 63.24 100 75.71 

Cosine 85.40 77.96 100 86.27 

Modif 3 

Dice's 94.74 85.06 86.17 100 

Jaccard 90.00 74.00 75.71 100 

Cosine 94.84 85.23 86.27 100 

Table 1 is a test scenario using n-gram = 2 to forming hash value according gram 
set. For the similarity measure used can be seen that the model with the cosine simi-
larity distance measurements showed better performance in generating value 
accuracy, give small difference accuracy from dice’s coefficient. This model is  
expected to be used as an alternative type of statistical algorithms that implement the 

Sistem informasi digunakan untuk merujuk tidak hanya pada penggunaan organisasi tekno-

logi informasi dan komunikasi (TIK), tetapi juga untuk cara di mana orang berinteraksi dengan 

teknologi ini dalam mendukung proses bisnis. Dalam pengertian ini, istilah ini adalah suatu 

sistem di dalam suatu organisasi yang mempertemukan kebutuhan pengolahan transaksi harian, 

mendukung operasi, bersifat manajerial dan kegiatan strategi dari suatu organisasi dan menye-

diakan pihak luar tertentu dengan laporan-laporan yang diperlukan. 

Dalam arti yang sangat luas, istilah sistem informasi yang sering digunakan merujuk kepada 

interaksi antara orang, proses algoritmik, data, dan teknologi. Sistem informasi membantu 

untuk mengontrol kinerja proses bisnis. 
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n-grams in the process. The result between Original text compared with modified text 
by change sentences position got the best result above 90% high accuracy. Basically, 
with the fingerprint similarity search based on the corresponding hash value, so it 
does not depend on the position of the words in the search for similarity called 
position independence [12]. 

Table 2. Comparation similarity measure result in indonesian texts (n-gram = 3) 

Text Similarity 
Measure 

Text 

Original Modif 1 Modif 2 Modif 3 

Original 

Dice's 100 68.31 69.91 86.82 

Jaccard 100 51.87 53.76 76.70 

Cosine 100 68.35 71.14 87.47 

Modif 1 

Dice's 68.31 100 56.49 67.22 

Jaccard 51.87 100 39.37 50.63 

Cosine 68.35 100 57.89 68.05 

Modif 2 

Dice's 69.91 56.49 100 76.02 

Jaccard 53.76 39.37 100 61.31 

Cosine 71.14 57.89 100 76.18 

Modif 3 

Dice's 86.82 67.22 76.02 100 

Jaccard 76.70 50.63 61.31 100 

Cosine 87.47 68.05 76.18 100 

 
Table 2 shows the results of testing with test n-grams using value = 3. In this test, it 

can be seen that the similarity accuracy decrease compared table 1 using n=2. Original 
text compared with texts modified 1 and 2 give accuracy above 70%. While the Jaccard 
coefficient shows a drastic decrease in accuracy as the value of n-grams higher. Jaccard 
has a weakness when it comes to measure certain word [14]. Similarity value is influ-
enced by the size of the small n value. The smaller the value of n-grams are used, the 
higher the accuracy of the similarity of the text file. This research has proven the opi-
nion that similar research has been done previously [5][6][8] that the accuracy of the 
similarity is affected by the value of n-grams are used.  

5 Conclusion 

Based on the above research, ranging from the design stage, to the analysis of test 
results, model of distance-based similarity measure can be implemented successfully 
with Rabin-Karp. Cosine similarity show better performance in generating value ac-
curacy with some scenario modified text compared to the Dice coefficient and Jaccard 
coefficient. It can achive above 90% high accuracy between Original text compared 
with modified text by change sentences position because similarity search based on 
the corresponding hash value.  Simple cosine  model is expected to be used as an 
alternative type of statistical algorithms that implement together with character n-
grams as parameter in the process especially to detect plagiarism in Indonesian text. 
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The smaller the value of n-grams are used, the higher the accuracy of the similarity of 
the text file. Accuracy value only used as a reference to detect plagiarism, but we 
need more aspect to investigate it like writing style, citation uses, and others.  
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Abstract. In line with technology development, the number of digital docu-
ments increase significantly, this will make process to the search a particular 
documents experience a little  problem. Therefore, the role of search engines is 
become inevitable. 

Usually, search engines conduct a searching process simply by looking at 
the similarities between keywords (that inputed by user) and terms in a docu-
ment. In this research, we try to implement Term Similarity Vector Space 
Model (TSVSM), a method that also saw the relationship between the terms in 
the document. The relationship between terms in a document is calculated 
based on the frequency of occurrence in a paragraph. So this will make possible 
to search documents that do not contain the exact keywords that inputed, but 
have terms that related to those keywords.  

We also try to implement TSVSM to English language documents from Ci-
teseerX journal collection [1]. In this research we also want try it to Indonesian 
language documents from journal collection on Petra Christian University Re-
search Center (both in pdf format, with total 14.000 documents). This applica-
tion was built using Microsoft Visual Basic.Net 2005 and PHP. 

Based on testing, this method can establish relationships between related 
terms that can find documents that do not contain keywords but contains terms 
that relate to the keyword. Time that needed to search document in Indonesian 
language journal is relative longer than in English language journal. 

Keywords: Term Similarity Vector Space Model, Term Co-Occurrence Vector, 
Term Co-Occurrence Matrix, Search Engine. 

1 Introduction 

With the development of technology, the data storage in physical form began to 
change into digital storage to simplify storage and retrieval at the future. To search a 
digital document that needed, we  usually using a search engine that is generally 
looking terms in a document that have the same terms to the keyword that entered by 
the user (user queries). Because the search engines generally do not looking the pos-
sibility of similarity in terms in the document. 
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For example, when a user searches for documents with the keyword "computer" 
then it will only display documents that have the keyword "computer". But there still 
are some documents that do not have the keyword "computer" but associated with the 
keyword "computer" such as "laptop", "notebook", "software", etc. This resulted will 
reduce recall in searching the relevant documents that given by keywords. 

To overcome these problems, in this research we will try to use Term Similarity 
Vector Space Model (TSVSM) which have assumed that each term has a relationship 
to another term so that the search process is not only based on the keywords that are 
inputed by user, but also search the relationships between terms in the documents that 
stored the database. Relation or similarity between the terms is calculated based on 
the frequency of a term appears simultaneously with the other terms in a paragraph. 

The results of these search engines will be display as a list of documents that rele-
vant to the keyword, in order of its relevance. Through this method the recall of 
search results expected to be improved. This study is a continuation of our previous 
studies about search engine using Topic-Based Vector Space Model [2]. 

The parsing process will be done by reading the document (in pdf format) using 
PDFBox API library [3]. Then the stemming process will be done using Porter Stem-
ming algorithm [4]. For the repository we used Oracle 10g database, while applica-
tions created using Microsoft Visual Basic .Net 2005 (application parsing and index-
ing) and Microsoft ASP .Net 2005 (application engines). 

Like classical Vector Space Model method, the Term Similarity Vector Space 
Model also assumes that each document is represented a number of dimensions cor-
responding vector with the number of terms in the document. The difference is the 
assumption in the calculation of the relationship between terms, where a term is as-
sumed to be a vector whose dimensions established by the terms of the other on the 
vector space [5]. So the dimensions of the term vector can be obtained through the 
creation of co-occurrence vector. 

2 Vector Space Model 

Vector Space Model is an algorithm that can be used to measure the similarity of 
documents with keywords or other documents which are represented in the form of 
vectors [6]. This model is based on the idea that the meaning of a document formed 
by the words that contained. One of the improvements on the vector space model is to 
expand the document vector and keyword vector. In the Vector Space Model, docu-
ments and keywords can be defined as follows [7]:   

                                                                   (1)      

                          (2) 

 

                    

Each dimension that created document vector or keyword vector is determined by 
the existing of the terms. Usually the term is assumed as a single word, keyword, or 
phrase. If a word is considered as a term, then the number of dimensions from a doc-
ument is the number of words that exist in the document. Several ways to calculate 
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the weight of each dimension is known as a term weighting that always have been 
developed. One way of term weighting is Term Frequency-Inverse Document Fre-
quency (TF-IDF). 

3 Term Similarity Vector Space Model 

Similarity Term Vector Space Model is the development of the Vector Space Model 
which assumes that the terms on a document is also a vector which the dimensions 
established by the other terms contained in the vector space [6]. A term co-occurrence 
matrix is calculated directly from the document to establish basic based to calculating 
the term similarity [7]. The calculation of term co-occurrence matrix is seen from the 
frequency of occurrence of a term with another term in each paragraph. As shown in 
figure 1, where [7]:  

1. Each row in this matrix represents the distribution of a term xi. 
2. Each column represents another distribution, yj term that appears near term xi. 
3. Interchanges rows i and columns j, mij is the co-occurrence frequency between xi 

and yj is extracted from the document collection. 

 

Fig. 1. Co-occurrence Matrix  Fig. 2. Co-Occurrence Matrix Representation 
in Vector  

Each dimension of this vector is associated with the word yj that represent the col-
umn matrix. In figure 2 is described as third-term representation of the first vector x1, 
x2, and x3 in figure 1 in a dimension that associated with the words y1, y2, and y3 
from the collection of documents [7]. 

Similarity between terms can be seen from the large of cosine angle which is 
owned by the two term vectors that be compared. If the two vectors that term have a 
high similarity, the two terms are considered to have a relationship [7]. The formula 
for similarity searching process as follows: 
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Description: 

   a    : Vector term a 

b  : Vector term b 

aiW ,  : Dimension of the i term in the vector-a 

biW ,  : Dimension of the i term in the vector-b 
N : Number dimensions of the vector term 
 

Similarity searches have been done after finding the term vector of the co-
occurrence matrix. After the words, documents, and keywords are represented as 
vectors in the same vector space, the keyword vectors will be compared with each 
vector of the document. The closest document vector to the vector keyword in the 
space will be delivered to users as an answer. The closeness of each vector viewed 
from the angle cosine between the documents with the formula as follows: 

                

    

(4)

 

Description: 
dj  : vector of the document j 
q : vector of keyword  
wi,j : i dimension of document vectors j  
wi,q : i dimension of the keyword vector  

4 Precision and Recall 

Precision and recall is one of the methods that used to measure the performance from 
an information retrieval system. These measurements will compare between the rele-
vant documents that obtained from the search results and the total number of docu-
ments [8]. This precision will be calculation using the following formula: 
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Recall is number of relevant documents that obtained from search results divided by 
the total number of relevant document contained in the entire collection of documents. 

    
documentrelevanttotal

retrieveddocumentrelevant
call =Re   (6) 

Ideally, recall and precision should be worth one, mean that the system gives the 
results of all relevant documents without showing any irrelevant. Unfortunately, in 
reality this is almost impossible to achieve. 

5 System Design and Implementation 

Design system flowchart from Document Searching Engine application can be shown 
on Figure 3. 

 

Fig. 3. Flowchart Searching Engine System 

Description: 
1. Convert PDF Document into Text File 
In this process PDFBox library is used to convert pdf files into text files. This li-

brary is a library from open source Java programming language. This library will be 
running on the programming language that used for this search engine (Microsoft 
Visual Studio .Net 2005 and IKVM .Net libraries [9]). 

2. Phrase Extraction  
After changing pdf documents into text, then the next process is phrase extraction. 

This process is to find a set of words that have more meaning that can be seen from 
the frequency of collection of these words that appear simultaneously. These calcula-
tions is done by taking each n-word in each sentence in sequence and find word that 
occur together more often as word that have a deeper meaning. 

3. Calculate Similarity between Terms 
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This process is a major part from this search engine. The calculation of similarity is 
to find the relation between terms. The determination of similarity is based on the 
closeness of the vector of a term with another term in a vector space. The dimensions 
of this term is determined from the frequency of a term appears together with other 
terms. To speed up the process and improve the outcome, this process required term 
removals that have too little relationships with the other terms. 

4. Calculate Document Dimension  
The calculation of each dimension of documents is done by multiplying the term 

frequency (TF), inverse document frequency (IDF), and term vectors.  
5. Calculate Similarity between Document and Keyword  
In this process, every document and the keyword is considered a vector in vector 

space and the similarity will be search by comparing the vector space. 

6 System Implementation and Testing 

We try to implement this search engine using research document in English and Indo-
nesian language (in pdf format), but this system also can process documents in txt.  
First enter the document into the system (Figure 4). 

 

 

Fig. 4. Document Input Page 

Once the documents are inserted, the process of phrase extraction, parsing, and in-
dexing can be done (Figure 5), this will consume a little time. After that searching 
process is done by entering the keyword that user looking for (Figure 6), the search 
results will display the documents that have a correlation (on the right side) which 
also has a link to the document and the terms that have a correlation (on the left side). 
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Fig. 5. Indexing Page 

 

 

Fig. 6. Process Result Page 

The following figures are the results from our experiment on TVSM. 

1. Phrase Extraction 

As seen on figure 7, the increasing number of terms versus length of time on phrase ex-
traction O(0.28n+71). While the increasing size of the file versus time O(46.63n+40.19). 
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Fig. 7. Amount of Term vs Time on Phrase Extraction 

2. Parsing 
 

 

Fig. 8. Amount of Term vs Time on Parsing Fig. 9. Amount of Term vs Time on Indexing 

As seen on figure 8, the increasing number of terms versus parsing time 
O(5.15n+225). While the increasing size of the file versus time O(864.97n-403). 

3. Indexing 

As seen on figure 9, the addition amount of term versus indexing time O(0.42n+15.5). 
While the increasing size of the file versus time O(70.87n-30.535). 

 
The increasing number of terms, the more time that required on searching docu-

ment O(0.11n-63). As shown on figure 10. While the increasing size of the file versus 
time O(18.04n-74.2). While the results of tests on recall and precision of 7 keywords 
on the 100 documents (figure 11). It appears that search engines have a maximum 
recall and a reasonable precision. 
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7 Conclusion 

Based on the testing results 
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Abstract. In computer vision, the feature(s) of an image can be extracted as in-
formation using deep learning approach. This type of information can be used 
for further processing, for example to establish a visual semantic, which is a sen-
tence that gives a description about the image. Usually this type of information is 
stored in a database point of view, which explains the relation between image 
feature and image description. This research proposes knowledge representation 
point of view to store the information gathered from image feature extraction, 
which in return, some new benefits can be obtained by using this approach. Two 
benefits that can be delivered by using knowledge representation instead of data-
base point of view are integration capability with another source of information 
from related knowledge-based system and possibility to produce a high-level 
specific knowledge. 

Keywords: Representation, knowledge model, image feature extraction, image 
description, semantic network. 

1 Introduction 

Phrase "a picture worth a thousand words" has been used for decades in computer 
graphic, which explains that one picture can be described in one thousand words. In 
image processing area, right now it is a very common and trend research on identify-
ing an image and creates a sentence that can roughly describe what it is in the picture. 
The information extraction process from image to sentence is called visual semantic. 
Based on ACM classification codes, this research area is part of artificial intelligence. 
Where artificial intelligence coded as I.2, then visual semantic is coded as I.2.10 (Vi-
sion and Scene Understanding) along with the Knowledge Representation Formalisms 
and Methods, which is coded as I.2.4. 

Previously it was only a dream to have a computer vision that can actually under-
stand image by creating a sentence that provides the description of the image. But in 
the last 10 years the field of computer vision has made considerable progress. De-
scribed in Figure 1, the process of visual semantic itself consists of 3 steps. The first 
step is to extract locally measured features from an image. The features are invariant 
descriptors that cancel out accidental circumstances of the recording caused by differ-
ences in lighting, viewpoint, or scale. The second step is to project the descriptors per 
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pixel onto one of thousands of words. These are summarizations of one local patch of 
the image describing a single detail: a corner, texture, or point. In the third step, a 
machine-learning algorithm converts the visual words into one of the semantic con-
cepts. In fact, it assigns a probability to all of the concepts simultaneously. These 
probabilities are used to rank images in terms of concept presence [1]. 

 

 

Fig. 1. General scheme for detecting visual concepts in images (Source: [1]) 

The visual semantic of the image, which creates feature extraction, can be de-
scribed by using several methods, but still the output has the same elements, which is 
a vector. Visual semantic extracts some features from the image to identify objects in 
the image. This process produces a mid-level of semantic concepts. But human, on 
the other hand, can create a high-level specific semantic concept, based on their 
knowledge and emotion. The problem with feature extraction is the output is still in 
mid-level semantic concepts, where human can extract the concept and also relating 
them with other knowledge and experience (http://www.research.att.com/projects/ 
Video/VisualSemantics/). This is explained in Figure 2. The gap between machine 
output and human output is called semantic gap. Shortening the gap is the problem 
that we would like to rise into our attention by proposing an introduction of know-
ledge model to be utilized as a media to store and manage the information obtained 
from image feature extraction. 

If we want to shorten the gap between machine extracted information (mid-level 
semantic concepts) and human observed information (high-level information), we 
believe it will be prudent to insert a model that has the ability to store the machine 
extracted information and be used to provide relationship with other knowledge ga-
thered from another source. This research proposes an intermediary process in the 
machine learning, where a knowledge model is introduced into the machine learning. 
Proposing knowledge model within the machine learning is to ensure that a high-level 
specific can be attained by using the information stored in the model. 
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Fig. 2. Semantic gap between machine's extracted information and human's observed informa-
tion (Source: http://www.research.att.com/projects/Video/VisualSemantics) 

2 Related Works 

Knowledge is a proposition that contains facts and is definitive, while representation 
is a relation between two domains, the symbol and what the symbol represents. 
Knowledge representation is a field of study that explores symbol formalism, which is 
used to represent knowledge [2,3]. Knowledge itself has many interpretations and so 
far there have been no agreed definitions for knowledge. Although there are no defini-
tive definitions for knowledge, we can look at several aspects, machine learning,  
expert systems, and knowledge management. In machine learning, information is ac-
quired and retained (stored) for future recall to obtain knowledge from the existing 
information. In an expert system, information is acquired from an expert's knowledge 
and retained for future recall to obtain the expert's knowledge. In knowledge man-
agement, a large amount of knowledge is also basically stored in information fact 
types, which will be easily recalled to expand the user's knowledge. 

Every knowledge representation needs a specific language to provide an optimal 
way to represent a symbol. The symbol itself is needed to represent the knowledge in 
such a way that it can be easily understood by a simple machine, that is, a program. 
Language will provide an effective way to represent knowledge using three aspects 
[2], which are as follows. 

1. Syntax, to define how the formalism of knowledge representation forms a sen-
tence with clear and standard structure by building it with logical symbols (punc-
tuation, connectives, variables) and non-logical symbols (function and predicates) 

2. Semantic, to define how the formalism of knowledge representation forms a sen-
tence with a structure that can be understood through: 
a. interpretation 
b. denotation 
c. satisfaction 

3. Pragmatic, to define how the formalism of knowledge representation forms a 
meaningful sentence. 

Knowledge representation is a branch of artificial intelligence, which is a field of 
study that explores how to represent information that is acquired from anywhere in a 
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format that can be understood by a program. A program here refers to a knowledge-
based System, such as a machine learning system or an expert system. The knowledge 
representation itself can also be described as a knowledge model, because it can ex-
plain the model of the knowledge, the syntax and the semantics of the information. 
When we choose the model of knowledge it depends on three aspects [4]. 

1. Problem, what is the problem to be addressed? 
2. Goal, what should the knowledge fulfill? 
3. Proposed solution, how does the knowledge solve the problem? 

Knowledge model is used to represent knowledge that is declarative with specific 
and definitive meaning. A declarative sentence that fulfills all 3 aspects (syntax, se-
mantic, and pragmatic) can be used to establish knowledge representation using sev-
eral formalism [2], [4]: 

1. Semantic Network, such as ontology, IS-A link, and On Concept Algebra, con-
centrates on expressing the taxonomic structure of categories of objects and the 
relations between them  

2. Frame, to store knowledge acquisition from NLP (Natural Language Processing), 
focuses on parsing and store key point information 

3. Production System, such as Rule-based (IF-THEN), reflects the notion of conse-
quence 

4. Logic-based, such as First-Order Logic and fuzzy logic, enhances the detail ex-
pressiveness of other knowledge model (Semantic Network, Frame based, and 
Production System) 

Logical foundations for interpreting semantic networks are to create a clear distinc-
tion between the intensional logic of terminological definitions, and the extensional 
logic of asserting properties of individuals. This distinction led to the separation of the 
‘T-box’ and ‘A-box’ in later implementations of representation and inference systems 
deriving from semantic networks. It became accepted in the 1980s that semantic net-
works should be treated as a visual language for some subset of FOL without any extra 
logical inference capabilities, and that inference systems based on them should be as-
sessed in terms of soundness and completeness in the same way as any other proof sys-
tem for a formal logic [5]. This foundation provides a basic background on why this 
research propose semantic network as the knowledge model to represent the feature 
information extracted from image. 

When an image is processed to extract the features in the image, the output of the 
information is a series a variable that contain a specific numerical value. This series of 
numerical value is called vector, which will be processed further to find similarity or 
distance between vectors. The similarity of several vectors will define the feature cha-
racteristic of the image [6,7], thus the relation between a specific image feature and 
the distance vector should be stored and maintained for further process by artificial 
intelligence. 
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Fig. 3. Image descriptor that shows output of the feature extraction is vector [7] 

This research proposes a knowledge model to represent the relationship between a 
specific image feature and the vector that describe the distance between sample vec-
tors. This relationship will be stored in knowledge model, especially in semantic  
network representation, to be utilized further for enhancing the visual semantic. The 
utilization of knowledge model in this process is to gain benefit for integration with 
machine learning. This integration can further provide high-level visual semantic 
based on another source of information. 

By providing knowledge in multiple knowledge-based systems, we can create 
knowledge transfer, knowledge integration, and knowledge sharing. The knowledge 
transfer capability ensures all the knowledge within one system can be transferred to a 
new system. The knowledge sharing capability ensures the knowledge within one 
system can be shared to enhance the knowledge of another system. The knowledge 
integration capability ensures the knowledge within one system can be used by anoth-
er system [4]. This research will use knowledge integration between knowledge-based 
systems to create new knowledge. The capabilities are shown in Figure 4. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Knowledge Transfer, Sharing, and Integration between 2 systems [4] 
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3 Proposed Solution 

The gap between mid-level semantic concept and high-level specific semantic  
concept can be reduced if the mid-level is stored in a specific knowledge model. The 
information stored in the knowledge model can be further collaborated with the in-
formation obtained from another source to create high-level specific knowledge. By 
combining the mid-level semantic concept with information from another knowledge-
based system, it will provide a mechanism to obtain high-level specific knowledge. 
This mechanism is explained in Figure 5. 

 

 

Fig. 5. Knowledge integration to obtain high-level specific knowledge 

From sample images we can extract low-level features, which are vectors of a fea-
ture that highly related to the image itself. These vectors naturally will be processed 
by Image Descriptor to obtain a distance vector that we would like to relate to a spe-
cific feature. The relation between distance vector and the feature it represent is the 
mid-level semantic concept, which is highly related with only the given sample im-
ages. To achieve the high-level specific knowledge, we need to store the mid-level 
semantic concepts in a specific knowledge model within a KBS (knowledge-based 
system) and integrate the knowledge within with another source of information from 
another KBS to obtain a high-level specific knowledge. 

The knowledge model we propose in this research is the semantic network, that 
provides knowledge representation in a visual network with nodes (knowledge atoms) 
and vector labeled interconnection that interconnect between nodes [4]. The reason 
why we choose the semantic network for the knowledge model to represent the rela-
tion between distance vector and the feature it represent is because semantic network 
has good representation for integration with another knowledge-based system because 
of the interconnection that can easily be connected with another semantic network 
from another knowledge-based system. 

We propose semantic network knowledge model to store mid-level semantic con-
cept. Because the mid-level semantic concept is in the format like Formula 1 where 
the knowledge atom is a relationship between distance vector and the feature it 
represented, we design the knowledge model to consist of nodes where each node 
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provide a storage to place the relationship and interconnection where each intercon-
nection provide an explanatory of the relation between nodes. An example of the vi-
sualization of semantic network is drawn in Figure 6. In this figure each node contains 
one KA or knowledge atom (a relationship between a vector and a feature). Every 
node has a profile that describes the attribute of the knowledge atom, for example 
noun, object, verb, etc. Each of the node has a minimal one relation network with 
another node that describe the similarity with another node that share similar profile 
that use Levenshtein function described in Formula 2. 

 
Vector : {a1, a2, a3, …, an)  ↔  feature   (1) 

 
 

     

(2)

 
 

 

Fig. 6. Proposed semantic network knowledge model to store the mid-level semantic concept 

4 Implementation Design 

The implementation focuses on the establishment of knowledge-based system (KBS) 
to provide intermediary storage and processing to produce high-level specific know-
ledge. The mid-level semantic concepts is not the focus since it has already done by 
recent research [8] where more than 21,000 sample images are used as a data set to 
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produce the mid-level semantic concept data. In this research, the image feature from 
this data set was extracted using java library JFeatureLib (https://code.google.com/ 
p/jfeaturelib), which in return provide data vector that will be stored in KBS. For 
representing the knowledge of the image feature, this research uses Protégé a tool 
provided freely to implement a semantic network (http://protege.stanford.edu). The 
"individuals" in Protégé represents the distance vector or mid-level semantic concept 
where the "class" represents profile of the vector. The "properties" in Protégé 
represents the similarity between profiles of the vector that will be used to help choos-
ing the appropriate KBS. 

To provide integration between KBS, this research uses knowledge query and ma-
nipulation language (KQML) [9]. This language provides the ability to retrieve in-
formation from a specific KBS and uses it to enhance a conclusion from several KBS, 
which in this case is to provide high-level specific knowledge. KQML provide two 
mechanisms beneficiary in this research, which are how to find which KBS has the 
data (mid-level semantic concept) needed and how to initiate and exchange the data. 
Another major problem that has to be resolve in this research is how to create a high-
level specific knowledge from several mid-level semantic concepts obtained from 
each KBS. 

5 Proposed Benefits 

By providing a mediatory for storing the mid-level semantic concept using a semantic 
network knowledge model within knowledge-based system, we can obtain the high-
level specific knowledge by integrating with another source of information. This 
source of information can be found from another related knowledge-based system that 
can supply additional information as premises to obtain a new and more high-level 
specific knowledge. By integrating with several knowledge-based systems, we can 
even obtain much more high-level specific knowledge. This is the reason why we 
propose semantic network as the knowledge model to represent the mid-level seman-
tic concept, because with semantic network we can easily interconnect a knowledge-
based system with another. 

6 Conclusion and Future Works 

An image descriptor can only output a vector that represent a feature from images. 
The extracted features are highly related with the content of the image itself, which is 
why we identified them as mid-level semantic concept. There is no possibility for 
image descriptor to provide a high-level specific knowledge. This semantic gap is the 
problem we want to resolve. Our research is to propose a knowledge model that store 
the vector in semantic network and use them with another source of information to 
obtain a new and high-level specific knowledge. 

As a future work, we are going to implement the semantic network using Protégé 
and KQML for integration and use them to overcome the semantic gap by creating a 
high-level specific knowledge. 
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Abstract. Back-of-book index page is one of navigation tools for reader. It 
helps reader to immediately jump to a page that contains relevant information 
regarding a specific term. It helps reader to retrieve information about specific 
topics in mind without having to read the complete book. Indexed terms are 
usually determined by author based on one’s subjective preference on what 
indications should be used to decide whether a term should be indexed and 
what pages are relevant. Therefore, indexing a book inherits subjectivity of 
author side. The book size is proportional to the indexing effort and 
consistency. This leads to the fact that page numbers are not always referred to 
relevant pages. This paper proposes an approach to identify relevancy of a page 
that contains an indexed term. This approach measures the semantic relation 
between indexed term with the respective sentence in the page. To measure the 
semantic relation, the approach utilizes semantic distance algorithm that based 
on Wordnet thesaurus. We measure the reliability of our system by measuring 
its degree of agreement with the book indexer using kappa statistics. The 
experimental result shows that the proposed approach are considered as good as 
the domain expert, given average kappa value 0.6034. 

Keywords: book indexing, back-of-book index, relevant page number, semantic 
relation.  

1 Introduction 

Back-of-book index has been part of book publishing for decades. Reader uses back-
of-book index as a mean to instantly jump to a specific page(s) suggested to contain 
respective indexed term. This facility is suitable to satisfy the need of a reader who 
would like to retrieve relevant information about specific topic in mind without 
having to traverse through the book.   

Set of indexed terms should represent topics discussed within a respective book 
[1]. An indexed term may take a form of a word, phrase, or alphanumerical text. Let’s 
consider following example which illustrates a snapshot of a back-of-book index. 

Software   11 
Software Engineering     11,42 
Software Requirements   77 
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From the example we can see that a back-of-book index contains a list of indexed 
terms. Each indexed term indicates a term which is considered important and relevant 
to the book and a list of page numbers. Each page number of a term refers to a start of 
a sequence of pages contain the respective term. The amount of indexed terms grows 
relatively proportional to the number of book pages.   

Author of a book usually selects terms to be indexed by analyzing documents 
manually based on one’s expertise.  The author bases the selection on one’s subjective 
judgment. The author judges whether a term resides in the book is highly important 
and relevant with the main topic of the book or not. If it is then the term is listed in the 
back-of-book index. Furthermore, the author also need to judge whether each page 
that contain the indexed term indeed focusing the discussion or description on the 
respective indexed term or on other term.  

Many sound proof algorithms available for extracting topics out of a text 
document. There are a number of works related to book indexing. Lahtinen 
[2]extracted indexed terms from document by combining the frequency of word 
appeared in the document and the result of linguistic analysis. Duque and Lobin [3] 
used natural language processing and ontology to find indexed term of a document. 
Medelyan and Witten [4] introduced KEA++, a machine learning for extracting terms. 
The algorithm is trained using indexed term candidate features which are originated 
from tf*idf weight and position of the indexed term first occurrance. To our 
knowledge, there is no previous work has been done in addressing the second issue of 
book indexing, i.e. identifying which page number that refers to a relevant page. 
Modern word processors, such as Ms. Word and TeXMaker, nowadays provide a 
mechanism to create back-of-book index from a book that is being composed. But 
author still needs to tag a mark on a candidate indexed term manually in order to be 
appeared in the index list. When the amount of book pages is larger, then the author 
consistency in judging whether a page is relevant or not is decreasing and the time 
consumed for this effort is extremely long. Therefore, our work is proposing an 
approach for identifying relevant page numbers for indexed term of a textual book. 
This approach can be used to help creating book indexed automatically. It is also as 
reliable as the human expert. 

2 Indexed Terms and Page Relevancy 

Inaccuracy and inconsistency in book indexing may be indirectly caused by the fact 
that indexing is relatively an expensive task. The list of indexed terms is subjective to 
perspective of the indexer (usually the author) on what terms are important and 
relevant to the main topic and which pages are relevant to each indexed terms. 
Selecting indexed terms and its relevant page numbers require expertise of the indexer 
on the context of the book and also domain of the main topic of the book.  
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Two mistakes that commonly found in book indexing, especially determining 
relevant page numbers, are indexed terms are not found in the referred page and 
unrecognized relevancy between the text in the referred page with the respective 
indexed term [1]. Let’s consider the following example from a book entitled “Working 
with objects The Ooram Software Engineering Method” written by Reenskaug  et al. 
(2001). Considering a term “type” as one of the indexed terms which appears in page 
number 27 and 370. 

The type is the "what" abstraction. (page 27) 

“Investment decisions are currently dominated by people who alternate between 
both types of activities, who understand the needs of production and the potential for 
improvement in the reusables.”  (page 370) 

Both texts, in this case is two sentences, in page 27 and 370 contains the term 
“type.” The indexed term “type” in the book refers to an abstraction of set of objects 
that have the same functionalities and attributes. The term “type” in page 27 indeed 
relevant to the context of indexed term “type” in the book. On the other hand, the 
term “type” in page 370 is not relevant to the context of indexed term “type” in the 
book. The sentence does not focus on  the term “type”.  

3 Relevant Page Number Identifier 

Our approach is divided into three main processes. The first process is sentence 
preprocessing. It converts a document element into a list of base-form words. The 
document element is selected from a referred page because it contains the indexed 
terms. The selected document element is then considered as a selected sentence. It 
starts by tokenizing the sentence to produce a list of tokens. Then the process removes 
any stop-word token. After all stop-word tokens are removed, the process reduces any 
inflected or derived part of word in a token and returns its base form.  Consider the 
previous examples of indexed term (t) “type” and sentence s1 and s2. 

t      :  type   
s1 (p. 16)  :  The type is the "what" abstraction.   
s2 (p. 43) :  Investment decisions are currently 

dominated by people who alternate between 
both types of activities, who understand 
the needs of production and the potential 
for improvement in the reusables.” 

The sentence preprocessing process converts each sentence (s1 and s2) into a list of 
tokens. Any token that contains stop-word is removed. Each non-stop-word token is 
stemmed to get its base form. Given s1 and s2, the sentence preprocessing produce 
the following lists.  
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s1:  “type”, “abstraction” 
s2:  “investment”, “decision”, “current”, “dominate”, 

“people”, “alternate”, “type”, 
“activity”,”understand”,”need”,”production”,”potenti
al”,”improvement”,”resuable” 

 
The second process is semantic relation measurement. It measures how close a 

sentence relates semantically to the context of the indexed term.  It utilizes Wordnet 
thesaurus and uses fast-heuristics algorithm to measure the semantic relation between 
term and list of words produced from the first process [5].  The process first measures 
word relevancy between the indexed term with each of tokens of a sentence. The 
words relevancy measurement is represented as matrix M with the size of m×n, where 
m is the  number of words in t and n is the number of tokens from the given sentence 
(s1 or s2). The value of Mij represents the degree of relevancy between ti and tokenj, 
in the scale of 0 to 1.  If both words are found in Wordnet, the word relevancy 
measurement uses Wu and Palmer semantic similarity measurement formula [6]. If 
any of the words is not found in Wordnet, then word relevancy measurement uses 
Levensthein Distance Similarity formula [7]. Consider the aformention example, with 
term t and two lists of tokens (s1 and s2) . Fig. 1 shows the result of measuring the 
word similarity between indexed term t and each word in each of sentences.  

Given the word relevancy measurements of matrix M, then the process calculates 
the degree of sentence relevancy of a given sentence. The sentence relevancy 
measurement is using a simple fast-heuristic [5]. Given the aforemention example, we 
can calculate the sentence relevancy of sentence s1 and s2 respectively as: 

 Relevancy (t,s_i )=(∑max 〖value col_i 〗 +∑max 〖value row_j 〗 )/(i+j)    (1) 

Relevancy (t,s_1 )=(1+1.6)/(1+2)=0.8667   
Relevancy (t,s_2 )=(1+2.97)/(1+14)=0.2647   

s1 

t 
type abstraction 

type 1 0.6 
 

s2 

t 
investment decision current dominate people 

type 0.43 0.43 0.11 0.11 0.67 
 
 

alter-

nate 
type activity understand need production potential improvement reusable 

0.62 1 0.4 1 0 0.71 0.4 0.43 0.12 

Fig. 1. Result of words similarity measurement of indexed term t 
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The last process in relevant page number identification is the pigeon hole process. 
This process classifies a page number as relevant or irrelevant based on its sentence 
relevancy value. Given a contant threshold r-value, a page number that has sentence 
relevancy higher than r (Relevancy(t,si) > r)   is considered a relevant page number, 
while a page number that has sentence relevancy equal or lower than r 
(Relevancy(t,si) ≤ r) is considered irrelevant page number.  

The value of r is determined by using trial and error method. The initial value of r 
is set as 0.5. In the second iterations we increased and decreased the value by 0.1 
repeatedly. Based on the most reliable result (indicated by the kappa value [8]), we 
decided the new r-value. In the third iterations, we increased and drecreased the value 
by 0,01 repeatedly and select the new r-value. We repeated this step until we found  
the optimum r-value. 

4 Result and Discussion 

4.1 Testing Data Set 

For our experimentation, we composed a testing data set. The testing data set is used 
to measure the performance of our approach. The data sets are composed from 31 e-
books that contain back-of-book index pages. The books are chosen from eight 
different disciplines. For each e-book we randomly selected a number of indexed 
terms. For each indexed term we prepared a relevant and irrelevant pages based on its 
back-of-book indexes. For the relevant page, a domain expert selected the most 
relevant sentence (and contains the indexed term) in the page referred by respective 
page number. For the irrelevant page, a domain expert also selected a sentence (that 

contains indexed term) in the page not referred by respective page number. Both 
sentences should contain the respective indexed term. In total we have 1454 sentences, 

Table 1. Experimentation Result 

Domain 
Number of 

Books 
Number of 

Terms  

Computer Science 6 125 

Economy  3 56 

Social and Politics 6 210 

Education 3 29 

Biology 3 108 

Theology 3 50 

Business 3 87 

General 4 62 

Total 31 727 
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which consist of 727 indexed terms. Table I shows the information about books used 
for composing our data set. 

4.2 Experimentation Scenario 

The experimentation scenario aims to identify the best threshold (r-value) given the 
degree of agreement between human expert and our proposed approach. This 
agreement is measured by kappa value [8].   The experimentation is conducted in two 
phases. In the first phase, we run the test over the data set ten times given the r-value 
range from 0.1 up to 1.0 with an interval of 0.1. The result is shown in Table II.   We 
can see almost in all discipline the best threshold is in 0.5, except for books which is 
categorized as General. The highest and the lowest kappa values given threshold 0.5 
are 0.78 for Theology books and 0.464 for General books. Table III shows average 
kappa value of each corresponding threshold. Notice that the threshold 0.5 produces 
the highest kappa value, i.e. 0.6034. The result suggests that the best threshold may  
 

Table 2. The κ for Each disciplines: 1st phase 

r 
Comp 

Science 
Economy Social 

Politics 
Education 

0.1 0.000 0.000 0.000 0.000 

0.2 0.000 0.000 0.000 0.000 

0.3 0.016 0.000 0.004 0.000 

0.4 0.096 0.214 0.104 0.172 

0.5 0.768 0.482 0.619 0.655 

0.6 0.632 0.089 0.247 0.310 

0.7 0.384 0.035 0.119 0.103 

0.8 0.200 0.035 0.080 0.103 

0.9 0.128 0.000 0.071 0.103 

1.0 0.112 0.000 0.066 0.103 

 Biology Theology Business General 

0.1 0.000 0.00 0.000 0.000 

0.2 0.000 0.00 0.000 0.000 

0.3 -0.009 0.02 0.022 0.033 

0.4 0.166 0.24 0.057 0.167 

0.5 0.518 0.78 0.494 0.464 

0.6 0.240 0.56 0.252 0.516 

0.7 0.111 0.32 0.195 0.439 

0.8 0.108 0.20 0.126 0.266 

0.9 0.074 0.14 0.114 0.125 

1.0 0.064 0.12 0.091 0.109 
 

Table 3. the Average κ: 1st 
phase 

r κ 

0.1 0.0000 

0.2 0.0000 

0.3 0.0097 

0.4 0.1325 

0.5 0.6034 

0.6 0.3480 

0.7 0.2067 

0.8 0.1324 

0.9 0.0918 

1.0 0.0809 
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lie within 0.4 to 0.6 given the fact that the general pattern of kappa values seems to 
consistently increase from 0.4 to 0.5 and decrease from 0.5 to 0.6 given the highest 
point is in 0.5.  

Table 4. The κ for Each disciplines: 2nd phase 

r 
Comp 

Science 
Economy 

Social 
Politics Education 

0.45 0.400 0.410 0.342 0.517 

0.46 0.464 0.410 0.409 0.586 

0.47 0.496 0.428 0.480 0.689 

0.48 0.568 0.446 0.557 0.689 

0.49 0.704 0.446 0.580 0.655 

0.50 0.768 0.482 0.619 0.655 

0.51 0.776 0.410 0.566 0.551 

0.52 0.792 0.357 0.519 0.551 

0.53 0.802 0.303 0.495 0.379 

0.54 0.752 0.196 0.466 0.413 

0.55 0.728 0.178 0.400 0.379 

 Biology Theology Business General 

0.45 0.305 0.560 0.218 0.274 

0.46 0.324 0.680 0.287 0.370 

0.47 0.370 0.660 0.310 0.419 

0.48 0.425 0.700 0.390 0.451 

0.49 0.472 0.740 0.448 0.451 

0.50 0.518 0.780 0.494 0.451 

0.51 0.481 0.760 0.505 0.483 

0.52 0.462 0.780 0.494 0.500 

0.53 0.379 0.720 0.459 0.516 

0.54 0.342 0.740 0.459 0.467 

0.55 0.305 0.740 0.413 0.435 

 
In the second phase, we repeated the experimentation by running the test over the 

same data set ten times given the r-value range from 0.45 to 0.55 with an interval of 
0.01. As already mentioned, we repeated the experimentation to find the most reliable 
threshold, i.e. producing relatively highest kappa value. The result can be seen in 
Table IV. We can see that the best thresholds of each discipline are relatively varied. 
They are between 0.47 until 053. Table V shows average kappa value of each 
corresponding threshold. Notice that the threshold 0.5 still produces the highest kappa 
value, i.e. 0.6034. Based on this second phase result we can assume that threshold 0.5 
produces the best kappa value. It can be used as threshold in determining page 
relevancy given an indexed term in back-of-book index. According to Landis and 
Koch [9] on interpretation of kappa value, we can see that our approach is 
considerably substantial in term of reliability compare to the domain expert judgment.  
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Fig. 2. Result of words similarity measurement of indexed term “formost” 

It has average kappa value of 0.604, with 0.4611 and 0.7800 for the worst and best 
cases respectively, given the optimum threshold 0.543. 

From the experimentation we also noticed that for a relevant page number (i.e. one 
that is listed in the back-of-book index) where our approach considers it as irrelevant, 
the sentence relevancy measurement is low. Let’s consider the following sentences s3 
and s4 and term t1 from “International Marketing” written by Sak Onkvisit and John J 
Saw (2007).  

t      :  foremost   
s3 (p. 296) :  “In Asia, Foremost sells chocolate and 

strawberry milk instead of lowfat and 
skimmed milk.”   

s4 (p. 336):  “First and foremost, a package must be 
functional in the sense that it is capable 
of protecting the product at minimum cost.” 

Sentence s3 is the sentence selected from the page number listed in the back-of-
book index. Sentence s4 is the sentence selected from the page number not listed in 
the back-of-book index. Fig. 2 shows word similarity between indexed term 
“foremost” with each word in each sentences. The relevancy between indexed term 
“foremost” and sentence s3, i.e. Relevance(t, s3), is lower (0.269) than sentence s4 
(0.34). Wordnet fails to recognize the relation between the indexed term “foremost” 
with words that form the sentence (except for the word “foremost”, the maximum 
word relevancy value is 0.12). This is because the thesaurus is still limited and the 
work of recording the relation between words is still ongoing.  

Another reason for the low relevancy measurement of relevant page may be related 
to the sentence length. Low relevancy tends to happen to long sentences. Consider the 
following two terms, i.e. “liquidation” and “subscriptions”, from “Tax Deductions for 
Professionals” by  A.S. Fishman (2008). 

t1     :  liquidation   
s5 (p. 47):  “Moreover, if the property is distributed to 

the shareholders on liquidation, they will 
have to pay tax on the amount that the 
property’s fair market value exceeds the tax 
basis of their shares.”   

t2     :  subscriptions  
s6 (p. 327): “License Fees, Dues, and Subscriptions.”   
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Fig. 3. Result of words similarity measurement of indexed term “stored procedure” 

Given the indexed term t1, s5 is a relevant page with Relevance(t1, s5) 0.4058. The 
sentence s6 is a relevant page for indexed term t2. with Relevance(t1, s5) 1.0. The 
relevancy score of s5 is relatively lower compare to s5. Since word relevancy is A word 
has relatively few senses. This means that the higher semantic similarity of a word-sense 
pair, the less number of the pairs. The lower semantic similarity of a word-sense pair, the 
more number of the pairs. Therefore, long sentences tend to have more words with low 
similarity value compare to short sentences.   

Although the experimentation result shows that the proposed approach is 
considerably reliable, the approach has not considered the fact that a term may 
comprise of more than one word, namely a phrase. The aggregation of relevancy 
between a phrase (in a token) with its indexed term may not represent the relevancy of 
the token with the indexed term. That is, the aggregation of relevancy between 
separate words of an indexed term (if itcomprise of more than one word) with a token 
may not represent the relevancy of the indexed term with the token. Let’s consider the 
following example from a book entitled “Microsoft SQL Server 2000 – Database 
Design” written by Rozanne M. Whalen (2000).  

t     :  stored procedure  
s7 (p. 19):  “You can create a stored procedure to 

perform a series of Transact-SQL commands on 
your server.”    

During sentence processing, the term “stored procedure “is tokenized into separate 
tokens which contains each single word, i.e. “store” and “procedure”. The term is 
later treated as separate token regardless its semantic meaning. Fig. 3 shows word 
similarity of indexed term “stored procedure” with each word in sentence s7. Since 
the term “stored procedure” is treated as two terms, i.e. “store” and “procedure”, the 
degree of semantic similarity between the indexed term “stored procedure” with each 
token within s7 is different with the degree of semantic similarity between the term 
“store” or “procedure” with each token within s7.  

The issue lies in the fact that Wordnet only provide word-sense pair but not phrase-
to-word-sense or phrase-to-phrase-sense pair. Wordnet has not sufficiently supported 
English phrases. There are two things that need to be done. First, additional work 
needs to be done to compose a Wordnet-like thesaurus that support English phrases. 
Second, the sentence preprocessing process needs to be improved to handle phrases. 
The process should be able to tokenize a phrase from a document element. Given the 
two improvements, the issue is expected to be solved. 
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5 Conclusion 

Our work focuses on providing an approach to identify which page number refers to 
page that is relevant to given indexed term mentioned in a back-of-book index page. 
The approach relies on measuring the semantic relevancy tween a page (i.e. a 
sentence in a page that contains an indexed term) and the indexed term using a lexical 
database.  Our experimentation shows that the approach is considerably substantial in 
term of reliability as a domain expert in page number identification for back-of-book 
index, with kappa value of 0.6034. 

Our future work includes improving the approach to handle phrase in indexed 
terms and document element. In order to work on this issue, we need to improve a 
lexical database to handle all phrases and improve the sentence preprocessing process 
to recognize terms that made of more than one word.  Furthermore, future work also 
includes improving the reliability of the approach by experimenting with different 
attributes of a page (such as, paragraph, word frequency, weight, etc.) and different 
approaches (such as, the use of data mining and ontology).  
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Abstract. In stock market, prediction of the stock price fluctuation has been 
important for the investors. However,  it is hard for the beginner investors to 
predict the stock price changes due to the difficulty of estimating a company's 
state makes. To estimate company's state, we propose the suitable model using 
Spherical-Self Organizing Map that is integrated frequency vector and Hidden 
Markov Model to estimate hidden state from the time series data. On this paper, 
the power company stock price movements are used as the time series data, and 
we also show a result using improved the Self Organizing Map. 

Keywords: Self Organizing Map, Hidden Markov model, stock price movements. 

1 Introduction 

In current capital markets, a variety of time-series information is used to make deter-
minations about the state of investments. However, it is extremely difficult for private 
investors to analyze such enormous amounts and various types of data to infer the 
hidden state of a firm. Therefore, in this paper we will propose a learning model 
which can infer the state of firms and classify them on a map as an approach to more 
easily analyze information on a firm and determine the state of the firm. As part of 
this approach, self-organizing maps, which can classify similar types of data on a map 
using unsupervised learning, and Hidden Markov Self-Organizing Maps, which in-
corporate Hidden Markov Models to infer hidden states, were used but found to be 
insufficient for classification [1]. Consequently, we made some improvements to 
traditional learning models and developed a Frequency Integrated Spherical Hidden 
Markov Self-Organizing Map (F-S-HMM-SOM), which integrates frequency vectors 
into the learning nodes of the self-organizing maps in order to take into account the 
symbol output frequency of time-series data, and we conducted experiments to test 
whether the classifications – in comparison with traditional learning models – were 
being done on the basis of a firm’s internal state. With the use of F-S-HMM-SOMs, 
not only can hidden states be extrapolated from given data – self-organization also 
allows us to obtain intermediate and relative states in the data during the mapping 
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 : Refers to the th set of strings, and is the format of the input data of the F-
S-HMM-SOM.   
 ,  , ··· , ,  is the representation where ,  represents all strings in-

cluded in the set of strings, and the parameters of the HMM in each node within the 
neighborhood learning range are updated as the learning takes place to plausibly gen-
erate these string sets.  

 
The flow of the learning algorithm is as set out below. 
 

1. Initialization of the Spherical Map 
The HMM parameter, , and the frequency vectors for node  of each sphere 
are assigned random values on initiation. 

2. Calculation 
With respect to the input data , the Euclid distance  between the likelih-
ood,  of each of the HMM parameters  at 20 updates using the Baum-
Welch algorithm and the frequency vectors ,  , … , ,   and input fre-
quency vectors ,  , … , ,   for each node is computed as follows:  max                                                    1  

, ,                                          2  

Here,  is the Forward algorithm, and can be obtained from the dynamic pro-
gramming algorithm based on the recursive formula in formula (3). 1 ,                                                   3  

However, the HMM parameters  in (3) are virtually replaced by the new parame-
ters,  , ,  based on the following formulas of the Baum-Welch algorithm [2]. 

, ,∑ , ∗∗                                                             4  

∑ ∗∗                                                           5  

The expected values ,   in (4) and (5) can be obtained from the following for-
mulas: 

, 1 · , · 1 · 1                 6  
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1 ·:                                      7  

Here,  is the Backward algorithm and can be obtained from the dynamic pro-
gramming algorithm based on the recursive formula in formula (8). 1 , ·                                                 8  

Also for (8), formulas (4) and (5) are followed when there are updates and  is 
calculated using the new parameters.  

However, in the program these calculations are done by securing separate memory 
and substituting virtual parameters so that the calculations do not actually change the 
parameters in the nodes.  

3. Finding the Winner Nodes 
However, with respect to the input data, node  that fulfills the following formula 
shall be designated as a Winner node.   1 · ∗

                  9  

Here ∗has been normalized so that the maximum value is 1. 

4. Updating the Winner Nodes 
The HMM parameters of Winner nodes are updated 20 times using formulas (4) 
and (5) of the Baum-Welch algorithm, and all elements, ,  of the frequency vec-
tor  are updated to ,  following the formula: 

, , , ,  

Here,  is the learning rate and takes the range 0< <1. 
 

5. Updating the Neighbors 
Based on the SOM learning algorithm, the parameters of the neighboring nodes ap-
proach the parameters of the Winner nodes. 
 

6. Updating the SOM Parameters 
As the learning parameters, such as the learning rate and the neighborhood range, 
are updated in the SOM, steps 2-4 are repeated for the number of times of training. 
The neighborhood range is designated by its solid angle with the Winner nodes and 
is made to become smaller with an increase in training (Fig. 2). The learning rate 
will also become smaller in value as training increases. 

• Consideration of Symbol Output Frequency 
The input frequency vector handled by the F-S-HMM-SOM learning algorithm 
contains data that has vectorized the symbol output frequency of the symbol sets  
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4 Conclusion 

Taking into account the frequency of output symbols, the states of firms and connec-
tions between time-series were properly classified. Furthermore, the relationship  
between the distances in the mapped data do not necessarily reflect the degree of si-
milarity between the data, but these relationships at times are mapped so that down-
ward-trending and stagnant trends move away, while at other times they are mapped 
at the most far-removed point from the downward and upward trends. In the future, it 
can almost certainly be said that there will be a necessity for the development of a 
system that automatically color codes these maps; further, there are a variety of points 
that must be considered to determine whether or not using these kinds of classification 
results can predict transitions in the state of a firm. 
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Abstract. Cooperative learning is an approach of learning process to-
gether in small groups to solve problems together. Cooperative learning
can enhance students’ ability higher than individual learning. One of the
key that can affect the success of cooperative learning is formation. Het-
erogeneity in cooperative learning can improve cognitive performance.
The problem is hard and need long time to determine students into an
appropriate group. A student has many attributes that defined their
characteristics from academic factor and non - academic factor, such
as motivation in learning, self-interest, learning styles, friends, gender,
age, educational background of parents, and other explanation of the
uniqueness. The purpose of this study is to determine what is the most
influential attribute in grouping process by calculate the information gain
of each attributes. Then, we can reduce some attributes. The result of
the experiment that the most influential and relevant attribute in the
process of formating a group is learning style.

Keywords: Cooperative learning, grouping students, information gain.

1 Introduction

Cooperative learning is an approach of learning process together in small group
with members of the group to accept differences and solve problems together
[1]. Based on studies, it considered successful learning methods can improve the
learning process more effective. The factor that can be affecting the success of
cooperative learning process is the composition of students in a group [2]. But,
decide formation of a group is not easy. Many teachers divide students into a
group randomly. Whereas it can not be done by choose student randomly [1] [3].
It needs heterogeneous characteristics of students. A characteristic of student
consist of many attributes like gender, attitude, interest of the material, self-
motivation, self-confidence, shyness level and learning performance [4].

Cooperative learning has been extensively researched by many researchers.
Rahel Bekele [4] who build systems for supporting cooperative learning by ap-
plying automatic clustering process. The process of grouping based on academic
factors and non-academic factors. Academic factors consist of the level of school
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facilities, the ability of student to use the language of instruction, the level of
motivation in learning, and self-interest on the subject matter. Non-academic
factors include gender, age, parents’ economic circumstances, educational back-
ground of parents, parents’ educating style, and an explanation of the unique-
ness of the student. Method used in this study is the Bayessian Networks. From
these results, the level of accuracy in classifying 79.8% and the ability of stu-
dents increase 68.29%. Greater than grouping students randomly or classify by
themselves.

Furthermore, research study conducted by same researcher [5]. System im-
proved grouping method based on the attributes of student [4]. The system used
Ant Colony Optimization method for grouping. It showed the Ant Colony Op-
timization can give better performance on grouping students than Bayessian
Networks.

Shuangyan Liu, et al [2] who build IGLS (Intelligent Grouping based on
Learning Styles). IGLS is an online supporting system to automatically grouping
students. IGLS classify students based on learning styles. Where students are
grouped with other students who have different learning styles. This research
has not been tested directly on students.

Many research use different attributes of student to determine the formation
of a group. But, if system use too many attributes it can make grouping process
longer, even students in large number. It is the reason why we need to decrease
number of the attributes by selecting which more relevant.

In this study, we try to find out the most relevant attribute student in learning
groups used information gain. We use many attributes of student to decide group
formation based on the academic factors, non-academic factors and learning
styles of students.

2 Information Gain

Information gain is one of a feature selection method. Feature selection is a
heuristic for selecting the splitting criterion that ”best” separates a given data
partition [6]. This measure is based on work by Claude Shannon on information
theory. Information gain is used to induction of decision tree using this formula:

Info(D) is just the average amount of information needed to identify the class
label of tupel in D. The tuples D on some attribute A having v distinct value,
{a1, a2, a3, , av}, as observed from the training data. If A is discrete-valued,
these values correspond directly to the v outcomes of a test on A. Attribute
A can be used to split D into v partitions or subsets, {D1, D2, , Dv}, where
Dj contains those tuples in D that have outcome aj of A. Information gain is
defined as the difference between the original information requirement and the
new requirement.
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The attribute with the highest information gain, (Gain(A)), is chosen as the
splitting attribute at node N. This is equivalent to saying that we want to par-
tition on the attribute A that would do the ”best classification” [6].

3 Student Model

Student model is a model that stores specific information from students to be
able to recognize the characteristics of students automatically [11]. In this paper,
the student model consist of academic factors, non-academic factors and the
learning style of students.

Academic factors consist of the level of motivation in learning, self-interest on
the subject matter and information of whose have close relation to the student.
Non-academic factors include gender, educational background of parents, and an
explanation of the uniqueness of the student. The last is the kind of the learning
styles of students.

4 Learning Style

Learning style is kind of style of student when they learn something new. Adjust-
ing learning styles in learning process can make students learn subjects easier [7].
There are many kinds of learning styles. In this study we used learning style as
one of the attribute of students. We focused on analyse the VAK learning style.
VAK is an acronym for Visual, Aural, and Kinesthetic as describes in Table 1.
The investigations about learning styles for a student is important.

Table 1. The VAK Learning Styles [9]

Learning Style Characteristic

Visual Preference for using visual resources such as diagrams, pictures
and videos.

Auditory Preference for information that is heard or spoken. Need to talk
about situations and ideas with a range of people.

Kinaesthetic Preference related to the use of experience and practice (sim-
ulated or real). It includes demonstrations, simulations, videos
and movies of real things, as well as case studies, practice and
applications.

Student can know their learning style by answered the VAK questionnaire.
The questionnaire has 30 questions that encourage respondents to reflect and
answer from within their experience, rather than from hypothetical situations
[8]. So, teacher can get students learning styles easily and quickly.
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5 Result and Discussion

There are another step to analyse the students’ attributes, like pre-test, post-test
and collect information of students. The experiment used data from students
who answered the VAK questionnaire, fill the form of personal data, pre-test
and post-test. The objective of the questions is to get the attributes of students
such non-academic factors, academic factors and learning styles of students.
Academic factors consist of the level of motivation in learning, self-interest on
the subject matter and information of whose have close relation to the student.
Non-academic factors include gender, age, educational background of parents,
and an explanation of the uniqueness of the student. As well, based on students’
VAK learning styles. Learning styles as the way students prefer to process new
information including strategies that are consistently adopted to learn [11].

Fig. 1. Research Flowchart

The first phase is to collect data of individual students comprising the stu-
dents’ ability to learn, self-interest on the material, knowing the nearest fellow
students, gender, age, educational background of parents, and information about
the uniqueness of the student. Then the second stage is to provide VAK ques-
tionnaire to determine students’ learning styles. The third stage is pre-test used
online assessment system to determine the performance of student. After that,
teacher classified students into some groups based on their informations.

After each student has a group, they work together to solve problems. Each
student can ask, answer and discuss the subject until they can find the answer of
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Fig. 2. Online Assessment System in Bahasa

the problem and understand the topic of subject. Teacher can stop them when
the time is up to work together.

Students then answer a post-test to measure students’ understanding of the
material. The results of the post-test is the label that used in ID3 classification
models. The questions of post-test are the same as pra-test. Students use an
online assessment system (Fig.2) to do both of the test. Labels are used consisted
of assessment is very good, good, and less. The third label is derived from the
value range of post-test results of students.

The purpose is to determine the attributes that have the highest value of
information gain. By calculating the value of the highest information gain, it
can be seen that the attributes are not correlated with the success of student
learning in groups.

From Table 2, the experiment shows there is an attributes which have the
highest value of information gain. That is learning style factor 0.1. Followed by
value of information gain of family, motivation and friends factor.

Table 2. Value of Gain

No Attributes Gain

1 Live with family 0.06

2 Father educational background 0.044

3 Mother educational background 0.044

4 Interest to the subject 0.024

5 Motivation 0.06

6 Same group as close friends’ 0.06

7 Different learning style 0.1

8 Sex 0.025
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Fig. 3. The most influential attributes in formation of cooperative learning is different
learning style

First thing from the experiment, we can see if when students work with their
friends who have different learning styles, they can do better too. It showed that
if a group formation consists of some students, who have different learning style,
it can improve their learning process better.

6 Conclusion and Future Work

In this paper, we present an experiment, that show the most influential and
relevant attribute in the process of formating a group is learning style. We can
decide the formation of a group based on the learning style first. So, we can
implement learning style factor as main factor to decide the composition of
formation the group in grouping system.

This experiment still have chance to be expanded. In the future we aim to
try implement the model of grouping students to a system. So, the system can
grouping automatically to real learners based on the relation attributes that
affect the cooperative learning process.
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Abstract. The Self-Organizing Map (SOM) is a well-known method for 
unsupervised learning. It can project high-dimensional data onto a low-dimensional 
topology map which makes it an efficient tool for visualization and dimensionality 
reduction. The Particle Swarm Optimization (PSO) is a swarm-intelligence meta-
heuristic optimization algorithm based on the feeding behavior of a swarm of birds. 
In this paper, we have combined these two diverse approaches to form a PSO-
SOM which is applied to clustering problems. The advantage of this method is the 
reduction in computational complexity and increase in clustering accuracy as 
demonstrated by the experimental results. 

Keywords: Self-Organizing Map, Particle Swarm Optimization, machine 
learning, classification, clustering. 

1 Introduction 

Artificial neural networks are used for two types of learning – supervised and unsu-
pervised. In supervised training [1, 2], the inputs as well as the outputs are provided. 
The neural network processes the inputs and compares its resulting outputs against the 
given outputs. The process of successively adjusting the connection weights 
(representing the synapsis in the human brain) so as to minimize the error between the 
given output and the one calculated by the neural net is called supervised learning.  
The supervised learning algorithm analyzes the training data and produces an inferred 
function. This function can then be used to classify new datasets.  In the unsuper-
vised learning, on the other hand, only the input data are provided without the outputs. 
Also known as clustering [3], the task of the unsupervised learning algorithm is to 
group a set of objects in such a way that objects in the same group (called a cluster) 
are more similar to each other than to those in the other groups. Clustering methods 
include K-means, fuzzy C-means, etc.   

The Self-Organizing Map (SOM) introduced by Kohonen [4-6] is a well-known 
method for unsupervised learning. The SOM map consists of a one or two dimension-
al grid of nodes, called neurons. It can project high-dimensional data onto a low-
dimensional topology map which makes it an efficient tool for visualization and 
dimensionality reduction. The SOM algorithm is also robust even when the data set is 
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noisy [7]. Although SOMS can be used in supervised learning [8], they are mostly 
used in unsupervised learning [9-10]. The SOM methodology has been applied  
to problems like anomaly detection [11-12] and pattern recognition in diverse fields 
[13-14]. 

Particle Swarm Optimization (PSO) is an evolutionary computation method mod-
elled on the intelligent behavior of a swarm [15-17]. In order to find an optimal solu-
tion to the problem, PSO uses a number of particles that constitute a swarm flying 
around in the search space looking for the best solution. Each particle is represented 
as an N-dimensional point. Each particle renews its flying based on its own past histo-
ry of flying as well as that of the best particle in the swarm. 

The success of the application of PSO for classification using neural nets has been 
demonstrated in various studies [18-23]. It seems natural to extend the PSO to per-
form automated clustering tasks due to the manner in which particles of a swarm clus-
ter to similar regions over time. In the literature, there are a number of SOM–PSO 
applications. In [23], SOM is trained in the usual manner and then the trained weights 
of SOM are optimized using PSO algorithm. In [24-25], PSO has been used to find 
the optimum number of clusters of SOM. In [26], PSO is used to predict cluster labels 
of a trained SOM algorithm.  

In this study, we apply the PSO algorithm to the evolutionary learning process of 
the SOM. Each node in the two-dimensional SOM grid is modelled as a PSO particle 
which adjusts its weights following the PSO evolutionary mechanism and after sever-
al iterations clusters the SOM input data. The motivation for applying the swarm in-
telligence techniques for the training phase in SOMs is two-fold: (1) to extend the 
swarm intelligence optimization techniques to diverse fields and (2) to reduce the 
computational time required for training the dataset. 

This paper is organized as follows: Section 2 describes the Self-Organizing Map 
(SOM). Section 3 describes the Particle Swarm Optimization (PSO) algorithm. Sec-
tion 4 describes the PSO-SOM novel method for clustering. Section 5 presents the 
experiments results and Section 6 concludes the paper.  

2 Self-Organizing Maps 

The Self-Organizing Map (SOM) consists of a one or two dimensional grid of nodes, 
called neurons. The SOM is an unsupervised learning method used to perform cluster-
ing. By using the SOM, one can examine the similarity in the hard to visualize high-
dimensional input data. By converting the high-dimensional input data into just one or 
two dimensional maps, the SOM reveals the trends and correlations in the high-
dimensional input data. 

The 2-D SOM comprises of a mere two layers - the input layer and the mapping 
layer (Fig. 1). The input which holds all of the input training data is coupled to all the 
neurons (nodes) in the mapping layer. Before training the SOM to perform clustering 
by means of unsupervised learning, the input dataset is divided into training data and 
test data. 
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Fig. 1. Self-organizing Map (SOM) 
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the objective function serves as a measure of the performance of the particles. During 
the search, each particle records two pieces of data: the pbest (indicating the particle’s   
local best), and the gbest (indicating the global best found by the swarm, so far). In 
every iteration, the particles renew their search moves taking into consideration their 
previous pbest as well as the swarm gbest. The process is repeated for a predefined 
number of iterations.   

The notations used in PSO are as follows: The ith particle of the swarm in iteration t 
is represented by the d-dimensional vector, xi(t) = (xi1, xi2,…, xid). Each particle also 
has a position change known as velocity, which for the ith particle in iteration t is vi(t) 
= (vi1, vi2,…, vid). The pbest of the ith particle is pi(t-1) = (pi1, pi2,…, pid) and the gbest  
(i.e., the particle with the optimal function value found in all the previous iterations), 
is denoted by the index g. In a given iteration t, the velocity and position of each par-
ticle is updated using the following equations: 

         vi(t) = wvi(t-1) + c1r1(pi(t-1) - xi(t-1))  + c2r2(pg(t-1) - xi (t-1))     (5) 

 xi(t) = xi(t-1) + vi(t)                             (6) 

where, i =1, 2,…, NP; t = 1, 2,…,T. NP is the size of the swarm, and T is the iteration 
limit; c1  and c2 are constants; r1 and r2 are random numbers between 0 and 1; w is the 
inertia weight that controls the impact of the previous history of the velocities on the 
current velocity. A large inertia weight facilitates global exploration, while a small 
one local exploration. Equation 5 is used to compute a particle’s new velocity, based 
on its previous velocity and the pbest and the gbest. The new velocity is then used to 
compute the particle’s new position (Equation 6).  

1  Initialize population of particles with random positions & velocities 
2  while the termination criterion is not met 
3       for each particle i do  
4            Compute velocity of the particle using Equation (1) 
5                  Update position of the particle using Equation (2) 
6           Evaluate the fitness 
7                 Determine pbests & gbest 
8     end 
9  end 

Fig. 2. Generic PSO algorithm 

4 SOMS Using PSO 

The PSO-SOM training algorithm is shown in Fig. 3. The number of neurons (nodes) in 
the mapping layer is set to m x n. This neuron grid size depends on the size of the input 
data. The value of the neurons in the mapping layer is chosen randomly from the uniform 
random distribution (0-1). For each neuron, the input vector is denoted as Lbest. The 
value of the mapping layer neuron is set as Pbest. The neuron closest to Lbest is called 
the Firing Particle. We use the Euclidean distance formula to calculate the distance. 
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Fig. 3. PSO-SOM training algorithm 
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Pbest: optimal solution found by the particle 
Lbest: input value 
c1: self-reliance of the particle 
c2: reliance of the particle on the group best 
R1 , R2: random number between 0 and 1 
w: inertia weight 
 
This training phase is cycled through T iterations. After the end of the training 

phase, the trained particles are assigned to the respective class. This classification 
accuracy is then tested on the test data.  

5 Experimental Results 

We used the PSO-SOM method for clustering the data sets made publicly available in 
the UCI machine learning repository (http://archive.ics.uci.edu/ml/). The study was 
conducted on the following sets: Wisconsin, New Thyroid, Pima Indians Diabetes, 
Wine and Iris. Each data set was divided into a Training set (70%) and a Test set 
(30%). Adjusting some of the tuning parameters of the PSO algorithm we obtained 
more than 90% accuracy in the train phase as well as test phase of all the data sets 
(Table 1). 

Table 1. Accuracy of train and test models 

 
 
 
 
 
 
 
 
 
 
 

6 Conclusion 

In this paper, we have combined these two diverse approaches to form a PSO-SOM 
which is applied to clustering problems. The Self-Organizing Map (SOM) is a well-
known method for unsupervised learning. It can project high-dimensional patterns onto 
a low-dimensional topology map, making it an efficient tool for dimensionality reduc-
tion and visualization. The Particle Swarm Optimization (PSO) is a swarm-intelligence 
meta-heuristic optimization algorithm based on the feeding behavior of a swarm of 
birds. The advantage of the hybrid method is the reduction in computational complexi-
ty and increase in clustering accuracy as demonstrated by the experimental results.  

  Wisconsin 93.30 93.42

  New Thyroid 93.42 93.67

  Pima Indians Diabetes 93.36 93.77

  Wine 93.51 93.53

  Iris 93.64 93.70

Data set
Train

Accuracy (%)
Test

Accuracy (%)
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Abstract. This article reports a software development of a generic search 
engine utilizing an unsupervised learning approach. This learning approach has 
become apparently important due to the growth rate of data which has increased 
tremendously and challenge our capacity to write software algorithm and 
implementation around it. This was advocated as a mean to understand better 
the flow of algorithm in an uncontrolled environment setting. It uses the Depth-
First-Search (DFS) algorithm retrieval strategy to retrieve pages with topical 
searching. Subsequently, an inverted indexing technique is applied to store 
mapping from contents to its location in a database. Subsequently, these 
techniques require proper approach to avoid flooding of irrelevant links which 
can constitute a poor design and constructed search engine to crash. The main 
idea of this research is to learn the concept of how to crawl, index, search and 
rank the output accordingly in an uncontrolled environment. This is a contrast 
as compared to a supervised learning conditions which could lead to 
information less overloading. 

1 Introduction 

The widespread use of internet have revolutionized the way people access to 
information. The advent of search engines have made these happenings [1,2,3] which 
have proliferated tremendously over the years. There are approximately 300 million 
Google users and 2 billion log-in searches per day [4] and few are valuable [5]. These 
figures are so stupendous which could easily lead to information overloading [6] and 
vocabulary differences [7].      

The core of the searching capabilities is the availability of search engines which 
represent the user interface needed to permit users to query for information [8]. A 
basic search engine consists of a crawler, indexer and a searcher or query processor 
which will finally rank the results according to the required output. A crawler as the 
name implies, crawl the web site and follows all the links that are available. 
Developing and running a web crawler is a challenging task as it involves 
performance, reliability and social issues [9]. It also consumes resources belonging to 
other organizations as well [10].     
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An unsupervised learning approach enables programmers the ability to apply 
machine learning paradigm to solve uncontrolled variables. This approach is 
multifaceted and it is incorrect to characterize unsupervised learning as stimulus 
driven, incremental and passive [11,12,13,14]. This learning method has become 
apparently important due to the rate of growth of data which has increased 
tremendously and challenge our capacity to write software algorithm around it. This 
information overloading has become one of the pressing research problems [15]. 

In a supervised learning methodology, a model is learned using a set of fully 
labeled items called the training sets [16]. Past research works have highlighted the 
importance of comparing multiple learning modes in order to develop more general 
theories of learning [17,18]. The earliest work by Shepard et al. [19] paved the way 
for quantitatively modeling of a supervised classification learning.  

The unsupervised learning is synonym to Learning with a Teacher [20] or 
Inductive Machine Learning [21] is to build a generic search engine which can learn 
the mapping between the input and a non-determined set of outputs which is a total 
contrast as compared with the supervised learning approach [22]. The unsupervised 
learning is a multifaceted and performance varies with task conditions [39]. The 
implementation of this application will enable the next batch of students to clearly 
understand the working mechanics of a search engine and proceed to the next stage of 
their learning process.  

The organization of this research is sequenced as follow: Firstly, a web page is 
constructed with an infinite number of links. Secondly, a crawler is developed to 
exercise the concept of crawling, indexing, searching and ranking. Thirdly, an 
experiment is conducted to test all searching activities and subsequently leads to 
discussions and a conclusion is made. 

2 Proposed Approach 

An uncontrolled environment to develop a search engine is proposed to enable search 
engineers to understand the algorithm of a generic search engine. A typical search 
engine is comprised of a world wide web (www), web crawling, indexing and 
searching [23]. 

Most of the search engines whether they are used in the industries which still 
remain as trade secrets for most of their algorithms or academia employ well 
established algorithms and techniques [24,25].  One of the fundamental problems with 
scientific uses of commercial search engines is that their results can be unstable 
[26,27,28,29]. The earliest and the de facto searching approaches provided by the 
search engine are based upon the Boolean retrieval model [30] so that the search 
results exceed the users’ abilities to absorb [31,32]. Furthermore, there exists a 
plethora of classification algorithms that are used for supervised learning 
methodology. 

Although most of the current retrieval models are still based upon keywords, many 
online users are inclined to establish searching process according to the high-level 
semantic concept [33]. This study utilises the Depth-First Search (DFS) algorithm 
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retrieval strategy adapted from the graph theory to retrieve pages from sites which are 
topic-specific or topical searching. This algorithm involves the application of a stack, 
a data structure concept of last-in, first out (LIFO). This involves the stacking and 
destacking operations and link lists. The DFS processes each node of binary tree in 
level by level increasing fashion and left to right in each level [34]. 

 

 

Fig. 1. Overall architecture of a search engine   developmental tool [23] 

The DFS is established by following hypertext links leading to pages which also 
allow for easier modification and enhancement of the codes in future. Using this 
function written in Python, the crawler can keep crawling continuously or deposit or 
save a list of un-indexed pages for later crawling avoiding the risk of overflowing the 
stack. This searching mechanism will definitely find a solution if it ever exists [35]. 

The generic algorithm of a DFS with recursive function is illustrated below: 

1. Get the URLs seed. 
2. Put them in the stack. 
3. For every URL in the stack, download page and extract all URLs in the page. 
4. Put those URLs in the stack. 
5. Iterate step 3. 

This function loops through the list of pages, calling a function addtoindex on each 
one. It then uses Beautiful Soup, which is a Python library available in [36] for 
pulling data out of HTML and XML files to get all links on that page and adds their 
URLs to a set called newpages. At the end of the loop, newpages becomes pages, and 
the process rolls over again. The function, isindexed, will determine if a page has been 
indexed recently before adding it to newpages.  

Now that we have learnt how the indexing process works, next is to decide the 
best algorithm for the indexing process for this project. We will be using inverted 
indexing which stores a mapping from content such as words or numbers to its 
locations in a DBMS which offers many perceived benefits [37,40]. Theoretically, 
creating an inverted index for a set of documents D, each with unique ID doc_id 
involves all codes that are available in [36] written in Python programming language 
which is concise, easy to extend, multi-platform and it is free. 
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3 Proposed Approach 

Users can used any search engines available to search for any materials or documents. 
This uniform resource locator (url) is often referred as the anchor tag or the initial url 
seed. The anchor tag is identified and the subsequent activities will commence until it 
reaches the final destination of displaying all the links. 

In this experiment, we used a PC with a 4th generation Intel Core i5 with a 3.9 
GHz processor with 4 GB RAM and 1TB hard drive. Notepad is used as the editor for 
the coding of HTML, PHP and a Python programming language and MySQL as the 
database management systems (DBMS) to store the links. For the search engine 
interface, there should be at least three pages; a crawler’s page for crawling URLs and 
saving them into an index file, a search page for submitting queries and the result 
page for returning results of the search query. In relation to these, we will also need a 
website with lots of links to allow the search engine to work and of course, these will 
require browsers to view the web pages. Any supported browsers will do such as 
Microsoft IE 7 or above, Mozilla FireFox 3.0 or above, Google Chrome etc. 

This section presents the results based on several test cases conducted to monitor 
the crawler’s performance. The first testing is to make sure that the Rainbow website 
is connected to the internet. It then displays all external links and the results from the 
crawling process can be generated. These results are analyzed through the use of 
explanations and screenshots of system behavior and capabilities that forms the basis 
of the derive core results. The evaluation of the result is done by comparing system 
output with user expectations using a collection of data and queries. 

Fig. 2. shows the buttons which form the basis in understanding the Links, Crawl, 
Index and Search concepts. The tests results from this figure is shown in the next 
section. 
 

 

Fig. 2. Linking, Crawling, Indexing and Searching buttons 

3.1 Test Results 

● External links - Clicking any button in Fig. 2. navigates users to a webpage that 
provides links to external websites. Clicking on Email, Dine, Sports and News buttons 
will show four web pages respectively as shown in Fig. 3. providing contents, images 
and links to other webpages. This shows that the external links in Fig. 2. are 
functioning. 
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Fig. 3. External Links 

● Link - The   (Link) button in Fig. 2. is used to show all internal links to pages.  
Unlike the external link, which requires internet connection to get its contents, this 
link does not require users to be connected to the internet. Clicking the button will 
bring user to a page providing internal links as in Fig. 4. which again, when clicked 
goes to another page as in Fig. 5. and goes on until the end of link is reached. 

 

 

Fig. 4. Internal link level 1 
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Fig. 5. Internal link level 2 

• Crawled  Crawled - The (Crawled) button requires users to view the crawled URLs. When 
the button is clicked, the page will display URL list showing the total number of 
crawled URLs coming from the internal as well as the external sites. Testing showed 
that this function worked successfully because the crawler has managed to list out a 
total of 19 URLs crawled within 10 seconds as shown in Fig. 6. below. 
 

 

Fig. 6. Crawled URLs lists 

● Index - The   (Index) button requires users to crawl and index all internal and 
external websites from Rainbow. When this button is clicked, it will first prompt user 
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to enter the webpage to be crawled. Having entered the starting page, the crawling 
and indexing process will start, taking URLs (no words, phrases, images etc.) from 
every page as shown in Fig. 7., because it was designed to index only links. The 
indexed URLs is then saved into a ‘Pages’ table in ‘Rainbow’ database as shown in 
Fig. 8., waiting for users to do search. Depending on how big the website is, there 
could have hundreds of thousands of web pages indexed and then they are all 
searchable on the website. Testing shows that crawling and indexing process is 
functioning because the URLs are added to the index table in the MySql database. 
 

 

Fig. 7. Crawling and indexing process 

● Search - The   (Search) button requires users to type in any keyword on the search 
text box corresponding to the URL name because the indexing process is design to 
index URLs as keywords. When users perform search, the words they entered in the 
search box are compared with the indexed URL stored in the database. Results from 
executing this query will return the following outputs as shown in Fig. 10. 

 

 

Fig. 8. Crawled and indexed URLs saved in database 
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Based on several outputs from the system, this search engine has proved to be 
functioning successfully generating outputs matching queries submitted by users with 
data stored in the index tables. Although this is just a simple search engine with a few 
basic functions, the crawling, indexing and searching process have produced 
information to user when searching process is called. In some situations, during 
searching process, some pages failed to open file contents deriving from the external 
sites. These problems have affects the effectiveness of the search engine in which the 
quality of output is not up to the standard of any search engine. 

4 Discussion 

Based on few test cases, the results show that the quality of output was not up to the 
standard of effectiveness due to the output quality. This is because the current version 
of this search engine was designed to index only URLs (links or pages) no words, 
titles, images, videos or anything else to be used as keywords for the search process. 
Using URL’s resource name alone is not good enough as they are poor descriptions of 
actual information needs. This could be improved and there are many ways for 
improvement to produce better results and one way is to have the document indexed 
on its contents, titles, metadata, images, links etc. so that user can have a broad view 
of the keywords to be searched. Since this current version of search engine is only 
used for learning process, in future it can be utilized further to enable document to be 
indexed on title, images or words, links etc. on the page. 

Processing time is the time taken to crawl and index websites whereas response 
time is a delay between a user submitting a query and the time when results are 
received, usually measured in milliseconds (ms). Processing and response time are 
again determined by few things such as the speed of the processor and how huge the 
index file is. For this research project, we have tested the search engine using a 3.96 
GHz Intel processor with 4 GB RAM and it came out that the processing time for the 
crawling and indexing processes are good enough as compared to our previous testing 
using the supervised learning approach [18]. This is because the indexing algorithms 
for this crawler’s version are made simple by indexing on multiple fields. If the 
indexing is designed to do a full-text search or other types of indexing such as titles, 
images, videos, links etc. this would take longer time which again depends on the size 
of the site contents.  

This search engine is able to crawl the web pages for 35 minutes and downloaded 
29853 links from the Rainbow website. In order to maintain a search engine corpus of 
say, ten billion web pages, in a reasonable state of freshness, say with pages being 
refreshed every 4 weeks on average, the crawler must download over 4,000 pages per 
second [38].  This can be achieved using distributed crawlers over multiple computers 
and each crawling machine must pursue multiple downloads in parallel and this 
would likelihood overload and crash that web server. Therefore, the politeness 
policies are suggested to be implemented to limit the amount of traffic directed to the 
web server.  
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The performance of the Rainbow search engine is far slower because it was not 
designed for a distributed crawling. If it is to crawl continuously until the end, it 
would probably take hours or even days to finish crawling because it involves 
crawling to external sites as well. Performance will only be slow in areas where 
indexing images, videos or full-text are involved but this crawler only use URLs as 
the index field. Therefore, this search engine should perform faster than expected. On 
the other hand, the response time taken when submitting queries and receiving results 
is quite fast because the table has been indexed which makes it easy to retrieve 
specified URLs. 

The strength of this extended research of a search engine can be seen in its 
capability to accomplish the crawling, indexing and searching process for 
information. Based on our previous discussions, there are rooms for improvement in 
order to make the search engine more powerful and functional by first implementing 
the ranking algorithm which was not included in the system. One of the most 
important steps in improving the website ranking in any search engine is to ensure 
that it contains plenty of rich information that includes relevant keywords that 
indicate the subject matter of the page’s content. Subsequently, we can suggest to 
improve the performance of the search engine by implementing certain strategies. 

For system effectiveness, that is improving the quality of output, we used headings 
to summarize page contents and include accurate description of page content in 
metadata. Apart from these, full-text search can also be used that is breaking a block 
of unstructured text into individual words, phrases, and special tokens. With these, a 
wide category of indexed keywords are stored in the index file to enable users to find 
relevant searches which are far better than using only descriptive URLs as keyword as 
in this crawler. Besides splitting documents into keywords, ranking can also improve 
the search quality. This can be done in many ways and the most common ones are 
using the location and frequency of keywords on the web page. Those with higher 
frequency are deemed to be more relevant than those with lower frequency. 

5 Conclusion 

This study has demonstrated a generic search engine which forms the core of 
applications that facilitate information retrieval process in an unsupervised learning 
environment. It employs a DFS algorithm for retrieval strategy which allows future code 
modifications and enhancements. This proposed approach uses all available computing 
resources efficiently as compared to most tasks performed by high end servers.  

The development for this prototype of a search engine will enable students to 
develop and enhance their programming language and algorithms analytical skills to the 
next level of their learning process. This will further enhance their abilities to produce 
new algorithms and laid a ground-work in innovation and creativity.  

One of the recommendations can now be made about this search engine is to 
update regularly the algorithm and need to be checked and revised periodically. 
Future direction of this study can be further extended using other learning paradigm 
such as semi-supervised learning or other hybrid learning approaches. A majority of 
human learning activity can be classified as unsupervised. 
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Abstract. Ontology is widely used to represent knowledge in many software 
applications. By default, ontology languages such as OWL and RDF is built on 
discrete logic, so that it can not handle uncertain information about a domain. 
Various approaches have been made to represent uncertainty in ontology, one of 
which with a Bayesian approach. Currently, there are four published approaches: 
BayesOWL or OntoBayes, Multi-Entity Bayesian Networks (MEBN), Probabil-
istic OWL (PR-OWL), and Dempster-Shafer Theory. This paper provides a 
comparative study on those approaches based on complexity, accuracy, ease of 
implementation, reasoning, and tools support. The study concluded that Baye-
sOWL is the most recommended approach to handle uncertainty in ontology 
construction among others.  

Keywords: Bayesian Network, Ontology, Semantic Web, Uncertainty.  

1 Introduction 

Ontology is a body of knowledge to explain about a domain. Ontologies or semantic 
networks are the foundation of the semantic web that widely used in knowledge re-
presentation. They facilitate the definition and conceptual characterization of classes, 
individuals, and their relationships within a domain [1]. Ontology languages in the 
semantic web, such as OWL and RDF(S), are based on crisp logic and thus can not 
handle incomplete or partial knowledge about an application domain. However, un-
certainty exists in almost every aspects of ontology engineering [2].  

Uncertainty often involves the existence of multiple conflicting possible instantia-
tions (i.e. states) of a domain.  Where uncertainty exists, we would like to know the 
likelihoods of the possible instantiations, so that we can reduce or prioritize the set of 
instantiations to be considered [1]. For example, in ontology reasoning, one may want 
to know not only if A is related to B, but also how close of A is to B; or, one may 
want to know the degree of similarity even if A and B are not related to each other. 
Uncertainty becomes more prevalent in concept mapping between two ontologies, 
generally happened in web environment, where it is often the case that a concept  
defined in one ontology can only find partial matches to one or more concepts in  
another ontology [3]. 
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Literature study has been carried out by searching for relevant researches about un-
certainty in ontology. These approaches can be grouped into two: 1) Using Bayesian 
probability or networks; and 2) Using fuzzy logic. 

Bayesian Networks (BN) are one of Directed Acyclic Graphs (DAG) model that 
use a set of random variables and probabilities function applied in DAG to model the 
relationship between nodes, whereas fuzzy formalisms allow the representation and 
the gradual assessment of truth about vague information [4]. BN uses graphs to model 
the knowledge, while fuzzy uses charts to achieve this functionality. This study then 
focused to observe approaches based on Bayesian only. 

Models of Bayesian-based solutions for handling uncertainty in ontology use varie-
ty of approaches. These approaches need to be compared and assessed to see the ad-
vantages and disadvantages of each, the possibility of technical implementation, as 
well as compliance with a case that can be handled. Thus, the recommendation can be 
used as a reference in selecting the appropriate model to solve a case. 

2 Literature Review  

2.1 Ontology  

Ontology is an explicit specification of a conceptualization or formal representation 
of knowledge. Ontologies provide a definition (specification) of concepts, relation-
ships, and other features related to modeling a realm (domain). It consists of resources 
with their characteristics and relationships between them. With these specifications, 
the ontology can be used to check the consistency and reasoning (reasoning) to obtain 
new facts (formerly implicit becomes explicit) on a sphere. An ontology is not only a 
classification, or taxonomy of general concepts, it is also a model that includes and 
maintains the most common properties of concepts, their relationships, existing 
alignments and known semantics [5]. 

 

Fig. 1. Representation of an ontology by using semantic web (a) and RDF notation (b) 
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Representation of an ontology is usually depicted in two forms. First, to describe 
the structure in a simple form is by using graphs of semantic web. Second, in the form 
of knowledge base used by the software represented using OWL and RDF notation. 
The examples below illustrate the two forms of representation of an ontology. 

2.2 Bayesian Network  

Bayesian Network (BN) is a network consisting of nodes and relationships between 
nodes (arcs) depicted in the form of Directed Acyclic Graph (DAG). Nodes represent 
facts, classes, or objects, while directed arcs describe unidirectional relationship be-
tween the parent nodes and child nodes. The relationship can describe how much the 
parent influences to the child (influential relations) or how strong the parent incident 
causes the child (causal relations). The relationship is expressed in weight or degree 
in a range of numbers 0..1. 

Degree or the connection weights are presented in a Conditional Probability Table 
(CPT) P (Xi | πi), with Xi is any node in the network and πi is the set of parents of Xi. 
The joint probability distribution of X = (X1,…, Xn) can be calculated as the product 
of CPT using rules: 

 , … ,  ∏ |  (1) 

BN is widely used in applications to provide a solution regarding to uncertainty or 
probability in the knowledge domain, such in expert systems, decision support sys-
tems, and modeling [13]. Figure 2 below is an example of BN to model relationship 
of Sparks and Battery to Electrical problem. 
 

 

Fig. 2. A Bayesian network example with its CPT 
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The CPT for a control node in XC can be determined by the logical relation it 
represents. When all the control nodes’ states are set to “True”, the corresponding 
logical relation holds among its parent nodes and all the logical relations defined in 
the original ontology are held in the translated BN. An algorithm named D-IPFP [3] 
was  
developed to approximate CPTs for each node in XR based on the “iterative propor-
tional fitting procedure” (IPFP), a well-known mathematical procedure that modifies 
a given distribution to meet a set of probabilistic constraints while minimizing  
I-divergence to the original distribution [2]. 

2.4 Multi-Entity Bayesian Networks (MEBN)  

MEBN was first introduced by Laskey (2008) in [7]. MEBN is a knowledge represen-
tation formalism that combines the power of first-order logic with uncertainty. MEBN 
provides syntax, a set of model construction and inference processes, and semantics 
that together provide a means of defining probability distributions over unbounded 
and possibly infinite numbers of interrelated hypotheses [8]. MEBN theories use di-
rected graphs to specify joint probability distributions for a collection of related ran-
dom variables. Like logic-based languages, MEBN can represent uncertainty about 
the values of n-ary functions and relations in a natural way.  

The fundamental unit of representation in MEBN is the MEBN Fragment (MFrag). 
An MFrag is a fragment of a graphical model that is a template for probabilistic rela-
tionships among instances of its random variables [9]. Random variables in an MFrag 
can contain ordinary variables which can be instantiated for different domain entities. 
An MFrag can be instantiated multiple times by binding its arguments to different 
entities. MEBN thus provides a compact language for expressing complex graphical 
models with repeated structure [7].  

For example, the MFrag depicted below was taken from a MEBN model on the 
Star Trek domain, and represents knowledge about the degree of danger to which 
one's starship is exposed [10]. The fragment graph has seven nodes. The four nodes at 
the top of the figure are context nodes; the two shaded rectangular nodes below the 
context nodes are the input nodes; and the bottom node is a resident node. 

 

 

Fig. 4. An example of ontology represented using MEBN framework (Source: http://www.pr-
owl.org/mebn/mfrags.php) 
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In probability theory, there is a strong relation between an event and its negation, since 
its sum equals to 1. But it is not the case in the evidence theory. The evidence theory im-
plies no relations between the existences or not of an event. Thus it models only the belief 
associated to a class, without influencing the belief allots to others classes [16]. 

In general, Dempster-Shafer propositions written in an interval: [Belief, Plau-
sibility], where Belief ≤ Plausibility. Belief (Bel) is a measure of the strength of 
evidence (symptoms) in support of a subset. If the value is 0 then it indicates that 
there is no evidence, and if the value of 1 indicates the presence of certainty. Plausi-
bility (Pl) is denoted as: Pl(s) = 1 - Bel(¬s). Plausibility also worth 0 to 1. If 
we believe will ¬s, it can be said that Bel (¬s) = 1, and Pl (¬s) = 0. Plausability will 
reduce the confidence level of evidence. 

Dempster-Shafer theory allows combining evidence from different sources and ar-
riving at a degree of belief (represented by a belief function) that takes into account 
all the available evidence. In this formalism, a degree of belief (also referred to as a 
mass) is represented as a belief function rather than a Bayesian probability distribu-
tion. Probability values are assigned to sets of possibilities rather than single events. 
Its naturally encode evidence in favor of propositions. 

The following figure taken from [4], illustrates the generic global structure of this 
ontology called DS-Ontology, in regards of the different classes, hierarchical relations 
(has subclass) and object/datatype properties (dotted arrows). 

 

Fig. 6. DS-Ontology structure (Source: Bellenger, 2010) 

Regarding ontology, Dempster-Shafer theory has been most applied in areas such 
as inconsistency handling in OWL ontologies and ontology mapping [17]. These 
areas start from the hypothesis that ontologies do not handle uncertainty, but produce 
uncertainty when grouping together a set of ontologies. 

Recently a new approach named BeliefOWL [18] has been proposed, which does 
not deal with ontology mapping or inconsistencies; it focuses rather on translating an 
OWL taxonomy into a directed evidential network based on the evidence theory. Fig-
ure 7 below illustrates the framework of BeliefOWL which translates OWL ontology 
into DAG named Directed Evidential Network (DEVN). Further discussion regarding 
the details of this framework can be seen in [18]. 
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Fig. 7. BeliefOWL framework (Source: Essaid, 2009) 

3 Methodology  

The methodology used in this study refers to the following stages: 

Stage 1
Enumerate and 
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Ontology 
Construction

Stage 2
Determine 

Comparative 
Metrics

Stage 3
Analyze Approaches 

For Each Defined 
Metrics

Stage 4
Build Comparative 

Matrix

Stage 5
Conclude 

Recommendations

 

Fig. 8. Method used to conduct the comparative study 

Stage 1: Enumerate and Identify Bayesian Approaches in Ontology Construc-
tion. At this stage, study of literature carried out to look for approaches that have 
been proposed by previous researchers to deal with the uncertainty in ontology. Un-
derstanding of each approach in detail needs to be done to see the differences. A simi-
lar approach to the other will be considered as the same approach. The output of the 
process at this stage is a list of Bayesian-based approaches to deal with the uncertain-
ty in ontology. 

Stage 2: Determine Comparative Metrics. At Stage 2, we determine variables as 
metrics that will be examined into every approach that has been obtained in Stage 1. 
The chosen variables must be able to demonstrate the possibility or ease of implemen-
tation, or to reflect the performance of an approach. 

Stage 3: Analyze Approaches for Each Defined Variables. After comparative va-
riables defined, the next step is to examine these variables into approaches. Each vari-
able in the approaches will be assessed. 

Stage 4: Build Comparative Matrix. The next step is to summarize the results of 
Stage 3, then build a comparative matrix of approaches-variables. 
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Stage 5: Conclude Recommendations. Based on results of Stage 3 and 4, we build 
the recommendations as a reference in using approaches to fit the case at hand. Rec-
ommendations can be in the form of a determination of the most appropriate approach 
to choose, because it has the highest scores for most or all of the variables tested. 

4 Implementation  

4.1 Stage 1: Enumerate and Identify Bayesian Approaches in Ontology 
Construction  

Articles related to the use of Bayesian in the ontology has been searched using key-
words: BAYESIAN ONTOLOGY in the journal Elsevier, IEEE, and SpringerLink. 
The results are grouped into four approaches: BayesOWL or OntoBayes, Multi-Entity 
Bayesian Networks (MEBN), Probabilistic OWL (PR-OWL), and the Dempster-
Shafer Theory. 

4.2 Stage 2: Determine Comparative Metrics  

We choose variables which are features of the BN for comparison. Variables that 
could be reflected specific characteristics possessed by each approach. The compara-
tive variables that we choose to examine are: 

1. Complexity. Describing the complexity of the approach. The more numerous and 
severe measures should be taken to achieve the objectives, it means that the ap-
proach is more complex. The values given are SIMPLE, MODERATE, or 
COMPLEX. 

2. Accuracy. Describing how close the result obtained with the set target. The closer 
the distance, the higher the level of accuracy. The values given are LOW, 
MEDIUM, or HIGH. 

3. Ease of Implementation. The degree of ease of the approach to be applied techni-
cally. The values given are EASY, MEDIUM, or HARD. 

4. Reasoning mechanism. The assessment of whether there is a mechanism to explain 
the reasoning used so that it can be traced. The values given are AVAILABLE or 
UNAVAILABLE. 

5. Tools support. Describes whether the modeling software to support the implemen-
tation of these approaches are available or not. The values given are 
UNAVAILABLE, AVAILABLE BUT INSUFFICIENT, or AVAILABLE AND 
SUFFICIENT. 

4.3 Stage 3: Analyze Approaches for each Defined Metrics  

BayesOWL provide a powerful framework but still simple to model the probability in 
ontology. Powerful because it can model the probability using five basic relation 
functions: intersection, union, complement, disjoint, and equivalent. Simple, because 
it is done by adding nodes that have been provided by the framework to construct a 
whole ontology. 
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BayesOWL was proposed to model uncertainty in OWL ontologies through BN by 
adding a second ontology which declares the probabilistic relationships. The advan-
tage is that neither OWL nor ontologies defined in OWL need to be modified [4]. 
Reasoning in BayesOWL achieved by using Bayesian inference mechanism. There-
fore, BayesOWL ontology must be first converted into a form of Bayesian Network. 

BayesOWL implementation can be done in several ways. First, users can directly 
implement it using OWL editor (e.g. Protégé [21]) and create its’ control nodes ma-
nually. Using this way, it is necessary for the user to know the concept of using the 
BayesOWL framework to build DAG. Second, by using BayesOWL executable appli-
cation that has been built equipped with a Graphical User Interface (GUI). User input 
files of ontology and probability in .owl format, then the application will process both 
of files and build CPT from translated BN. The third way is to use the Java API in the 
form of packages. There are six available packages where each package can be used 
separately, such as package coreAlgorithms, parser, and GUI. Further discussion 
about the technical implementation of BayesOWL can be found in [19].  

MEBN offers a complex framework for implementing the BN to support the appli-
cation of probability to the structure of the ontology. There are some features of 
MEBN (most notably context constraints) that cannot be represented declaratively in 
standard relational languages. MEBN should be combined with other modeling lan-
guages such as Quiddity*Suite [15] based on Prolog-style rules that provides the 
ability to specify a much more powerful declarative representations. 

Constructing MFrags and all their elements to support probabilistic ontology is al-
so have to be done manually while the whole process is error-prone and tedious. 
Avoiding errors or inconsistencies requires learning very deep knowledge of the logic 
and of the data structure of MEBN/PR-OWL [11]. In order to implement it, one has to 
import the PR-OWL ontology into an ontology editor (e.g. Protégé), then one can 
start constructing domain-specific concepts using the PR-OWL definitions to 
represent uncertainty about their attributes and relationships according to the Multi-
Entity Bayesian Network (MEBN) model. 

A graphical user interface (UnBBayes-MEBN) is available to make it easier to in-
stantiate the main ontological concepts (M-Frags, Resident, Input, Context Nodes, 
etc). UnBBayes-MEBN implements also a reasoner based on the PR-OWL/MEBN 
framework. Unfortunately, this GUI has a General Public License (GPL) which is a 
little too restrictive in order to integrate it into a commercial application. In addition 
to our knowledge, MEBN community is not wide enough to be considered as an 
emerging standard. Thus it represents a major difficulty to manipulate this tool. 

PR-OWL is an upper ontology to guide the development of a probabilistic ontolo-
gy developed based on MEBN framework. PR-OWL for probabilistic system consists 
of a set of classes, subclasses and properties that collectively form a framework for 
building probabilistic ontologies. The first step to build a probabilistic ontology is by 
using any OWL editor to import an OWL file containing PR-OWL classes, sub-
classes, and properties. 

There is an important difficulty when trying these tools in regards to the type of 
knowledge available. It is because PR-OWL does not have any procedure to check the 
consistency of CPT (such as D-IPFP in BayesOWL). As a matter of fact, the repre-
sentation of information absence is badly taken into account by the theory of proba-
bility. This requirement often lead in using a symmetry (minimax error) argument to 
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assign prior probabilities to random variables (e.g. assigning 0.5 to values for which 
no information is available). 

A PR-OWL plugin for current OWL ontology editors is a priority for future efforts 
[9]. The process of writing probabilistic ontologies can be greatly improved via auto-
mation of most of the steps in the ontology building, not only for defining MFrags to 
represent sets of related hypotheses, but also for consistency checking, reified rela-
tions and other tasks that demand unnecessary awareness of the inner workings of the 
present solution. Once implemented, such a plugin has the potential to make probabil-
istic ontologies a natural, powerful tool for the Semantic Web. 

Dempster-Shafer theory uses a somewhat different approach than the others, be-
cause it is based on "belief" rather than "probable". One of the major advantages of 
Dempster-Shafer theory over probability theory is thus to allow one to specify a de-
gree of inaccuracies or ignorance in a situation instead of being forced to supply prior 
probabilities, although we can provide it as well. Incomplete information in priors and 
conditionals can be used as a support by calculating it using Bayes equations to pro-
duce values of degree of ignorance.  

The reasoning mechanism of Dempster-Shafer framework is performed through 
three steps. The first step, one should use a published reasoning engine (e.g. Jena 
Framework [23]) that provides programmatic environment for RDF, RDFS, OWL, 
and SPARQL, including a rule-based inference engine. The second stage is transmit 
the query results to a Dempster-Shafer Library [24] that provides basic functions for 
calculating the mass, credibility, and plausibility. The third stage, the output of 
Dempster-Shafer running model are then juxtaposed with the OWL source for analy-
sis as the process of reasoning. Unfortunately, those three stages still to be done sepa-
rately, no tools are capable implementing it into an environment. 

4.4 Stage 4: Build Comparative Matrix  

Analysis for each approach on the tested metrics gives an overview of how the nature, 
features, and performance of each of these approaches. Table 1 below summarize the 
analytical results. 

Table 1. The comparative matrix of Approaches-Metrics 

Metrics 

Approaches  
Complexity Accuracy Ease of 

Implementation 
Reasoning 
Mechanism Tools Support 

BayesOWL SIMPLE/ 
MODERATE MEDIUM EASY AVAILABLE AVAILABLE AND 

SUFFICIENT 

MEBN COMPLEX HIGH MEDIUM/HARD AVAILABLE AVAILABLE BUT 
INSUFFICIENT 

PR-OWL COMPLEX HIGH MEDIUM/HARD AVAILABLE 
AVAILABLE BUT 
INSUFFICIENT 

Dempster-
Shafer MODERATE MEDIUM MEDIUM AVAILABLE UNAVAILABLE 
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4.5 Stage 5: Conclude Recommendations  

Each approach has been analyzed and the summary of the results are presented in 
Table 1 above. From the table we can see that the whole approach has provided a rea-
soning mechanism. MEBN and PR-OWL has the same value for all tested variables. 
This is reasonable because the PR-OWL itself is an enhancement of MEBN. Demp-
ster-Shafer promises a lot of interesting things in the handling of uncertainty in the 
ontology with a level of complexity that remains moderate, but supporting tools for 
the implementation of the Dempster-Shafer still not yet available. BayesOWL pro-
vides a good approximation, simpler than the PR-OWL, easy to implement, and has 
adequate tools support. BayesOWL or OntoBayes is the most recommended approach 
as an extension of OWL to handle uncertainty in the ontology construction. 

5 Conclusion 

Bayesian-based approaches to deal with uncertainty in ontology construction have 
been proposed. BayesOWL, one of the proposed approach has advantages compared 
to other approaches and most likely to be implemented with a relatively less effort. 
BayesOWL can be used to denote the degree of certainty of the relationship between 
the resources in the ontology. The interest thing to be explored in future work is how 
to choose the relationship between a resources to other resources in an ontology and 
determine its’ degree of certainty. If this can be achieved, then the system can per-
form automatic resource property addition and selection in ontology construction. 
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Abstract. Complexity metrics are useful for predicting the quality of software 
systems because they quantify the quality attributes.  Web services, a new kind of 
software system has been providing a common standard mechanism for 
interoperable integration of disparate systems and gaining a great deal of 
acceptance by different types of parties that are connected to the internet for 
different purposes. In this respect, quality of the web-services should be 
quantified for easy maintenance and quality of services. Further, the Web Services 
Description Language (WSDL) forms the basis for Web Services.  In this paper, 
we are evaluating the quality of the WSDL documents by applying the 
Cyclomatic Complexity metric, a well known and effective complexity metric, 
which has not been used to evaluate the quality of WSDL till date.  

Keywords: WSDL, web-services, software metrics, cyclomatic complexity. 

1 Introduction 

Software metrics have been the means through which software engineers have tried to 
ensure quality. However, absolute measures are rare in software engineering [9]. Instead, 
software engineers attempt to derive a set of indirect measures that lead to metrics that 
provide an indication of quality of some representation of software. Software engineers 
plan ‘how’ an information system should be developed in order to achieve its quality 
objectives. The quality objectives may include: maintainability, availability, reliability 
and performance [10], which are closely related to software complexity. 

The researches on web services are in developing stage. The existing standards are 
under revisions and new technologies are evolving. Web services can be treated as a 
software component, whose data can be presented using XML Schema, and their 
interfaces through Web Service Definition Language (WSDL [1]).  Web Services 
Description Language (WSDL) is an eXtensible Markup Language (XML) based 
document and also a language which continuously gaining popularity for web 
services. Since WSDL is a language, therefore its quality should be quantified. 
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Software metrics always play an important role in developing software. In 
addition, their importance increases as companies and organizations begin adopting 
these new technologies.   In recent years, companies such as IBM, Microsoft, BEA 
Oracle and Borland have started adopting Web-services - a new type of application 
[3]. However, the quality of web services is not been evaluated through the 
applicability of very well known software metrics like cyclomatic complexity, 
Halsted programming efforts. Cyclomatic complexity is one of the most popular and a 
well-accepted complexity metric, which is in use since the last three decades. 

The degree of a software project’s complexity impacts on its maintainability. The 
complexity degree of a Web service can thus be measured by analyzing its WSDL [4], 
[5], [6], [7] document because WSDL provides the description of the Web service to 
the service requestor’s software development [8]. 

Actually, our motivation for the applicability of cyclomatic complexity arises from 
the paper of Yijun et al. [3]. They argued that since there are no implementation 
details of WSDL, we cannot measure the metrics that are based on the complete 
source code, such as McCabe complexity [2] that measures the controls flow. 
However, in this paper we are showing that the cyclomatic complexity can be used to 
evaluate the WSDL. 

2 Web Services and WSDL 

The following figure shows how WSDL is used in web services.  

 

Fig. 1. This figure shows the use of WSDL in Web Services [11] 

WSDL is the foundation layer of Web Services. We can easily observe from the 
figure that how at the two ends, service provider and service consumers are 
communicating through WSDL. 
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3 Cyclomatic Complexity 

McCabe [2] devised a graph theoretic complexity measure for managing and 
controlling program complexity. The metric depends on the decision structure of a 
program and not its physical size and as a result is calculated from its flow graph 
representation. In addition, if a program has a number of modules then its complexity 
is calculated as the sum of cyclomatic complexity of the modules calculated 
individually. This measure finds the number of linearly independent circuits that are 
required to provide information about all circuits and thus attempts, to determine the 
number of execution paths in a program. The number of fundamental circuit also acts 
as an index of program testing effort. This measure is most widely used one amongst 
the different available measure for control flow complexity. 

The cyclomatic complexity of a part of code is the count of the number of linearly 
independent paths through the code. For example, if the code contained no decision 
points such as ‘for’ loops, the complexity would be only 1, as there is only one path 
through the code. 

The cyclomatic complexity of a structured program is defined with reference to a 
directed graph containing the basic blocks of the program, with an edge between two 
basic blocks if control may pass from the first to the second (the control flow graph of 
the program). The complexity is then defined as: 

CC = E – N + 2P (1) 

Where, 
CC = Cyclomatic complexity 
E = the number of edges of the graph 
N = the number of nodes of the graph 
P = the number of connected components. 

4 Demonstration of CC for WSDL 

4.1 Demonstration of Nodes in WSDL 

<?xml version="1.0" encoding="UTF-8"?> 
 <definitions name="HelloService" 
targetNamespace=http://www.ecerami.com/wsdl/He
lloService.wsdl         

      xmlns=http://schemas.xmlsoap.org/wsdl/                        
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N0     xmlns:soap="http://schemas.xmlsoap.org/wsdl/soap/" 
 xmlns:tns="http://www.ecerami.com/wsdl/Hello
Service.wsdl" 

      xmlns:xsd=http://www.w3.org/2001/XMLSchema > 
        <message name="SayHelloRequest"> 
N1       <part name="firstName" type="xsd:string"/> 
        </message>  
 
        <message name="SayHelloResponse"> 
N2      <part name="greeting" type="xsd:string"/> 
        </message> 
  
 
N3               <portType name="Hello_PortType"> 

 
N4         <operation name="sayHello"> 

 
N5    <input message="tns:SayHelloRequest"/> 

 
N6     <outputmessage="tns:SayHelloResponse"/> 

 
 N7     </operation> 

 
 N8          </portType> 

 
    
 
           <binding name="Hello_Binding" 

                               
type="tns:Hello_PortType"> 

N9      <soap:binding style="rpc"  
                 
transport="http://schemas.xmlsoap.org/soap/http"/> 
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N10    <operation name="sayHello"> 

 
N11    <soap:operation soapAction="sayHello"/> 

 
      <input> 
     <soap:body          

 encodingStyle="http://schemas.xmlsoap.org/so
ap/encoding                                  

 namespace="urn:examples:helloservice"   
use="encoded"/> 

   </input> 
 
      <output> 

 <soap:body 
encodingStyle="http://schemas.xmlsoap.org/soap
/encoding"          

N13  

  
      namespace="urn:examples:helloservice" 
                                        use="encoded"/> 
      </output> 
 
 
N14   </operation> 

 
N15   </binding> 

  
 
N16   <service name="Hello_Service"> 

 
        <documentation> 
 
 
 
 

N12 
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N17   WSDL File for HelloService 

        </documentation> 
 

 <port binding="tns:Hello_Binding" 
name="Hello_Port"> 

N18   <soap:address          
 location="http://localhost:8080/soap/servlet
/rpcrouter"/> 

          </port> 
 
 
 N19   </service> 
 
 
N20    </definitions> 

 

4.2 Graph Representation of the WSDL 

 

Fig. 2. This figure shows the control flow diagram for WSDL document 
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The Cyclomatic Complexity of the given WSDL is given by: 

CC = E − N + 2P 

CC = 21 – 20 + 2*1 

CC = 3 

Table 1. Recommended thresholds for Cyclomatic complexity 

Cyclomatic 
Complexity Values 

Risk 

1 - 10 Low Risk Program 
11 - 20 Moderate Risk 
21 - 50 High Risk 
>50 Most complex and Highly Unstable method 

5 Validation 

Weyuker proposed nine properties to make judgment about any proposed software 
complexity measure [12]. These properties evaluate the weaknesses of a proposed 
measure in a practical way. By their help, one may obtain an idea about the validity of 
his/her own proposal. In fact, Weyuker herself evaluated the four complexity 
measures against these properties. Cyclomatic complexity was one of the complexity 
measures, which was evaluated by Weyuker’s properties. Cyclomatic complexity was 
satisfied by six Weyuker’s properties. Actually, the cyclomatic complexity, which 
was evaluated by Weyuker’s properties, was basically for procedural languages. But 
all the arguments, which were given for the validation of cyclomatic complexity for 
procedural language, are also valid for the proof of CC for WSDL. In this respect, we 
can conclude that, our measure is also satisfied by six Weyuker’s properties. Here it is 
worth mentioning that it is not required for any complexity measure to satisfy all 
Weyuker’s properties. This is because some of the Weyuker’s properties are 
contradictory in nature. Therefore, at most six or seven Weyuker’s properties satisfy 
the complexity measures. 

6 Conclusion 

Evaluating quality of WSDL through software metrics is a new area of research. 
Since there has been little number of researches so far, adaptation of some existing 
software metrics to the WSDL is helpful for the evaluation of the quality of WSDL. It 
is suggested that Cyclomatic complexity metric can be considered in the design, 
development and operational phase of the web-services. 
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Abstract. Fruit classification under varying pose is still a complicated task due 
to various properties of numerous types of fruit. In this paper we propose fruit 
classification method with a novel descriptor as a combination of color and tex-
ture feature. Color feature is extracted from segmented fruit image using Color 
Layout Descriptor, while texture feature is extracted using Edge Histogram  
Descriptor. Support Vector Machine (SVM) with linear and RBF kernel is used 
as classifier with 10-fold cross validation. The experimental results demonstrat-
ed that our descriptor achieves classification accuracy of over 93.09 % for  
fruit subcategory and 100 % for fruit category from over 4200 images in  
varying pose.  

Keywords: fruit classification, color; texture, SVM, Color Layout Descriptor, 
Edge Histogram Descriptor. 

1 Introduction 

Object recognition is a necessary stage in the application of computer vision to a 
higher level, such as activity recognition, full scene content understanding, and so on. 
Even object recognition system also supports a wide range of practical applications, 
such as, intelligent video surveillance, robotic navigation, content-based image re-
trieval, image-based rendering, photo manipulation, augmented reality, fruit recogni-
tion, etc. [1]. A major challenge in visual object recognition system is divided into 
two groups, which are related to system robustness and computational complexity and 
scalability. Belong to the first group is a challenge in handling intra-class variations in 
appearance (different appearance from a number of objects of the same category) and 
inter-class variations [2]. Instances of the same object category can generate different 
images caused by a variety of variables that influence, such as illumination, object pose, 
camera viewpoint, partial occlusion, and background clutter. While the challenges 
which belong to the second group were i.e. very large objects of different categories, 
high-dimensional descriptors (which represent the extracted features), difficulties in 
obtaining labeled training samples without any ambiguity, etc. [1].  
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Some research on fruit classification has been done by [3],[4],[5],[6]. Arivazhagan 
et. al [3] make a fruit recognition system using a dataset consists of 15 fruit categories 
fruit. Seng & Mirisaee [4] used 6 fruit categories (apple, strawberry, durian, waterme-
lon, banana, and orange) with number of instances about 50 images. Kavdir & Guyer 
[5] conducted fruit classification of Golden Delicious Apple using 181 apples in their 
experiment. While [6] used 15 categories of fruit (Plum, Agata potato, potato asterix, 
cashew, onion, orange, Taiti lime, kiwi, Fuji apple, granny-smith apple, watermelon, 
honeydew melon, nectarine, Williams pear, diamond peach) in their experiment.  

 
Contribution and Overview. In this paper, we introduce an efficient feature 
extraction algorithm and use it for recognizing fruit under varying pose. Until now, 
fruit recognition under varying pose is still a complicated task due to various proper-
ties of numerous types of fruit. Paper [3],[4],[5],[6] have not considered pose 
variation of fruit. We propose a method to classify fruit with some varying pose using 
color and texture feature of MPEG-7 visual descriptor [7] to build feature representa-
tion effectively. Fruit dataset were captured from a turntable with a mounted camera 
on three different height above horizon [8] while were rotated along with the 
turntable, in order to get the variations of fruit pose.   

The remainder of the paper is organized as follows. Section 2 gives an overview  
of the related work.  In Section 3 we present the method we use in feature extraction. 
We present the experimental results in Section 4. Finally, we conclude the paper in 
Section 5. 

2 Related Work 

MPEG-7 visual description tools contains basic structure and descriptor that includes 
basic visual features: color, texture, shape, motion, and localization [9]. Among the 
four color descriptors exist in MPEG-7, Scalable Color Descriptor (SCD) and Color 
Layout Descriptor (CLD) were color descriptor that were often used because they are 
easier to be implemented and deployed  [7], [10], [11],[12]. SCD tried to improve the 
performance of the use of color histogram as a descriptor by implementing Haar 
Transform, while CLD used Discrete Cosine Transform on the YCbCr color space. 

Scalable Color Descriptor (SCD) as one of MPEG-7 visual descriptor is a histo-
gram-based descriptors that require maximum 1024 bits per histogram [7], [13],[14]. 
The maximum number of bin is 256 bins, which will gradually be reduced using Haar 
Transform. Such down scaling affects the retrieval performance significantly. The use 
of 16 or 32 bits should be enough to achieve good performance [13]. Reference [15] 
used some MPEG-7 visual descriptor to evaluate retrieval effectiveness for searching 
in large databases.  

As stated in [16], Color Layout Descriptor was recommended as one of good color 
descriptor besides Dominant Color Descriptor [17]. CLD is usually used in image 
retrieval systems, such as in [10], [11],[18]. Reference [10] used color layout descrip-
tor as a feature description for high-speed image/video segment retrieval. The image 
retrieval system introduced by [18] is based on a query by layout method using CLD 
and EHD. While [11] combine CLD with texture descriptor (Gabor filters) to con-
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Fig. 2. EHD block diagram 

We conducted experiment in order to analyze classification performance based on 
color and texture. Dataset and method used in this experiment were explained in sec-
tion 4.1. We analyzed our system ability to classify each image into corresponding 
fruit categories and subcategories. In category classification we classify fruit into 
seven fruit categories, while in the subcategory classification we classify fruit into 32 
subcategories. 

 

 

Fig. 3. Block diagram of multiclass fruit classification 

We perform classification using MPEG-7 color and texture descriptor [13], that is 
CLD and EHD and compare with SCD as they are widely used in various literature 
[15]. We compare classification accuracy of using color feature only and of using 
color and texture feature combination. We also measure the time required for the 
training process (CPU Time Training) and the size of the feature vector generated on 
the feature extraction process as a mechanism for evaluating the system. 
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4.1 Dataset for Training and Testing 

The dataset used in the experiment is fruit images in RGB-D Object dataset [8]. The 
fruit was placed on a turntable and captured with a camera mounted at three different 
heights relative to turntable, about 30°, 45°, and 60° above the horizon [8]. Some 
samples of fruit images can be seen in Fig. 4. Number of fruit image used in this ex-
periment is 4290 images and each fruit has some fruit subcategories. Each subcate-
gory consists of 122 – 153 RGB images as shown in Fig. 5. We use SVM as classifier 
(with linear and RBF kernel) with 10-fold cross validation on Weka [21] and libSVM 
[22]. The number of training data is 3861 images and testing data is 429 images. 
 

 

Fig. 4. Samples of Fruit Images from dataset 

The number of dimension of extracted feature vector using CLD is 33 dimensions. 
It is obtained from 21 coefficients of Y component, 6 coefficients of Cb component, 
and 6 coefficients of Cr component. The number of coefficients Y is greater than the 
number of coefficients Cb and Cr, because the most important information is stored 
in component Y than in component Cb and Cr. The number of dimensions of 
extracted feature of SCD is 32 dimensions. It is the smallest dimension that can be 
compared to the feature vector of CLD. SCD is a histogram descriptor encoded by 
Haar Transform and uses the HSV color space uniformly quantized to 256 bins. In 
this experiment we maintain low dimension of feature vector extracted with SCD in 
order to avoid large storage size. 

4.2 Category Classification 

Fig. 6 presents accuracy of 7 fruit category classification using color only features. 
The highest accuracy obtained using SCD is about 38.65 %, while using CLD is 100 
%. Confusion matrix as classification result with feature extracted using SCD (as 
shown in Table 1) show that classification error occurs in many fruits that have simi-
lar colors, such as yellow apple, yellow pear, and banana with lemon. Each column in 
confusion matrix shows the number of instances in each class of classification results, 
while each row shows the number of instances in the actual class. For example, in the 
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Table 1 as many as 235 apple image successfully classified as apples, 8 as banana, 9 
as pear, 6 as peach, 2 as lime, and 355 as a lemon. 
 

 

Fig. 5. Number of Images in each subcategory of fruit 

 

Fig. 6. Classification Accuracy of 7 fruit categories using Color Feature 

Accuracy of category classification using texture features, EHD, shown in Fig. 7. 
The combination of SCD and EHD greatly affects the classification accuracy until 
88.50 %, as can be seen in Fig. 8. But, involving EHD with CLD does not greatly 
affect the accuracy of the classification of fruit categories. With linear SVM classifier, 
accuracy increased by nearly 2% as seen in Fig. 8. 
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Table 1. SCD – Confusion Matrix for 7 fruit categories classification 

Classified as apple banana pear peach lime lemon orange 

apple 235 8 19 6 2 355 0 

banana 20 142 23 1 14 369 0 

pear 11 1 103 0 11 716 0 

peach 39 1 7 80 0 292 0 

lime 10 6 52 0 355 83 0 

lemon 1 0 11 1 1 744 0 

orange 0 0 4 0 0 567 0 

 

 

Fig. 7. Classification Accuracy of 7 fruit categories using Texture Feature 

 

Fig. 8. Classification Accuracy of 7 fruit categories using Color & Texture Feature 

4.3 Subcategory Classification 

From Fig. 9 we can see that the highest accuracy of subcategory classification with 
SCD about 19.16 % and with CLD about 91.91 %. Using CLD, there is only an image 
from subcategory of banana_2 that misclassified as a subcategory of pear_5, because 
their color is very similar. Other misclassifications are still localized to the same cate-
gory as can be seen in Fig. 10. For example, apple_3 successfully classified as ap-
ple_3 as many as 104, and as apple_4 as many as 19. 
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Fig. 9. Classification Accuracy of 32 fruit subcategories using Color Feature 

 

Fig. 10. Scatter chart of 32 Subcategory Classification using CLD 

Fig. 11 shows the result of texture descriptor on fruit subcategory classification. It 
can be seen that the EHD solely cannot achieve satisfying result for subcategory clas-
sification task. Thus, we combine color and texture feature into a compact descriptor, 
with the classification result of combined feature can be seen in Fig. 12. 

The combination of SCD and EHD achieves very significant improvement, in-
creased about 50 %. The using of CLD solely can achieve high accuracy result. But 
the combination of CLD and EHD still achieves a small improvement, about 2 %. 
Misclassification of an image from subcategory of banana_2 as subcategory of 
pear_5 is no longer occurred, and the number of misclassification in each subcategory 
become less, as shown in Fig. 13. 
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Fig. 11. Classification Accuracy of 32 fruit subcategories using Texture Feature 

 

Fig. 12. Classification Accuracy of 32 fruit subcategories Using Color and Texture Feature 

 

Fig. 13. Scatter chart of 32 Subcategory Classification using CLD & EHD 
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4.4 CPU Time Training and Storage Size 

CPU time training is the time required in the training process of all training data in 
the dataset. Comparison of CPU Time Training for each descriptor can be seen in Fig. 
14. Training time was measured on classification of 32 fruit subcategories. SCD 
feature vector needs training time longer than CLD or EHD feature vector. The 
combined feature vector of CLD and EHD needs training time not much different 
from the combined feature vector of SCD and EHD, about 2 – 4 seconds.  

 

 

Fig. 14. CPU Time Training for classification of 32 fruit subcategories 

The storage size of feature vector extracted from each descriptor can be seen in 
Table 2. Feature vector extracted by SCD was resulting in smaller storage size than 
feature vector extracted by CLD because of the quantization process in the resulting 
histogram. 

Table 2. Storage size of each feature vector extracted from each descriptor 

Descriptor Storage size 

SCD (32 bin) 0,393 MB 

CLD (21 coeff. Y, 6 coeff. Cb, 6 coeff. Cr) 0,733 MB 

EHD 0,728 MB 

SCD & EHD 1,08 MB 

CLD & EHD 1,14 MB 

5 Conclusion and Future Work 

We presented a combined color and texture feature into a compact descriptor to clas-
sify multiclass fruit images with varying pose. The result proves that our combined 
descriptor is giving high classification rate. Our future work will concentrate on im-
proving classification accuracy with adding shape feature into existing color and tex-
ture descriptor. Further, by increasing the number of category and subcategory of fruit 
images, we hope the classification rate can be improved. 



 Multiclass Fruit Classification of RGB-D Images Using Color and Texture Feature 267 

References 

1. Zhang, X., Yang, Y.-H., Han, Z., Wang, H., Gao, C.: Object Class Detection: A Survey. 
ACM Comput. Surv. 46, 10:1–10:53 (2013) 

2. Parikh, D., Zitnick, C.L.: The role of features, algorithms and data in visual recognition. 
In: 2010 IEEE Conference on Computer Vision and Pattern Recognition (CVPR),  
pp. 2328–2335 (2010) 

3. Arivazhagan, S., Shebiah, R.N., Nidhyan, S.S., Ganesan, L.: Fruit recognition using color 
and texture features. Journal of Emerging Trends in Computing and Information 
Sciences 1, 90–94 (2010) 

4. Seng, W.C., Mirisaee, S.H.: A new method for fruits recognition system. In: International 
Conference on Electrical Engineering and Informatics, pp. 130–134 (2009) 

5. Kavdır, İ., Guyer, D.E.: Evaluation of different pattern recognition techniques for apple 
sorting. Biosystems Engineering 99, 211–219 (2008) 

6. Rocha, A., Hauagge, D.C., Wainer, J., Goldenstein, S.: Automatic Fruit and Vegetable 
Classification from Images. Comput. Electron. Agric. 70, 96–104 (2010) 

7. Coimbra, M.T., Cunha, J.P.S.: MPEG-7 Visual Descriptors — Contributions for Auto-
mated Feature Extraction in Capsule Endoscopy. IEEE Transactions on Circuits and Sys-
tems for Video Technology 16, 628–637 (2006) 

8. Lai, K., Bo, L., Ren, X., Fox, D.: A large-scale hierarchical multi-view RGB-D object  
dataset. In: IEEE International Conference on Robotics and Automation (ICRA), pp. 
1817–1824 (2011) 

9. Sikora, T.: The MPEG-7 visual standard for content description-an overview. IEEE Trans-
action on Circuits and Systems for Video Technology 11, 696–702 (2001) 

10. Kasutani, E., Yamada, A.: The MPEG-7 color layout descriptor: a compact image feature 
description for high-speed image/video segment retrieval. In: International Conference on 
Image Processing, vol. 1, pp. 674–677 (2001) 

11. Jalab, H.A.: Image retrieval system based on color layout descriptor and Gabor filters.  
In: 2011 IEEE Conference on Open Systems, pp. 32–36(2011) 

12. Annesley, J., Orwell, J., Renno, J.-P.: Evaluation of MPEG7 color descriptors for visual 
surveillance retrieval. In: 2nd Joint IEEE International Workshop on Visual Surveillance 
and Performance Evaluation of Tracking and Surveillance, pp. 105–112 (2005) 

13. Manjunath, B.S., Ohm, J.-R., Vasudevan, V.V., Yamada, A.: Color and texture descrip-
tors. IEEE Transactions on Circuits and Systems for Video Technology 11, 703–715 
(2001) 

14. Zhang, D., Islam, M., Lu, G.: A review on automatic image annotation techniques. Pattern 
Recognition 45, 346–362 (2012) 

15. Kimura, P.A.S., Cavalcanti, J.M.B., Saraiva, P.C., Torres, R.S., Gonçalves, M.A.: Evaluat-
ing Retrieval Effectiveness of Descriptors for Searching in Large Image Databases. Jour-
nal of Information and Data Management 2, 305–320 (2011) 

16. Eidenberger, H.: How good are the visual MPEG-7 features? In: SPIE & Visual Commu-
nications and Image Processing, pp. 476–488 (2003) 

17. Talib, A., Mahmuddin, M., Husni, H., George, L.E.: A weighted dominant color descriptor 
for content-based image retrieval. Journal of Visual Communication and Image Represen-
tation 24, 345–360 (2013) 

18. Kim, S.M., Park, S.J., Won, C.S.: Image Retrieval via Query-by-Layout Using MPEG-7 
Visual Descriptors. ETRI Journal 29, 246–248 (2007) 

19. Chang, S.-F., Sikora, T., Purl, A.: Overview of the MPEG-7 standard. IEEE Transactions 
on Circuits and Systems for Video Technology 11, 688–695 (2001) 



268 E. Rachmawati, I. Supriana, and M.L. Khodra 

20. Jiang, L., Koch, A., Scherer, S.A., Zell, A.: Multi-class fruit classification using RGB-D 
data for indoor robots. In: 2013 IEEE International Conference on Robotics and Biomimet-
ics (ROBIO), pp. 587–592 (2013) 

21. Hall, M., Frank, E., Holmes, G., Pfahringer, B., Reutemann, P., Witten, I.H.: The WEKA 
Data Mining Software: An Update. SIGKDD Explor. Newsl. 11, 10–18 (2009) 

22. Chang, C.-C., Lin, C.-J.: LIBSVM: A Library for Support Vector Machines. ACM Trans-
actions on Intelligent Systems and Technology (TIST) 2, 1–27 (2011) 

 



© Springer-Verlag Berlin Heidelberg 2015 
R. Intan et al. (Eds.): ICSIIT 2015, CCIS 516, pp. 269–277, 2015. 
DOI: 10.1007/978-3-662-46742-8_25 

Content-Based Image Retrieval Using Features  
in Spatial and Frequency Domains  

Kazuhiro Kobayashi and Qiu Chen 

Kogakuin University, Faculty of Engineering,  
Department of information and Communication Engineering, Tokyo, Japan  

{cm14011@ns,chen@cc}.kogakuin.ac.jp  

Abstract. With the rapid increase of image data due to the development of in-
formation society, the necessity of image retrieval is increasing day by day. The 
research result of image retrieval using Local Binary Pattern (LBP) is reported 
previously, which is a robust feature obtained from spatial domain. It can be 
considered that we can get further information as the feature of image when ex-
tracting the feature from frequency domain. In this paper, we propose a novel 
image retrieval algorithm to improve retrieval accuracy, which using both fea-
tures obtained from spatial and frequency domains. 2-dimensional Discrete Co-
sine Transform (DCT) is used to calculate the feature in frequency domain. Co-
rel database is used for the evaluation of our proposed algorithm. It is demon-
strated that image retrieval using combined features can achieve a much higher 
search success rate compared with that of algorithms using DCT and LBP, re-
spectively. As a result, the precision rates and recall rates of this study was 
higher than the preceding study. In addition, better results were obtained using 
the weights. 

Keywords: Image Retrieval, DCT, LBP, Histogram Feature. 

1 Introduction  

In recent years, the spread and development of computer and digital camera, genera-
tion and collection of digital images in personal storage and WWW is increasing ra-
pidly. In this situation, there is a growing interest in the image retrieve an image that 
the user is required. As a method of image retrieval, First, as a method of utilizing the 
text query has been previously assigned to the meta data of the query image TBIR 
(Text-Based Image Retrieval), Second, and the image itself query utilizing the color 
and texture of the image there is a method for CBIR (Content-Based Image Retriev-
al). TBIR is widely used, and the speed of processing is also faster. Examples of 
TBIR, include the image retrieval engine such as Google and is used by many users 
today. However, for TBIR that the text query, the burden on the people by the amount 
of massively growing image, such as the recent years occur. Because, since it is neces-
sary to artificially indexed such as words and sentences to the metadata in the image in 
the database beforehand. Although the index, search results may differ from the ideal 
image because Index grant index and users demand are there may be a possibility that 
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the difference is caused by the sense of personal. Therefore, Researchers of CBIR is 
working hard to study towards a better search methods that Image on the Internet, vid-
eo databases and other information sources. 

When searching an image, first calculates the feature from the image, then compar-
ing the feature value of the image on the query image and the database, and extracts 
the images by the rate of matching features. The features of the image, there is charac-
terized derived from features and spatial domain obtained from the frequency domain. 
Feature of the former frequency domain, and that many methods utilizing the Gabor 
filter [1] used in the MPEG-7 [2], rely on them derivation algorithm of the DFT (Dis-
crete Fourier Transform) [3]. Features obtained from spatial domain of the latter, a 
feature quantity based on the color and texture of the image, which is represented by 
the color histogram [4], color correlogram [5], descriptors such as a color moment [6]. 
In this study, DCT (the Discrete Cosine Transform) [7] is used for the feature of fre-
quency domain, the features of spatial domain using a LBP (Local Binary Pattern) [8]. 
DCT is used converted to a standard format such as jpeg or mpeg for reasons that it 
has a characteristic that can increase the compression rate and the hardware imple-
mentation is easy fast algorithm. Moreover, LBP is frequently utilized by simple me-
thod which is calculated based on the texture image. Study conducted image retrieval 
using the LBP is done by Takala et al. [9]. In addition, there is a possibility that sug-
gests an improvement in the success rate by using the features which are obtained 
from the frequency domain. The purpose of this study is to perform image retrieval 
using the features which are obtained from the two methods described above, to ex-
amine or consider the results.  

2 Proposed Algorithm  

In this paper, we propose an efficient image retrieval algorithm using combined his-
togram-based features which contain both spatial and frequency domain information 
of an image, are utilized as a very effective image feature. The flow chart of proposed 
algorithm is illustrated as Fig. 1. Generates pixel block in DCT, to scan the image. 
After converting the pixels block is quantized using a low-frequency region. DCT 
histogram is generated using bin obtained for each block. LBP was calculated by 
three operators in the same way as preceding study. LBP histograms were obtained 
by summing the histogram obtained from three operators. To compare the image 
search after registering the two features. 

2.1 Discrete Cosine Transform (DCT)  

DCT used in image is extended to two-dimensional DCT, represented by the trans-
formation equation as the following eq. 1 [6]. 

 



 Content-Based Image Retri

,, ∑
Where     

When applying the DCT, T
lapping the small block in
 

Fig. 2. Ge

Pixel block of 8×8 after co
cients. After conversion, 
frequency component part a

ieval Using Features in Spatial and Frequency Domains 

 

Fig. 1. Proposed algorithm ∑ ∑ , cos       ∑ , cos       

√ 0 , 1 0                   

The method is often used to perform the DCT while ov
nstead of performing the DCT for the whole image d

 

neration of Low-Frequency DCT coefficients 

onversion by the eq. 1 is represented by the DCT coe
as shown in Fig. 2, the block is divided into a hi
and low frequency component parts. 

271 

(1) 

(2) 

(3) 
ver-

data. 

effi-
igh-



272 K. Kobayashi and 

We will use the features
lated number of six low fr
following eq. 4 using the va

 

3 02 4 22 5 20 
After calculating the six fea
the DCT coefficients. Whe
feature vectors, when the 
frequency feature vectors. T
will continue to generate DC

2.2 Local Binary Patte

The original LBP algorithm
image [7]. The operator l
neighbourhood of each pix
nary number. The feature o
an image, it is hardly affec
and various applications th
ple of binarizing the vicinity

 Q. Chen 

s of low-frequency portion shown in Fig. 2, and we cal
frequency component. These figures are expressed as 
alues of Fig. 2. 

 0 011 112 10 03  12  13  / 4 23  32  33  / 4 21  30  31  / 4
                      

atures of low-frequency, then performs the quantization
en DCT coefficient is 0 or more, assigns 1 low frequen

DCT coefficients is less than 0, assigns 0 to the lo
Thus calculates the feature of each block overlapping, 
CT histogram as in Fig. 3. 

Fig. 3. DCT histogram 

rns (LBP)  

m is proposed by Ojara et al. for local feature extraction
labels the pixels of an image by thresholding the 3
el with the center value and considering the result as a

of this approach is that it can be extracted local features
cted by illumination changes, it calculates the cost is lo
hereof can be expected in the derived algorithm. An exa
y of LBP is shown in Fig. 4. 

lcu-
the 

(4) 

n of 
ncy 
ow-
we 

 

n of 
×3-

a bi-
s of 
ow, 
am-



 Content-Based Image Retri

Original LBP is possible
LBP, to obtain the features 
extended not limit the num
pixels as described above a
5 as an example the LBP of

 

Fig

Sample points in order t
cle, using the bilinear interp
en by the LBP increases ex
We can deal with research 
thod is intended to be reduc
attention 1 and 0 transition
interpolation points, we ge
we get the frequency of 59
ample of Uniform Pattern is

ieval Using Features in Spatial and Frequency Domains 

Fig. 4. The original LBP 

e to obtain the features of the binary number of 8 bits 
of 0 to 255 and convert to decimal. LBP has that has b

mber of sample points instead of LBP to take neighbor
as a sample point. Three different LBP operators as in F
f this approach is given [10]. 

. 5. Circularly symmetric neighbor sets 

to not apply the exact pixel locations are arranged in a 
polation in the calculation in this approach. The value t

xponentially as the number of sampling points is increas
methods for this event that Uniform Pattern [10]. This m
ced without damage to said frequency of feature vectors
n in binary value of LBP. As an example, if it takes ei
t the frequency of 58 instead of the frequency of 256,

9 the rest of the pattern is stored in one frequency. An 
s shown in Fig. 6. 

273 

 

for 
been 
ring 
Fig. 

 

cir-
tak-
sed. 
me-
s by 
ight 
 or, 
ex-



274 K. Kobayashi and 

It is possible to extend th
using N number of operato
pressed by the following eq

LBP scans the whole image
of the calculation range of 
circular LBP operator respe
 

 Q. Chen 

 

Fig. 6. Uniform Pattern 

he LBP by combining operators with different radii. W
ors, the distance between the query and the model is 

q. 5. ∑ ,                             

e like DCT, too. It is to continue to overlap the pixel bl
LBP in the image. That the sum of the radius of differ

ectively are generated as LBP histogram as in Fig. 7. 

 

Fig. 7. LBP Histogram 

When 
ex-

(5) 

ock 
rent 



 Content-Based Image Retri

3 Retrieval Metric

A distance function is neede
LBP studies got a favored 
Ojala et al. [10]. Howeve
Huang, et al. [5]. When it i
ble, relative  measure is 
tive  measure is used this
ence in this study. The di
represent the feature histogr
bin. 

4 Experimental R

4.1 Image Database  

Image retrieval methods ar
Corel images of sizes 384×
each making up 1000 image
 

Fig. 8.

Africa people, buildings
used by an experiment. We
use in an experiment first. 
images to use in an experi
interpolation point for spati
chosen for comparison. Fre
duced to 59, Extended LBP
frequency domain because
image is calculated one af
feature of the query image

ieval Using Features in Spatial and Frequency Domains 

c  

ed for comparing images through their features. Most of
a nonparametric log-likelihood statistics as suggested

er, the relative  measure similar to those proposed 
s compared with the likelihood with other Statistics ava
one third of the time requested by the log-likelihood. R
s reason in Takala et al. LBP study. We also use this dif
issimilarity measure is given in Eq. 6, where  and
rams to be compared and subscript we is the correspond

, ∑ , ,, ,                          

Results and Discussions  

re tested on a database consisting of Wang database [
×256 and 256×384. There are 10 categories of 100 ima
es in total. Some example images are shown in Fig. 8. 

 Image examples from the Wang database 

s, flowers, elephants, mountains are chosen as a categ
e calculate the quantity of characteristic of all the image

First, we calculate the quantity of characteristic of all 
iment. We use Extended LBP having 3 radiuses unlik
ial domain. It is the same as Takala et al. method, whic
equency of each of the LBP has the Uniform pattern is
P the frequency of 177 is calculated. Further, DCT featu
e it has a frequency of 64, the frequency of 241 per 
fter another. We based feature calculated, to compare 
e and the database images. Enter a single query image 

275 

f the 
d by 
 by 

aila-
ela-

ffer-
d  
ding 

(6) 

[11] 
ages 

 

gory 
es to 

the 
ke 8 
h is 
 re-
ures 
one  
the 
we 



276 K. Kobayashi and Q. Chen 

want to calculate the distance compared to the feature of all of the database image. 
Comparison of 250 is performed per piece of the query image. Query images are 
made comparison of 42,500 times of an image since there 250. Retrieves the some 
images of the smaller distance from database image, it is confirmed whether the same 
category.  

4.2 Experimental Results  

The results of the experiments are shown in Table 1. The evaluation measures used 
are precision and recall. The table shows the results which using only DCT and LBP 
for comparison. In Takala et al. experiments, since the interpolation points are three 
different radii which using eight LBP operators [9], and experiments are conducted 
using the same LBP for comparison. Only result in the LBP, the results of the 3 oper-
ators had higher search precision and recall than 1 operator. Further compared with 
the result that using only DCT and LBP, the results with both methods improve the 
precision and recall are obtained. The addition of weight to both the feature quantity, 
Precision rates of 68% (recall of 13.6%) for 10images are clearly better than the other 
approaches. 

Table 1. The evaluation results (precision/recall) for different methods 

Method 10 images(%) 25 images 50images 

DCT 60.4/12.1 51.3/25.7 41.2/41.2 

LBP 28.1 61.2/12.2 54.9/27.4 46.6/46.6 

LBP 28.1 2   8.2.4 2  8.5.4 64.0/12.8 56.8/28.4 47.7/47.7 

DCT+LBP 28.1 2    8.2.4 2    8.5.4 66.3/13.3 58.2/29.1 48.1/48.1 

DCT+LBP 28.1 2    8.2.4 2    8.5.4 weight 68.0/13.6 58.8/29.4 48.4/48.4 

5 Conclusions  

In this paper, we proposed a robust image retrieval algorithm using the features spa-
tial domain feature frequency domain feature. Result of image retrieval accuracy by 
incorporating DCT to image search using a conventional LBP rises. We use both spa-
tial domain features and frequency domain feature, which could be confirmed more 
that image features are obtained. However, yet we do not be derived better results for 
studies that blocking the image shown in Takala et al. these experiments [9]. Further 
good results by comparing the LBP features and DCT, wherein the image is divided 
into blocks can be expected. In Takala et al. experiments are also performed technique 
for searching a portion of an image overlapping. That approach it is necessary to per-
form experiments to confirm the retrieval accuracy. Also, there is a technique that has 
been extended to the LBP, it might be able to improve the image retrieval accuracy by 
incorporating them.  
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Abstract. Feature extraction is very important in the process of character 
recognition. A good feature of the character will increase the level of accuracy for 
the character recognition. In this research, the feature extraction experiment of Java 
characters is done, where those features could be used for Java character recognition 
later. Before performing the process of feature extraction, segmentation is performed 
to get each Java character in an image, and followed by skeletonization process. 
After skeletonization process, feature extraction is done including simple closed 
curve, straight lines and curve. Several experiments was done using various 
parameters and Java characters in order to obtain the optimal parameters. The expe-
riment results of simple closed curve and straight line feature extraction are quite 
good, respectively reached 82.85% and 74.28%. However, the result of the curve 
detection is still not good, only reached 51.42% 

Keywords: feature extraction, Java character, skeletonization. 

1 Introduction 

One of the ethnic groups found in Indonesia is the Javanese with a culture that is 
known as the Javanese culture, which has many aspects. One is the use of Java cha-
racters on writing. To preserve the culture in the form of Java character, conservation 
efforts need to be done so that the culture is not extinct, one is to digitize documents 
bearing Java characters especially old documents that have high historical values. 
Java characters consist of basic characters, numbers, complementary characters and 
others. In this paper, we conduct research on feature extraction of Java characters. 
The features obtained later will be used for the Java character recognition in order to 
digitize the documents. These experiments of feature extractions need to be done  
in order to find different features for each Java character, because some of the Java 
characters have similar form to each other. Input to the system is an image that con-
tains handwritten Java characters. Image segmentation is performed to separate  
the existing characters, and then we do the skeletonizing before feature extraction. 
The feature extraction was conducted on the number of lines, simple close curves and 
open curves. 
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2 Skeletonizing 

Skeletonizing is one of image processing that is used to reduce the pixels of an image 
while maintaining information, characteristics and important pixels of the object. This 
is implemented by changing the initial image in binary into skeletal representation of 
the image. The purpose of skeletonizing is to make simpler image so that the image 
can be analyzed further in terms of shape and suitability for comparison with other 
images. Problems encountered while doing skeletonizing is how to determine the 
redundant pixels and to maintain important pixel. This process is more similar to ero-
sion process where erosion can lead to an unexpected region deleted, which is not 
expected in the process of thinning. Skeleton must remain intact and have some basic 
properties such as [1]: 

• Must be composed of several thin regions, with a width of 1 pixel. 
• Pixels that form the skeleton should be near the middle of the cross section area of 

the region. 
• Skeletal pixel must be connected to each other to form several regions which are 

equal in number to the original image. 

There are two requirements that are used to determine whether a pixel can be re-
moved or not. The first requirement is as follows [1]: 

• A pixel can be removed only if it has more than one and less than 7 neighbors. 
• A pixel can be removed only if it has the same one connectivity. 
• A pixel can be removed only if at least one of the neighbors who are in the direc-

tion of 1, 3, or 5 is a background pixel. 
• A pixel can be removed only if one of the neighbors who are in the direction of 3, 

5, or 7 is a background pixel. 

The second requirement is similar to the first but differ in the last two steps: 

• A pixel can be removed only if at least one of the neighbors who are in the direc-
tion of 7, 1, or 3 is a background pixel. 

• A pixel can be removed only if one of the neighbors who are in the direction of 1, 
5, or 7 is a background pixel. 

3 Simple Closed Curve 

Simple closed curve is a simple curve that both endpoints coincide [2]. Examples of 
simple closed curve can be seen in Figure 1. 
 

 

Fig. 1. Simple close curve 
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To detect a closed curve can be done by using the flood fill algorithm. Flood fill 
algorithm has three main parameters, namely the start node, the target color and color 
replacement. This algorithm searches all nodes in the array are connected to the start 
node through the path of the target color and then replace it with a replacement color. 
Flood fill based algorithm by using recursion can be written as follows: 

1. If the node is not the same color with the color of the target, the return 
2. Set the color of nodes into a replacement color. 
3. Run Flood-fill (one step to the west of the node). 

Run Flood-fill (one step to the east of the node). 
Run Flood-fill (one step to the north of the node). 
Run Flood-fill (one step to the south of the node). 

4. Return. 

4 Hough Transform 

Hough Transform is a technique for determining the location of a shape in the image. 
Hough Transform was first proposed by P.V.C Hough [3], and implemented to detect 
the lines in the image by Duda and Hart [4]. 

Hough Transform maps the points in the image into the parameter space (Hough 
Transform space) based on a function that defines the shape that wants to be detected, 
and then takes a vote on an array element called the accumulator array. Hough Trans-
form is generally used to perform the extraction of lines, circles or ellipses in the im-
age, but in its development, Hough Transform can also be used to the extraction of 
more complex shapes. Hough Transform is used to detect the straight lines that satisfy 
the Equation 1 and 2: 

    (1) 

     (2) 

By changing the Equation 1 to 2, each edge point (x, y) on an image will result in 
single line equation parameters (a, b). The points on the same line will have the  
value of the parameter that cross at a point (a, b) in the parameter space as shown in 
Figure 2. 

 
(a)                              (b) 

Fig. 2. (a) xy Area (b) Parameter space 
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At first, the value of the accumulator is initialized with zero. For each point (x, y) 
which is edge of the object in the image, the value of b will be calculated according to 
the Equation 2 and will be rounded to the nearest value that is allowed in the accumu-
lator. Accumulator value will be incremented for each point that satisfies the equation 
with the values of a and b given in accordance with the Equation 3: 

 ,  , 1 (3) 

Each edge point has line parameter mapped in the accumulator. The higher the value 
in the accumulator, the greater the likelihood of a line is detected in the image. Duda 
and Hart proposed a polar equation for a line with a parameter ρ and orientation θ [4] 
(Equation 4). Illustration can be seen in Figure 3. 

  cos  sin  (4) 

 

Fig. 3. (a) Normal representation of a line. (b) Parameter space (ρ, θ) 

In the same way with the standard Hough transform, each point in the image is 
mapped into the accumulator for each value ρ and θ which satisfy the Equation 5. 

 ,  , 1 (5) 

The range of values for the angle θ is ± 90 as measured by the x-axis. While the 
range of values of ρ is √2 , where D is the distance between the vertex on the 
image [5]. 

In general, the Hough Transform method consists of three basic steps: 

• Each pixel of an image is transformed into a curve parameter of the parameter 
space. 

• Accumulator with cell arrays placed on the parameter space and each pixel images 
provide a value to the cells in the transformation curve. 

• Pixel with a local maximum value is selected, and the coordinates of the parame-
ters used to represent a segment of the curve in image space. 



282 R. Adipranata et al. 

4.1 Parabolic Curve Detection Using Hough Transform 

In the image of the actual object, the curve can be in any orientation. Parabolic curve with 
rotation can be detected by using an algorithm based on coordinate transformation of pa-
rabolic equations. In standard parabolic curve detection, there are four parameters in-
volved, namely the point (x0, y0), orientation (θ), and the coefficient which contains infor-
mation about the parabolic curvature. However, Jafri and Deravi proposed an algorithm to 
detect parabolic curve in any orientation using only three parameters [6]. The parameters 
are the point (x0, y0) and orientation θ. Using this algorithm, all parabolic curves in various 
positions can be detected by using 3D accumulator. This approach uses a point on the 
curve as a parameter which also shows the position of maximum curvature of the parabol-
ic curve. Sobel operator is used for the gradient approach. To detect the parabolic curve in 
any orientation, a coordinate transformation matrix is used to derive a new parabolic equa-
tions involving parabolic curve orientation. 
 

 

Fig. 4. Parabolic curve 

Parabolic curve with a specific orientation angle is shown in Figure 4. (x', y') coordi-
nates is the (x, y) coordinates rotation by θ degrees with the center coordinate system 
as the axis of rotation. The vertex of parabola is (x0', y0') at the (x', y') coordinates or 
(x0, y0) in the (x, y) coordinates. The equation of the parabola in the (x', y') coordi-
nates can be written in Equation 6 [6]. 

   (6) 

Standard two dimensional geometry matrix for counter-clockwise rotation with θ 
angle transformation is shown in Equation 7. 

  cos sinsin cos   (7) 

By substituting the value of x, y, x0 and y0 in Equation 7 to Equation 6, the parabolic 
Equation 6 can be written as: 

 sin cos sin cos  

  cos sin cos sin  (8) 
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And the value of differentiation of this equation is: 

 sin  cos  

  2  cos sin cos sin  . cos sin  (9) 

By substituting Equation 9 into 8, a new relation to the parabola vertex and the orien-
tation (x0, y0, θ) is [6]: 

  

  (10) 

where  is 

 
sin coscos sin  (11) 

From the above relationship, it can be seen that the use of three dimensional accumu-
lator arrays is sufficient to detect a parabola in various orientations. 

5 Experimental Results 

Several types of experiments has been performed, such as simple close curve detec-
tion, line detection and curve detection on several sample scanned document images  
 

 

Fig. 5. Flowchart of the system 
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From the experiment results in Table 1, there are incorrect calculations of the num-
ber of close curve, that is the sample number 2, 3, 4, 6, 10, 12, 15, 16, 18, 21, 24, and 
25. This error rate reaches 44.44%. Some existing problems are: 

1. Two parallel lines are too close together, so it becomes a closed curve after the 
thinning process. 

2. There are areas that are too close together, so it becomes a closed curve after the 
thinning process. 

3. The presence of noise in the form of a closed curve with a small size. 

To solve the problem number three, we add minimum area parameter which used to 
limit the value of the minimum area of a closed area that can be considered as the 
actual close curve, not just as a noise. To overcome the problem of numbers 1 and 2, 
we divide the image into two equal segments (top and bottom). By using minimum 
area parameter and dividing image, we got better experiment result. Closed curve is 
considered as noise if the area less than or equal to 2 pixels. 

The following is experiment of line detection by using several parameters. The pa-
rameters are: 

• Theta resolution: Resolution angle in degrees. 
• Threshold: The minimum value limit value in the accumulator array can be ex-

pressed as a line. Threshold consists of two types, namely by percentage and by 
value.  

• Min line length: The value of the minimum length of a line segment can be consi-
dered to be a line. 

• Max line gap: The minimum distance between the lines can be detected as a line. 
 

From the experiment results in Table 2, we can conclude that the smaller the value 
of theta resolution, more lines can be detected, and also we can see that theta 
resolution value of 1 gives the best results.  

We also do experiments on changing of threshold parameter. From experiment 
results, it can be concluded that if the threshold is too small, will causes noise be 
detected. However, if the threshold is too large causing a short line will not be 
detected. The threshold value for 7 pixels provide relatively good results and stable 
for line detection.  

From other experiment on changing of line length, we get results that the optimum 
line length ranges between 4 - 5 pixels. 

From experiments on changing maximum line gap, it can be concluded that if the 
max line gap is too small will causes many lines are detected. And from the results, 
maximum line gap of 4 pixels will give good results. 

The following is experiment of curve detection by using several parameter values. 
The experiment result can be seen in Table 3. 
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Tabl

No Parameter 

1 

Theta resolution: 1 
Neighbor: 4 
Threshold: 5 
Min line length: 4 
Max line gap: 4 

2 

Theta resolution: 2 
Neighbor: 4 
Threshold: 5 
Min line length: 4 
Max line gap: 4 

3 

Theta resolution: 3 
Neighbor: 4 
Threshold: 5 
Min line length: 4 
Max line gap: 4 

4 Theta resolution: 5 
Neighbor: 4 
Threshold: 5 
Min line length: 4 
Max line gap: 4 

5 Theta resolution: 7 
Neighbor: 4 
Threshold: 5 
Min line length: 4 
Max line gap: 4 

6 Theta resolution: 1 
Neighbor: 4 
Threshold: 5 
Min line length: 4 
Max line gap: 4 

7 Theta resolution: 3 
Neighbor: 4 
Threshold: 5 
Min line length: 4 
Max line gap: 4 

8 Theta resolution: 5 
Neighbor: 4 
Threshold: 5 
Min line length: 4 
Max line gap: 4 
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detection of simple closed curve is a minimum area of 2 pixels, while the optimum 
parameters for detecting the line is the theta resolution value of 1 pixel, threshold 7 
pixels, line length ranges between 4 - 5 pixels, and maximum line gap 4 pixels. For 
detection of curves, the best parameters are theta step 1, neighbor 7 pixels and the 
threshold 7 pixels. From experiment on the samples of Java character document im-
ages, the results of simple closed curve and line feature extraction are quite good, 
respectively reached 82.85% and 74.28%. However, the result of the curve detection 
is still not good, only reached 51.42%. 

Acknowledgment. We thank to PT Coordination of Private Higher Education Region 
VII, East Java, Indonesia for funding this research by Research Competitive Grant 
DIPA-PT Coordination of Private Higher Education Region VII, East Java, Indonesia 
fiscal year 2015 entitled (in Bahasa Indonesia) “Aplikasi Pengenalan Aksara Jawa 
Guna Digitalisasi Dokumen Beraksara Jawa Untuk Mendukung Pelestarian Budaya 
Nasional”. 

References 

1. Parker, J.R.: Algorithm for image processing and computer vision. John Wiley & Sons, Inc., 
New York (1997) 

2. Adjie, N., Maulana.:Mathematics Problem Solving. UPI Press, Bandung (2006) 
3. Hough, P.V.C.: Machine Analysis of Bubble Chamber Pictures. In: Proc. Int. Conf. High 

Energy Accelerators and Instrumentation (1959) 
4. Duda, R.O., Hart, P.E.: Use of the Hough Transformation to Detect Lines and Curves in Pic-

tures. Comm. ACM 15, 11–15 (1972) 
5. Gonzalez, R., Woods, R.: Digital Image Processing, 3rd edn. Prentice Hall, New Jersey 

(2008) 
6. Jafri, M., Deravi, F.: Efficient algorithm for the detection of parabolic curves. In: Vision 

Geometry III, pp. 53–62 (1994) 
 



 

© Springer-Verlag Berlin Heidelberg 2015 
R. Intan et al. (Eds.): ICSIIT 2015, CCIS 516, pp. 289–300, 2015. 
DOI: 10.1007/978-3-662-46742-8_27 

Fast Performance Indonesian Automated License Plate 
Recognition Algorithm Using Interconnected Image 

Segmentation 

Samuel Mahatmaputra Tedjojuwono 

Bina Nusantara University, School of Information Systems, Jakarta, Indonesia 
smahatmaputra@binus.edu 

Abstract. A reliable and fast algorithm is needed to implement a License Plate 
Recognition in a real life vehicle traffic environment. This paper proposed a 
hybrid algorithm of interconnected image segmentation and contour extraction 
to locate and identify license plate for a given image. A pre-processed image 
will be segmented in several small images based on contour detection algo-
rithm. The location of each segmented image's centre was then plotted into a 
Euclidean plane to get their relative positions. The distance and position of the 
segments evaluated in search of interconnected segments. This set of segments 
then will be fed into a cost function that determines its level of relevancy as a 
plate number. Set with highest score went through character recognition process 
to extract the meaning. Proposed work was tested in Indonesian license plate 
system with a high rate of correctness and average processing speed of 100 mil-
lisecond. 

Keywords: License Plate Recognition, Contour Detection, Interconnected-
Segments. 

1 Introduction 

The use of Automatic License Plate Recognition (ALPR) in real live environment is 
very much increasing in need. This is supported by a study in its usage for the securi-
ty, surveillance and law enforcement system [1]. The study showed that although it is 
considerably expensive, ALPR may increase the traffic surveillance system produc-
tivity. Moreover, to perform in real live situation the system should incorporate two 
major characteristics which are fast and precision. These characteristics are very 
much the centre of discussion in all works and researches in improving ALPR system. 
This paper will focus on the first part of that characteristic without neglecting its ac-
curacy level as well. An agile and fast performance recognition system is proposed 
using interconnected image segmentation of image features extraction technique. The 
system was tested in particular for major Indonesian license plate system whereas it is 
a one-line horizontal plate with white digit color and black background. The result of 
proposed algorithm showed promising outcomes in term of processing time (efficien-
cy) with reasonable detection accuracy. Apart from its fast and precision performance, 
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the proposed system needs to work under certain reasonable condition such as light 
and camera position with properly applied parameters' values. 

2 Previous Work 

It was concluded from a recent study that each methods in solving ALPR system will 
have their own pros and cons [2]. This study stated that using pixel values with tem-
plate matching will be simple and straight forward, however it is prone to process not 
important pixel and noise. On the other hand using feature extraction various methods 
will be robust and considerably fast, however it should dealt with some of the non 
robust features that could degraded accuracy performance of the algorithm. Some 
previous experiments on template matching techniques used fuzzy logic and neural 
network aims to identify number in the plate [3], with a promising accuracy rate sit-
ting at 93.7%. However as quoted from their experimental result in part five, the loca-
lization process used 0.4 sec (400 millisecond) on top of its character recognition 
process which took around 2 sec (2000 millisecond), thus in total of around 2400 
millisecond (2.4 second) per plate number recognition. This will not be an ideal ap-
proach to be applied in live traffic system.  

Another work that was conducted under Indonesian license plate system is [4] 
which uses ANN (artificial neural network) in supervised system with a regular train-
ing time of 10 minutes using 400 input units. This system required human supervision 
and huge number of input and training set in its plate localization process. Another 
novel work [5] uses sliding concentric windows to locate the license plate and a two 
layer PNN (probabilistic neural network) for optical characters recognition. This ap-
proach reached a very efficient time of 276 millisecond (0.28 second) in average per-
formance of 85% accuracy, however it had never been tested using Indonesian license 
plate.  

A real time ALPR system was proposed [6] for Indonesian plate system using 
Fourier transform and HMM (Hidden Markov model). Its performance was averagely 
around 2844 millisecond (2.8 second) for a complete plate recognition process with 
success rate of 84.38%. As character recognition methods, some of previous work 
used template matching for already segmented and not tilted character in combination 
of other localization technique[7] [8], the latest used a better feature extraction using 
Euler number grouping to locate the license plate in the image. It was called the hybr-
id fuzzy [8] in which was tested under Malaysian license plate system that has simi-
larity with the proposed experimental environment in Indonesia. Its performance are 
95.5% for blurred or distorted image and 100% for ideal image, with total  
processing time at maximum of 2.45 seconds – which is considerably slow to be im-
plemented at live traffic. 

3 Proposed Methodology 

The proposed algorithm is divided into three main parts: (i) Image preprocessing (ii) 
License plate localization (iii) License plate character recognition. The detail block 



 Fast Performance Indonesian Automated License Plate Recognition Algorithm 291 

 

diagram can be seen at Figure 1. To achieve both reliable and fast ALPR system per-
formance, the system used a preprocessed image as an input. Embedded to the system 
is an image preprocessing modules that converts raw color image to a gray level im-
age. A smoothing processed then applied to the image using Gaussian technique in 
order to minimize noise. 

 

Fig. 1. Main algorithm of the proposed work 

The preprocessed image will then fed into the license plate localization process. 
This process will segments the image I into several small images Ii based on the find-
ings of contours ci. However, to extract contours ci from the image, edge detection 
was first applied using canny edge detection technique. A certain ratio evaluation of ci 
width and height r(w:h)i is needed to determine whether the Ii is a possible license 
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plate number or not. Ii with certain degree of ri similarity will then are grouped to-
gether in one set Sj.  

The algorithm of interconnected segmentation forming the set Sj is described by 
the following pseudo-code: 

function interconSegment (image[ ] Segments) { 
  set image iSegment[ ] 
  set image neighbors[ ] 
  set decimal tolerateDeviation    
  for each image in Segments { 
    for each image in Neighbors { 
      If Segments[i].height == neighbors[j].height 
       & Segments[i].width == neighbors[j].width  
& Segments[i].height/Segments[i].width==tolerateDeviation    
    {  
         add Image to iSegment;        
        } 
    }   
  } 
  return iSegment[] 
} 

The code compare each image in the Segments collection to all its closest array of 
neighbors' image segment. It also incorporate toleration degree tolerateDeviation in 
the process of comparing width and height before adding the similar size of segment 
to a certain iSegment collection. 

  (1) 

The grouping process started with finding centroid or the center point of an image 
segment using formula described in (1) whereas x and y axis will be acquired through 
calculating total moments in x and y divided by its axis total area respectively. The 
centroid position Ci then evaluated using its relative two dimensional coordinate p(x, 
y)i to the nearest Ii neighbors in the I Euclidean plane. The algorithm then evaluate Sj  

number of member. The largest set will then be considered as possible license plate. 
The location of Sj is then determined by the position of its left most member's p(x, y)i. 
This technique then proposed to be called interconnected image segmentation. Each Ii 
in the selected Sj will then translated into ASCII character using a static character 
classifier technique proposed by [9]. 
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4 Result 

4.1 Experimental Result and Parameters 

The experimental work used 100 samples of major Indonesian vehicle license plate 
(black background with white Latin font). Images were taken randomly at both indoor 
and outdoor environment. It should have reasonable amount of lighting and the cam-
era positioned as such be perpendicularly enough with the license plate two dimen-
sional planes. Figure 2 to Figure 6 describe the result of two main parts of the pro-
posed work: (i) Image pre-processing (ii) License plate localization. Figure 2 shows 
the original image containing license plate. This image then will be converted into 
gray image for efficiency in finding edges.  

 

Fig. 2. Original image as an input 

The grey level image was then applied smoothing technique to reduce noise. This 
smoothed gray image then went through edge extraction algorithm. From the experi-
ment, the size of searching field is minimized using this technique which in return 
minimizes the processing time. Figure 3 shows the result of applying edge extraction 
to the gray level image. The proposed work relying on the edge detected around each 
object inside the picture, including the letters of the plate number that will form a 
continuous line which is called ‘contour’. The edge image then fed into contour  
detection function to mark any blob position resulting from detecting interconnected 
edges’ pixels. All the contour/blob position will be recorded inside an array list to be 
evaluated. 
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Fig. 3. Edge extracted image 

 

Fig. 4. Segments candidates on original image (marked with orange squares) 

The results of all detected contours were then distributed into several image seg-
ments. These image segments as the candidates of the plate letters are shown in Fig-
ure 4 marked by orange rectangles overlaid on top of the original image. Thus the 
algorithm cut through the process of searching plate number like rectangular shapes.  
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Fig. 5. Segment candidate location in the two dimensional plane 

 

Fig. 6. License plate characters' locations are well identified 

Figure 5 shows all the segments’ locations in the two dimensional plane without 
the overlaid image. This image showed a scattered position of candidates, some of 
which are inside the others which will be eliminated during the filtering process. To 
be selected as a plate number letters, the image segment candidates should satisfy 
certain letter like ratio of width and height, along with their relative position to their 
neighboring candidates. The filtered result of all image segments is shown in Figure 6 
where all the license plate characters' locations are well identified. This result of li-
cense plate localization, that is a set of image segments taken from the license plate 
character images, will be fed in to a character recognition function. The function will 
translates image into ASCII characters. Figure 7, 8, 9 and Figure 10 show the results 
of successfully localized and recognized license plates in average of 100 millisecond 
for image size of 480x640 pixels (recommended size in pixel). 
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Fig. 7. Application of plate reading at outdoor-night 

From figure 7 we can see the prototype of ALPR System application. Top left and 
right image windows are the result of plate localization with and without the original 
image overlaid. At the bottom right it shows the result of characters recognition 
process along with time in millisecond and the image dimensional in pixel unit. At the 
bottom left image window is the edge extraction result. 

 

Fig. 8. Application of plate reading indoor-1 

Both Figure 8 and Figure 9 show the Application of the ALPR system at indoor 
environment. Moreover, both showed consistent result of accuracy and performance 
of around 100 millisecond. Figure 10 on the other hand is an example of running the 
ALPR application at outdoor environment with enough sun light. However, the result 
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shows yet again a consistent performance both on accuracy and -more importantly on 
a live implementation – on processing speed which is just below 100 millisecond. 

 

 

Fig. 9. Application of plate reading indoor-2 

 

Fig. 10. Application of plate reading at outdoor bright sun light 

The parameter values that are used in the experiment can be found inside Table 1. 
These parameters used in the smoothing process, contour extraction function, image 
segments filtering and interrelating images process: 
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Table 1. Parameters value of the proposed work 

Parameters Suggested values 
Kernel size (smoothing) 3 
Approximated poly 0.001 
Valid character dimension ratio R 2.0 ≤ R ≥ 3.7 
Tolerated deviation (2D Euclidean 
plane position) 

0.19 

 
Moreover, the ALPR Application and the hardware specification were built and 

tested under the following specifications: 

• Processor: Intel Core i5 @ 2.40 GHz 
• RAM: 4 GB (2.16 GB usable) 
• Intel(R) HD Graphics Family Adapter RAM 916.37 MB (960,880,640 bytes) 
• Display resolution 1280 x 800 x 58 hertz 
• Image camera 2MP 
• Windows 7 OS 32-bit 
• Microsoft .Net Framework 4.5.x  
• Microsoft Visual Studio C# 2010 
• OpenCV library  

The performance of the proposed algorithm is promising both in speed and its accura-
cy of locating the plate candidate. Randomly taken image were used as a test case, 
whereas all these samples taken from indoor and outdoor lighting condition with 97% 
of localization accuracy rate and 85% of character recognition rate. The average time 
elapsed are 95 millisecond over a 480x640 image dimension in pixel. 

4.2 Problem Encountered 

Figure 11 is an example of problem that was encountered during the experiment. In 
this test case the supposedly translated “B1629NFK” plate was missed translated as 
“B\629NFK”. The slightly tilted number “1” - as shown in Figure 12 - was translated 
as a back slash “\” sign. In this experiment this problem was referred as the tilted 
image problem. This problem might occur when the image taken at angle not perpen-
dicularly close to the plate plane. Another problem that could be encountered is re-
ferred as the ornament problem. This problem might impact sample with ornaments 
(front grill, other printed materials, etc) that is present in the image along with the 
plate sample. Figure 11 shows an example of this particular problem. The grill of a 
minibus in the image Figure 13 has a form that is significantly satisfied a license plate 
criteria. This can be seen clearly from the edge image extraction result in Figure 14.  
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Fig. 11. Tilted image problem 

 

Fig. 12. Tilted image problem detail 
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5 Conclusion 

The proposed work presents a fast performance license plate localization that was 
tested on 100 samples of Indonesian license plate system taken from various indoor 
and outdoor conditions both day and night. The result of the proposed algorithms was 
promising as the average time for a complete ALPR process of image pre-processing, 
license plate localization, and character recognition took 100 millisecond in average. 
The accuracy of localization process was 97% whereas the character recognition came 
up with 85% accuracy. 

Moreover, in the future the work still needs to be equipped with transformation 
process as to deal with tilted license plate images as a result of a poor camera posi-
tioning. The algorithms also will incorporate filtering techniques to suppress the or-
nament problem previously described. Methods and algorithms will be designed and 
implemented carefully as to maintain the fast performance of the proposed system. 
Future work would also compare – perceived to be the most time consuming – 
process of license plate character recognition with the other part of ALPR system: (i) 
Image preprocessing (ii) License plate localization. 
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Abstract. Recent years, house-robots have become popular with the advances 
in robot technology, but there is no alternative for the tidiness of laundry by ro-
bots. We analyzed the functions required to tidy up laundry by robots, and 
thought that the pairing of socks is important. The purpose of this study is to 
develop a system for pairing socks automatically by robots. This paper provides 
the recognition part of this system that includes deforming detection and the 
similarity determination of socks by the use of image processing and 3D infor-
mation. The results show that the system could detect deforming position and 
gripping point correctly, and could classify socks of same pattern into same 
group. The study concludes that the method to revise the deformation using 
multiple sensors is effective. 

Keywords: Laundry, House-robot, Socks, Deform. 

1 Introduction 

Recent years, not only home appliance and consumer electrics, but also house-robots 
which can carry out the proxy of housework have become popular with the advances 
in robot technology [1]. According to the definition of house care service in Japan, 
housework is divided into 5 elements, cleaning, cooking, shopping, washing and tidy-
ing up laundry. There are alternative services to each element. For cleaning, room 
cleaning robot like Roomba has become popular as a housekeeping robot [2]. Win-
dow cleaning robot also appeared recently [3]. For cooking, microwave oven is com-
mon consumer electronics. For shopping, shopping at online and get delivery by 
courier have become easier. For washing, washing and drying machine is common 
too. But there is no alternative for the tidiness of laundry by robots or any consumer 
electronics (Table 1)[4]. If automation of laundry tidiness is possible, it would save 
time and reduced burden of the elderly's body. 

In this study, we analyzed the functions required to tidy up laundry by robots. As a 
result, we found that the functions can be divided into four states, the laundry 
classification, socks pairing and storage process. We thought that the pairing of socks 
is important, because socks cannot be used if they have not been paired, and pairing 

                                                           
* Corresponding author. 



304 M. Kazuki, M. Tsuto

of socks takes a lot of trou
system for pairing socks 
recognition part of this sys
determination of socks by th

Cleaning Cook

 

2 Laundry State a

It is difficult that make rob
in the tidiness, and the robo
we analyzed the tidiness an
to the robot. Fig.1 shows th

-State1: This state is that
-State2: One laundry is s
-State3: Socks that pairin
-State4: If nothing is in

represents the completion o
which humans tidy the laun

 

(a)     

(c)     

omu, and H. Daiki 

uble in laundries tidiness. Therefore, we try to develo
automatically by robots. In this paper, we show 

stem that includes deforming detection and the simila
he use of image processing and 3D information. 

Table 1. Alternative services 

king Shopping Washing Tidying

 
 

  

and Action 

bot tidy the laundry. Because various processes are pres
ot itself is hard to grasp the next required action. Theref
nd defined four states for the sake of simplify the comm
he camera image of each state. 
t there is a pile of all kind of laundries (Fig.1a). 
separated from the pile of laundry to recognize it (Fig.1b
ng is completed are arranged (Fig.1c). 
n the camera, it is determined on this state (Fig.1d). T
of all laundry tidiness. This state is the same as the state
ndry. 

   
                                       (b) 

   
                                       (d) 

Fig. 1. Image of Laundry State 

op a 
the 

arity 

g 

sent 
fore 

mand 

b). 

This 
e in 



 A Study of Laundry Tidiness: Socks Pairing Using Video and 3D Sensors 305 

Table 2 shows the actions to be performed in each state. "Target" represents target 
that is tracked by the system to take action. "IF" represents the state of the target. 
"THEN" represents the action of system. "Transition" represents the state after the 
transition. Fig.2 is a state transition diagram illustrating Table 2. 

Table 2. Actions of each state 

State Target IF THEN Transition 

1 
pile of laundry exist object moving process state2 1-1 

pile of laundry none - state3 1-2 

2 

recognized objects pants tidying process state1 2-1 

recognized objects socks pairing process state1 2-2 

recognized objects none - state1 2-3 

3 
small clothes exist tidying process state3 3-1 

small clothes none - state4 3-2 

4 

pile of laundries exist - state1 4-1 

recognized objects exist - state2 4-2 

small clothes exist - state3 4-3 

all clothes none - finished  

 

 
Fig. 2. State transition diagram 
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3 Proposed Method for Socks Pairing 

In case of socks in the second stage, the initial situation is that one sock is separated 
from the pile of laundry. The final situation is a state that socks are paired by same 
fabric pattern. In order to achieve the pairing by the system, it is necessary to obtain 
the fabric pattern and the shape of the object. However, if the deforming and 
overlapping occurred, it is difficult to obtain accurate feature of socks. Therefore, it is 
necessary to detect and to revise deforming and overlapping of the socks before 
pairing. So, we describe methods of the detection and revision of deforming and 
overlapping, and of the pairing that is performed by determining the color features 
from obtained image. 

We use the Kinect from Microsoft to get RGB image and 3D image, because 
synchronization of RGB image and 3D image is easy[5]. We have assumed that the 
system has recognition unit with Kinect and the unit that control small robots with the 
functions of grip and release of socks and move the ground like Roomba. 

3.1 Detection and Revision Function of Socks Deforming 

This function detects deforming and overlapping of socks. If deforming and overlap-
ping have occurred in socks, height of the sock becomes more than twice at that por-
tion. Using this, we performed the detection of deforming and overlapping. We show 
the step of this function. 

 
-Input sock image. 
-Get the depth image of sock. 
-Get the height difference from depth image (First process). 
-Detect straight lines from the height difference, and detect matching portion by 

comparing lines and outline of sock (Second process). 
-Determine the gripping position from detected deformation (Third process). 
 
First process is that detect the height difference by obtaining the depth image of the 

sock. The sock in the depth image is represented grayscale as shown in Fig.3. Grays-
cale of the sock vary depending on the distance from the Kinect. We have set the 
depth recognition range from Kinect and brightness value as shown in Fig.4. Bright-
ness value of the floor is 0. Socks Brightness value of near the floor is 127, and near 
the Kinect is 0. Because 127 divided by the range of 15 cm, the change of brightness 
value 1 represents the change of thickness about 1mm of the sock. 

Threshold that used for the detection of the difference in height is the average 
brightness value of the sock. The system detects a part that brightness value is smaller 
than the threshold as the overlapping part as shown in Fig.5. And determine the height 
difference from contours of overlapping part (Fig.6). 
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Second process is to detect the straight line from the previously described image of 

the height difference. We determine that the detected straight lines are the candidates 
of overlapping edge (Fig.7). We determine the deforming position by comparing the 
candidates and outline of socks (Fig.8, 9).  

Third process is determination of the gripping position and revision of the defor-
mation. In Fig.10, line segment AB is edge of the deforming position that is decided 
in the second process. Point C is the midpoint of the line segment AB. We draw a 
straight line that perpendicular to the line segment AB and passing through the point 
C. Point D is that this vertical line intersects with the outer peripheral. The system 
determines the point D as the gripping position (Fig.10). System revises the deforma-
tion by moving point D at the position of point symmetry with respect to the point C. 
If there are multiple deformation, the process is repeated from the left side of the im-
age until deformation disappears. 

 
 
 

Fig. 3. The sock in the depth image Fig. 4. Recognition range and Brightness value 

Fig. 5. Overlapping part in sock Fig. 6. Height difference image 
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3.2 Pairing Function 

We create a color histogram by getting RGB image of the sock that is revised the 
deformation, and we determine the pair of socks by comparing histogram. The system 
outputs different group number for different socks. If the system determines a sock of 
same pattern with former one, the system outputs the same group number. The system 
changes the location of the sock in accordance with the output. 

4 Experimental 

4.1 Experimental purposes 

The purpose of this experiment is to check whether system constructed in this study 
works as expected. Therefore, we conducted experiments to evaluate judgment of 
gripping position and socks similarity determination. We evaluated the system by 
precision, recall and F-measure that are a performance evaluation index in informa-
tion search. 

Fig. 7. Candidate of overlapping Fig. 8. Outline of socks 

Fig. 9. Deforming point Fig. 10. Third process 
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4.2 Experimental Procedure 

We arranged socks and Kinect as shown in Fig.11. We detected deforming of socks 
and evaluated whether the deformation which was detected agreed with the deforma-
tion which has occurred in practice. Next, we evaluated whether can be paired cor-
rectly by revision of the deformation and pairing operation. For comparison, we eva-
luated each pairing of three patterns, only deformed socks, only not deformed socks, 
and half and half. We performed the experiment 10 times with socks of 10 pairs (20 
socks) that have different fabric pattern. 

 

 

5 Results 

Fig.12 shows an example of experimental result of the deformation position and grip-
ping point detection. The average brightness value in Fig.12 example is 98.7, Fig.12b 
shows the thicker part using this threshold. Fig.12e shows the deforming position. 
System can detect deforming position correctly. Fig.12f shows the gripping point D. 
System can detect gripping point correctly. 

Table 3 shows the performance evaluation results of deformation detection. "Preci-
sion" of table 3 represents the rate of deforming socks per the socks that detected the 
deforming by the system. "Recall" of table 3 represents the rate of socks that detected 
the deforming by the system per the all deforming socks. “F-measure” of table 3 
shows the performance of the deformation detection determined from the Precision 
and Recall. 
 

Fig. 11. Experimental configuration 



310 M. Kazuki, M. Tsuto

 (a)

 (d)

Fig. 12. Example of th

Table 3. Pe

Precision 

0.85 

 
Table 4 - table 8 shows 

images of table 4 are entere
rate(%) of each color in the
color value, and the horizon
determination result of the
same group. 

Sock1 

 

 
 
 

omu, and H. Daiki 

  
(b) (c) 

  
(e) (f) 

he result of the deformation position detection experiment 

 

erformance evaluation of deformation detection 

Recall F-measure 

0.74 0.79 

an example of the result of pairing experiment. The s
ed into the system. Graphs of table 5 – table 8 represent 
e socks. The vertical axis of the graph represents the rate
ntal axis represents color value 0-255. “Output” shows 

e system. System can classify socks of same pattern i

Table 4. Image of input sock 

Sock2 Sock3 Sock4 

   

 

 

ock 
the 

e of 
the 

into 



 A Study of Laund

 
 
 
 
 
 
 
 

Table 5. Graph and outpu

Each color graphs 

 

 
 
 
 
 
 
 

dry Tidiness: Socks Pairing Using Video and 3D Sensors 

ut of socks1 Table 6. Graph and output of socks2 

Out-
put 

 

1 

Each color graphs 
Out
put

2 

 

311 

t-
t 



312 M. Kazuki, M. Tsuto

 

Table 7. Graph and outpu

Each color graphs 

 

Table 9 shows the perfor
represents the rate of socks
call" of table 9 represents th
"F-measure" of table 9 sh
from the Precision and Reca

Table 9

Sock state 

deformed 

half and half 

not deformed 

omu, and H. Daiki 

ut of socks3 Table 8. Graph and output of socks4 

Out-
put 

3 

Each color graphs 
Out
put

2 

 
rmance evaluation results of pairing. "Precision" of tabl
s paired correctly per the socks paired by the system. "
he rate of socks paired by the system per the all pair soc

hows the performance of the pairing function determi
all. 

9. Performance evaluation results of pairing 

Precision Recall F-measure 

0.24 0.26 0.25 

0.37 0.42 0.39 

0.69 0.73 0.71 

t-
t 

le 9 
Re-
cks. 
ned 



 A Study of Laundry Tidiness: Socks Pairing Using Video and 3D Sensors 313 

6 Conclusions 

In this paper, we have developed a system for deformation detection and the socks 
pairing by using image processing and 3D information. By deformation detection 
process, recognition rate of deformation detection was 74% and precision rate of the 
recognized deformation was 85%. From this result, deformation detection by this 
system is effective. In addition, from the results of pairing experiment, the accuracy 
of the whole system will be around 70%. Socks that deformation was not accurately 
detected were something thin like stockings in deformation position detection expe-
riment. This is conceivable that was judged as "no deformation" because height dif-
ference was not able to detect. 

From pairing result, F-measure of the socks pairing that are not deforming was 
about three times the socks that are deforming, because it is possible to detect such 
patterns that are hidden when it is deforming. 

As challenges for the future, we try to improve the matching method in socks pair-
ing by recognition of design pattern, socks size, etc. 
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Abstract. The development of image processing technology is well developed 
today, such as object recognition in an images. Algorithm to obtain accurate re-
sults in object recognition continues to be developed. One example is the 
handwriting recognition application. This application is usually used to archive 
records or documents from physical form such as a notebook or a letter in the 
form of files digital. One of the initial process in image processing is image 
segmentation, and one of the methods used is skeletonizaton. 

This Skeletonization uses Discrete Local Symmetry. The process begins by 
setting the active contour of the image. From the active contour triangulation 
process is done. And from the process the symmetry points are defined. Skele-
tonization process is then performed using point symmetry obtained. 

The results show that the size of an image greatly affect the outcome of the 
process of skeletonization using Discrete Local Symmetry. Discrete Local 
Symmetry methods suitable for ribbon-like shaped objects. 

Keywords: Image Processing, Skeletonization, Discrete Local Symmetry. 

1 Introduction 

The development of image processing technology is developing at this time, including 
the introduction of the object in the image. Algorithm to obtain accurate results in 
object recognition continue to be developed. One example is a handwriting recogni-
tion application. These applications are typically used to archive records or docu-
ments from a physical form such as a notebook or a letter in the form of digital files. 

Object recognition in images requires several stages in the process of image 
processing one of which is the process of image segmentation. Many methods can be 
used in image segmentation process, one of which is Skeletonization. Skeletonization 
process is used because the results are given in the form of the image frame that still 
has the original characteristics of the topology and shape of the image. Where the 
results of the image frame can be used further in image processing applications such 
as the application of pattern recognition, handwriting recognition and fingerprint  
recognition [2]. 
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Many existing skeletonization methods being developed. One example is using the 
method of thinning skeletonization. But the method that is mentioned to have weak-
nesses where the result of that process is affected by noise. So the result order ob-
tained do not comply with the characteristics and the original form of the image. In 
addition, the size of the image also affect the length of time the process because the 
number of pixels the skeletonization will in the process more and more. To overcome 
these problems, a skeletonization method developed robust against noise using the 
method of Discrete Local Symmetry.[4] 

2 Skeletonization 

Skeletonization is one of image processing which has enough global functions. Skele-
tonization is widely developed because the framework has a good structure and still 
have the characteristic shape of the image making it suitable for use in image 
processing applications, one of which is pattern recognition. 

Many methods can be used in the process of using operators such as skeletoniza-
tion morphologi e.g. thinning and (called pruning). And some other methods like 
using level sets, curve evolution, constrained delaunay triangulation [3] and distance 
transform. 

In general the method in the skeletonization can be divided into two pixel-based 
and non-pixel-based. In pixel-based method used is usually thinning or distance trans-
forms. While in a non-pixel-based, only the contours of the pixels of an object that is 
used to process the skeletonization. [4] 

Method of non-pixel-based usually has a faster processing time than the pixel-
based because fewer processed data. To get an order of an object using contours, dis-
crete local symmetry of the object should be obtained accurately. Discrete local sym-
metry can be calculated from the pixel of the objects contour. Techniques for identify-
ing discrete local symmetry matching used in low resolution image or medium, this is 
because in the high resolution image, all the pixels of the image contours used in the 
calculations. [4] 

2.1 Discrete Local Symmetry 

Discrete local symmetry (DSL) describes a symmetry between the contour of the 
pixels of an image with contour segments between two adjacent contour pixels. The 
concept was developed to obtain a the symmetry between the contour pixel and con-
tour segment that showed a series of contour pixel [5]. A contour is divided into a 
series of segments with the linearization process where two ends of each contour 
segments connected by straight line segments. 

It is assumed that no straight line segments intersect each other at interior points. 
Thus, the contours of the shape of the picture can be indicated with a planar straight 
line graph G (V, E) where ends of E and vertices V is a straight line segment and the 
end of the contour. A vertex v ∈ V and point e ∈ E form a generalized Discrete Local 
Symmetry (gDLS) if loop in the triangle formed by a T v and e there was no tip from 
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the vertices of G which is visible from all other vertices of t. and T is contained in the 
object in the original image. Two dots are visible from every segment of the line that 
connects them not intersect with point e ' ∈ e. A gDLS will be DSL if in the main 
segment of the contour, there are only two and only 2 contours pixels. 

 

Fig. 1. Metode Discrete Local Symmetry 

2.2 Contour Pixel 

Contour Pixel is the set of pixels that form the boundary edges of the Contour can be 
open or closed [1]. Regional boundaries are useful to describe the shape of the object 
in the image analysis stage. Contours can be divided into two, namely, closed contour 
and open contour. Close contour is contour with the boundaries that surround an area, 
and open contour can be line or part of the boundaries of the area. 

3 System Design 

The software system developed for the process of Skeletonization method using Dis-
crete Local Symmetry is composed of five main processes. The first is the process of 
processed imagery grayscaling, where from the image will be transformed into the 
image of colored grayish. The second is the process of thresholding the image results 
from the images obtained so grayscaling consisting only of black and white. This is 
done to help the next process to get accurate results. Then proceed with the process of 
with Edge Detection. In this process the pixels of the image of the contour is obtained. 

The fourth process is the process of Triangulation, where contour pixel Edge De-
tection result of the process divided into triangles. The last process is the search axis 
of symmetry derived from the process of Triangulation process results and Skeletoni-
zation are displayed. 
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Fig. 2. The Main Process Flowchart 

3.1 Triangulation 

The process of Triangulation is the main process in the method of Discrete Local 
Symmetry. On the process of triangulation is the result of the process of Edge Detec-
tion will be divided into active contour which would have made the point to draw a 
triangle. Description of the process in general are shown in Figure 3. 
 

 

Fig. 3. Flowchart Triangulation 
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4 Implementation and Testing 

In this section it will be shown the test results using the method of Discrete Skeletoni-
zation application Local Symmetry. The test will be divided into four parts, namely 
the validation test, test on paper, test on the image and test the thickness. 

4.1 Test Validation 

In this section the results of the use of the application in the validation test. To test the 
validity of application use image by comparing image desired results with images 
thickened. From the results of the validation test the original image and the result still 
has the same basic shape. 
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Fig. 4. Validation Test Results 

4.2 Test on Writing 

In this chapter will compared the results with the other 2 methods of application 
which is thinning and Distance Transform of writing. 
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From the test results in Figure 5 and Figure 6 shows that the basic form of writing is 
still legible, but drop out in some parts of the letter. In Figure 7 a thin piece of writing 
to be lost so that the basic form of writing changed. Whereas in Figure 8 results out of 
shape. Loss of yield due skeletonization posts are too thin. 

4.3 Test in Figure 

In this section the results will be compared with two other methods of application are 
thinning and Distance Transform on the image. 
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Fig. 9. Test Results in Figure Sticks 
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Fig. 10. Test results on the image of the dog 

From testing on a stick and the silhouette of a dog, the skeleton of the method of Dis-
crete Local Symmetry still has the same basic form with the original image. 
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From the test against the thickness of this proves that the method is weak against the 
thin image. In Figure 11 the new form of writing seen in size 36 pixel 12 Pictures 
while on the basic forms of the new circle is visible on the thickness of the 5 points, 
although the results are not perfect. 

5 Conclusion and Advise 

5.1 Conclusion 

Based on the test results can be concluded as follows: 

• Through testing we can conclude that different active contour placement in an 
image affect the outcome of the Local Discrete Symmetry method. This is because 
the placement of which is based on active contour pixels to make the results of dif-
ferent triangulation process. This can be seen in which the thickness of the test re-
sults of the skeleton of the letter G in Figure 11 should be the same. 

• Based on the test results thickness Local Discrete Symmetry method is not suitable 
for thin images because it can eliminate the basic form or interruption of the skele-
ton of the image results. 

• From the test results Local Discrete Symmetry method is more suitable for ribbon-
shaped objects like such in writing and written Mandarin alphabet. 

5.2 Advise 

The few things that can serve as suggestions in the process of further development, 
among others: 

• Development of applications in order to process the skeleton for the posts with a 
small size. 

• Development of algorithms in order to find the midpoint of an image accurate. 
• Development of algorithms in order to avoid breaking the result of skeletonization 

process. 

References 

1. Munir, R.: Kontur dan Representasinya, p. 141 (2005), http://informatika.stei.itb.ac.id/ 
~rinaldi.munir/Buku/Pengolahan%20Citra%20Digital/Bab-
9_Kontur%20dan%20Representasinya.pdf (retrieved April 26, 2013) 

2. Zhao, F., Tang, X.: Preprocessing and postprocessing for skeleton-based fingerprint. Pat-
tern Recognition 40, 1270–1281 (2007) 

3. Zou, J.J., Yan, H.: Skeletonization of Ribbon-Like Shapes Based on Regularity and Singu-
larity Analyses. School of Engineering and Industrial Design University of Western Syd-
ney, Australia (2001) 

4. Zou, J.J.: A Fast Skeletonization Method. School of Engineering and Industrial Design 
University of Western Sydney, Australia (2003) 

5. Zou, J.J.: Efficient Skeletonisation Based on Generalised Discrete Local Symmetries. Opt-
ical Engineering 45(7), article number 077205, pp. 077205-1–077205-7 (2006) 



© Springer-Verlag Berlin Heidelberg 2015 
R. Intan et al. (Eds.): ICSIIT 2015, CCIS 516, pp. 323–331, 2015. 
DOI: 10.1007/978-3-662-46742-8_30 

A Computer-Aided Diagnosis System for Vitiligo 
Assessment: A Segmentation Algorithm 

Arfika Nurhudatiana 

School of Information Systems, Bina Nusantara University,  
Jalan Hang Lekir 1 No. 6, Jakarta Indonesia 10270  

anurhudatiana@binus.edu 

Abstract. Vitiligo is a condition where depigmentation occurs in parts of the 
skin. Although vitiligo affects only 0.5% to 1% of the world's population, vitili-
go may impact patients' quality of life greatly. The success of vitiligo treatment 
is influenced by the accuracy of vitiligo assessment method used for monitoring 
the treatment progress. A popular method for assessing vitiligo is the Vitiligo 
Area Scoring Index (VASI), where VASI score is calculated based on the vi-
sually observed degree of depigmentation in the skin and the area of depig-
mented skin. This approach has two limitations. First, it has inter-examiner va-
riability, and second, its accuracy can be very low. While the first limitation can 
be addressed through training, the second limitation is more difficult to address. 
With visual observation, positive but small progress may be unnoticed since it 
usually takes some time to notice skin color changes manually. To overcome 
this limitation, we propose in this paper a vitiligo lesion segmentation algorithm 
as a part of a computer-aided diagnosis system for vitiligo assessment. The al-
gorithm reads color skin image as input and makes use of the Fuzzy C-Means 
clustering algorithm and YCbCr and RGB color spaces to separate pigmented 
and depigmented skin regions in the image. The corresponding degree of de-
pigmentation is then estimated. The algorithm was evaluated on low resolution 
Internet images of skin with vitiligo. The results are encouraging, indicating 
that the proposed algorithm has a potential for use in clinical and teledermatol-
ogy applications. 

Keywords: Segmentation, clustering, computer-aided diagnosis, medical image 
analysis, pigmentation. 

1 Introduction 

Vitiligo is a skin disorder where pale or white patches develop due to lack or absence 
of melanocytes. In vitiligo patients, the melanocytes are either damaged or destroyed, 
causing the absence of melanin (pigments) in the affected areas of the skin. Vitiligo 
affects around 0.5% to 1% of the world’s population and it may have profound psy-
chological impact on patients’ quality of life. Although vitiligo patients do not usually 
feel ill, the appearance of the vitiligo can be very distressing, especially for the dark-
er-skinned subjects where the white patches are more noticeable. In addition, vitiligo 
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treatments may take a long time. This may cause vitiligo patients to suffer low mo-
rale. Some patients may even quit treatments after going through some disappoint-
ments from not seeing any progress.  

The success of vitiligo treatment is influenced by the accuracy of vitiligo assess-
ment method used for monitoring the treatment progress. Alghamdi et al. [1] re-
viewed and classified various vitiligo assessment techniques based on three criteria: 
1) as subjective, semi-objective or objective, 2) as microscopic or macroscopic, and 3) 
as based on morphometry or colorimetry. Subjective methods include clinical evalua-
tion by a dermatologist and the vitiligo disease activity score (VIDA), which is a six-
point scale scoring method ranging from +4 to -1 based on dermatologist’s own opi-
nion of the present disease activity over time [2]. Wood’s lamp, which shines ultra-
violet (UV) light on the skin, is commonly used in the visual examination of vitiligo. 
Semi-objective methods include Vitiligo Area Scoring Index (VASI) [3] and point-
counting methods. VASI score is calculated based on two parameters, which are the 
degree of depigmentation and the surface area affected by the disease. Objective me-
thods include software-based image analysis and other assessments using special 
imaging devices such as tristimulus colorimetry, spectrophotometry and confocal 
laser microscopy (CLM). It was reported in the study that VASI and Wood's lamp are 
some of the best techniques available for assessing the degree of pigmentary lesions 
and measuring the extent and progression of vitiligo [1].  

Although VASI method is considered to be one of the best vitiligo assessment me-
thods, calculating VASI score based on visual observation has limitations. The first 
limitation is the inter-examiner variability among different dermatologists/clinicians, 
and the second limitation is the low precision of manual observation. Since VASI 
score estimates degree of depigmentation into small categories of percentage values 
(i.e., 25%, 50%, and 75%) and a relatively longer period of time is typically required 
to notice changes in the skin color, minor pigmentary changes may remain unnoticed 
for a period of time until a larger area of the skin changes. While the first limitation 
can be addressed through training, the second limitation is more difficult to address. 
We present in this paper a preliminary work on a computer-aided diagnosis system to 
assess vitiligo lesions based on VASI. The system consists of an algorithm which 
reads RGB image as input, segments skin from the background, separates depig-
mented skin and normal skin into two clusters, and then calculates the degree of de-
pigmentation in the image. 

The rest of this paper is organized as follows. Section 2 presents related work on 
vitiligo lesion segmentation. Section 3 presents the Vitiligo Area Scoring Index 
(VASI). Section 4 presents the proposed algorithm. Section 5 gives the experimental 
results and discussion. Finally, Section 6 provides conclusion and future work. 

2 Existing Work 

Several computational methods have been proposed for vitiligo lesions assessment. 
Nugroho et al. [4-6] proposed to use principal component analysis (PCA) and inde-
pendent component analysis (ICA) for vitiligo lesion segmentation, where images of 
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skin were separated into melanin and hemoglobin spaces. The algorithm was eva-
luated on small vitiligo regions of several patients.  

In addition to the work in [4-6], Aydin et al. [7] compared point counting and digi-
tal planimetry techniques for estimating vitiligo surface area. Their method was semi-
automatic since observers were involved in their techniques.  

Our algorithm is different from the techniques in [4-7] since our algorithm is fully 
automatic and is targeted to specific body sites instead of small vitiligo regions. In 
addition, our algorithm is targeted on low to medium resolution images which can be 
produced by using general smartphone cameras. 

3 Vitiligo Area Scoring Index (VASI) 

Vitiligo Area Scoring Index (VASI) is a quantitative parametric scoring method in-
troduced by Hamzavi et al. [3]. The concept of VASI scoring method is derived from 
the Psoriasis Area and Severity Index (PASI) scoring method used in psoriasis as-
sessment [8]. VASI score is calculated as follows: 
 

AllBodySites

VASI= HandUnits]x[Depigmentation][ ,∑ (1) 

 
where [HandUnits] refers to the body surface area affected by vitiligo in hand units 
and [Depigmentation] refers to the degree of depigmentation within each hand unit 
measured patch.  

One hand unit covers the area of palm plus the volar surface of all the digits (i.e., 
fingers) and is approximately 1% of the total body surface area [9]. The degree of 
depigmentation within each hand unit measured patch is estimated to the nearest of 
the following percentages: 100%, 90%, 75%, 50%, 25%, 10%, and 0%.  

The body is divided into five body sites (i.e., hands, feet, trunk, upper extremities 
excluding hands, and lower extremities excluding feet) and the product calculation is 
applied to each body site. For example, given a body site, if there are 2 hand units of 
surface area with 50% depigmentation, the VASI score for that body site is 2 hand 
units x 0.5 depigmentation = 1%. The final VASI score is then calculated from all 
body sites (Eq. 1). 

4 The Proposed Algorithm 

The YCbCr color space and the Fuzzy C-Means (FCM) algorithm, which is a cluster-
ing algorithm, are utilized to perform vitiligo lesion segmentation. The YCbCr color 
space is used because the high Cr coordinates of the CbCr two-dimensional plane in 
the YCbCr color space localizes skin color very well. The FCM algorithm is used 
since pixels of skin tend to form homogeneous clusters in image and thus the skin 
segmentation can be approached as a clustering problem.  

The proposed algorithm is illustrated in Fig. 1. The algorithm is composed of two 
steps. The first step is the skin segmentation step, which serves as preprocessing to 
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tion. The dpi resolutions were unknown since no actual scale information of the body 
sites (in inch or centimeter unit) was provided. The other vitiligo lesion segmentation 
algorithms were evaluated on images with higher resolutions [4-6]. These images 
showed smaller areas of the skin (not the full body site) and were captured using 
DSLR camera. Since the existing algorithms were not designed for low resolution 
images, they are not applicable for comparison. 

Fig. 4 shows the results of the proposed algorithm on vitiligo skin images from 
feet, legs, hands, and arms body sites. It can be observed that the pigmented and the 
depigmented regions are well separated in all the images. The segmentation result is 
slightly rough on the sides of the arms in Fig. 4(d) where hair is present. However, 
this is not a problem since it does not affect (or at least only slightly affects) the de-
gree of depigmentation calculation. It can also be observed that fingernails and toe-
nails are still included in the cluster of depigmented skin. For these images, the actual 
degree of depigmentation needs to be adjusted from the original calculation given by 
Eq. 2. However, the adjustment value depends on the scale of the image, which ac-
tually varies for the dataset used in this study. This variation can be minimized if 
clinical images are used. Clinical images are usually captured in standardized image 
acquisition condition where background, pose, and scale can be completely con-
trolled. Pose and background can be controlled by asking the users to stand against 
the wall in a standard pose then place their hands and feet on the examination bed in 
certain pose (see Fig. 4). Scale can be controlled by setting a fixed distance between 
the camera and the object (e.g., between the clinician’s desk and the wall) and using 
the same zoom factor for the camera. A ruler can be placed near to the object (e.g., 
hand) so that precise dpi information can be calculated from each image.  

In terms of speed, the algorithm provides real-time response if it is to be used dur-
ing face-to-face consultation in clinic or self-assessment by patients. The algorithm 
was implemented using Matlab on a computer laptop with 2.40 GHz Intel processor. 
It required 7-10 seconds to process each input image. Since Matlab uses interpreted 
language, the Matlab code is executed without first compiling it into machine-
language instructions. The speed would be faster if the algorithm was written in low 
level languages (compiled code) such as C++. 

Since different subjects have different skin tones, the performance of the algorithm 
may vary in different subjects. Some subjects have fair and light skin tone (e.g., Chi-
nese subjects) while some other subjects have dark skin tone (e.g., Negro subjects). 
Vitiligo lesion segmentation is more challenging in fair-skinned subjects due to the 
lower contrast between pigmented and depigmented skin. An additional contrast en-
hancement method may be required for preprocessing the image before vitiligo lesion 
segmentation can be performed.  

Although with this algorithm vitiligo lesion assessment can be performed automat-
ically, it should be noted that using a computer-aided system for vitiligo assessment 
does not necessarily mean that the assessment is solely performed by the software. 
The proposed system serves as a tool to provide more detailed information on the 
current condition of the patient. It is important that the final judgment is still made by 
the attending dermatologist/clinician. 
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considerably fast, indicating that the algorithm has a potential to be implemented in 
clinical application. It is also applicable for teledermatology application since it takes 
low resolution image as input and thus image acquisition can easily be performed 
using smartphone cameras. 

In this preliminary study, the hand unit for calculating VASI score could not be 
properly estimated since there was no information on the dpi resolution of the hand 
and other body sites. We plan to collect images from various body sites with a stan-
dard scale, pose, and background setting. A ruler will be positioned near to the skin to 
be able to estimate the dpi resolution of each body site. This way, the number of pix-
els equivalent to one hand unit can be properly estimated and the whole process of 
VASI score calculation can be fully automated. The adjustment values for removing 
toenails and fingernails from the degree of depigmentation calculation can also be 
accurately estimated. The algorithm will also be improved to make it more robust to 
varying skin conditions including lighter skin tone and skin with dense hairs. 

Skin covers the human body in three-dimension. A possible extension of the cur-
rent study is to utilize the three-dimensional imaging system for faster and more accu-
rate skin image acquisition. This future work will also include the extension of the 
algorithm on three-dimensional images. 
 
Acknowledgments. The author would like to thank the medical doctors and research-
ers who have provided their insights and contribution to this work. 

References 

1. Alghamdi, K.M., Kumar, A., Taïeb, A., Ezzedine, K.: Assessment Methods for the Evalua-
tion of Vitiligo. J. Eur. Acad. Dermatol. Venereol 26(12), 1436–1471 (2012) 

2. Njoo, M.D., Das, P.K., Bos, J.D., Westerhof, W.: Association of the Koebner Phenomenon 
with Disease Activity and Therapeutic Responsiveness in Vitiligo Vulgaris. Arch. Derma-
tol. 135, 407–413 (1999) 

3. Hamzavi, I., Jain, H., McLean, D., Shapiro, J., Zeng, H., Lui, H.: Parametric Modeling of 
Narrowband UV-B Phototherapy for Vitiligo, Using a Novel Quantitative Tool: The Viti-
ligo Area Scoring Index. Archives of Dermatology 140(6), 677–683 (2004) 

4. Nugroho, H., Fadzil, M.H.A., Yap, V.V., Norashikin, S., Suraiya, H.H.: Determination of 
Skin Repigmentation Progression. In: Proc. IEEE Int. Conf. Engineering in Medicine and 
Biology Society, pp. 3442–3445 (2007) 

5. Ahmad Fadzil, M.H., Norashikin, S., Suraiya, H.H., Nugroho, H.: Independent Component 
Analysis for Assessing Therapeutic Response in Vitiligo Skin Disorder. Journal of Medi-
cal Engineering & Technology 33(2), 101–109 (2009) 

6. Nugroho, H., Ahmad Fadzil, M.H., Shamsudin, N., Hussein, S.H.: Computerised Image 
Analysis of Vitiligo Lesion: Evaluation Using Manually Defined Lesion Areas. Skin Re-
search and Technology 19, 72–77 (2013) 

7. Aydin, F., Senturk, N., Sahin, B., Bek, Y., Yuksel, E.P., Turanli, A.Y.: A Practical Method 
for the Estimation of Vitiligo Surface Area: A Comparison Between the Point Counting 
and Digital Planimetry Techniques. Eur. J.Dermatol. 17(1), 30–32 (2007) 

8. Fredriksson, T., Pettersson, U.: Severe Psoriasis-Oral Therapy with a New Retinoid. Der-
matologica 157(4), 238–244 (1978) 



 A Computer-Aided Diagnosis System for Vitiligo Assessment 331 

9. Rossiter, N.D., Chapman, P., Haywood, I.A.: How Big is a Hand? Burns 22(3), 230–231 
(1996) 

10. Bezdek, J.C.: Pattern Recognition with Fuzzy Objective Function Algorithms. Plenum 
Press, New York (1981) 

11. Patterns of Depigmentation in Vitiligo, Vitiligo Zone, 
http://www.vitiligozone.com/research-studies/patterns-
depigmentation-vitiligo 

12. Vitiligo, American Osteopathic College of Dermatology, 
http://www.aocd.org/?page=Vitiligo 

13. Vitiligo Support International, http://www.vitiligosupport.org/faq.cfm 
 



© Springer-Verlag Berlin Heidelberg 2015 
R. Intan et al. (Eds.): ICSIIT 2015, CCIS 516, pp. 332–347, 2015. 
DOI: 10.1007/978-3-662-46742-8_31 

Face Recognition for Additional Security  
at Parking Place 

Semuil Tjiharjadi and William Setiadarma 

Computer Engineering Department, Maranatha Christian University 
Jl. Suria Sumantri 65 Bandung - 40164 

semuiltj@gmail.com 

Abstract. As a country that has a lot of car users, the parking management and 
its security are quite complicated issues. This paper is described the use of 
facial recognition system using Eigenface method, to identify the drivers of 
four-wheeled vehicles. the face of the driver of the car was taken while taking a 
parking ticket and will be recorded as comparative data source that will be used 
to identify the driver when paying the parking fee. The results of this research 
tests performed are able to recognize when the driver out, but the results will be 
better if the driver's face image capture using multiple cameras so Eigenface 
face recognition system has enough resources to recognize the driver's face. 
This system is expected to reduce the number of car thefts committed in 
parking places. 

Keywords: face recognition, eigenface, car park.  

1 Introduction 

Data processing has been performed by humans for a long time. Humans also find 
mechanic and electronic equipments to help people in the calculation and data 
processing, in order to obtain faster results. Computers is a long evolution of human 
inventions since ancient times, in the form of mechanical or electronic appliances. 

Nowadays computers and supporting tools have been included in every aspect of 
life and work. Computers are possess more than just the usual mathematical calcula-
tions, including the computer system in a supermarket cashier who is able to read the 
code of the goods shopping, telephone exchange that handles millions of calls and 
communications, computer networks and the Internet that connects various places in 
the world. Many things are easier to use now. 

Computer application have shifted from regular computing applications to 
intelligence system. One of the concept of intelligence is how to program a computer 
to be able to recognize a person’s face by using a camera. This paper describe the 
concept to recognize persons’s face and improve the security in the parking area. 
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2 Concepts 

2.1 Hardware Design 

The driver will press the entry switch when the car get into the parking. It will provide 
the input signal to the microcontroller. The microcontroller will forward the input 
signal to computer device. Digital cameras take drivers pictures. Another signal was 
given to the printer to print the serial number of parking ticket as the identity of the 
car while in the parking area. When the car leave the parking area and stop at the exit 
gate then operator will scan the ticket number and once again the camera will take the 
driver picture and compare it with the database. When the system can recognize the 
driver then the system will tell the operator. On the other hand, if the system can not 
recognize the driver then computer will give warning to operator.  

 

Fig. 1. Face Recognition System For More Secure at Parking area 

2.2 Digital Image 

Digital image is an image that can be processed by a computer. For example, in  
Picture 2, a size of 80x80 pixel grayscale image was taken in part (small box) size 6x6 
pixels. Thus, the monitor will display a small box. However, that is stored in the  
computer's memory is just pictures that showed great intensity in each pixel. 

2.3 Image Processing 

Digital image processing is a form of processing information with an image as input, 
such as drawing a picture or frame of the video. The output is an image that can be 
used as a function of the image itself. 

A digital image A (m, n) has been described in a two-dimensional plane analogue 
that was obtained from an analog image A (x, y) on a continuous two-dimensional  
 



334 S. Tjiharjadi and W. Setiadarma 

plane of the sampling process each period that has been digitized. A continuous  
two-dimensional image (x, y) is divided into N rows and M columns, the point of 
intersection are both referred to as pixels. 

 

Fig. 2. 80x80 pixel grayscale digital image 

Digital images are numerical data that can be processed by a computer to obtain in-
formation, since the digital image is represented in a matrix. Operations on the digital 
image are basically manipulating matrix elements. Matrix elements can be manipu-
lated single element (pixel), a set of adjacent elements, or all the elements of the  
matrix. An assortment of image processing operations such as: 

• Geometric transformation such as zoom in, zoom out, and rotate images. 
• Improving colours like dark, light and contrast adjustment, or convert into a form 

different colors. 
• Merging two or more images. 
• Segmentation image 
• Editing and improve digital images and others 

2.4 Face Recognition 

In general, the image of a face recognition system is divided into two types, namely 
systems feature-based and image-based system. In the first system to use the features 
extracted from the image components of the face (eyes, nose, mouth, etc.) And then 
the relationships between these features are modelled geometrically. While both sys-
tems use the raw information from the pixel image which is then represented in a 
specific method, such as Principal Component Analysis (PCA) which is then used for 
classification of image identity. 

2.5 Principal Component Analysis (PCA) 

PCA procedure is basically aimed at simplifying the observed variables by means of 
shrinking (reducing) dimensions. This is done by removing the correlation between 
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independent variables through the transformation of the independent variable to  
the origin of a new variable that is not correlated at all or commonly referred to as 
principal component 

 

Fig. 3. Differences in color and grayscale images 

2.6 Eigenface Algorithm 

Eigenface is one of face recognition algorithm based on Principal Component Analy-
sis (PCA). To produce Eigenface, large collection of digital images of human faces 
taken in the same lighting conditions and then normalized and then processed at  
the same resolution (eg m x n), and then treated as mn -dimensional vector whose  
components are taken from the value of its pixels.  

Eigenface face recognition algorithm steps are : [5] 

1. Flat Vector Preparation 
The first step is to develop a training image into one single matrix. For example, the 
stored image size H x W pixels and the number N of fruit, it will have flat vector 
with dimensions N x (H x W). 

 

Fig. 4. Sample Preparation Flat Vector [2] 
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2. Flat Vector average 
When flat vector obtained, add the whole row in order to obtain a single matrix 
measuring 1 x (H x W). After that the matrix N was the number of images to obtain 
Mean flat Vector 

 

Fig. 5. Example average count of Flat Vector [2] 

3. Determine the value of eigenface 
By using the average will be calculated eigenface flat vector for flat vector matrix 
that has been compiled. How to reduce the rows of the matrix with the average flat 
vector. If the score is below zero, change the value to zero. 

 

Fig. 6. Eigenface value [4] 

4. Identification process 
If the given image to be identified (test face), then the identification step is as fol-
lows: Eigenface value calculation for test face matrix, in the same way with the  
determination eigenface to flat vector. [6] 
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Fig. 7. Example calculation Eigenface value for face recognition 

After Eigenface value for test face is obtained, it can be identified by determining 
the distance (distance) with the shortest eigenvector of Eigenface from training im-
ages. Firstly, specify the absolute value of the use of row i of the matrix Eigenface 
training image with Eigenface of test face, then add the constituent elements of the 
vector resulting from the reduction of the distance d earlier and found the index i.  
It will do for all the lines and find the smallest value d. [7] 

 

Fig. 8. Process of Identification 

3 Design 

3.1 Block System Diagram 

Note block diagram: 
• The face image is captured using a webcam. Results of capturing this is the 

type .bmp image files. 
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• The face image is then normalized with several stages. First, the image 
quality derived color to grayscale. The size of the face image is also uniform, 
to a size of 80 x 80 pixels. 

• Having obtained normalized facial image, calculate the eigenvalues of the 
face image, such that the value of x. 

• In the face image database contains a collection of face images. From this 
collection of images each of its eigenvalues calculated and collected in a vector 
which we call eigenvector. Suppose obtained values (x1, x2, x3, ... xn). 

• Matching process is done by matching the value of x with the values of the 
Eigenvector and find the closest value. 

• If the value that is closest to it is found, looking face data corresponding to 
the last value and show the image of the face and facial image data. [8] 

 

Fig. 9. Block Diagram 

3.2 Database 

The database consists of table’s id to store the data from a face image and setting the 
table for storing the value of the nearest percentage when recognizing faces. In the 
table, the primary key is the id with the AutoNumber data type as a place to store the 
index that is used to index the face image storage. ID number and name of the text 
data type is used to store the data from a face image. [3] 

Table 1. Database ID 

Field Name Data Type Field Size 

Id* AutoNumber - 
Nrp Text 10 
Nama Text 50 
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In the table setting, there is no primary key because it will contain the data one 
alone. The data will be filled by MinEigen and the value will contain the values to 
percentages in recognizing faces. The value can be filled through the program. 

Table 2. Database Setting 

Field Name Data Type Field Size 
Nama Text 50 
Nilai Number LongInteger 

 
Data access between Microsoft Access and Visual Basic 6, uses ActiveX Data Ob-

ject (ADO) as the data consumers who use data and OLE DB as the data providers 
that accommodate and unload the data. The relationship between the application and 
database components can be seen in Figure 10 and 11.  

 

Fig. 10. Consumer data and Provider 
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Fig. 11. Program Structure 

3.3 Program Structure 

Menu structure used on facial recognition program can be seen in the following chart: 
 

User Login : first face recognition. 
Main menu : Source and data to leave. 
Input Data : use to input data.   
 
There are 2 options submenu, namely Input Photos, used to take photos for the  

facial image and data entry. The second is setting, that is used to change the face  
recognition similarity percentage. [9] 

3.4 Input Design 

Design input is designed as a user interface where the user can enter either the data 
input via the keyboard and via webcam. The design input for face recognition  
program consists of the parts: 

1. Form Login User Design 
In this form the user is quite simply pressing the button Login to access a menu of 
facial recognition program. 

2. Form Input Photo Design 
In this form the user can take a picture and fill the face image data of the face  
image. The component used to capture the image is ezVidcap and to display the  
database is DataGrid. 

3. Form Setting Design 
In this form may be a change in the degree of similarity is desired for face  
recognition. 
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Fig. 12. Form Login Design 

 

Fig. 13. Form Photo Input Design 

 

Fig. 14. Form Setting Design 
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4. Form Face Recognition Design 
In this form the face image captured from a webcam to a computerized then 
matched with a face image in a database and data. Face recognition process carried 
out in this form 

 

Fig. 15. Face Recognition Form Design 

The data Flowchart of face recognition program is divided into three parts. 

 

 

Fig. 16. Flowchart of Data input 



 Face Recognition for Additional Security at Parking Place 343 

In the process of data input, must first be adding the id first. This is done so that the 
id of the database by type AutoNumber increases. After being shown on the database 
and the user can fill Name input and vehicle ID will be stored in the database then the 
data will be displayed on the form interface. 

 

Fig. 17. Flowchart of Photo Input 

In the photo input process, the user will be prompted to capture the image of the 
user's face. Once captured, the face image obtained will be processed in size to 80 x 
80 pixels, lowered into a grayscale image quality, is stored in the database, and will 
be calculated value Eigenface her. The photo is displayed on the form interface. 

In the process of face recognition, face’s image will be captured then the obtained 
image will be processed in size to 80 x 80 pixels, lowered quality of the image to 
grayscale, and then the image will be calculated matching its eigenface value and will 
look for the most value eigenface approached with a face image which is stored in the 
database. [10] 
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Fig. 18. Face Recognition 

4 Testing 

In the process of face recognition, face to be recognized will be captured then the 
image obtained will be processed in size of 80 x 80 pixels, lowered quality of the 
image to grayscale, and then the image will be calculated matching its Eigenface val-
ue and will look for the most Eigenface value approached with a face image which is 
stored in the database. 

The first observation of data, based on the results that have been obtained of expe-
riments with the same background, but there are other objects in the background, 
bright lighting, and captured face without expression or formal. Experiments were 
carried out on 5 people as the drivers, each of them were performed the experiment 5 
times. 

Table 3. Observation 1 

 1 2 3 4 5 6 7 8 9 10 

Martha √ √ √ √ √ √ √ √ √ √ 
Rina √ √ √ X √ √ √ √ √ √ 
Oscar √ √ √ √ X √ X √ √ √ 
Insan √ √ √ √ √ √ √ √ √ √ 
Willy √ √ √ √ √ √ √ √ √ √ 

    Note : 
    √ = indentified face               X = not recogniced face 
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From the first experiment, evidence of failure as much as 8 times. Face is not iden-
tified in accordance with the face you want to identify. The success of face recogni-
tion gained only 68%. 

2nd observation data obtained based on the results of experiments with the same 
background, but there are other objects in the background, bright lighting, and cap-
tured face can not have expression. Experiments were carried out on 5 people; each 
person only has 5 facial databases and performed the experiment as much as 10 times. 

Table 4. Observation 2 

 1 2 3 4 5 6 7 8 9 10 

Martha √ √ √ √ √ √ √ √ √ √ 
Rina √ √ √ X √ √ √ √ √ √ 
Oscar √ √ √ √ X √ X √ √ √ 
Insan √ √ √ √ √ √ √ √ √ √ 
Willy √ √ √ √ √ √ √ √ √ √ 

 
Of the 2nd experiment, evidence of failure as much as 3 times. Face is not identi-

fied in accordance with the face you want to identify. The success of face recognition 
gained through 94%. 

3rd observation data obtained based on the results of experiments with the same 
background is blue, bright lighting, and facial expression captured. Experiments were 
carried out on 5 people; each person has a database of face as much as 1 face and 
conducted the experiment as much as 5 times per person. The results are as follows: 

Table 5. Observation 3 

 1 2 3 4 5 
Willy √ √ √ √ √ 
Oscar √ X √ X √ 
Rina √ √ X X √ 

Martha √ √ √ X √ 
Insan √ √ X √ √ 

Table 6. Observation 4 

 1 2 3 4 5 6 7 8 9 10 

Martha √ √ √ √ √ √ √ √ √ √ 
Rina √ √ √ √ √ √ √ √ √ √ 
Oscar √ √ √ √ X √ X √ √ √ 
Insan √ √ √ √ √ √ √ √ √ √ 
Willy √ √ √ √ √ √ √ √ √ √ 
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From experiment 3, evidence of failure as much as 6 times. Face is not identified in 
accordance with the face you want to identify. The success of face recognition  
obtained up to 76%. 

4th observation data obtained based on the results of experiments with the same 
background is blue, bright lighting, and facial expression capture. Experiments were 
carried out on 5 people, each person has a face database and do as much as 5 faces 
trial as much as 10 times per person. The results are as follows: 

Of the 2nd experiment, evidence of failure as much as 2 times. Face is not identi-
fied in accordance with the face you want to identify. Accuracy in face recognition 
algorithm using Eigenface on the 2nd experiment obtained up to 96%. 

5 Conclusion 

From the results of experiments that have been conducted, it can be concluded as 
follows: 

1. Face recognition applications can be created using eigenface algorithm for face 
recognition, software Visual Basic, and Microsoft Access as a database of images 
image. 

2. Eigenface algorithm works by calculating the average pixel of the images that have 
been stored in a database. The average pixel value will be obtained eigenface of 
each image and then will look for the nearest eigenface value of drawing a face 
image you want to identify. 

3. The face of someone who can be identified is stored in the database face images 
that have been processed by the algorithm eigenface, otherwise it would not be  
recognizable face or faces are recognizable not appropriate. 

4. The success of face recognition algorithm using eigenface will be higher if the face 
image database stored more and more. This conclusion is derived from the results 
of the comparison between the first observational data that were attempted in 5 
people with background who have other objects, but each person has only one face 
image database. The 2nd data observations attempted to 5 people with a back-
ground that has other objects but each there are 5 people face image database. 2nd 
observational data with a face image databases more, have a higher success rate 
than the first observational data that there is only one database only. As well as a 
comparison between the data observations 3rd attempted in 5 people with back-
ground, there are no other objects but each person has only one face image data-
base. The 4th data observation was attempted in 5 people with the background 
there are other things, but every man has 5 face image database. 4th observational 
data with a face image databases more have a higher success rate compared with 
observational data 3rd there is only one database only. 
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Abstract. Glaucoma is a one of the serious diseases that occurs in retina. Early 
detection of glaucoma can prevent patients from blindness. One of the tech-
niques to support the diagnosis of glaucoma is developed through the detection 
and segmentation of optic disc area. Optic disc area is also useful in assisting 
automated detection of abnormalities in the case of diabetic retinopathy. In this 
work, extracted red channel of colour retinal fundus images is used. Median  
filter is used to reduce noises in the red channel image. Segmentation of optic 
disc is conducted based on morphological operation. DRISHTI-GS dataset is 
used in this research works. Results indicate that the proposed method can 
achieve an accuracy of 94.546% in segmenting the optic disc. 

Keywords: Optic disc segmentation, Red channel, Median filter, Thresholding, 
Morphological operation, Retinal fundus image. 

1 Introduction 

Glaucoma and diabetic retinopathy are common eye disease that causes of blindness.  
Glaucoma is the second causes of blindness in the world. Early detection of glaucoma 
is important to prevent of blindness [1], [2].  Diabetic retinopathy is a chronic retinal 
related disease as along-term effect of diabetes.  Diabetic retinopathy occurs when 
retinal vessels are damaged as a result of increasing of glucose circulation in the 
blood vessels [3].  Patients of glaucoma and diabetic retinopathy increase every year 
[4], [5] and more than half of them experience blindness.  It is a big issue that is ex-
perienced by ophthalmologists.  Ophthalmologists use retinal fundus images that are 
obtained from fundus camera to diagnose some of retinal related diseases like diabetic 
retinopathy and glaucoma with appeared main signs indicated from optic disc area 
and the presence of pathologies such as exudates and cotton wool spots [6].  

Optic disc is a brightness area in retinal as entrance and exit spot of blood vessel 
and retinal nerve fibers.  Centre of optic disc is called cup region [7].  Optic disc 
plays an important rule in development of automated method for diagnosis of diabetic 
retinopathy.  Other ophthalmic pathologies is called glaucoma also can diagnosis by 
optic disc segmenting [8], [9].  On the other hand, detection of optic disc region can 
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reduce false positive when conducted detection other bright abnormalities like  
exudates caused by characteristics similarity of them [7].  Figure 1 shows abnormali-
ties in the optic disc area indicated by its abnormal size.  

 

Fig. 1. A digital fundus image showing optic disc area [10] 

Many researchers have conducted research on the optic disc detection for diagnosis 
of glaucoma [1], [4] and diabetic retinopathy [5], [6].  Pachiyappan et al. [1] seg-
mented optic disc area by using low pas filtering and thresholding.  It is followed by 
exudates detection, blood vessels extraction and microaneurysms segmentation to 
classify severity of glaucoma and diabetic retinopathy.  Grading severity of diabetic 
retinopathy can also be done by analyzing FAZ area [11]. 

Kavitha and Malathi [4] used combination of K-Means clustering and gabor filter-
ing to segment optic disc area for diagnosis of glaucoma.  Segmented optic disc is 
processed by using morphological operation to obtain better result.   

Ponnaiah et al. [7] applied genetic algorithm (GA) in blue channel image to in-
crease accuracy of detection and removal optic disc area.  This proposed method can 
locate optic disc region very fast and achieved good accuracy.  Weighted error rate 
(WER) was used to evaluate the result.  

In [12] used combination of morphology and Kirsch’s template to remove optic 
disk and retinal blood vessel.  It was useful for easier exudates detection.  Aquino et 
al. [8] located optic disc area by using maximum variance method based on morphol-
ogy.  It was performed in green channel to obtain candidate optic disc pixel (ODP).  
Circular Hough Transformation was used to segment circular optic disc boundary.  It 
was conducted in red and green channel, the best result of them is selected.  Blood 
vessel was eliminated by rotating linear structuring element to improve efficiency of 
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optic disc segmentation.  Experiment is performed by using MESSIDOR dataset.  
OD area can localize with achieved percentage 99% and 86% for segmenting. 

Godse et al. [9] focused on localisation of optic disc.  Threshold estimation was 
applied based on green channel histogram.  This step was conducted to find all of 
bright region that called cluster.  Then two criteria, namely area criterion and density 
criterion are applied on that cluster.  Area criterion useful to select candidate area, 
whereas density criterion selected satisfies area.  Threshold was main determinant 
selected area.  

Eadgahi and Pourreza [13] considered maximum entropy for candidate optic disc 
area. Sobel operator was used to edge detection.  Proposed method can perform in 
lower quality image and tested by using DIARETDB1 dataset.  Abbadi and Al-Saadi 
[14] determined center of optic disc by computing ratio of two channel, namely red 
and green channel.  Optic disc area was located by determining radius from center in 
four directions.  

Reza et al. [6] proposed preprocessing in original fundus image by applying aver-
age filter to handle variation intensity.  Contrast stretching transformation was used 
to separate bright region from background.  Processed image is transformed by using 
negative transform to obtain fixed threshold as a parameter.  Finally, watershed trans-
formation was conducting to distinguish optic disc, exudates and cotton wool spots 
from background image.  

Ranamuka and Meegama [15] eliminated optic disc based on thresholding tech-
nique and applied Nilblack’s method to obtain binary image.  Fang et al. [16] first 
conducted vessel segmentation then applied matched filtering to get center of optic 
disc.  Center and size of optic disc was adjusted by using double ring filter. 

The focus of this research work is to identify optic disc area using red channel of 
retinal fundus images.  The contrast of blue channel is low contrast and does not 
contain much useful information [17], [14], while green channel is good to detect 
blood vessels [14].  Filtering is applied in preprocessing to make optic disc area 
clearer.  The rest of this paper is organised as follows.  Section 2 describes the ap-
proach as the proposed method, which is used in this research. Section 3 shows the 
results and discussion.  Conclusion is presented in section 4. 

2 Approach 

The approach in this research is described as follows.  Firstly, original colour fundus 
image containing three different channels, i.e. red, green and blue channel is ex-
tracted.  The red channel is used as the input image.  Median filtering is applied in 
preprocessing step to remove noises and to obtain optic disc area be clearly.  Otsu 
thresholding is used to segment optic disc area.  For better segmented area, opening 
operation based on mathematical morphology is applied.  Ground truth image is used 
to validate accuracy of the result.  Feature extraction is conducted to know significant 
feature that can representative optic disc area.  Flowchart of the approach is shown in 
Figure 2. 
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Fig. 2. Flowchart of the approach 

2.1 Preprocessing 

Channel extracted is conducted to obtain red channel as input image.  Noises that 
appeared in input image are removed by using median filtering.  Median filter has a 
good performance to reduce noise.  

Median filter worked by replacing pixel value with median level intensity of adja-
cent pixels.  Pixel value in point (x, y) is entered to median computation [18].   
Median filtering is mathematical formulated in following equation. 

 ( ) { ( )}
( , )

, ,
xys t S

f x y g s tmedian
∈

=  (1) 
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2.2 Segmentation 

Centre point of image segmentation is thresholding.  Pixel values that smaller than thre-
shold value are assumed as background, while others are assumed as object point [18], 
[19].  Threshold process resulting binary images that consist of two gray level namely 
black and white.  In mathematical formulated is explained in following equation. 

 {1, ( , )
0, ( , )( , ) if f x y T

if f x y Tb x y ≥
<=  (2) 

T is threshold intensity.  Quality of binary image is very determined by threshold-
ing [20]. 

Otsu calculated automatically threshold value T based on input images.  This me-
thod determined a variable that can separate between two even more objects.  It is 
called discriminant analysis.  Discriminant analysis maximized that variable to  
separate object and background images. 

A threshold value automatically selected by Otsu [17].  Firstly, Otsu calculated in-
tensity value i of histogram with mathematical formulation in Equation (3).  N as 
number of pixel images while ni as number of pixels with i intensity.  Weighted of 
object and background is declared in Equation (4) and (5). 

 
256

1

( ) , ( ) 0, ( ) 1in
p i p i p i

N
= ≥ =∑  (3) 

 1
1

( ) ( )
t

i

w t p i
=

=∑  (4) 

 2 1
1

( ) ( ) 1 ( )
L

i t

w t p i w t
= +

= = −∑  (5) 

L is as number of gray level.  Then mean of object and background is calculated 
by using Equation (6) and (7). 
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Variance is calculated by following equation. 

 2 2 2( ) ( ) ( )w Bt t tσ σ σ= +  (8) 
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Opening operation can repair object contour with eliminated pixel area that smaller 
than structure element [19].  Opening operation can define as following. 

 ( )A B A B Bο = Θ ⊕  (9) 

Feature extraction of segmented optic disc is conducted to know significant fea-
tures that can use for identifying optic disc area.  In this work, features are obtained 
based on texture, color and form feature.  

Texture feature is performed by using texture calculation of second order with con-
sidered relation of pixel adjacent. It is called gray level co-occurrence matrices 
(GLCM).  GLCM used four direction namely 0º, 45º, 90º and 135º.  Features of 
GLCM are angular second moment (ASM), contrast, inverse different moment 
(IDM), entropy and correlation.  Mathematical formulated of these features are de-
scribed in following equation. 
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Colors feature are obtained from statistic calculation consist of mean, deviation, 
skewness and kurtosis.  These features are mathematically formulated respectively in 
following equations. 
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with better contrast of optic disc.  The optic disc is segmented based on Otsu method 
and morphological operation.  The segmented image is validated with the ground 
truth image.  This research work achieves an accuracy of 94.546%. Three features 
extracted from the optic disc area are contrast, mean and deviation. 
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Abstract. Majapahit was one of the last major empires of the region and is 
considered to be one of the greatest and most powerful empires in the history of 
Indonesia and Southeast Asia. However, learning history is became unpopular 
to young generation. Interactive media can help society to learn history 
enjoyable. This interactive multimedia will allow the reader to interact with 
combination of text, image, sound, and animations of Majapahit. There are 
three aspects of disccusion which are economics, politics, also arts and cultures. 
Each aspects will provide information related with Majapahit. From the results 
of questionnaire can be conclude that interactive multimedia form is more 
interesting than history’s books which full of text. The audience is satisfy with 
the utility and interaction form. Their knowledge also improve after they use 
the application. 

Keywords: Majapahit, multimedia, interactive. 

1 Background 

Majapahit was one of the last major empires of the region and is considered to be one 
of the greatest and most powerful empires in the history of Indonesia and Southeast 
Asia. Majapahit was a vast archipelagic empire based on the island of Java from 1293 
to around 1500. However, learning history is become unpopular for young generation. 
Interactive media can help society to learn history enjoyable. Interactive learning 
media can be use as a learning tool individually (Siagian, 2014). Multimedia 
technology enhance the knowledge (Kaewkiriya, 2013). Moreover, the interactive 
media can be accessed through devices that support the technology to open this 
interactive media. In order to improve the egarness of learning history, this research 
design a multimedia for learning media of Majapahit. This application is built by 
Unity 3D which is easily handle complex animation.  

2 Majapahit 

Majapahit was founded by Raden Wijaya. It started when Jayakatwang attacked 
Singasari and causing Kertanegara killed. At the time when Java Mongol attack 
Jayakatwang, Raden Wijaya pretend to help the Mongols. After Jayakatwang killed, 
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Raden Wijaya turns against the Mongols and managed to repel the Mongol armies 
from the land of Java. In 1293, Raden Wijaya ascended the throne and the title of Sri 
Kertajasa Jayawardhana. 

There are 4 (four) aspect to be concluded in the design: (1) economics, (2) politics, 
and (3) arts and culture. 

2.1 Economics 

Majapahit was an agrarian and maritime empire. Foreign traders who came to 
Majapahit came from Campa, Khmer, Thailand, Burma, Sri Lanka, and India. 
Majapahit is also cooperating with several countries, such as, Campa, Cambodia, 
Siam, Burma, and Vietnam southern (Aji, 2014). Commodities are brought to the 
Majapahit are silk and china ceramics, fabrics from India, and incense from Arabic. 
The goods were exchanged for spices and other agricultural products. Ceramics are 
came from China and Vietnam (Annam) in the form of plates, bowls, and large 
glasses. While from Thailand, Majapahit import plates, bowls, and small glasses. 

2.2 Politics 

A king was the highest authority in Majapahit, assisted by Rakryan Mahamantri 
Kartini occupied by the son of the king and the governing board. They are consisting 
of Rakryan Mapatih or Patih Mangkubumi, Rakryan Tumenggung, Rakryan Demung, 
Rakryan Rangga, and Rakryan Kanuruhan. This structure is located in the central 
government and to areas that are under the king has a similar structure. Majapahit also 
established relations with other countries to expand trade and to the expansion of the 
territory of Majapahit. 

2.3 Arts and Cultures 

Majapahit’s arts were temples and literaries. There are many temples such Penataran, 
Sawentar, Tigawangi, Surawana, and Rat. Some temples contained narrative relics 
and some only had plain temple without relics. The relics are contains history that 
occurred at that time. For examples, Surawana’s relics informs the daily life from 
Majapahit. The most famous literary works in the Majapahit period which is the book 
of Negarakartagama which is written by Prapanca (Gunawan, 2013). Art at the 
Majapahit lies not only in temples and literaries, but there are also dance and puppets. 
At the time of Majapahit, arts already exists. However, during the reign of the 
Majapahit arts gradually weakened. Arts are experiencing growth after the collapse of 
Majapahit post (Aji, 2014). 

3 Multimedia 

Multimedia uses different media to convey information as text, audio, graphics, 
animation, and video, all done interactively (Catwright, 2006). Digital multimedia is a 
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combination of two or more media which is represented in digital form, well 
integrated to be presented, or manipulated by computer programs (Chapman, 2000). 
Multimedia is divided into 5 format which are: 

1. Multimedia as a Tutorial 
This format is an interactive multimedia learning tutorials conducted like an instructor 
or teacher. This format presents the information in the form of text, images, either still 
or moving, video, sound and graphics. 

2. Multimedia as Drill and Practice 
This format is used to train skills so the users have a proficiency in a skill or mastery 
strengthens the theory of a concept. This format is also equipped with the correct 
answer and an explanation of the answer. 

3.  Multimedia as Simulation 
This format has the learning objectives which are trying to emulate a process that 
occurs in the real world so that users can experience the real world simulations. 
Examples aircraft simulation. 

4. Multimedia as an experiment and Experiment 
This format is almost the same as the simulation only this format is usually found in 
the laboratory of biology, physics, and chemistry that has practical activities so the 
user can develop experiments.  

5. Multimedia as Games 
Games are intended to archieve learning process by playing game. 
 

The interactive multimedia elements are text, picture, sound, animation, video. The 
text is the basic of the information provided by application. The text itself is 
composed of several symbols, alphabet, and numbers. Image has always been an 
important part in human oriented multimedia because of the visual (based on sight). 
Voice is one of the multimedia elements which is interesting and unique than the 
other multimedia elements. Sound provide information to users and indulge the senses 
of hearing from user. Animation is a sequence of static images. Animation usually 
made specifically to help users to illustrate a concept that is becoming a learning 
requires animation. A video shows the picture of life, so the information is more 
accurate and interesting.  

In order to create interactive multimedia, we must determine objectives of the 
project. The purpose of the project maybe seen already very obvious but here meant 
more specific and clear as possible to assist within the project. Second, we must 
understand the audience, include age range, sex, particular interest, and also level of 
education. Notice also what the audience experienced a hearing or visual impairments 
so on. Through the multimedia, audience will be passive or active and also educate or 
simply entertain. Third, design information should be neatly arranged in a group and 
not jumping from one to the other information. Forth, interface design should be 
clear, structured, and understandable. Last, we must test the result to make sure each 
finished work on a project. Well-designed materials induced positive emotions and 
facilitated comprehension (Plass, 2014). 
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4 Multimedia Design 

4.1 Structure of Content 

The media is divided into 4 (four) aspects which are (1) History of Majapahit, (2) 
Economics, (3) Politics, and (4) Art and Culture. The economics explains trade’s lane 
and rivers as a major role in the trade at the time. It also explains which countries are 
liaised with Majapahit. The politics explains the kings whom rule the kingdom. The 
arts and cultures explains the historical relics. The structure would be: 

1. Majapahit 
(a) History  
(b) Genealogy of the kings 
(c) Rebellion  
(d) Expansion 

2. Economic 
(a) Agriculture 

(i) Type of farming 
(ii) Farming technology 

(b) Trade 
(i) International trades 
(ii) Goods 
(iii) Currency  
(iv) Market  

(c) Industry 
(i) Type of industry 
(ii) Technology 

(d) Tax 
(i) Description 
(ii) Type of tax 
(iii) Tax collection mechanism 

3. Politic 
(a) Society and the political system  

(i) System 
(ii) Environment 

4. Art and culture 
(a) Ancient 

(i) Temples 
(b) Religion 

(i) Siwa-Budha 
(ii) Islam 

(c) Revolution 
(d) Ceramic craft 
(e) Statue 
(f) Metal 
(g) Performing 
(h) Literature 
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4.2 Multimedia 

Multimedia template is divided into 6 (six) which are image, animation, 3D object, 
initial menu, menu and blank section. Button is design with a vintage style considering 
the year of Majapahit. Background is relating to the history of the paper that has a very 
long and brownish in color so it seems like in historical times. Shapes both alone and in 
conjunction with warm color induced positive emotions (Plass, 2014). 

3D object templates display explanations accompanied by a 3D object and 
description. User can rotate the 3D object by the y-axis and the x-axis. Image 
template is a template that contains explanations with images relating to the material 
being described in the template. Animation template associated with an explanation of 
the content of the material. The purpose of the animation is to help users understand 
the content of the material being described in the template. Blank template is a 
template used to display both images, animation, video, 3D objects, as well as the 
content of the material. The font’s type for the description or picture’s title are 
Linotypes Palatino with 15pt size. The font’s for the chapter’s title is Algerian with 
18pt size. The font’s type for each button is using Forte with 18pt size. 

Table 1. Template 

Title Template 
Trade Image 
Goods 3D Object 
Market of trade Text 
Tax  Image 
Tax collection mechanism Animation 
Tax allocation Text 
Religion Image 
Politic Image 
Art and culture Image 

5 Implementation 

In the main district of Majapahit, user can view the location by click one of the 12 
district. It is also give information who is ruled and the relation of the king. There are 
12 buttons with animated color. The color divided into three status: normal (light 
color), on-hover (normal color), pressed (dark color). 

International trade animate the trade lanes by display an object which is move from 
one place to another place. The object will remain elliptical oval if located on the 
trade route passing through the sea. The object will change into a round shape and 
when the trade lanes located on land. 

In the culture menu, there is a button marked "king". When the button is pressed, it 
will display the king who ruled and it will enlarge the picture of king. Pictures of the 
king who ruled the kingdom of Majapahit is a set of buttons that given the 
background image of the kings who ruled the kingdom of Majapahit. Animation is 
given on each button which provide animation in position, size, rotation, color, and 
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magnification. When users make a hover, the image will be enlarged in size to 
400x400 and the position of the image is also changed to be in the right side of the 
page. If the user has not click the button hover, the image automatically shrink 
according to the size of the button.  

Hampir disetiap halaman dapat dijumpai kotak kecil berisikan tanda Tanya yang 
berputar 360 derajat pada sumbu Y. Kotak tanda tanya tersebut berisi informasi 
tambahan mengenai penjelasan yang dibahas pada halaman tesebut yang terletak di 
belakang kalimat yang ingin diberi informasi tambahan dengan mengeluarkan kotak 
yang berisi infomasi tambahan tersebut ketika user melakukan hover pada kotak tanda 
tanya tersebut. Cara penganimasiannya menggunakan fitur animasi dari button, kotak 
tanda tanya yang berputar 360 derajat menggunakan component button script animasi 
berupa animation yang di-auto-generate sehingga bebas memberikan animasi dalam 
posisi, ukuran, rotasi, warna maupun perbesaran. Dalam keadaan normal kotak 
tersebut diberikan animasi per 30 detik berputar sebesar 90 derajat sampai pada detik 
ke-2 menjadi 360. Animasi dari button diulang secara otomatis sampai user berpindah 
halaman ke halaman selanjutnya. Ketika user melakukan highlighted pada button 
maka dilakukan animasi pada “caption” yang merupakan child dari parent button 
dengan mengubah ukuran, posisi dan warna pada “caption” yang berisi informasi 
tambahan dari penjelasan materi yang ditempatkan pada posisi tertentu di halaman 
tersebut. Apabila user sudah tidak melakukan hover pada button maka “caption” 
secara otomatis ukurannya kembali seukuran dengan button dan posisi dari “caption” 
juga kembali pada posisi dimana letak button berada. 

Almost in every page can be found a small box containing question marks that 
rotates 360 degrees on the Y-axis. The question mark box contains additional 
information when the user hover on the question mark box. The box that rotates 360 
degrees is using the component button animation script that are auto-generated so 
freely give animation in position, size, rotation, color and magnification. Under 
normal circumstances the box is given a 30 second animation rotates by 90 degrees 
until the second-to-2 to 360.  

6 Results 

The sub menu of economics section is the origin of goods. Fig. 1 shows the globe spin 
to match the position of the selected country (Khmer country). 

In order to describe the 12 district of Majapahit, user can choose the district’s 
button and the map will show the area with a bright color and brief information about 
the area (name and image of the king). Fig. 2 shows the information of Matahun’s 
districts which rules by Rajasawardhana. Fig. 3 shows the animation of the trade’s 
lane. The green cirle will move along the lane path to indicate the route. 

This learning media is tested againts 32 people. The results of questionnaire can be 
seen in Table 2. The results are 96,9% found the utility of the application is good, 
78,1% found the interactive of the application is good, 62,5% fount that their 
knowledge is improve, and 56,3% are eager to learn more about Majapahit. 
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Fig. 1. Origin of Goods 

 
 

 

Fig. 2. 12 Main Disctricts 
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Fig. 3. Lane of Trade 

Table 2. Results of Questionnaire 

Description Good Average Poor 

Utility 96,9% 3,1% 0,0% 
Interactive 78,1% 15,6% 6,3% 
Improve your knowledge  62,5% 37,5% 0,0% 
Willingness to learn more 56,3% 28,1% 15,6% 

7 Conclusions 

From the results of questionnaire can be conclude that interactive multimedia form is 
more interesting than history’s books which full of text. The audience is satisfy with 
the utility and interaction form. Their knowledge also improve after they use the 
application.  

Acknowledgment. We would like to thank the KOPERTIS disctrict VII Jawa Timur for 
the support of this work through project (DIPA Kopertis No. 023.04.2.415015/2014 
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Abstract. Nowadays, image manipulation, which is related to matting and com-
positing process, is commonly used. Processed object may vary, however matters 
may arise when the object is transparent. Not many research has been conducted 
about the issue due to the difficulties in extracting transparency value and object 
refraction. In this research an application to execute matting process of a transpa-
rent object and compositing it into a new image is developed. 

Matting process will be executed using Grabcut method, followed by calcu-
lation of transparency value of an object using alpha matting. The transparency 
value is then used in compositing an object with a new background, while re-
fraction will be executed using refraction calculation of ray tracing. Adding a 
transparent object into new image (new background) process, first user should 
determine the eye’s position and distant between new image and transparent ob-
ject. Then, assume the additional transparent object as a screen to trace rays 
from eye. Each ray will be bent and hit the new image. The color of new image 
will add into the transparent object area. 

Experiments result showed that extracted transparency value was affected by 
lighting, refraction of the old background, which unknown and object's refrac-
tion index. Refraction result looks natural compared with the actual condition. 
Moreover, eye position can be configured by the user to obtain results as  
desired.   

Keywords: Matting, Compositing, grabcut, Transparency, Refraction, Alpha 
channel. 

1 Background 

The need of manipulating an image is common in many aspects, especially in adver-
tising. One of common image manipulating applications is matting and compositing. 
That are cropping a distinct object from an image and adding the cropped object into a 
new image as a new background. A matter in doing matting and compositing is if a 
transparent object is involved. A transparent object shows other object behind it. The 
color of background object will be blended with the color of the transparent object. It 
is impossible to separate the blended color when the transparent object is taken from 
an image. It is difficult to determine which is background’s color or the transparent 
object’s color.   

In research done by Gong, Liang, Yang R., and Yang, Y.H. in 2010, alpha channel 
with dot product is used [1]. It separates the interpolation color between foreground 
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and background. This alpha channel is computed based on the statistical color from 
trimap. Trimap is given area of foreground area, background area and unknown area 
between those two other areas [2,3,4,5]. Tomas Malmer proposed the combination of 
statistical calculation and grabcut [6,7] to separate pixel in unknown area which are 
that belong to foreground, which ones belong to background [8]. Zongker and Han 
et.al improved the segmentation method over natural environmental or textured 
background [7,9].     

In our research, we develop an application to matte a transparent object using alpha 
channel and grabcut, and composite it into a new image using refraction mechanism 
of ray tracing. 

2 Refraction Mechanism of Ray Tracing 

A ray will be traced through the air. When it hit a transparent object, it will be refracted 
or reflected. The refracted or reflected ray will be traced again[11,12]. This process will 
be done until it hits a non-transparent object. We modify this mechanism to fit with our 
case. First the new image will be the non-transparent object. The adding object is as-
sumed as a grid screen where rays will be traced. This grid screen will be placed some 
distant from the background. Then, an eye will be positioned in front of them. New 
image, transparent adding object and the eye arrangement like seen on fig.1 
 

 

Fig. 1. The position of new image, adding object and eye 

 
Every transparent object has a refraction index. It determines how far the ray will 

be refracted. Smaller the refraction index further the refracted ray will be. The  
refracted ray will be computed using six steps shown in fig 2 [11]. The important 
variable in computing the refraction ray are angle of coming ray, θi (from the air into 
the transparent object) and angle of the refracted ray, θt (from the transparent object 
outside). The angle of coming ray is computed using dot product between the  
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ray from eye to the screen of transparent object and the normal plane of the screen. 
This dot product can be seen in eq. 1 and the refracted ray can be counted using 
Snell’s law as shown in eq. 2 

 

 cos   ·  |   ||  | (1) 

  (2) 

in eq. 2, n1 is refracted index of the air (1.0003), n2 is refracted index of the transpa-
rent object. 
 

 

Fig. 2. Six steps to compute the refracted ray[11] 

After compute the refracted ray, the refracted ray will be trace until hit the new im-
age behind it. The color of the pixel which is hit by the refracted ray will be added 
into the color of the pixel on the transparent object where the ray comes from. To find 
the position of the pixel which is hit, we use intersection between a line and a plane, 
shown in eq.4 First, the time when the refracted ray hit the new image is count. Then, 
the time will be used in the eq. 3 [11, 12]. 

 
··   (3) 
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     ·    (4) 

 
t is time when the refracted ray hit the new image. d is the distant of the new image. in 
this research, d=0. N is the normal of the new image (0, 0, 1). S is the position of the 
pixel on the transparent object where the refracted ray comes from. Operation  
between N and S is a dot product.   

3 Object Adding Transparent into a New Background 

There are three main processes in this application, define the trimap, crop the target 
object, and adding the transparent object into a new image. Adding the transparent 
object is done by interpolating the color of the transparent object with the background 
color found using eq. 4. 

User defines the trimap. After calculate the alpha channel from the unkown area, 
then the transparent object will be added into a new image as a new background. The 
diagram that shows the whole process can be seen in fig. 3. The focus of this research 
is adding the transparent object into a new image.  

 

 

 

Fig. 3. The diagram of the whole process from matting until compositing the transparent object 

The flowchart that represents the adding transparent object into a new image 
algorithm can be seen in fig. 4. First, the eye position, the distant between eye and the 
transparent object and the distant between transparent object to the new image should 
be given. Ray tracing mechanism needs 3D environment. Thus, the given distant input 
give the depth for the 2D image. Assuming the transparent object as a screen, the rays 
from eye trace through the each pixel on the screen. After that, the rays will be bend 
using eq. 2. The pixel posisition on the screen (row and colom represent x and y axis) 
will be the start point of the refracted ray. The refracted ray will be traced and 
checked the intersection with the plane behind it, that is the new image. The color of 
the hit pixel on the new image will be interpolated with the color of the transparent 
object multiply with the alpha value. The new color will be the color of the 
transparent object after combine with the new background.       
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Fig. 4. Flowchart of compositing a transparent object into a new background 

4 Experiment 

Experiment is done in several aspects, comparison with actual condition, the matting 
and compositing result, and experiment using two different distant between transparent 
object and eye. The result of comparison between actual condition with our application 
result can be seen on table 1, while the matting a transparent object and compositing it 
into a new image can be seen on table 2. The table 3 shows the result of experiment 
with “near” and “far” distant of eye position from the transparent object. 
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Table 1. The comparison between the result of this application with the actual condition 

Actual condition This application’s result 

 

 

 

 

 
Table 1 shows similarity between the actual condition and the simulation result of 

our mechanism. The difficulty in reconstructing the result is to determine the distant 
between eye and the transparent object and how many refraction index of the materi-
al. In this experiment, we use common home’s utility so the refraction index can be 
determined easily.  

In order to examine the result yielded by various distant between eye and the trans-
parent object, and vertical position, we set two different positions categorized near 
and far. The result can be seen in table 2. 
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Table 2. The result of grabbed object (middle colomn) into a new image (right colomn) 

 
 
 
 

The original image Cropped transparent 

object 

Compositing into the 

new image 
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Table 2. (Continued) 

 

Table 3. Result of various eye position toward the transparent object 

Near Far in front of the transparent 
object 

 

 
 
 

The original image Cropped transparent 

object 

Compositing into the 

new image 
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Table 3. (Continued) 

Near Far in front of the transparent 
object 

 

 
Table 3 shows the appearance of other objects on the transparent object is effected 

by the eye’s position. Further the eye’s position, smaller the objects behind it then it 
will be looked wider the field of view through the transparent object. Further the eye’s 
position, the more distortion of the object behind it will be looked.   

5 Conclusion 

From the experiment have done, ray tracing mechanism can be implement well in simu-
lating the compositing a transparent object into a new background. The hit position of 
the new background should be discrete (pixel position) while the computation gives a 
decimal number. However, this problem doesn’t effect the result’s appearance.  
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Abstract. The complexity problems of a city makes the understand-
ing of three-dimensional spatial structure of urban areas becoming very
important, for example in the field of urban planning, telecommunica-
tions, updating maps and GIS information, Intelligent Transportation
System, and monitoring of urban growth that occurs very rapidly, es-
pecially in cities of the developing countries. Techniques for obtaining
Digital Surface Model (DSM) of a region continues to evolve, the con-
tinued development of technology with high-resolution satellite imagery
provides an alternative data and information that is more promising,
especially in those countries are not available aerial photography and
LIDAR technology. DSM is not sufficient to meet the need for data and
information about the city, to generate data that can be understood and
utilized furthermore, still needs other processes to be done such as the
objects separation process, building with other building, roads, rivers,
plants and etc. This paper proposes a model for the 3D reconstruction
of buildings automatically using satellite imagery data. In our approach,
we propose to use a basic method Semi-Global Matching (SGM) with
performed the detection and classification process. This approach aims
to increase the accuracy of height estimation, faster computation time
and low computational load.

Keywords: 3d reconstruction, building detection, satellite, image, DSM,
DEM.

1 Introduction

In the past decade, remote sensing imagery makes monitoring the Earth’s sur-
face and atmosphere are possible to take in variety of scales. The improvement
of image sensor technology able to produce remote sensing images with bet-
ter quality. There are many satellite with imaging results such as WorldView
and WorldView-2, GeoEye-1, IKONOS, QuickBird, TerraSAR-X, RADARSAT-
2 and nanosatellite SkySat-1 which able to produce high-quality video surveil-
lance. Thus, the process and analyzed of the problems from observational data
through satellite imagery city become more robust and more effective.

c© Springer-Verlag Berlin Heidelberg 2015
R. Intan et al. (Eds.): ICSIIT 2015, CCIS 516, pp. 382–391, 2015.
DOI: 10.1007/978-3-662-46742-8_35
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Fig. 1. IKONOS and QuickBird (http://mapmart.com)

So far, data of three-dimensional topography of the land has obtained as form
of contour lines or a digital elevation model (DEM) which generated from the pro-
cessing of satellite data, aerial photographs to measure directly on the ground.
Figure 2 below shows the difference in ground surface elevation information. Con-
tour or DEM showed elevation of the ground surface without any objects on top
of it whereas, the Digital Surface Model (DSM) covers the objects on the surface.

Fig. 2. DEM and DSM

2 Related Research

In order to reveal the detail of the structure of urban space correctly, a single
data ground elevation is not enough. Hence, many researchers tried develop the
algorithm to obtain the elevation of the roof of the building from various types
of data, and the most widely used are aerial photographs and high-resolution
satellite image.
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Fig. 3. Previous research mapping

Figure 3 shows a research process diagram of previous studies to determine
the height of buildings in urban areas. There are three types of data which used
to estimate the height of the building and reconstruct it into a Digital Surface
Model (DSM), namely the optical, and radio images from satellites and aircraft,
and LIDAR (Light Detection and Ranging).

3 The Problems

The challenges to detect the building and reconstruct it into 3D models are:

– The usage of data There are various types of data. In most cases, many
research use stereo or multiple images. Range of data can be generated from
the analysis stereo, but the quality is not good enough to generate hypotheses
directly because many buildings shortage roof texture sufficient for stereo
processing. Moreover, trees which close each other and have same height
make data difficult to analyze. The range of accurate data such as LIDAR,
are expensive. There is an effort to maximize the use of high-quality data
[1, 2] or to improve the coverage quality of image-based data with more than
10 images [3].

– Object extraction we are dealing with satellite images of wide urban ar-
eas and many objects are close. It is difficult to separate the boundaries of
the building such as boundary lines disrupt roads, plants and other objects
around it. Although LIDAR produce point clouds data that can easily be
processed into 3D models, it still requires the separation process which is
not easy.

– Measurements Height height information obtained from satellite imagery is
the height of the building roof or crown of the tree, which different from the
conventional model using the Digital Elevation Model (DEM).
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– Representation Model representations have an important role in building
detection and description of the problem. When we use a simple represen-
tation, such as extrusion of the roof forms a rectangle [4, 5], the description
will be stronger but the detection rate will be lower because of the limited
representational strength. In contrast, when we use representational models
is very high, such as polygonal meshes smooth [6, 1], we can describe the
building better, but the result will be less strong and the level of geometric
information obtained too little, so the usefulness of the results will be very
limited. It’s important to find a good representation that has the strength
and rich of geometric information, which, at the same time, the detection
and description algorithm robust and fast computation process.

– High-computing process In order to implement automatically in the area of
400km2 with a resolution of 20cm / pixel [8] (which in comparison, vast cities
- big cities in Indonesia, such as Jakarta is 740.3 km2, covering 374,8km2
Surabaya, Medan area 265,1km2, and Bandung area of 167.7 km2). By using
the clustering system of 40 pieces Opteron 2.0 GHz CPU and 2.2 GHz, takes
3 to 4 days.

– Semi-automatic method The operator identifies the boundaries of the build-
ing in a set of satellite images. The dimension of the building is obtained by
using the acquisition geometry, image transfer, and perspective projection.
These processes are exhausting and high time consuming. So, automatic
procedure to build DSM include the shape of the building based on image
matching techniques is needed.

In this research, we used data from satellite optical imagery. So, the process
diagram for this research based on the previous researchers as shown in Figure 4.

Fig. 4. The research process diagram

There is a research to generate information of the surface of the Earth include
the objects on it to DSM which has been conducted since 1982 by Frstner by
introducing the Least Squares Matching (LSM) method. In 2003, Hashiba, et
al. [7] have focused on the problem of building heights in urban areas. By using
a stereo image of IKONOS satellite sensing. Hashiba, et al. [7] introduced the
concept of the Digital Roof Model (DRM). DRM provide data on the height of
the roof of the building on urban areas which very dense of office buildings and
housing.
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Figure 5 describing the building roof height measurement principles of satel-
lite positions S1 and S2. I1 and i2 angle shows the angle of incidence of each
individual satellite positions, and shows the difference angle in azimuth. One
building is taken as a reference altitude, and then DRM automatically built for
the building - the surrounding buildings. The result of the research is a 3D Bird’s
Eye View (Figure 6) from the Digital Roof Model with an average error rate of
5.2 meters.

Fig. 5. The principle of measurement of building height over satellite positions S1 and
S2 [7]

Fig. 6. 3D Birds Eye View in Sumida-ku area [7]

In 2009, Izadi, M, et al. [9], had done some research to present a methodology
to estimate the height of the building which has a flat roof and a polygonal
shape. The data gathered from a satellite or aircraft imagery. Input from the
roof polygonal shape of the building inserted manually. Shadow and shape from
the roof of the building used as the main parameter in estimating heights. A
fitness function used fuzzy rules for evaluating the estimation of altitude. The
real altitudes taken by a genetic algorithm in the search space. The results of
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the study are data of the height with average of errors 0.35 meters and root
mean - average of 0.96 meters. Izadi, M, et al. [11], had continue his research
by increasing the complexity of the shape of the building’s roof (polygonal and
curved). In 2009, A. Alobeid, et al [10], had done a comparison of methods to
estimate the height of the buildings in an urban area using high-resolution stereo
photos from the IKONOS satellite. The methods are the Least Squares Matching
(LSM) in a region growing fashion by Forstner (1982), Dynamic programming
(DP) which referenced in the research Birchfield and Tomasi (1999) and Semi
Global Matching (SGM) and Mutual Information (MI) developed by Hirschmller
(2008). Compared of three methods, Semi-Global Matching and Mutual Infor-
mation have the best accuracy.

Fig. 7. 3D View from the roof of a building in San Diego [10]

4 Theory

Extracting the information of multispectral images use a pre-process separation
the vegetation objects and shadows.

4.1 Linearized Vegetation Indices

The common method used to recognize the vegetation object is normalized dif-
ference vegetation index (NDVI). Based on some research, NDVI showed the
most effective performance [12]. Measuring the NDVI use this equation [13]:

R and NIR are representing red and near-infrared bands.
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4.2 Linearized Shadow and Water Indices

The other pre-process to recognize the objects are identify the shadows and wa-
ter, it called shadow-water indices (SWI). The advantages of SWI are recognize
the river in a residential area, shadows and cloud which captured by satellite
sensors. Shadows also have photometric characteristics similar as water. Repre-
sentation of shadow and water consists of high value of blue. Ideally, there are
green and red bands, but the green band also responds strongly as vegetation
and it can disguised shadows or water observation. Hence, the index should in-
clude at least the blue and red bands. To obtain the index, the same framework
used for the derivation of NDVI with emphasis on component bands of blue, red
and near infrared. So it can be written as follows [12]:

4.3 Image Classification

In the process of measuring the estimated height of the building, after a pre-
processing NDVI and SWI, image classified and formed into a thematic map.
There are several methods of classification that can be used for image classifica-
tion. The process of the image classification algorithm is support vector machine
(SVM) [14]. Support vector machine (SVM) is a supervised learning algorithm
model that capable to analyze the data and identify patterns for the classifica-
tion process. SVM algorithm is trying to find the most optimal hyperplane in
the input space for the purpose of separating the two classes [15].

Support vectors are the inputs that intersect with the hyperplane. Where H1
is xi. w - b = +1 and H2 is xi. w + b = -1. The value of d + is the value of
the shortest distance to the input points are positive and d- value is the value of
the shortest distance to the point of negative input. Margin value is d + + d-.
Marginal value should as much as possible to get the most optimal hyperplan.
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4.4 Semi-global Matching

Semi-global matching is a method that successfully combines global and local
concept of stereo to get the accuracy and suitability of pixel-wise with low run-
time. This method has been used to image that has been fixed or not. In the
end, epipolar lines will efficiently formed when the matching process [16]. In
2008, Hirschmller [8], developed the Global Semi maching method (SGM) and
Mutual Information (MI) for stereo image data. Hirschmller implement DSM of
the data in order to build aerial photographs of urban areas.

Fig. 8. DSM reconstructed

Figure 8 shows the results of the reconstruction of the Digital Surface Model
(DSM). The limit of each object is very clear, but it depends on the amount of
data. Over all, the qualities of the reconstruction results are excellent. Disad-
vantages of this method are requires high computational process. Accuracy of
a dense stereo matching is important in 3D reconstruction. The hardest part is
the object boundaries often not clearly visible and difficult to implement effi-
ciently. It takes a method that can support pixel-wise matching to maintain the
boundaries of objects clearly. But, this process should have low runtime, so it
can support in real-time process.

5 The Proposed Method

Semi-global matching method in building the Digital Surface Model (DSM)
shows that the method is able to achieve results with a high degree of accuracy.
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Disadvantages of this method and the final requirement to obtain the proper
buildings information can be solved by using the approach that we offer. The
proposed approach diagram can be seen in fig 9 below. The proposed system
consists of several activities, Analysis and design of its initial system is identifi-
cation techniques for building extraction process, building height estimation and
3D reconstruction that will be used globally.

Fig. 9. The research process propose diagram

Implementation of building extraction system components. Where the system
can recognize and separate objects contained vegetation and shadows in the im-
age, so the objects contained in the image can be focused on building objects.
The method at this stage is the NDVI method, SWI and image classification us-
ing SVM. Implementation the system components of building height estimation.
The aim of the system is to build digital surface models (DSMs). The method
implemented in this process is semi-global matching method. Implementation
of system components for 3D reconstruction. At this stage, the system built a
3D model of buildings which exist in the satellite images. The results of 3D re-
construction of the building in the form of parametric models in which the end
result has the necessary information such as the dimensions of the building and
is able to be updated manually by the end user

6 Conclusion

This paper proposes a model for the 3D reconstruction of buildings automatically
using satellite imagery data. In our approach, we propose to use a basic method
Semi-Global Matching (SGM) with performed the detection and classification
process. This approach aims to increase the accuracy of height estimation, faster
computation time and low computational load. In further research, we will test
the process of building extraction from 2D satellite imagery that begins with the
process of matching data raw to reduce the data loss.
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Abstract. Software Defined Networking (SDN) is a new networking paradigm 
[1] that separates the control and forwarding planes in a network. This migration 
of control, formerly tightly bound in individual network devices, into accessible 
computing devices enables the underlying infrastructure to be abstracted for 
applications and network services, which can treat the network as a logical or 
virtual entity. There are three methods for implementing SDN based network 
architecture, which uses Mininet emulator, Net-FPGA, and OpenFlow-based S/W 
switch [2]. In this research, simulation of Spanning Tree Protocol (STP) based 
SDN using mininet emulator. SDN is performed by OpenvSwitch (OVS) as a 
forwarding function, Ryu as OpenFlow Controller, and Mininet that installed on 
Raspberry-Pi. Then see the effect of the use of STP at Ryu Controller on network 
performance.The results of this research show that the simulation of SDN with 
OVS and Ryu controller can successfully runs STP function and STP on Ryu 
controller prevents broadcast storm. 

Keywords: Spanning Tree Protocol, Software Defined Network, OpenFlow, 
OpenvSwitch, Ryu Controller, Raspberry-Pi. 

1 Introduction 

Nowadays, the development of computer network technology is growing rapidly. The 
growth will affect the increase of data traffic in the network. The traditional network 
architecture that integrates the forward plane and control plane into the same device 
cannot support these requirements. To solve this problem, the new network architecture 
method called Software Defined Network proposed. SDN is a new networking 
paradigm [1] that separates the control and forwarding planes in a network. The network 
can be dynamically managed depending on networking policies [3].  

Mininet is a standard Linux computer network emulator that can create virtual 
topologies such as virtual hosts, switches, controllers, and link and support the 
OpenFlow protocol that can be used for computer networks based SDN simulation. 
Mininet is suitable for the purposes of research, development, learning, prototyping, 
testing, debugging, and some other functions just by using PC or laptop without any 
additional devices. 

In this study, used mininet emulator to simulate a network topology SDN. SDN 
network consists of the forwarding plane in the form of OVS and control plane in 
form of Ryu Controller. Ryu Controller functions is as STP.  
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2 Theory 

2.1 OpenFlow 

a. OpenFlow protocol provides standards for routing and delivery of packets on a 
switch. In the conventional network architecture, switch only works through packet 
forwarding to the appropriate port without being able to distinguish the type of 
protocol data transmitted. OpenFlow can perform the function of flow forwarding 
based network layer and manage centrally packet flow from layer 2 to layer 7 (flow 
granularity), so that the flow of packets in the network can be set up and configured 
independently. This can be done by making the algorithm and its forwarding rules in 
the controller which distributed to the switches on the network. OpenFlow 
architecture is shown in figure 1 that consists of OpenFlow Controller and 
OpenFlow Switch. OpenFlow Controller functions are controlled the path and 
managed OpenFlow switch. The example of OpenFlow controller are NOX, POX, 
Floodlight, Opendaylight and Ryu.  OpenFlow switch as forwarding plane can 
implement by using hardware OpenFlow switch, Ethernet card that support FPGA, 
Mininet OpenFlow Switch Emulator and  OpenFlow S/W based (example : 
OpenvSwitch that installed on Linux OS). 

 

 

Fig. 1. OpenFlow architecture (Source: bradhedlund.com) [4] 

2.2 Ryu Controller [5] 

Ryu is a component-based software defined networking framework that shown in figure 2. 
Ryu provides software components with well defined Application Programming Interface 
(API) that make it easy for developers to create new network management and control 
applications. Ryu supports various protocols for managing network devices, such as 
OpenFlow, Netconf, OF-config, etc. About OpenFlow, Ryu supports fully 1.0, 1.2, 1.3, 
1.4.  All of the code is freely available under the Apache 2.0 license. 
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Fig. 2. Ryu SDN framework [6] 

2.3 Spanning Tree Protocol (STP) 

Spanning Tree Protocol is layer 2 protocol that defined by IEEE 802.1D standard. 
Spanning-Tree Protocol is a link management protocol that provides path redundancy 
while preventing undesirable loops in the network [7,8]. STP provides backup links 
between bridges and switches. The need for STP is based due to a broadcast storm. 
The broadcast storm caused a broadcast frame circling endlessly in the network due to 
the destination address in an unknown network. STP ensures only one path exists 
between anytwo stations. 

3 Simulation Design 

3.1 Network Design 

In this research, using Raspberry Pi model B as a device that can be used as 
controller. Raspberry pi model B has specification with 512 MB of RAM, two USB 
port and 100 Mbps Ethernet port [9]. Design of network topology on this simulation is 
using mininet that installed on Raspberry Pi. The simulation is remote by secure 
socket shell (SSH) protocol on personal computer (PC).  

The network simulation consists of 3 pieces of switchs are connected in mesh 
topology. Each switch is connected with a host. Network design is shown in figure 3. 

3.2 SDN Controller 

The SDN controller in this simulation uses Ryu controller software that installed in 
the raspberry pi with the Debian Wheezy version 3.12 Linux operating system. Ryu  
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Fig. 3. Network topology 

 
controller acts handle Spanning Tree Protocol (STP) on the network. Ryu SDN 
framework is programed with python programming language.  

4 Result 

There are two scenarios to evaluate the performance of Ryu controller. The first 
scenario is without using STP configuration on Ryu Controller and the second 
scenario is using the STP configuration. 

To check the connection on the network is performed Packet Internet Grouper 
(PING) test from host 2 with IP Address 10.0.0.2/8 to host 1 with IP Address IP 
10.0.0.2/8. PING operates by sending Internet Control Message Protocol (ICMP) 
echo request packets to the target host and waiting for an ICMP response. The ping 
message is used to reach the end-host. 

4.1 SDN without STP Configuration 

Based on the first scenario test, SDN without using the STP configuration, then the 
results are as follows: 

- Broadcast storm occurs on the network that caused the ICMP packet is sent from 
the host with IP address 10.0.0.2 2 to host 1 with the IP address 10.0.0.1 is not sent 
(the status of host unreachable) as shown on figure 4. The figure is captured from 
host 2. The ICMP packet is cycling on the network. 
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Fig. 4. Ping message from host 2 to host 1 

- Results tcpdump on Switch 2 - eth1, there is only Address Resolution Protocol 
(ARP) Request seen repeatedly without ARP Reply as shown on figure 5. The send 
ARP function sends ARP request to obtain the physical address that corresponds to 
the specified destination IP Address (10.0.0.1).  

 

Fig. 5. tcpdumpon S2-eth1 

 

- The network configuration is consisting of three switch (Switch 1, Switch2, 
Switch3), and three network segment (Switch 1, Switch2, Switch3). While Host 2 (IP 
address 10.0.0.2) transmits data to Host 1 (IP Address 10.0.0.1) then the traffic  
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- is broadcast from Switch 2 over to Segment 1; and it fails, then Switch 2 also 
broadcast traffic over segment 3. These switches would further create a flood. Hence, 
all switches keep sending and resending the traffic, eventually resulting in a flood 
loop or broadcast loop. Finally the network melts down, causing failure in all 
network links, which is referred to as a broadcast storm. 

- Capture using wireshark as shown figure 6, only ARP Request seen repeatedly 
with information ‘Who has 10.0.0.1 ?  Tell 10.0.0.2, without an ARP Reply. That 
means the switch cannot find the destination address on the network. 

 

 

Fig. 6. Capture result from Wireshark 

4.2 SDN with STP Configuration 

- STP can be run by selecting the switch port state. When STP is enabling, the 
switch port starts from BLOCK state, and later changes to LISTEN state and 
LEARN state. BLOCK state is condition that the port does not participate in frame 
forwarding and discards frame received from the attached network segment. 
During the LISTEN state the port discards frames received from the attached 
network segment and it also discards frames switched from another port for 
forwarding. In the LEARN state , the port begin to process frame and starts update 
MAC Address table. FORWARD state is normal state that frame passed through 
the port. The port state can seen on the SDN controller as shown on figure 7. 
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Fig. 7. Running STP on Ryu Controller 

- The results of the ping message from host 2 IP address 10.0.0.2/8 to host 1 with the 
IP address 10.0.0.1/8 shown on figure 8. There is ICMP reply from host 2. The 
network still connected. 

 

 

Fig. 8. Ping message from host 2 to host 1 

- ARP Request and ARP Reply process is happened on Ryu Controller as shown on 
Figure 9. Ryu controller can handle the connection on the network and runs STP 
function. Capture from wireshark is shown on figure 10. 
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Fig. 9. ARP Requestand ARP Replyon Ryu Controller 

 

Fig. 10. Capture result from Wireshark 

5 Conclusion 

In this paper, the simulation of SDN with OpenFlow Switch and Ryu controller can 
successfully runs STP function. Ryu controller can perform STP function. STP stops 
flooding and prevents broadcast storm on the network. For future works, we will 
deploy the proposed SDN functionalities as STP controller using OpenFlow-based 
S/W switch to compare the result from mininet emulator. 
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Abstract. Websites today have static and dynamic contents that concern many 
people about the performance. People will leave or not returning the website 
because of loading time that is taking too long. One way to speed up a website 
access is by utilising web applications using Varnish cache. Varnish will store 
static content from a website in the memory. Static data is data that changes 
infrequently or rarely updated. A front end for web administrators was built for 
Varnish application so that the configuration can be done easily. The 
configuration that will be simplified through the front end of this Varnish 
application is detecting SQL injection and Cross Site Scripting (XSS), block 
files and folders, HTTP header manipulation, detects the original file whether it 
is deleted or blocked and error handling configuration. The front end 
application is implemented on Linux platform. Varnish application was tested 
using ApacheBench where the number of requests from the client and the 
response time become the main parameters of the test. 

Keywords: web cache, reverse proxy, varnish. 

1 Introduction 

Fast access to websites is everyone's demand at this time. Website visitors leave the 
website when loading is too long. Websites often have additional content that do not 
support the main information of the website. This additional content will slow down 
the access to the website. On a website there are static and dynamic content. Static 
content is content that is updated infrequently or rarely changes. Dynamic content is 
content that is frequently updated or there is always a change. Static content such as 
header, sidebar and footer while dynamic content such as news content, gallery or 
video. The static content can be stored in a memory so that dynamic content data 
access to the server faster. The data stored in this memory will speed up static content 
access on the website so that if a user visits a lot and load dynamic content, server 
access data will be lighter. 

Another thing that becomes a problem is if the main server where the data stored is 
far from the location of a visitor. The time required to transfer the necessary data will 
be longer. The data in this memory is needed to accelerate the transfer of this data. 
For example, someone has a web server in the U.S., but the majority of website 
visitors are from Indonesia. Data access will be a little longer because the web server 
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3 Research Model and Hypotheses 

3.1 System Analysis 

Varnish that has been installed can be accessed via the default port 80. Varnish will 
be at the front end admin so that requests data going through Varnish will be checked 
first before heading to Apache. Request a stateless data will be managed by Varnish 
while stateful data request will be returned to Apache. If there is a request then the 
request will be checked by Varnish whether it is already cached. If not cached, then 
requests will be forwarded to the Apache. If there is a page-request it will weigh on 
the performance of Apache. Varnish will assist in arranging Apache request the same 
page with the system cache in-memory store. The system after using Varnish can be 
seen in Figure 3: 

 

Fig. 3. System after using Varnish 

The analysis test bed is to separate static and dynamic content to decide which part 
of the web to be cached by Varnish. The separation needs to be done manually by the 
web administrator. 
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Varnish Web Cache Application Evaluation 

Table 1. Varnish benchmark test 

seconds ctime dtime ttime wait id us

4 1401248565 0 1 1 1 1 

4 1401248565 0 2 2 2 2 

4 1401248565 0 2 2 2 3 

4 1401248565 0 3 3 3 4 

4 1401248565 8 2 11 1 5 

4 1401248565 8 2 11 2 6 

4 1401248565 8 2 11 2 7 

4 1401248565 8 2 11 2 8 

4 1401248565 8 3 11 2 9 

4 1401248565 8 3 11 3 10

4 1401248565 9 2 11 2 11

4 1401248565 8 3 11 3 12

Fig. 5. Benchmarking Varnish 
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The table above is shown as figure in Figure 5: 
The longest response time on the 300 users configuration without using Varnish is 

11047ms compared to 1087ms with using Varnish. 
The remaining tests with various numbers of concurrent users and requests showed 

similar conditions from Figure 5. 
Varnish has a built-in script feature called VCL (Varnish Configuration Language) 

for making its configuration and also a security feature to prevent XSS (Cross Site 
Scripting). 

5 Conclusion 

The evaluation showed that Varnish is accepted significantly on static contents of 
websites. Not very useful for websites which have frequent updates or very dynamic 
content changes. Varnish still need cache clearing mechanism to delete cached 
contents in order to retrieve updated content after a period of time. It can also be 
concluded that Varnish is very recommended to implement on large scale web servers 
with high concurrency load. 
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Abstract. Network coding is a novel technology that exploits the intrinsic 
broadcast nature of wireless media, to significantly reduce the number of 
transmissions (hops). Our primary focus is to minimize intra-flow contention by 
exor-ing TCP-DATA and TCP-ACK packets belonging to the same TCP flow, 
ensuring that the packets are never delayed in the process. Network coding al-
ways comes with the overhead of intermediate nodes having to buffer packets 
so as to successfully perform decoding. This requires the nodes to maintain 
large buffers. We also propose a new technique in which we retain only the last 
delivered packet in the buffer. However, at times when the same node gets 
access to the medium repeatedly, keeping only the last sent packet in the buffer 
will not suffice. Hence we introduce a rate based Cross-layer Transport Solu-
tion (CLTSP) that inserts a delay interval (called out -of-interference delay) be-
tween two consecutive packets transmitted. This reduces intra-flow contentions 
by leaps and bounds. Our unique combination of using a Network Coding tech-
nique along with a suitable TCP variant improves the throughput gains with 
significant improvement in handling medium contention by reducing the num-
ber of transmissions. 

Keywords: Network Coding, Intra-flow Contention, DATA-ACK in TCP,  
Ad Hoc Networks, EXOR coding, Pseudo-Broadcast. 

1 Introduction 

With gadgets galore, people are living a highly networked life these days. The Internet 
and the cell-phone network has literally transformed the life of every single individual 
on this planet. The growing number of users coupled with the increasing demand for 
newer technology is the principle factor that drives the network scientists to think 
beyond the horizon. 

In the Internet, the responsibility for directing data traffic lies with special-purpose 
devices called routers. Internet service providers monitor the flow of traffic across their 
networks and, if they spot congestion, revise the routers’ instructions accordingly. With 
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the cell network, two people a block apart could be having a phone conversation, but 
they aren’t directly exchanging data. Rather, they’re sending data to a cell tower that 
determines what to do with it. In recent years, many network scientists have turned their 
attention away from centralized networks — such as the Internet and the cell-phone 
network — and toward ad hoc networks, wireless networks formed on the fly by.  

The Transmission Control Protocol is a well-known de-facto protocol in develop-
ing today’s internet. Due to its wide acceptance and deeper understanding, it is desir-
able to extend and adopt its functionalities in Wireless Networks also. But studies 
have shown that TCP performs poorly in MANETs [1]. The reasons can be attributed 
to the typical behavior of the nodes in the wireless medium - mobility, high bit error 
rate, unpredictability, contentions, long connection times, etc. Some TCP-Specific 
problems identified over Mobile Ad-hoc networks[2]:  

o TCP misinterprets route failures as congestion 
o TCP misinterprets wireless errors as congestion 
o Intra-flow and inter-flow contention reduce throughput and fairness  
o Delay spike causes TCP to invoke unnecessary retransmissions  
o Inefficiency due to the loss of retransmitted packet. 

We propose to focus our work towards reducing the intra-flow contention that has 
significant impact on the throughput of the network. Of the various means of alleviat-
ing this kind of medium contention pertaining to a single connection, our work uses a 
new kind of Network Coding technique to address the issue. 

The core idea of Network Coding is to mix several packets together for transmis-
sion, thereby greatly increasing the amount of packet information transmitted in a 
single hop. The intermediate routing nodes no longer just store and forward packets. 
They also process the packets before transmission. This processing done at the relay 
nodes helps to reduce the number of packet transmissions at the MAC layer and con-
sequently the number of times a node contends for the medium.  

2 Related Work  

Network Coding techniques are being touted as networking’s next revolution [3] and it is 
considered as a paradigm shift in data transportation across networks. No wonder that the 
academia and the Industrial giants are looking forward to embrace this technology in the 
existing network infrastructure systems. Since the time when Network Coding Theory 
[4] stemmed out of the lineage of Information Coding theory, lot of pioneering work has 
been carried out to exploit the Network Coding paradigm with multi-faceted approaches. 
A variety of coding techniques were adopted for different purposes. Network Coding has 
huge potential impact in multicast applications as illustrated in the works of [5], [6]. The 
Unicast traffic scenario has been considered in the [7], that exploits physical layer capa-
bilities and in COPE [8] wherein Medard et al. have proved the prowess of the Network 
Coding abilities with a practical test-bed implementation. This work looks out for effec-
tive coding opportunities to forward multiple packets in a single transmission. However, 
this demonstration could not produce desired levels of throughput gains in TCP end-to-
end connections. Sundararajan et al. [9] proposed a intra-flow random network coding 
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the queue can be exored with a TCP-ACK and vice-versa. If the look up is successful, 
the two packets to be exored are sent into the encoder where the TCP-ACK packet is 
appended with an appropriate number of zeroes so as to be exored with TCP-DATA 
packet. The coded packet is then broadcast. A copy of the sent packet is kept in the 
decoding buffer (packet pool). When a coded packet is received, it is sent into the de-
coding unit. Using the unique packet identifier as the search key, the native packet is 
retrieved from the packet pool. This known packet is exored with the received packet 
to obtain the original packet. Fig.2 is our Generic node architecture that supports 
DACK-XOR Network Coding technique.  

 

Fig. 2. Generic Node Architecutr to support DACK-XOR 

5 Module Description and Design  

Our implementation aimed at lessening the medium contention within a specific TCP 
flow by reducing the number of transmissions of packets across the medium involves 
three different modules. The first one is the heart of the Coding-Decoding part of the 
Network Coding Module. The second one is focused on improvising the Encoded 
packets’ transmission by using a pseudo-broadcast mechanism instead of the usual 
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Broadcasting approach used in many of the Network Coding works, as this offers 
better reliability and feedback mechanism. The third and the last module works on 
refreshing the packet pool appropriately to reduce the stress on the buffer. This work 
looks out for effective coding opportunities to forward multiple packets in a single 
transmission. However, this demonstration could not produce desired levels of 
throughput gains in TCP end-to-end connections.  

5.1 Piggy Code Network Coding  

In this module, we implement network coding which piggy-backs data and acknowl-
edgement in a single packet transmission to two different receivers in a single TCP 
connection, assuming that TCP DATA and ACK packets travel in the same path but 
in opposite directions. Here, we make use of decoding buffers of infinite size to store 
a copy of all the sent packets.  

1) Opportunistic Encoding Process:   
When we de-queue the packet at the head of the interface queue at the relay node, we 
check if there are coding opportunities, by searching for a packet of opposite type. We 
are said to arrive at a coding opportunity when a packet of opposite type with inter-
changed source-destination pair addresses and belonging to the same flow are identi-
fied in the queue. The Algorithm for Interface Queue Management is given in Table. 1.  

Table 1. Algorithm for Interface Queue Management 

INPUT: Q, the Packet Queue at Link Layer 

OUTPUT: Packets to be sent to Down Target – MAC 

PROCEDURE: 

Initialize chained:=0, 

     P:=head of Interface Packet Queue , 

CurrPtype:= P • type, CurrConnID:=P • flowID, type, CurrConnID:=P • flowID, 

CurrSrc:=p • I IPsrcAddr, CurrDst:= IpdstAddr 

OppType:= (CurrPtype==TCP-DATA)? TCP-ACK : TCP-DATA 

If CurrPtype == TCP-DATA or TCP-ACK and chained ==0 then 

 pkt:= P  

 foreach pkt:=pkt • next  next  

  if pkt!=NULL then 

   if pkt•type==OppType and pkt • flowID == CurrConnID type==OppType and pkt • flowID == CurrConnID  

      then 

    if pkt•IPsrcAddr==CurrDst and pkt•IPsrcAddr ==  IPsrcAddr==CurrDst and pkt•IPsrcAddr ==   

        CurrSrc then  

     chained:=1  

     remove(pkt) 

     p • next:=pkt next:=pkt 

     break 

    endif   endif  endfor endif 
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If the queue lookup is successful, the two packets to be exored are chained togeth-
er. The chained packets are de-queued together from the Link Layer Packet Queue 
and transmitted to the down-target, i.e., the MAC layer.  

It is in the MAC layer wherein we perform the actual Network Coding Operation. 
We EXOR the payload fields of the MAC layer and put them up in the new EXOR-ed 
packet. The packets arriving at the MAC layer to be passed on to the Wireless Physi-
cal Layer are stored in the Packet Pool for decoding purposes. They pool is refreshed 
at appropriately, as explained in this section later.  

We then include a CODED field in the Network Coding header (NCHeader) of the 
new packet to indicate that the packet is coded. We also insert the sequence ids of the 
two packets that have been coded. The new packet is now sent further down for 
transmission. The algorithm used for the Encoding of suitable packets opportunistical-
ly, is illustrated in a flow-chart in Fig. 3.  

 

 

Fig. 3. Network Coding - Encoding Process flow chart 
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2) Decoding Process:   
When a coded packet is received, we check if one of the packets inside the coded 
packet has already buffered been in the pool. This lookup is performed using the 
packet identifiers as the search key. If the un-coded packet is found, it is exored with 
the received packet in order to retrieve the original packet. Fig. 4 depicts this process 
as a flow-chart.  

 

Fig. 4. Decoding Process flow chart 

5.2 Pseudo – Broadcast of Exored Packet  

The broadcast of exored packets might lead to collisions in the medium due to lack of 
RTS-CTS exchange in 802.11. This results in the TCP source having to retransmit the 
packet. Hence we resort to pseudo-broadcast of the coded packet. The coded packet is 
now unicast to only one of the two intended recepients by including the receiver ad-
dress in the MAC header. The other receiver's address is stored in our new NCHeader. 
Since any node within the interference range of the sender can receive packets that are 
not destined for it, the node receives the packet and checks the NCHeader to see if it 
is the other intended recepient. If yes,it performs de-exoring of the packet. Pseudo- 
broadcast decreases the collision rate to a considerable extent 
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5.3 Coding Buffer Enhancement – Last Delivered Packet  

In this module, we restructure the Piggy Code Buffer of every node to retain only the 
last packet delivered. This greatly reduces the buffer look-up time for decoding packets  

at the receiver side. In order to be able to perform decoding successfully, this needs to 
be done in conjunction with the third module “Rate based transport solution”.  

5.4 Implementing Rate-Based Transport Solution  

We make use of a rate-based Cross-Layer Transport Protocol (CL-TSP) that enforces 
strict fairness in medium contention, by making sure that the same node does not get 
repeated access to the medium. This is achieved by exploiting the spatial reuse of the 
wireless channel. The CL-TSP inserts a delay in between successive packet transmis-
sions. The delay is calculated by averaging the out-of –interference delay in the for-
ward and reverse path. Essentially, once the CL-TSP layer of a node transmits a pack-
et, it has to wait for a specific amount of time before it can transmit the next one. This 
prevents intra-flow contentions among successive packets. 

We deliver only one data packet at a time from transport layer of source to prevent 
intra flow contention among them. The time interval between the successive delive-
ries should be calculated such that it should not be large which may otherwise underu-
tilize the bandwidth of the network and it should not also be small which can other-
wise lead to contention among them. If packet 1 is delivered at time t1 and packet 2 is 
to be delivered at time t2, then the time interval (t2-t1) must be carefully selected by 
considering the above factors.  

We can say that the time interval between the deliveries of successive packets at 
the transport layer can be the four hop transmission delay which is named as out of 
interference delay. So, (t2-t1) should be at least the out of interference delay to pre-
vent contention between pkt1 and pkt2.  

 

 

Fig. 5. Analysis of number of hops on out of interference range 
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We may also argue that the out of interference delay cannot be always represented 
as four hop transmission delay. It will increase when the nodes are closely placed. For 
example, we consider Fig.6. Where in the distance between the nodes are taken as 
100m (closely located). The transmission range of node F covers node G, H and its 
interference range covers up to node K. The routing protocol like AODV chooses 
shortest path which is based on hop count to reach the destination. The next hop for 
node F is chosen as node H not the node G. The path may be chosen as node F ->node 
H->node J ....So, we assume that four hop transmission delays can represent the out of 
interference delay in most cases. 

We need to analyze whether this four hop out of interference delay will be suffi-
cient to determine the inter packet delivery period at CL-TSP source. The transport 
layer should be reliable in nature, the CL-TSP source should receive acknowledgment 
for every data packet from the end receiver. Also, the forward and reverse path of the 
transport connection is same in most of the network. In this scenario, if four hop 
transmission delay alone is considered in calculating the inter packet delivery, it will 
lead to severe contention with the reverse acknowledgments. So, we need to consider 
the four hop transmission delay of both data and acknowledgment packets in deter-
mining the inter packet delivery period. The total delay for a packet i can be measured 
as given in Eq. 1  

Total delay(i) = max(interference delay values recorded) 
We will be taking into account the total delay of recent n packets for calculating 

the exponential mean which will be represented as the inter delivery time period be-
tween the next two packets. 

6 Experimental Results  

We evaluate the performance of our DACK-XOR Network Coding in a phased man-
ner to emphasize the significant performance improvements gained through our work. 
The specialty of our work lies in the fact that the modularized parts can be incremen-
tally deployed in real time scenario. To prove this point, we have chosen to evaluate 
our work with four different variants: 

• IEEE 802.11 at MAC layer + TCP New Reno at Transport layer protocol and this 
combination is named as “ original  MAC” in the comparison charts. 

•  IEEE 802.11 at MAC layer + PiggyCode Network Coding Module +TCP New 
Reno at Transport layer protocol and named as “Piggy Broadcast” in the compari-
son charts. 

• IEEE 802.11 at MAC layer + Piggy Code Network Coding Module with Pseudo 
broadcast + TCP New Reno at Transport layer protocol and named as “Pseudo  
Piggy” in the comparison charts. 

•  DACK-XOR integrated module at MAC + rate based CLTSP at transport layer 
and named as  “Integrated TSP” in the comparison charts. 

The finally integrated DACK-XOR package comprises all the modules together – 
PiggyCode Network Coding with Pseudo Broadcast implementation and a Rate-based 
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CLTSP  solution - to achieve the ultimate objective of alleviating Intra-flow Conten-
tion. We have used Network Simulator 2.34 for our Experimental Analysis. Our cho-
sen Network Scenario is a Linear-chain topology with 8 nodes (7 hops). The distance 
between any two contiguous nodes is set to 220 meters and the transmission range of 
each node is 250 meters. We consider a single TCP connection with Node 0 as the 
source and Node 7 as the sink. The various Simulation parameters for our Network 
Scenario are listed down in Table 2 as shown below. 

Table 2. Simulation Setup 

Application Type FTP 

Data Rate Discrete variants from 1Mbps to 5 Mbps 

Basic Rate of 802.11 MAC  1Mbps 

IFQ Capacity 50 

Queue Type DropTail / PriQueue 

Propagation Model TwoRayGround 

Antenna Type Omni Antenna 

 

Fig. 6. Throughput variance across time for our Network under different Protocols 

6.1 Throughput vs Time 

We have shown the performance of our network-coding variants by measuring the 
throughput at regular intervals of time during the entire simulation. It can be seen 
from Fig.6 that throughput of our integrated network coding solution is consistently 
high as opposed to the original scheme without network coding in which the through-
put drops to zero many a times. 
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6.2 Number of Hops vs Throughput  

Having shown the continuous throughput variation with time, we next evaluate the 
same parameter with respect to the number of hops in the network scenario. The 
graph in Fig. 7 shows the average throughput obtained for varying number of hops. 
The effectiveness of our scheme can be realized only for a number of hops greater 
than 5 when the effect of network coding becomes pronounced. Also, the out-of-
interference delay comes into play only when the number of hops is greater than 4. 

6.3 Throughput under Different Data Rates 

Here we measure the average throughput of the four schemes at different data rates 
such as 1, 2, 3, and 5 Mbps. It can be seen that the effectiveness of network coding 
cannot be felt at 1Mbps data rate. This is because in spite of TCP trying to inject as 
much packets as possible, the available bandwidth is less and the number of packets 
travelling across the medium is also less as explained in [5]. So, only a few packets 
can be actually encoded (low coding opportunities) at the intermediate nodes. Hence 
the throughput benefits get nullified by the coding overheads, causing an initial de-
gradation of performance. 
 

 

Fig. 7. Average Throughput VS Number of Hops 

The effectiveness of the proposed DACK-XOR is realized as the available band-
width of the network increases. As soon as the link capacity increases, the TCP sender 
tends to fill it by injecting more and more packets into the network thus increasing the 
overall coding probability. This implies that the number of saved transmissions in-
crease and, consequently, a further portion of the link capacity results now available 
to the TCP sender. 
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6.4 RTS Transmissions  

We measure the intra-flow contention by the ratio of RTS Transmissions to Packets 
Generated. The values shown in Table 3 depict that there is a decrease of RTS trans-
missions. Our DACK-XOR network coding scheme combines the DATA and ACK 
packets and sends them in one transmission, thereby reducing RTS ratio. The table 
shows the relative comparison of the percentage of RTS transmissions when com-
pared with the number of actual packets generated during our simulation.  

 

 

Fig. 8. Average Throughput for Different Variants for Different Data Rates 

Table 3. Number of bytes generated and RTS count for Different Variants 

Description 
Generated 

Bytes 
RTS  

Transmission 
Ratio of RTS TX  

to Gen. Bytes 

Original 802.11 
MAC 

4360000 85758 1.967% 

Piggy code with 
Broadcast 

6208000 111421 1.79% 

Piggy code with 
Pseudo Broadcast 

5308000 99256 1.87% 

Integrated TSP 6015000 96648 1.61% 
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7 Conclusion and Future Work  

This work presents an improvised network coding scheme that addresses the issue of 
intra-flow contentions. We reduce the number of packet transmissions by combining 
DATA and ACK packets travelling in opposite directions, performing a pseudo 
broadcast, and at the same time, take the stress off the decoding buffers, with the help 
of the cross-layer, rate based TCP which prevents packet clogging- A condition that is 
most likely to occur when the same node repeatedly wins medium contention. Al-
though we have optimized the network coding buffer by retaining only the last packet 
delivered, achieving a decoding probability of 1 is not possible. On an average, for 
every 8000 TCP packets sent, we have 1 decoding failure. Moreover, we have rea-
lized our design by making changes to the TCP layer in addition to those at the MAC 
layer. Our future work would be to achieve buffer optimizations for network coding at 
MAC level alone instead of using a TCP variant to indirectly improve the efficiency 
of network coding.  
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Abstract. The rapid development of information technology exposes
peoples life and work to the network. While people are enjoying in shar-
ing their resources in the convenient condition, network security issues
have emerged. Instead of considering security of single device in the net-
work, researchers have shown an increased interest to grasp the overall
network situation as a big picture in order to create situation awareness
which consists of event detection, situation assessment and situation pre-
diction. As the highest level in situation awareness, Network Security
Situation Prediction makes quantitative prediction of incoming network
security posture based on historical and present security situation infor-
mation. The purpose is to provide an informational reference to network
managers for helping them in formulating and implementing timely pre-
ventive measures before the network is under attack. In this paper, the
authors group the existing network security situation prediction mecha-
nisms into three major categories and review each model in the aspect of
its strengths and limitations. The authors conclude that adaptive Grey
Verhulst is more suitable to be used in predicting incoming network se-
curity situation.

Keywords: Network Security Situation Prediction, Machine Learning,
Markov Model, Grey Theory.

1 Background

Recent years, network penetrates into our life and work with providing conve-
nience services such as information sharing, resource accessing and etc. However,
new security challenges are emerging while people are sharing their resources in
this convenient condition. An investigation report stated that there have 63,437
security incidents recorded by 50 organizations from various industries around
the world in 2013 [1] and it has reached an alarming level and begins to threaten
the internet users in their daily activities. In fact, literatures showed that In-
trusion Detection System (IDS) and Intrusion Prevention System (IPS) have
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become preferred security defence mechanisms in many companies. They use
IDS to analyze the audit log and suspicious packets and IPS to take the appro-
priate response against the attacks. Unfortunately, in a study done by University
of South Wales in 2013 on nine big-brand IPS systems, they found that seven
out of them were failed to detect and block 34%-49% of attacks that target
vulnerabilities in web-based application [2]. All the remedies only can be taken
after the suspicious attempts being detected. It directs the company network to
a risky state where they are unable to predict the future security situation of
the network.

2 Situation Prediction in Network Security Situation
Awareness

Network Security Situation Awareness (NSSA) is first introduced by Tim Bass
which adapted from the concept of Situation Awareness introduced by Endsley
in 1988 [3]. He claimed that the next generation cyberspace IDS should fuse the
network data from multiple or heterogeneous distributed sensors which located
at network border and interpret them by decision maker in order to frame NSSA
[4]. Basically, NSSA can be divided into three stages which are event detection,
current situation assessment and future situation prediction. Event Detection
identifies the abnormal and malicious activity in the network and translates them
into logical format. Current Situation Assessment is a process to evaluate the
security situation of the entire network by using the information obtained from
previous stage. Last stage is Future Situation Prediction is aimed to forecast the
future network security tendency according to the current and historical network
security situation status. It purposes to provide an informational reference to
network managers which able to help them in formulating and implementing
timely preventive measures before the network is under attack. This changing
of network security management from passive to active is tends to reduce the
potential harm caused by attacks by improving the emergency response capacity.
At present, the existing network security prediction techniques can be grouped
into three main categories which are Machine Learning, Markov Model and Grey
Theory. In this paper, the authors review each of them in terms of their strengths
and limitations.

2.1 Based on Machine Learning

Machine learning is a scientific discipline that applies a computer-based resource
to implement learning algorithms which enable computer to recognize pattern
automatically and making decision intelligently based on training sample data
without explicitly programmed. It detects the patterns in data and adjusts al-
gorithm actions accordingly. The self-learning and adjusting features in its ap-
plication has been extended to predict network security situation recent years.
Researchers begin to apply the concept of Machine Learning such as Neural Net-
work and Support Vector Machine to design their security situation prediction
models.
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Neural Network. Neural networks represent a kind of computing that simu-
lates the way that the brain performs computations. It is a computer program
that attempt to recognize underlying relationship in a set of data by using a
process that mimics the way the human brain operates and learn from these
identified relationships to predict the future patterns. The field of neural net-
works was pioneered by McCulloch and Pitts when they introduced the first
neural network computing model in 1943 [5]. Basically, a Neural Network con-
sists of four main parts which are processing units, weighted interconnection
among processing units, an activation function in input signals to produce or
activate the output signal and a learning function that makes the weights for a
given input/output pair adjustable. There are three layers in a Neural Network
which are input layer, hidden layer and output layer. There are built up of a
number of interconnected nodes which contain an activation function. Various
patterns from heterogeneous observation are presented to the network through
the input layer which communicates to one or more nodes in hidden layer. The
actual processing is done in hidden layer with its learning function on weighted
connections. This layer links to an output layer where the evaluation of values
of output variables allows user to be aware of a situation. The advantages of
Neural Network is its high degree of fault tolerance with its variable connection
weights matrix between the neurons, ability in self-learning and self-organizing
and strong nonlinear mapping and generalization in complex system [6,7]. With
these significant features in Neural Network, it has become an ideal tool used to
predict the network security situation recently [8].

In 2008, Zongming et. al. proposed a network security situation model by us-
ing Back Propagation (BP) Neural Network [9]. This variant of neural network is
a feed-forward network with multi-layers and spreading error from back to front
while adjusting the parameters [10]. The network requires iterated modification
of weight value and threshold value until the convergence error met. To optimize
the BP Neural Network, the proposed model applies Particle Swarm Optimiza-
tion (PSO) to reach global optimization of its weight value and threshold value.
The flexibility in modifying these parameters is able to enhance the precision rate
but the training to the sample is required. Consequently, over adaptation may
occur where the network remembers the trained sample but lacks generalization
ability of new sample.

Few years later, a network security situation prediction method based on
dynamic BP Neural Network with covariance in 2011 [11] and 2012 [12,13]. In
their model, the impact of sample covariance and noise on the network training
is considered and the traditional function of error is replaced by the maximum
likelihood error function. Through the error analysis, the predicted error value
will be obtained and feedback to the prediction model as the training signal for
the situation index weights adjustment. The improvement of precision could be
achieved by taking previous prediction error into account for next prediction
process. Unfortunately, training is required and the success of application is
highly depends on the quality of training sample. Furthermore, it is not suitable
for small scaled data because less input information will slower the convergence.
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Aside from BP Neural Network, there is a kind of neural network called
Wavelet Neural Network also had been applied to predict the network secu-
rity situation [14]. Wavelet Neural Network was firstly introduced by Zhang
Qinghua in 1992 [15]. The network uses wavelet analysis as the front-end pro-
cessor to process the data and supplies the input vector to the neural network in
loose combination mode and then replaces this function with activation function
of hidden nodes directly in compact combination. With optimizing the model by
improved genetic algorithm to encode, compute the fitness and operate the ge-
netic before forecasting the non-linear time series of network security situation,
this proposed model has high convergence rate, strong fault tolerance capacity
and excellent in self-learning and adaption. But the model limited to certain
application which the function to be chosen due to its suitability of the archi-
tecture. Moreover, the training is needed to gain the architecture parameters,
weight value, dilation coefficient and translation coefficient.

Due to the uncertainly changing security environment in a complex system, a
set of more flexible adaptive learning neurons has been introduced into the neural
network concept for security situation prediction [6]. The neurons are able to
work well in three basic functions in the model. There are positive dissemination
of information, inverse dissemination of error and adjusting their parameters by
themselves. The model has good performance where the functions can be done
in parallel with these independent neurons and only the parameters of attacked
neuron need to be revised instead of all neurons in the network. Nevertheless,
to establish self-learning neuron is a difficult task and adjusting the steepness of
activation function of situation prediction neuron is also challenging.

Notably, all the neural network prediction models are require training algo-
rithm to generate the trained sample for prediction the incoming security sit-
uation. In order to simplify the training process, a network security situation
prediction method based on small-world Echo State Networks has been sug-
gested in 2013 [16]. Generally, Echo State Networks was initiated by H. Jaeger
of Germany Jacobs University in 2001 [17]. A dynamic reservoir which is con-
structed by numerous neurons was allocated in the hidden layer of the network.
The training algorithm in the model is simple and it is suitable to be used in
approximating nonlinear dynamic system. However, adequate training data as
input is needed and the output weight in the model is difficult to be prepared.

Support Vector Machine. Support Vector Machine (SVM) was proposed
by Vapnik et al. in 1992 [18] and widely used in classification and regression.
It maps the input space vector to a high-dimensional feature space. In other
words, the nonlinear regression problem in low dimensional feature space has
been converted to linear regression in high-dimensional feature space.

Compared with Neural Network, SVM has quick convergence rate and strong
ability to resists a fitting [7]. The concept has been adopted by Xiaorong Cheng
and the team to design their network security situation prediction model in
2012 [19]. In order to avoid the transformation of high-dimensional hyperplane
in SVM, the kernel functions were introduced. With given training set, the
model chooses the appropriate precision parameter and kernel function. Then
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using these parameters, the model tries to solve the optimization problem. The
strength of this SVM prediction model is relatively easy to train and seek the
overall optimally. Furthermore, the model is also able to control the complexity
and error of the classification. Unfortunately, adequate training sets are needed
to gain the optimized parameters. In addition, the parameters of punishment
factor and kernel functions are hardly to be determined in this proposed model.
Blindness of parameters selection of SVM training process is also a main con-
sideration when using it in prediction [7].

2.2 Based on Markov Model

Markov Model is a stochastic approach to describe the transitions from one state
to another with its probabilities associated with various state-changes [20]. In
a Markov Model, it consists of a list of the possible states of that system, the
possible transition paths between those states and the probabilities of those tran-
sitions. The applications for machine learning is broad which cover from speech
and handwriting recognition, medical diagnosis, credit card fraud detection as
well as stock market and currency rate prediction.

In 2010, Dapeng Man et. al. has proposed a combination model for secu-
rity situation prediction which combined with Autoregressive-Moving-Average
(ARMA) model and Markov model [21]. They claimed that precision can be im-
proved with fully utilizing each prediction method. In their model, the previous
data will be used as input for both models separately to obtain its prediction
value. The previous error of each model will be relatively calculated in order to
obtain the weight for prediction model. Then the prediction value from combined
model is expressed as

N∑

n=1

wnfnt = w1f1t + w2f2t + ...+ wnfnt (1)

where fnt represents the combined predicted value of the n kind of prediction
models at time t and wn represents the weight of the nth prediction model. Com-
pared with single prediction model, the proposed model has achieved higher pre-
cision rate. But the difficulties in selecting appropriate parameters in each model
will affect the model performance. Moreover, their claim is arguable while high
precision rate is not guaranteed if the combination is more than two prediction
methods or from other different methods. In addition, although taking previous
error into next prediction process is encouraged, but it is unable to improve
significantly the precision in the next prediction.

Instead of designing combination model, GuangCai Kuang et. al. has pre-
sented a fuzzy prediction method of network security situation based on Markov
[20]. In the proposed model, the correlation of network security is represented
as Markov state transition matrix. With the current status of security situation,
the improved linear weighted Zadeh formula is applied and membership effect
matrix is used to calculate security situation values of predicted network. This
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model has high precision rate with taking into account the impacts and influ-
ences of vulnerability but the training dataset is needed in constructing reference
Markov matrix. Besides this, the assessment and prediction value in this model
are keep increasing and they will reach the maximum point if the total length of
time is big. Furthermore, determining the probability of all possible states and
transitions subjectively especially in a complex network is a challenge.

A similar prediction model as previous work which based on fuzzy Markov
Chain also been presented in 2014 [22]. The model utilizes historical data of
safe behavior with the level of threat to forecast the network situation. After
calculating threat value of particular period by using text categorization and
threat level division technique, a set of fuzzy states with its membership degree
has been built. Then the fuzzy state transition frequency has been calculated.
Although the researcher claimed there is a good predictive performance for this
proposed method, but assigning threat values according to five levels of attack
without considering the various t level of the attack towards different devices is
inappropriate. Additionally, the training is needed to derive the most suitable
membership degree equation in different system. Another limitation of the model
is it unable to handle unknown threat since it is based on the classification of
known threats.

2.3 Based on Grey Theory

Grey Theory was initiated by Deng Ju-Long in 1982 in China [23]. It is used
to predict from the grey system which lack of information. In this context, grey
means poor, small-scaled, incomplete, uncertain data [24], which means the sys-
tem information is partly know and partly unknown. With this noticeable fea-
ture, grey theory is widely used in various system to provide better prediction in
short-term forecasting by capturing dominance at small sample. Basically, grey
theory is applied to build a dynamic model with a group of differential equations
[25,26], which is called Grey Model (GM) by using the least 4 data to replace
difference modeling in vast quantities of data [24]. It does not need many data
on the particular probability distribution. As superiority to statistical models,
the model is able to prevail over the weakness of probability [27] and discovered
the relationship among the limited and confused data [28]. It utilizes the se-
quence generated by Accumulated Generating Operation (AGO) to weaken the
randomness of the original sequence [28]. This makes the process to find out the
variation regularity in the sequence easier and use this regularity to forecast [29]

Grey Model (1,1). In grey theory, a First-order One-variable grey model
(GM(1,1)) is the most widely used grey model. The modeling algorithm is de-
scribed below:

Step I: Assume that the original raw data series x(0) with n samples is
expressed as:

X(0) = {x(0)(1), x(0)(2), ..., x(0)(n)}, n � 4 (2)

where X(0) is a non-negative sequence and n is the sample size of the data.
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Step II: A new series X(1) is generated by applying Accumulating Generation
Operation (AGO)

X(1) = {x(1)(1), x(1)(2), ..., x(1)(n)}, n � 4 (3)

where

x(1)(k) =

k∑

i=1

x(0)(i), k = 1, 2, 3, ..., n (4)

Step III: A series Z(1) is generated by applying the MEAN operation to X(1)

Z(1) = {z(1)(1), z(1)(2), ..., z(1)(n)}, (5)

where z(1)(k) is the mean value of adjacent data such as

z(1)(k) = 0.5x(1)(k) + 0.5x(1)(k − 1), k = 2, 3, ..., n (6)

The least square estimate sequence of the grey difference equation of GM(1,1)
is defined as follows [24]:

x(0)(k) + az(1)(k) = b (7)

and its whitening equation is

∂x(1)(k)

∂t
+ ax(1)(k) = b (8)

in which a and b are the interim parameters. The parameter matrixes are

â =

[
a
b

]
= (BTB)−1BTY (9)

where B =

⎡

⎢⎢⎢⎣

−z(1)(2) 1

−z(1)(3) 1
...

...
−z(1)(n) 1

⎤

⎥⎥⎥⎦ (10) Y =

⎡

⎢⎢⎢⎣

x(0)(2)

x(0)(3)
...

x(0)(n)

⎤

⎥⎥⎥⎦ (11)

According to equation (7), the solution of x(1)(t) at time k is

xp
(0)(k + 1) =

[
x(0)(1)− b

a

]
e−ak +

b

a
(12)

Step IV: To obtained the predicted value of the primitive data at time (k+1),
the Inverse Accumulating Generation Operation (IAGO) is used to establish the
following grey model.

xp
(0)(k + 1) =

[
x(0)(1)− b

a

]
e−ak(1− ea) (13)

In 2006, Lai Jibao claimed that the grey theory is suitable for building the
prediction model and able to ensure its prediction. Hence, he first applied grey
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theory in constructing the network security situation prediction model based on
grey theory which is built by past and current network security situation [30].
After three years, a dynamic prediction model has been presented by Fengli
Zhang. He proposed to estimate the overall network security situation by ap-
plying grey forecast model. By using classical GM(1,1), the models calculates
the future value of situation and computes the absolute difference and relative
difference between the forecast and real values. If the square sum of remnant dif-
ference is very large which represent less precision in forecast value, the model
will modify the value by referring to the remnant difference [31]. Without any
training on the input data, both of the proposed GM(1,1) models are working
well with linear situation but not suitable for non-stationary random sequence.

To overcome the limitation of GM(1,1) model, Li Juan has proposed a hy-
brid prediction model which can be used in high fluctuation system in 2009.
They combined unbiased Grey Theory and Markov forecasting theory to predict
network security dynamic situation. Firstly, unbiased GM(1,1) model is used to
obtain the forecasting value. Then by adjusting the result of unbiased GM(1,1),
Markov model is used to determine the state, calculate the evaluation value and
construct the transition probability matrix. The median of gray interval is used
as forewarning value after the tendency of the system condition developing has
been decided [32]. Unfortunately, there is a challenge to determine subjectively
the probability of state. On the other side, Liu Nian also suggested another
hybrid model to forecast the network security situation in the same year. He
applied the combination of Grey Theory and Markov Theory to predict the in-
coming network security situation which is high randomness, uncertainty and
fluctuation. During the process, classical GM(1,1) model is used to predict the
situation data and find out its changing trend. Then, Markov Theory is employed
to modify the error in the model in order to improve the prediction accuracy
of network security situation changing trend [33]. Both of these hybrid mod-
els require training value to divide the original data into different states and
modify the error in the model respectively. In order to improve the precision
rate of GM(1,1) model, Rongzhen Fan has included a three-phase grey residual
error correction model in GM(1,1) model. The proposed correction model used
concept of GM(1,1) to calculate difference of the predict value and original accu-
mulate value in particular time-frame [34]. The good thing of his work is taking
into consideration the residual error for predicted value. But in the same time,
high processing power is needed for recurrent residual error correction process.

In fact, the conventional GM(1,1) model is only suitable for the prediction
with strong exponential law and it only able to depict the monotone varia-
tion [35]. The model is imperfect when the series increases in the curve with
S type or the increment of series is in the saturation stage [36]. These limita-
tions have sparked the argument on suitability of classical GM(1,1) to be used
to predict accurately the future status of network security situation which has
variation characteristics [16]. Instead of depending on linear differential equation
in GM(1,1), a variant of grey model called Grey Verhulst model has been used
in predicting the non-linear series.
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Grey Verhulst. The Verhulst model was first introduced by a German bi-
ologist, Pierre Franois Verhulst in 1837 to describe the increasing process like
S-curve which has a saturation region, namely the process is increasing slowly at
initial stage, then speed-up and finally grow slowly or stop growing [37]. Same
as GM(1,1), Grey Verhulst model has superiority in small sample. The Grey
Verhulst model can be defined as follows [38]):

The equations (1) to (5) in GM(1,1) are same in Grey Verhulst Model. To
predict the S type curve, the model is applying a non-linear difference equation
as below

x(0)(k) + az(1)(k) = b(z(1)(k))2 (14)

and its whitening equation is

∂x(1)(k)

∂t
+ ax(1)(k) = b(x(1)(k))2 (15)

in which a is defined as the development coefficient and b is grey input. As
equation (9), the parameter matrixes B and Y are

B =

⎡

⎢⎢⎢⎣

−z(1)(2) (z1(2))2

−z(1)(3) (z1(3))2

...
...

−z(1)(n) (z1(n))2

⎤

⎥⎥⎥⎦ (16) Y =

⎡

⎢⎢⎢⎣

x(0)(2)

x(0)(3)
...

x(0)(n)

⎤

⎥⎥⎥⎦ (17)

By calculating equation (15), the solution of x(1)(t) at time k is

xp
(1)(k + 1) =

ax(0)(1)

bx0(1) + (a− bx(0)(1))eak
(18)

In the equation (19), x(0)(1)= x(1)(1). It is assumed that the n-dimension data
sequence is selected to fit the model. The fitted model can be used to predict
the future value as

xp
(0)(k + 1) = xp

(1)(k + 1)− xp
(1)(k), k ≥ n (19)

where

xp
(0)(1), xp

(0)(2), xp
(0)(3), ..., xp

(0)(n) (20)

are called Grey Verhulst fitted sequence, while

xp
(0)(n+ 1), xp

(0)(n+ 2), xp
(0)(n+ 3), ..., xp

(0)(n+ t) (21)

are called Grey Verhulst predicted values.
In Grey Verhulst model, a and b are the key parameters to guarantee the

precision of the model. The values of them can be obtained by applying least
square method into the generation sequences Z(1) as equation (5). This feature
is only allow the Grey Verhulst model to generate appropriate parameters in the
small time interval and the AGO curve varies smoothly.
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In 2010, Hu Wei found out that the generated sequence will make the predic-
tion generate the advance or delay error which will depress the model precision.
Thus, he first adopts the adaptive determination of the grey parameters to Grey
Verhulst model to guarantee the precision. He made the assumption of the func-
tion of AGO curve as

X(1)(t) =
1

αeβt
(22)

and calculating the area below the curve by integration method [29]. His model is
only applicable to estimate the curve trend accurately if the S-type risk growing
situation is matches to the AGO curve function. Furthermore, the model is also
limited to a single-peak situation variation instead of multiple-peaks.

3 Conclusion

In this study, the authors conclude that each group of prediction mechanism
has its strengths and limitations. Machine Learning is excellent in self-learning
and self-adaption and able to provide high convergence rate as well as strong
fault tolerance capacity. But the adequate training data is required to gain the
parameters and it is difficult to establish the neurons with self-learning and
adaption capabilities. For MarkovModel, although it is able to perform in various
time series prediction, a set of training data is still needed. Moreover, all possible
states and its transitions especially in a complex network are hardly to identify.
Meanwhile, Grey Theory can provide better prediction in short-term forecasting
with small sample data without any training required. Even though GM(1,1) is
only limited to linear time series prediction and the generation sequence with
mean is only suitable for small time interval, but adaptive Grey Verhulst is
surpassing with its adjustable generation sequence and non-linear S-curve time
series prediction. Considering the chronology of intrusion attack, Grey Verhulst
is more suitable to predict the incoming network security situation with its
remarkable features.
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Abstract. With the advancement of information technology and the wide adoption 
of the Internet, cloud computing has become one of the choices for researchers to 
develop their applications. Cloud computing has many advantages, particularly the 
ability to allocate on-demand resources without the need to build a specialized  
infrastructure or perform major maintenance. However, one of the problems faced 
by the researcher is the availability of computer tools to perform research. Docker 
is a lightweight virtualization for developers that can be used to build, ship, and run 
a range of distributed applications. This paper describes how Docker is deployed 
within a platform for bioinformatics computing. 

Keywords: Virtualization, cloud computing, Docker, research. 

1 Introduction 

Computer programs are becoming more essential to many aspects of scientific re-
search. The steps of the scientific process, from data collection, analysis, evaluations, 
and conclusions rely increasingly more on computational methods. With the ad-
vancement of computing technologies and the wide adoption of the Internet, compu-
ting resources have become cheaper, more powerful, and more prevalent, leading to a 
much higher availability than ever before [1]. One the impacts of these advancements 
is the presence of a new computing paradigm model called the cloud computing, in 
which resources (computing and storage) can be distributed as services that can be 
leased to customers through the Internet at an on-demand and as-needed term [2]. 
Within a cloud computing set-up, users utilize the resources provided by the infra-
structure source as needed and pay only for those items [3]. 

Cloud computing has become a substantial tool of choice for researchers since it al-
lows for the performance of complex computations and the exploration of new projects 
without the up-front investment in an expensive, customized infrastructure [4]. Addi-
tionally, researchers often do not have enough computational tools or time or expertise 
level to implement installations for a state-of-the-art data analysis application from 
scratch [5]. For instance, in the field of bioinformatics, state-of-the-art computational 
tools and algorithms for applications on biological, medical, and health data are essen-
tial for collection, sharing, and analysis [6]. Therefore, a complete computational envi-
ronment that would assist collaboration between researchers is needed [7]. 



440 M.F. Kacamarga, B. Pardamean, and H. Wijaya 

Docker is a lightweight virtualization for developers that can be used to build, ship, 
and run a range of distributed applications [8]. It can be used to build a system image 
that contains state-of-the-art data analysis application, which can then be shared with 
researchers involved in the project. This paper describes how Docker is deployed 
within a bioinformatics computing platform in cloud computing. 

1.1 Cloud Computing 

Cloud computing is a computing model that is an elastically scalable, virtualized sys-
tem with the ability for rapid provision with minimal management effort over the 
Internet [9]. Google, Amazon, and Microsoft are market leaders for the cloud compu-
ting industry. The emergence of cloud computing has made several compelling fea-
tures that makes it attractive to users: 

1. No up-front investment: building a large-scale system would need a lot of 
investments in information technology infrastructure. The cloud computing 
uses a pay-as-go pricing model so users do not need to build the infrastruc-
ture themselves. 

2. Elastic Infrastructure: the infrastructure can dynamically scale up or down 
based on request. Users can easily expand its infrastructure to a larger scale 
to handle rapid increase in service demands and shrink down when demand 
decreases. 

3. Lower operating cost: resources in a cloud environment can be easily allo-
cated and de-allocated, allowing users to manage resources more effectively 
and efficiently. 

4. Easy Access: services provided in the cloud are generally web-based, render-
ing easy access through Internet connection. Users can also manage their re-
sources using the cloud service provider’s management console that can be 
accessed via Internet. 

5. Reducing business risks and maintenance costs: cloud computing has access 
availability with high guaranteed uptime. By outsourcing the information 
technology infrastructure to the cloud, users can reduce its business. Users 
also do not need to hire staff and hardware maintenance since this task is 
covered by the cloud service provider. 

Cloud computing provider offers three service models: Infrastructure as a Service 
(IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS). This example 
of service models can be seen in Figure 1. 

1. Infrastructure as a Service (IaaS) provides services for customer to access 
computing resources in a virtualized environment. These computing re-
sources include computing unit, storage, network, and other fundamental 
computing resources. 

2. Platform as a Service (PaaS) delivers services as a computing platform and 
includes operating system, programming language execution environment, 
and other tools for designing, building, and deploying the customer’s appli-
cation into the cloud infrastructure. 

3. Software as a Service (SaaS) provides customers with access to the hosted 
applications on the cloud infrastructure that is managed by the vendor or the 
cloud service provider. 
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SaaS
Email, CRM, games, CMS, 

communication, etc

PaaS
Execution runtime, web server, 

database, development tools, etc

IaaS
Virtual machines, servers, storage, 

load balancer, network, etc

 

Fig. 1. An example of the cloud computing service models 

Researchers can take advantage of the cloud computing service models depend-
ing on their research domain. There are many cloud computing providers from 
which to choose, such as Amazon Web Services, Google Cloud Platform, Microsoft 
Windows Azure, etc. Although each of them has unique components to provide 
different services, they also have several functionalities that are the same with one 
another. For example, Amazon EC2 provides the same service as Google Compute 
Engine, which provides virtual server instance. However, switching from one ser-
vice provider to another is not easy in most cases due to vendor lock-in [10]. This is 
mainly due to dependencies and proprietary formats found within the underlying 
cloud infrastructures. 

1.2 Docker 

Docker is a lightweight virtualization based on Linux Containers (LXC) that can 
completely encapsulate an application and its dependencies within a virtual container 
[8]. This container can run on any Linux server enabling it to run on any premises 
(public cloud or private cloud) that has a Linux operating system. LXC is an operating 
system level virtualization technology that creates a sandbox virtual environment in 
Linux without the overhead of a virtual machine [5]. The overhead of a Docker’s 
container is much smaller than that of a virtual machine because it replicates only the 
libraries and binaries of the application that is being virtualized [8]. Docker extends 
the LXC technology, leading to easier usage and simpler ways to perform versioning, 
distributing, and deploying. A Docker image can be transferred from one Docker host 
to another. Furthermore, it can be exported, archived, and run anytime in the future 
with the assurance of a similar computational environment. The comparison between 
a virtual machine and Docker architecture is shown in Figure 2. 
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App A

Bins/Libs

App A

Bins/Libs

Docker Engine

Host OS

Server

App A

Bins/Libs

App A

Bins/Libs

Hypervisor

Host OS

Server

Guest OS Guest OS

Virtual Machines Docker
 

Fig. 2. Comparison between a virtual machine and the Docker architecture 

Other than providing a virtualized and consistent computational environment, Dock-
er provides many features that makes it an attractive sharing tool for research [5, 11]: 

 
1. Docker images can be built by using text files (a Dockerfile) containing a set 

of instructions that commands Docker how to build its image. This approach 
allows Docker image to be versioned, shared, and re-built by others. 

2. Docker has its own repository, similar to a Git repository. The Docker image 
can be easily shared with others via hosted repository, the Docker Hub. 

3. The contents in a Docker container are restored to their original condition 
every time the container is launched. This approach makes a Docker con-
tainer has a consistent computational environment. 

4. Data, documentations, and files can be packaged within the Docker image, 
allowing for its use for sharing an entire computational experiment. 

5. Docker has a large, active user base that provides a community-based infor-
mation for troubleshooting. 

6. Docker containers only use active resources, creating minimal overhead 
when running a Docker container. 

7. Directories (folders) on the host’s system can be easily mounted into a 
Docker container, rendering a seamless data sharing process between the 
host and the container. 

 
There are two ways to build Docker containers: import from tarball file or im-

port from a Dockerfile. Building a container from tarball file allows the researcher to 
create a complete container without performing installation steps. This method is 
similar with building a Virtual Machine from a Snapshot image file. On the other 
hand, building a container from a Dockerfile requires a series of installation com-
mands (e.g., download application, libraries, etc.). Dockerfile is a text document that 
contains all commands of installation to build a Docker image. This method is more 
preferable when the researcher wants set up their computational environment within a 
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container. By installing from a Dockerfile, researchers can choose specific software 
for installation in the container. 

2 Methods 

This study describes a condition in which a researcher has existing virtual server in-
stances but still requires a wide range of bioinformatics analysis. A computing plat-
form can be used for data analysis ([R], Python, Perl) to perform a genome-wide as-
sociation study (via PLINK). The system consists of a main installation script and a 
set of installation files. Users can edit the main installation script in order to select the 
bioinformatics software and create their own customized version. The objective for 
this system is to simplify the following processes: software selection, automatic new 
container establishment with the specified software, and deployment on the research-
er’s existing cloud virtual server instance.   

3 Results 

The bioinformatics computing platform was implemented using Docker. It is based on 
the Debian operating system. The researcher began platform deployment through a 
Linux virtual server instance. Then Docker was installed on its instance, followed by 
the installation package download. This installation package includes a Dockerfile, as 
well as other installation files. The researcher was also able to edit the Dockerfile to 
customize which bioinformatics tools had to be included in its container. In this 
Dockerfile, software packages were categorized based on their installation method. A 
set of bioinformatics tools including [R], Python, Perl, PLINK, and Cython were in-
stalled by the apt-get command. On the other hand, tools like Affymetrix Power 
Tools, Java, and Eigensoft were installed from the installation files provided within 
the installation package. When the Dockerfiles were executed, the Docker performed 
retrieval and installation of the selected software from the repositories and installation 
files, building the image into a fully functional bioinformatics computing container. 

Researchers also had the ability to share the edited Dockerfile in order to distribute 
their own customized version of a bioinformatics platform with the selected software 
and data. Other researchers could replicate the customized bioinformatics platform by 
retrieving this edited Dockerfile then executing it in their cloud. Researchers could 
upload data from its local desktop computer or other source to the host. To share data 
from the host to a Docker container, copying the data to the mounted directory allows 
for the subsequent data retrieval from the Docker container. There was also the option 
to save a container with analysis result by exporting the container into tarball file, 
which could then be shared with other researchers for collaboration. Using the tarball 
file, the collaborators could create a whole identical container on their cloud then use 
new data with different parameter to generate new results. These steps are depicted in 
Figure 3. 
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Fig. 3. Bioinformatics computing platform workflow 

While research using the cloud computing environment supports reproducible re-
search [12], many researchers worked locally, primarily with software installed on 
their local computer. Researchers would transform their work to become cloud-based 
only when collaborative tasks were performed or an increase in computational power 
was needed. Working locally allowed a researcher to exchange files and debugging 
faster. Docker is available on most major platform. Thus, a researcher could install 
Docker and build up the bioinformatics platform container on a local computer. The 
platform could also be used locally. The collaborators could also import a customized 
bioinformatics platform then run it locally for testing purpose. 

4 Discussion 

Several studies (Krampis [13] and Dudley & Butte [12]) have proposed ways to share 
computational environment for research. There are two dominant approaches: 
workflow software and virtual machines [11]. Workflow software provides solutions 
to standardize the creation, representation, and sharing of computational workflow 
that bind diverse software tools together into a single analysis [12]. This workflow 
software is often adopted by well-funded collaboration research through which they 
receive substantial support from the communities. Most workflow software has rela-
tively low adoption due to proprietary formats and interfaces [12]. 

Virtual machine (VM) offers a more direct approach. The VM approach, operating 
system, software tools, and databases are packaged into a single digital image that is 
ready to be used. This approach is used by Krampis [13] and Dudley & Butte [12] to 
share virtual machine images that will run on the cloud as a platform for doing re-
search. But, there are some drawbacks using VM images such as large file size, the 
need for system administration knowledge, and the difficulties to track versions [5]. 
The implementation of VM in cloud has a serious problem when users want to switch 
from one service provider to another due to vendor lock-in [10]. 

5 Conclusion 

This study described how Docker was deployed for a bioinformatics computing plat-
form in cloud computing. The motivation for this study was the primary concern on 
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the lack of time and expertise on a researcher’s part to install and implement state-of-
the-art data analyses application from the scratch. Our objective was to simplify the 
processes of software selection, automatic building of a new container with the specif-
ic softwares, and deployment on a researcher’s existing cloud virtual server instance. 
A script (Dockerfile) that allows bioinformatics platform to be easily reproduced and 
updated was developed since the script provides an exact instruction on how the im-
age was built. Furthermore, researchers also has the option to save the container with 
analysis result by exporting the container into a tarball file. This approach is an easy 
way for sharing a complete computational environment for researchers. 

Acknowledgements. We would like to thank James W. Baurley, PhD from BioRealm 
Research for sharing the bioinformatics computing platform. 
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Abstract. Retail management systems have been deployed extensively as web 
applications and stand-alone systems. However, in order to maximize return on 
investment while also improving on retail business efficiency and performance, 
it is imperative to explore newer technologies that can be leveraged. Cloud 
computing shows great potential in this regard; and so it is our aim in this paper 
to develop a cloud-based retail management system. We realize this by first de-
signing the framework of the system and then implementing it. 

Keywords: Cloud computing, framework, retail management, point of sale. 

1 Introduction 

A retail management system is one that is used by retail-inclined organizations like 
super markets, hardware stores, shopping outlets, e-commerce stores, bookstores, 
pharmacies and a host of others [1]. Features such as Point of Sale (POS), inventory 
management, reports & feedbacks, employee management, customer management, and 
supply chain management are some key components of retail management systems [2]. 
These systems have mostly been developed and deployed as Web Applications and 
stand-alone systems [3]. Where they are implemented as stand-alone systems, they 
tend to be complicated and expensive to maintain by businesses that have little or no IT 
knowledge [4]. The amount and variety of hardware and software needed to run these 
systems can also be discouraging [5]. Retailers would require a whole team of experts 
to install, configure, test, run, secure, and update such systems. In order to maximize 
return on investment, newer technologies can be explored. Cloud computing in particu-
lar shows great potential in this regard [6]. 

Cloud computing represents a radical change in the way information technology (IT) 
services are offered to the public [6]. Its concept relies on sharing computing resources 
rather than owning local servers in order to handle applications [7]. Cloud solutions can be 
implemented under three major service models namely: Software as a Service (SaaS), 
Platform as a Service (PaaS) and Infrastructure as a Service (IaaS). They can be deployed 
as private clouds, public clouds, community clouds or hybrid clouds [8]. It is of utmost 
importance that cloud computing be greatly applied in the retail industries because it 
transverses borders and contributes greatly to any Nation’s economy [9]. However, as 
retailers begin to gravitate towards the cloud-based approach to retail management, they 
will desire among other things – a platform independent solution and one that is easy to 
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customize to suit changing requirements. A framework that can serve as a guide for im-
plementation and deployment is also desirable [10]. The rest of this paper is thus struc-
tured as follows: Section 2 reviews existing systems in this domain. In Section 3, we focus 
on the design of the proposed system. In Section 4, we implement the retail management 
solution called SkyRetail based on our design in Section 3. The key user interface modules 
are also highlighted and discussed in this section. Section 5 concludes the paper. 

2 Review of Existing Systems 

Microsoft Dynamics Retail Management System is an application from Microsoft that 
offers small and midsize retailers a complete point of sale (POS) solution that can be 
adapted to meet unique requirements [11]. It provides centralized control for multi-
store retailers, and integrates with Microsoft Office system programs. It also offers 
benefits in; ease of use, automation, efficiency, flexible reporting and scalability. It 
can be deployed for any form of retail enterprise from pharmaceuticals to grocery 
stores. The system however is not cloud-based and also targets businesses that run 
Windows operating system – thus it is not cross-platform.  

Lightspeed Cloud is another complete point of sale system [12]. It offers a range of 
complete retail solution for retailers. Among other things, it offers access to the sys-
tem from both web and mobile browsers. It also handles inventory, custom-
ers/employee management and report generation. According to Lightspeed – the 
software company that developed the solution, their retail solution is: easy to use; 
continuously upgraded; cloud based; able to run on Web and mobile browsers; always 
available; easy to set up and install. The drawback of this system however is that it is 
not available outside of North America.  

Epicor Cloud Retail Software is a SaaS retail solution from Epicor Solutions [13]. 
It serves small to mid-sized retailers who want to leverage their insufficient IT re-
sources. Epicor delivers a model that significantly reduces capital investment, imple-
mentation challenges, and on-going requirements of managing IT. With Epicor, re-
tailers are able to integrate their sales channels, order management, POS systems, 
inventory, and other operations for access to right information at the appropriate time. 
Epicor cloud retail software supports: merchandising, store operations, CRM, audit 
and operations management and planning. The system however is difficult to custom-
ize so as to suit a particular organization. 

From the drawbacks identified in the existing systems, we intend to realize a retail 
management solution that is cloud-based; platform independent; able to run on Web 
and mobile browsers and also easy to customize by any retail organization. This is the 
motivation behind this paper. 

3 Design of the Proposed System 

Being software, we incorporate the retail management system into our cloud design 
framework by modeling it at the SaaS layer - above the PaaS and IaaS layer. The de-
sign framework of the proposed system uses a layered structure as depicted in Fig. 1. 
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Fig. 1. Framework of the proposed retail management system 

3.1 Cloud Service Consumers 

This refers to devices that will be used to access and use the retail management sys-
tem. Such devices should be cloud-enabled and include: laptops, tablet computers and 
smartphones. 
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3.2 Retail Management System Modules 

The proposed retail management system (shown with dashed lines in Fig. 1) will have 
the following key features: inventory management that makes it easy to add and track 
retail items; customer management that helps to keep record of customers thus build-
ing relationship with them; purchase management to help manage the purchase of 
supplies; sales management to provide a complete point of sale solution integrated to 
help deliver sales efficiently; and report generation. 

3.3 Cloud Platform Providers 

Quite a number of platform providers exist depending on the preference and choice of 
retail organizations. They generally provide language runtimes and data storage ser-
vices for their platform. Notable among these cloud platform providers are Microsoft 
– with their Windows Azure cloud platform [14] [15] and Google – with its Google 
App Engine platform [16] [17]. With Windows Azure, applications can be built using 
any language, framework or tool particularly Python, Java, Ruby, Node.js and PHP. 
SQL Azure is a service for managing Microsoft SQL databases. The Google App 
Engine platform provides language runtimes for Python, Java, PHP and Go program-
ming languages. Google Cloud SQL is the service provided for maintaining and ad-
ministering MySQL databases. 

3.4 Cloud Infrastructure 

Cloud platform providers leverage their platforms with their own cloud infrastructure. 
So Microsoft and Google as well as other platform providers support their respective 
platforms through their cloud infrastructure, which includes: networks, servers and 
storage. 

4 Implementation of the Proposed System 

We implemented a cloud-based retail management solution called SkyRetail based in 
the design in Section 3. The cloud platform provider used was Microsoft with its 
Windows Azure platform. In order to realize the retail management system modules, 
we leveraged on Open Source Point of Sale – an open source POS solution developed 
in PHP and hosted on SourceForge repository and the Web address is given as - 
http://sourceforge.net/projects/opensourcepos/. The modules of the retail management 
system are discussed in the sub-sections that follow: 

4.1 Home Page 

This is the first page the user is redirected to after logging into the system. It displays 
a list of available modules to that particular user. It is shown in Fig. 2. 
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Fig. 2. Sky Retail Home Page 

4.2 Customer Management Module 

This administers the customer relationship management of the system. Here, the user 
can add new customers; view customers’ details and also make changes. The Custom-
ers link on the application homepage or menu bar launches this module. The page lists 
out existing customers associated with the retail store. The tick box on the first col-
umn is to select customer(s) so that operations such as deleting and emailing can be 
carried out. Customer information can be updated by clicking the edit link on the last 
column. A new customer is added by filling the form displayed after pressing “New 
Customer” button. The search box allows the operator to search for a customer by 
typing a string, which could be part of the customer’s name. Multiple customer in-
formation can be added to the system by clicking excel import button. The module’s 
interface is shown in Fig. 3. 
 

 

Fig. 3. Overview of the Customer Management Module 

4.3 Inventory Management Module 

This controls the inventory of the retail store. It provides options to add items, view 
the inventory details of a particular item and also make updates or changes to items. 
The user can group similar items into item kits. The module is depicted in Fig. 4. 
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Fig. 4. Overview of the Inventory Management Module 

4.4 Supplier Management Module 

This provides an interface for managing the retail vendors associated with the store. 
The Suppliers hyperlink on the application home page or menu bar directs the user  
to this module. A list of existing store suppliers is displayed. Provided are different 
links and buttons to conduct varying operations. The tick box on the first column is 
used to select customer(s) for performing operations such as deleting and emailing. A 
supplier detail can be updated by clicking the Edit link on the last column. A new 
supplier is added by filling the form displayed after pressing “New Supplier” button 
in Fig. 5. 

 

 

Fig. 5. Overview of the Supplier Management Module 

4.5 Reports 

This module makes it possible to generate various reports based on a retail store’s 
transactions. The interface is depicted in Fig. 6. Sample reports generated by the sys-
tem are shown in Figs. 7 – 8 
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Fig. 6. This figure shows the view of detailed sales report  

 

Fig. 7. This figure shows the graphical view of sales summary report 

 

Fig. 8. This figure shows the view of Sales receipt 

4.6 Purchases Module 

This module manages the purchase of items from the suppliers. Clicking the “Pur-
chase” link on the application menu bar or home page directs the user to this module. 
Items are added by simply searching for the item in the Find/Scan Item search box 
and selecting from the search dropdown. More items can be added by repeating this 
procedure. The sales detail for each item can be added in the text boxes provided. 
The supplier involved can be optionally added if the supplier exists in the system by 
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typing the supplier’s name into Select Supplier text box. The user then selects the 
payment type and inputs the payment amount tendered. The Finish button is clicked 
to complete the purchase order. The purchase is completed and the receipt is dis-
played. The purchase module is depicted in Fig. 9. 

 

Fig. 9. This figure shows the overview of purchase module 

4.7 Sales Management Module 

This modules handles item sale processes. The Sales hyperlink on the application 
menu bar/home page launches the module. Items are added by simply searching for 
the item in the Find/Scan Item search box and selecting from the search drop down. 
More items can be added by repeating this procedure. The sales detail for each item 
can be added in the text boxes provided. The user can optionally choose to add the 
customer involved if the customer exists in the system. The user then selects the pay-
ment type and input the payment amount tendered. The Add Payment button is then 
clicked to submit payment. The user can decide to either complete the sale by clicking 
the Complete Sale button or suspend the sale by clicking the Suspend Sale button. If 
the sale is completed then the receipt will be displayed. Fig. 10 shows this module. 

 

Fig. 10. This figure shows the overview of the sales module 
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4.8 Returns Management Module 

This manages the return of the sold items of the retail store. For purchase returns, the 
Purchase link is clicked, then from the resulting page the user changes the mode to 
Returns by selecting returns from the purchase select dropdown. All necessary fields 
are filled and the Finish button is clicked to complete the purchase return. Clicking 
the Sales link and changing the register mode to returns can manage sales returns. The 
necessary fields are to be completed before the sales returns can be successful. This is 
depicted in Figs. 11 and 12. 
 

 

Fig. 11. This figure shows the Purchase Return module 

 

Fig. 12. This figure shows the Sales Return module 

5 Conclusion 

The cloud approach to implementing a retail management system adopted in this 
project offers massive benefits to retail organizations in managing retail operations. It 
will help them to overcome the high costs of running and maintaining technology 
infrastructure in-house. Also, the retailer can easily scale up or scale down compute 
resources effectively as the volume of the demand may be. Cloud computing will 
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allow the retail organization to focus more attention on core activities of efficiency of 
workflow and business operations rather that maintaining servers or systems. Fur-
thermore, Sky retail has demonstrated the viability of the framework on which it is 
developed. 

The retail management solution developed in this paper needs to be tested and va-
lidated by would-be users and so usability studies of the system will be conducted as 
part of future work. Also, as a way of improving the core features of Sky Retail we 
will be integrating third-party tools such as a payment gateway to process card pay-
ments and also SMS services to deliver instant messages or reports to the users. 
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Abstract. The focus of this study is to propose a cloud computing data storage 
model for E-Learning systems in developing countries. Cloud computing is an 
information technology platform that refers to services which provide data sto-
rage, collaboration and software execution hosting services via the Internet. 
Cloud computing is a technology trend that has a significant impact on the 
teaching and learning environment. The idea behind this research work there-
fore is to enhance the storage capacity and utilize resources of E-learning sys-
tem for universities in developing countries. This platform incorporates cloud 
data storage medium to accommodate/store all educational content/files on the 
E-learning system. 

Keywords: E-Learning, Cloud Computing, Data storage, University, Education, 
developing countries. 

1 Introduction 

Technology has transformed the mode of learning and created a new dimension in the 
educational sector. The E-Learning idea has created a connection and openness for the 
world irrespective of age, place, time and socio-economic nature by exploiting the 
web as a communication channel particularly for people in the field of education to 
connect distance learners with their learning resources. E-learning is one of the state-
of the-art educational technologies to facilitate the learning and teaching process [1].  

E-learning is about information, communication, education and learning in an on-
line environment [2]. This aids learners in having knowledge/information at their 
fingertips. E-learning plays a vital role in creating a personalized learning environ-
ment that delivers learning contents to learners who have different backgrounds, in-
terests, and locations away from a classroom in order to maximize the effectiveness of 
learning [3]. In a university E-learning context, students can have access to course 
content, video tutorials, educational e-books, online-exams, podcasts, work-
shop/conference videos etc. Also lecturers/instructors are able to upload course con-
tent, video tutorials and other educational materials for the student to use [4]. In main-
taining an E-Learning system’s data/information effectively, appropriate data storage 
technology must be leveraged to enable an efficient E-learning system where autho-
rized students/lecturer can have access to information anytime and anywhere [5]. The 



458 T. Olokunde and S. Misra 

E-learning system makes learning more student-centered than instructor-centered, as 
learners can organize and arrange the learning contents based on their needs and sui-
tability [6].    

Cloud computing based e-learning provides continuous (anytime, anywhere and 
any device learning) and collaborative learning. E-learning cloud computing services 
is Internet-based; all of the application data must be transported based on a remote 
network, and data traffic surging with a very high bandwidth requirement [7]. The 
widely accepted benefits of cloud-based systems include: cost, device and location 
independence, multi-tenancy, reliability and scalability, security and environmental 
sustainability [8]. 

The use of cloud computing on universities has many benefits such as reducing 
universities IT complexity and cost, accessing the file storages, databases, educational 
resources, research applications and tools anywhere, anytime on demand [9]. The 
cloud-based environment supports the creation of new generation of e-learning sys-
tems, able to run on a wide range of hardware devices, while storing data inside the 
cloud [10]. 

Cloud computing is considered an internet technology for educational institutions 
to achieve diverse benefits that majors around resource management and effective 
database management [11]. 

The paper is structured in as follows. In the next section background of Cloud 
computing is summarized. Review of university e-learning in developing countries is 
in section 3. The proposed model and its initial implementation is in section 4 and 
finally conclusion drawn is in section 5.  

2 Background of Cloud Computing 

There are literally dozens or perhaps hundreds of definitions of cloud services that 
attempt to capture the essence, one that seems to have gained traction is the definition 
from the National Institute of Standards and Technology (NIST) which goes thus: 

“ Cloud computing is a model for enabling ubiquitous, convenient, on-demand 
network access to a shared pool of configurable computing resources(e.g. networks, 
servers, storage applications and services) that can be rapidly positioned and released 
with minimal management effort or service provider interaction” [12]. 

Cloud computing is a new paradigm in information technology that provides an 
appropriate pool of computing resources with its dynamic scalability and usage of 
virtualized resources as a service through the Internet. With the tremendous advantag-
es of cloud computing, we expect this technology to revolutionize the field of e-
learning education. Cloud computing applications provide flexibility for all educa-
tional universities and institutions.    

2.1 Cloud Types 

The U.S National Institute of Standards and Technology (NIST) has a set of working 
definitions that separate cloud computing into two distinct set of models [12]: 
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-Deployment models: As shown in Figure 1 the Visual model of cloud computing 
above [12], the deployment models refer to the location and management of cloud’s 
infrastructure 

-Service models: These models refer to the particular services that can be accessed 
via cloud computing platforms 

 

 

Fig. 1. Visual Model of NIST Definition of Cloud Computing. Source: (CLOUD), IEEE Inter-
national Conference, pp 516-524). 

2.2 Cloud Computing Deployment Models 

There are four major cloud computing deployment models which include: Private 
cloud, Public cloud, Hybrid cloud and Community cloud. Selection of these models 
depends on clients’ data sensitivity and management requirements [12]. An overview 
on these deployment models are highlighted as follows:  

Public cloud: The term public does not mean that users’ data is publicly visible; the 
infrastructure is offered via web applications as well as web services over the internet 
to the public or a large industry group and is owned by an organization selling cloud 
services. Public cloud providers such as Google or Amazon offer an access control to 
their clients [12]. 

Private cloud: the infrastructure is dedicated to a single particular organization or 
group. It is not shared with other organizations. Private cloud can be owned or leased. 
There are no additional security regulations, legal requirements or bandwidth limita-
tions, the cloud service providers and the clients have optimized control of the infra-
structure and improved security [13]. Examples of Private cloud service providers 
include: Amazon Virtual Private cloud, Cisco Private Cloud solutions, IBM Smart 
Cloud foundation and Microsoft Private cloud. 

Hybrid cloud: This cloud deployment model exists due to mixed needs of n organi-
zation. It is a combination of two or more cloud service deployment models [14].  
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A combination of a public and private cloud is joined together for the purpose of 
keeping business-critical data and services in their control on a private cloud and out-
sourcing less-critical processing to critical processing to the public cloud. An example 
of a solution for creating and managing a hybrid cloud is: VMware Hybrid cloud 
solution. 

Community cloud: Community cloud is a shared infrastructure by several organi-
zations and supports a specific community that has shared concerns. It may be ma-
naged by the organizations or a third party and may exist at on-premises or off-
premises [7]. 

2.3 Cloud Computing Service Models 

Software as a Service (SaaS): This is a complete operating environment with appli-
cations, management and the user interface. Users can access software application 
hosted by the cloud vendor on pay-per use basis. Examples include Google Apps, 
SQL Azure. 

Platform as a Service (PaaS):  This is an application development tool that enables 
service consumers to build cloud applications that run on the hosted platform [15].  
Platform is run on the cloud, at this level, the provider delivers whatever is required 
for both software and runtime environment. Examples include: GoGrid Cloud Center, 
Microsoft Azure [16]. 

Infrastructure as a Service (IaaS): This involves offering hardware related services 
using the principles of cloud computing. It is the delivery of the hardware resources 
such as servers, storage, data center space, networking as a service with the help of 
virtualization. Leading versions that provide IaaS are Amazon EC2, Amazon S3, 
Rackspace cloud servers and flexi scale.  

2.4 Basic Concept of Data Storage in Cloud Computing 

Cloud Computing enables a storage infrastructure that allows resources to be effi-
ciently utilized, and shared. Data storage in cloud computing has the following quali-
ties; elasticity, scalability, reliability, ease of management, ease of data access. Cloud 
storage system architecture consists mainly of storage layer, basic management layer, 
application interface layer and access layer [17]. The cloud storage allows data to be 
stored on multiple third party servers, rather than on the dedicated sever used in tradi-
tional networked data storage [18]. Amazon web service (AWS) is an example of a 
cloud service provider that offers multiple cloud-based storage options. Amazon Web 
Service (AWS) cloud computing platform offers some primary data storage options 
such as: Amazon EC2 Elastic Block Storage (EBS) volumes, Amazon Simple Storage 
Service (Amazon S3), Amazon EC2 Relational Databases, Amazon Relational Data-
base Service (RDS) [19]. Web services provide huge storage capacity and scalable 
computing resources to end users [20]. 



 Towards a Cloud-Based Data Storage Medium for E-learning Systems 461 

3 Review of University E-learning Systems in Developing 
Countries 

The adoption of Cloud based E-learning systems is yet to get a wide university au-
dience in developing countries. Most universities in developing countries use popular 
E-learning platforms such as Moodle, Web-based distance learning sites. Some of 
these universities cut across countries like: 
 

1. Nigeria: Some universities in Nigeria that use E-Learning platform for the 
academic/learning process include: 

• Covenant University: A private university that uses Moodle for aca-
demic activities like:  delivering lecture notes, continuous assessment 
tests and assignments to her students (moodle2.covenantuniversity. 
edu.) 

• National Open University Nigeria (NOUN): A federal university 
that operates as an Open and Distance learning institution. The Uni-
versity provides distance learning for people through the use of in-
ternet and interactive e-learning systems. 

2. South Africa: Some universities in South Africa that use E-Learning plat-
form for the academic/learning process include: 

• University of Zululand: A public university that uses learning man-
agement system to provide the Education faculty access to e-
learning. (elearn.uzulu.ac.za/moodle/edu/) 

• Cape Peninsula University of Technology: the only public universi-
ty of technology in the Western Cape. This university has a center 
for e-learning that delivers a strategic support service to lecturers. 
The Learning Management system provides a secure and stable en-
vironment for teaching and learning activities. Students can receive 
assistance from lecturers or tutors and submit online assessments 
and assignments.(www.cput.ac.za/services/elearning) 

3. Malaysia: Some universities in Malaysia that use E-Learning platform for 
the academic/learning process include: 

• University of Technology Malaysia: A public engineering and tech-
nological university that uses E-learning with features such as: news 
forum, school announcements, course management and embedding 
multimedia files.(elearning.utm.my) 
 

The use of E-learning systems in these Universities enhances access to educational 
materials for learners/students, as well as an open communication channel for instruc-
tors/learners [21]. However, it is also important to have an adequate and effective 
storage/backup of all educational files/materials in the University; many forms of 
educational/academic materials need a large repository and the cloud environment can 
be used as a storage platform to store mass files. Cloud computing is a new paradigm 
of innovation in the world of Information technology, that can be used through the  
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internet. It is for this reason, the Cloud based E-learning system architecture is  
proposed. It would be of benefit for the E-learning system to be hosted on a Cloud 
computing technology to bridge the gap of cost on ICT infrastructure owned by any 
educational institutions Some researchers have proposed models that relate to cloud 
computing in education for universities in developing countries; these works are re-
lated to this research paper and they include: 

 
1. NIGERIA:  

NIGEDU CLOUD: Nigedu Cloud is a model for a government-funded 
and administered cloud platform for e-education. Third party developers can 
create APIs for institution-specific customization of education-related free 
and open source software. The Nigedu cloud defines three roles: Cloud Ser-
vice Consumer, Cloud Service Provider and Cloud Service Creator. The 
government is the Cloud Service Provider; provides and maintains cloud 
services to the consumers. The cloud consumers are tertiary institutions 
which includes universities, polytechnics and colleges of education in Nige-
ria. The cloud customers request, consume and manage cloud services some 
of which may include course management systems, enrollment management 
systems, e-examination systems etc [22]. 

2. INDONESIA:  
CLOUD-BASED OPEN LEARNING ARCHITECTURE: The service 

that runs in Open Learning portal is Student-Centered E-learning Environ-
ment-Personalization Dynamic E-learning. Learning style of the learner de-
termines the level of learning material suitable with the learner preferences. 
The researchers of this work stressed the cost issue of implementing the E-
learning system. They proposed a solution for these problems by adopting 
cloud technology and the concept of open educational resources. The result 
of their evaluation shows that by implementing the cloud based open learn-
ing portal, a decrease in cost is achieved [23].  

3. INDIA: 
CLOUD BASED IT ARCHITECTURE FOR HIGHER EDUCATION 

INSTITUTE: The IaaS (Infrastructure as a Service) is the foundation of all 
cloud services, with PaaS(Platform as a Service) built upon IaaS and fol-
lowed by SaaS(Software as a Service). IaaS contains the infrastructure re-
source and the hardware platforms. PaaS provides additional layer contain-
ing programming environment, middleware capabilities, database, messaging 
and queuing. This allows cloud users/developers to build their applications 
on the cloud platform. The SaaS is built upon the underlying IaaS and PaaS 
stacks. SaaS provides the application level capabilities to users. It includes 
functions for presentation, application, and provides management capabili-
ties. [24] 

 
4. ETHIOPIA: 

CLOUD COMPUTING FRAMEWORK FOR ETHIOPIAN HIGHER 
EDUCATION INSTITUTIONS: Based on the identified services and selected 
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clouds, the researcher proposed a Cloud Computing framework Ecosystem 
for Ethiopian Higher Education Institutions. The framework namely  
Ethiopian Universities Hybrid Cloud (EUHC) contains four layers (User In-
terface, SaaS, PaaS, and IaaS) and three modules (User log database, system 
security, and service management. The framework places as its base the hybr-
id cloud [25]. 

Cloud computing is a 21st century technology trend that cuts across all sectors of 
the economy and would be of immense value to the educational sector worldwide. It 
is with this promising benefit, the idea of incorporating cloud computing into E-
learning system is birthed. This helps to enhance existing and upcoming e-learning 
systems particularly in developing countries.  

Leaping to the cloud promises cost-effectiveness and enhanced sustainability for an 
e-learning system. Therefore, cloud computing should not be overlooked in the Edu-
cational sector of the economy particularly Universities and Training organizations to 
minimize the cost of infrastructure and human resources for development and main-
tenance of E-learning system. 

4 Proposed Architecture 

In this section, interactions that that place in the Cloud-based E-learning systems are 
outlined; this is used to design the system architecture (Figure 2). These include: 

A. CLIENT LAYER: The clients for the E-Learning system include: students, re-
search scholars and lecturers. These are the end users of the E-learning system; they 
interact with the system by logging in with authorized username and password. The 
user interface acts as an interface between the end-users (students, faculty, research 
scholars and administrators) and the cloud infrastructure. The end-users communicate 
with the E-Learning system via the use of browser enabled devices such as (laptop, 
desktop, mobile phone, iPhone, iPad). 

B. APPLICATION LAYER: This is the E-learning application platform that stu-
dents, research scholars use in accessing academic content, uploading academic content. 
The educational materials/content in the E-learning system include: Presentation videos, 
course files (.pdf, .ppt, .doc, .exe), mock tests and exams, assignments and case studies. 
The clients can interact with the application layer which is the E-learning system. 

C. DATA STORAGE LAYER: Infrastructure as a Service (IaaS) involves offering 
hardware related services using the principles of cloud computing. These clouds in-
clude storage devices (database or disk storage) or virtual servers. This layer main-
tains and manages the resources of the virtualized university infrastructure by means 
of the components such as: live migration. The IT management team is able to control 
and manage the E-learning systems in terms of the operating systems, applications, 
storage and network connectivity. The public cloud deployment model: Amazon web 
service is used in storing data for the E-learning system. The IaaS therefore serves as 
a host for the E-learning application which helps in effective resource utilization. 
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4.1 UML Diagrams Depicting System 

Unified Modeling Language (UML) is an international industry standard graphical 
notation for describing software analysis and designs. The UML diagrams used in 
depicting the procedures involved in the Cloud-based E-learning system includes: Use 
Case, Sequence and Class diagram, and they are depicted as follows: 

 

Use Case Diagram (Fig.3) shows the typical interaction that takes place in a Cloud-
based E-Learning System: 

Actor 1(Administrator): This is the person in charge of the Cloud-based E-learning 
system who authorizes lecturers and students 

Actor2 (Lecturer): Here, the lecturer is able to upload educational content for 
his/her students in related departments within the university. The lecturer can also 
assess assignments and give mock tests/exams to the students for easy access towards 
the learning process 

Actor3(Student): The students on the University’s E-learning system are able to 
communicate with lecturers, download presentation videos, and download files such 
as .pdf, .doc, .ppt, .exe etc and assignments. 

 

 

Fig. 2. Diagram depicting Cloud-based E-learning System 

 
 
 
 
 

 
 
 
 

 
 
 
            
 

APPLICATION LAYER 
 Moodle E-Learning Application  
Educational content/materials: 

Presentation videos, Files: .pdf, .doc, 
.exe, .ppt  

DATA STORAGE LAYER 
Infrastructure as a Service 

 
 

 Public Cloud: Amazon Web Services. 

CLIENT LAYER 
Student    Lecturer      Research_scholar 

 
 

 
User Interface: 

Desktop, Laptop,  IPAD, Smartphone 



 Towards a Cloud-Based Data Storage Medium for E-learning Systems 465 

 
Fig. 3. Use Case Diagram 

 

Fig. 4. Class Diagram 

4.2 Class Diagram 

The class diagram in Figure 4 shows the relationship between Cloud-Based E-learning 
systems and Persons. The Cloud Based E-learning system should possess attributes 
such as: identification number, name, surname, department name, department_id, and 
title of the person. This attributes enable smooth transition of communication and inte-
raction within the E-learning system in the University. The E-learning system contains: 
course content, lecturer, presentation videos which are the major educational materials 
within the academic environment. The cloud storage medium used in this paper is on 
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the services provided by Amazon web services; a service that provides cloud storage 
such as: Amazon Relational Database Service, Amazon S3; a redundant and fast cloud 
storage service that provides public access to files. 

4.3 Implementation 

The cloud computing service model being used in this system is the Infrastructure as a 
Service (IaaS) model because it focuses on the data storage platform for the Universi-
ty E-Learning system. The following shows the implementation architecture for im-
plementing and deploying a cloud-based data storage medium for E-learning systems: 
PUBLIC MODEL; AMAZON WEB SERVICES (AWS): Amazon Web Services 
provides a highly scalable and reliable cloud hosting environment for an E-learning 
system. Amazon RDS is a managed Relational Database Service that automatically 
patches the database software and backs up database and supports point-in-time re-
covery [14]. The Amazon Web Service (AWS) Cloud which is being considered in 
this paper, offers many ways to support data storage [26]. 

Adopting cloud computing in e-learning system helps minimize cost through a 
pay-as-you-use model, allows users with minimal hardware requirements to access e-
learning services [26].  

4.4 Discussion 

Over the years, E-learning has proven to be a technology platform that facilitates the 
learning process for learners, as learners can read learning materials on their own 
without much supervision via the use of internet-enabled mobile phones, laptops, 
iPads, Personal Digital Assistance or collecting materials from other people using 
Compact discs, USB storage device etc.  The use of Moodle enables students to 
download lecture notes, presentation videos, submit assignments, communicate with 
lecturers, join discussion forums, read announcements at their pace [11].  Although 
cloud models have been proposed by other researches, we show a comparison with 
others and draw out a model. The E-learning system would therefore be hosted on a 
public cloud provided by Amazon Web Services which aids resource management, 
backup, recovery and effective data storage. The cloud platform enables a repository 
that can store large educational content/data so Universities do not have to worry 
about losing data. 

5 Conclusion 

E-Learning Systems plays a vital role in Universities for students and lectur-
ers/instructors, as learning can take place anytime and anywhere. Large-scale applica-
tions are data-intensive and effective and efficient storage mechanisms should be put 
in place. The use of a Cloud is gradually becoming a popular on-demand framework 
for supporting and storing intensive data. It would be of immense benefit to incorpo-
rate Cloud computing as a data storage platform for learning/educational resources 
across Universities in developing countries. 
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Abstract. A strategy is proposed for fast and efficient parallel compu-
tations using a cluster of workstations to simulate flood flows. We imple-
ment ANUGA software to conduct flood simulations. ANUGA solves the
two-dimensional shallow water equations using a finite volume method.
ANUGA can be run in either sequential or parallel. We focus our work on
parallel computations. Our computation scenarios are implemented on a
cluster of workstations. Parallel computation results are assessed based
on execution time and efficiency. The strategy that we propose gives a
significant advantage when we want to get fast and efficient computations
using a cluster of workstations.

Keywords: ANUGA software, flood flow, parallel programming.

1 Introduction

Flood flow simulations are needed for an early warning system before the real
event. The system warns the community when there in an indication of an up-
coming flood. To decide whether a warning should be issued or not, simulations
of floods should be conducted beforehand.

Fast and efficient flood simulations are always desired in addition to accu-
rate results [1–3]. In terms of computation, we need to balance between speed,
efficiency, and accuracy of simulations. Accuracy of simulations has been dis-
cussed thoroughly in a number of references, such as Guinot [5], LeVeque [8]
and Mungkasi [11]. In contrast, speed and efficiency of flood flow simulations
still need to be enhanced. This paper limits the discussion to speed and effi-
ciency of flood flow simulations using ANUGA software.

To gain a high speed computation, running a simulation sequentially is not
the best option. Therefore, we run simulations in parallel. Speed and efficiency
are considered and analysed in order to assess parallel computation results. This
paper gives a strategy to get fast and efficient parallel computations using a
cluster of workstations to simulate flood flows.

The rest of this paper is organised as follows.We recall the mathematical model
governing water flows in Section 2. The model is solved numerically in Section 3.

c© Springer-Verlag Berlin Heidelberg 2015
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The numerical method is implemented in parallel into ANUGA software, as de-
scribed in Section 4. We provide computational results and discussion about the
results in Section 5. Finally, we draw some concluding remarks in Section 6.

2 Governing Equations

In this section we recall the mathematical model governing shallow water flows.
We refer to Mungkasi and Roberts [10] for the description of the model. More
detailed explanation of the shallow water equations can be found in other work,
such as [5, 15, 17].

The vector form of the two-dimensional shallow water equations is

qt + f(q)x + g(q)y = s . (1)

Here q = [h uh vh]
T

is the vector consisting of water depth h , x-momentum
uh , and y-momentum vh . Variables u and v represent velocities in the x- and
y-direction respectively. Functions f(q) and g(q) are fluxes in the x- and y-
direction respectively, where

f(q) =

⎡

⎣
uh

u2h+ 1
2gh

2

uvh

⎤

⎦ and g(q) =

⎡

⎣
vh
vuh

v2h+ 1
2gh

2

⎤

⎦ . (2)

The right hand side s of (1) is the source term given by

s =

⎡

⎣
0

−gh (zx + Sfx)
−gh (zy + Sfy)

⎤

⎦ (3)

where z(x, y) is the bed topography, and Sf =
√
S2
fx + S2

fy is the bed friction

following Manning’s resistance law

Sfx =
uη2

√
u2 + v2

h4/3
and Sfy =

vη2
√
u2 + v2

h4/3
. (4)

The constant η is the Manning resistance coefficient. The notation g represents
the acceleration due to gravity.

We integrate (1) over an arbitrary closed and connected spatial domain Ω
having boundary Γ and apply the Gauss divergence theorem to the flux terms
to get the integral form

∂

∂t

∫

Ω

q dΩ +

∮

Γ

F · n dΓ =

∫

Ω

s dΩ . (5)

Here F = [f(q) g(q)]T is the flux vector, n = [cos(θ) sin(θ)]T is the outward
normal vector of the boundary, and θ is the angle between n and the x-direction.
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The shallow water wave equations admit the rotational invariance property,
which implies [17]

F · n = T−1f(Tq) (6)

where T is the transformation matrix

T =

⎡

⎣
1 0 0
0 cos(θ) sin(θ)
0 − sin(θ) cos(θ)

⎤

⎦ . (7)

Therefore, equation (5) can now be written as

∂

∂t

∫

Ω

q dΩ +

∮

Γ

T−1f(Tq) dΓ =

∫

Ω

s dΩ . (8)

This integral form (8) of the shallow water equations helps in the construction
of a numerical method that we discuss in the next section.

3 Numerical Method

We solve the shallow water equations numerically using a finite volume method.
The spatial domain is discretised into a finite number of triangular cells.

The semi-discrete scheme of the finite volume method corresponding to equa-
tion (8) is

dqi

dt
+

1

Ai

∑

j∈{0,1,2}
Hij lij = si . (9)

Here qi is the vector of conserved quantities averaged over the ith cell, Ai is
the area of the ith triangle (cell), si is the source term associated with the ith
cell, Hij is the outward normal flux of material across the ij edge, and lij is
the length of the ij edge. The ij edge is the interface between the ith and jth
cells. Equation (9) is implemented on each triangular cell. The summation in
sigma notation of equation (9) goes for j ∈ {0, 1, 2}, as each cell has three edges.
Readers interested in the algorithm to compute the numerical flux Hij should
consult the work of Roberts et al. [10, 15].

The finite volume method (9) has been implemented into ANUGA software.
ANUGA is a free and open source software developed by the Australian National
University (ANU) and Geoscience Australia (GA). It can be downloaded from
its official website http://anuga.anu.edu.au. It is available to be installed
on Windows and Linux machines. ANUGA can be run in either sequential or
parallel. It has been widely used for simulating flood inundations [6, 7, 12–14].

4 Parallel Programming

In this section we compare flood simulation results from several scenarios of par-
allel computations. We implement MPI Personal Computer cluster for parallel

http://anuga.anu.edu.au


472 S. Mungkasi and J.B.B. Darmawan

programming with ANUGA. Parallel implementation of ANUGA is described
in [19].

We are interested in cluster computations using PCs interconnected by net-
work technology. These computations have great advantages, such as high per-
formance for low price, system scalability, and rapid adjustment to new tech-
nological advances [16]. The availability of Gigabit Ethernet supports those ad-
vantages. Gigabit Ethernet has speed up the communication performance of PC
cluster using MPI than ever before such as Fast Ethernet, Myrinet and Scal-
able Coherent Interface [9]. One of the most popular communication protocols
for PC cluster to support parallel programming is Message Passing Interface
(MPI). MPI is a library specification for message-passing in the network [20]
and one of its implementations is MPICH. MPICH is a high performance and
widely portable implementation of the MPI standard (see [21] for more details
about MPICH).

ANUGA is developed based on Python programming language. It supports
parallel programming with MPI using pypar as the interface between MPI and
Python. OPENMPI and MPICH2 are supported by pypar [19]. We use MPICH2
for our parallel computations as the implementation of MPI.

Foster [4] proposed efficiency to be a metric to evaluate parallel algorithm
performance. They [4] noted that execution time varied with problem size, but
efficiency is independent of problem size. However execution time is also an im-
portant issue in computations. Therefore, in this paper we consider the execution
time as well as the efficiency to evaluate our parallel algorithm scenarios.

The relative speedup Srelative is formulated as

Srelative =
T1

Tp
, (10)

where T1 is the execution time on one processor and Tp is the time on P proces-
sors. The relative speedup means the factor by which execution time is reduced
on P processors. Relative efficiency Erelative is defined as

Erelative =
T1

PTp
. (11)

Note that equation (10) is equivalent to Srelative = PErelative . This means
that the speedup is known if and only if the efficiency is known.

5 Numerical Results

In this section we present main results of our research.
For a preliminary illustration, we present simulation results of the Cairn

tsunami flood inundations. The numerical setting is available in the current
ANUGA software. Representatives of simulation results are given in Figures 1
and 2. Figure 1 shows the initial condition of the Cairn coastal region in Aus-
tralia before an incoming flow from the ocean exists. At time t > 0 we assume
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that there is a fixed incoming flow from the ocean, which results in flood inun-
dations around the coastal region. This is illustrated in Figure 2 showing the
situation at time t = 5000 seconds simulated real time.

Fig. 1. Initial condition of the Cairn coastal region. Before the simulation starts, water
is at rest.

Fig. 2. Simulation result after 5000 seconds of a fixed incoming water flow from the
ocean boundary. Flood inundation occurs at the Cairn coastal region.

Now we focus on our main results of parallel computations for flood flows.
Simulations are conducted in a cluster of workstations in Sanata Dharma Uni-
versity. The cluster consists of 16 PCs with i3 processors, that is one PC has one
i3 processor. Note that an i3 processor has 2 cores, and an i3 processor has 4
threads. When we simulate flood flows for our research, all 16 PCs are turned on
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with Linux operating system. For the network communication we use a one Gi-
gabit Ethernet. In addition, for the RAM, we have four gigabytes (4 GB RAM)
in each PC. We refer to the work of Foster [4] and Yang et al. [18] for concepts
of parallel programming.

We have conducted 20 simulations for running ANUGA software in order to
simulate flood flows. One simulation is run in squential. The others are run in
parallel. We consider scenarios of 1, 2, 4, 8, and 16 PCs for our computations.
Using MPICH we can distribute the computation processes in parallel. For each
scenario, we consider 1, 2, 3, and 4 processes on each PC.

For a flood flow problem we record the total time for each simulation in Table 1.
We see that running the simulation into either 3 processes or 4 processes does not
make the computation faster than just 1 or 2 processes. This is reasonable because
an i3 processor has only 2 cores even though it has 4 threads. The number of cores
is more crucial in computations. The total time for all simulations are viewed in
Figure 3.

Table 1. Total time for a simulation scenario using 1 Gbps

Number of PCs 1 process 2 processes 3 processes 4 processes

1 2828.41 2255.50 2455.60 2505.65
2 1653.14 1311.79 1370.35 1457.07
4 1060.57 819.40 806.83 785.04
8 710.20 495.09 578.32 550.70

16 431.46 383.81 472.92 543.72
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Fig. 3. Total time elapsed in a simulation scenario for several computational settings.
The horizontal axis is the number of PCs. The vertical axis is the total time used for
computations.
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Fig. 4. Speed up obtained from parallel computations for a simulation scenario. The
horizontal axis is the number of PCs. The vertical axis is the speed up.
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Fig. 5. Efficiency of parallel computations for a simulation scenario. The horizontal
axis is the number of PCs. The vertical axis is the efficiency.

For the speed up we observe that more number of PCs leads to faster com-
putation, which is reasonable. This is shown in Figure 4. However more number
of PCs makes the computation less efficient, as shown in Figure 5. This can be
understood as follows: physically the resources are wasted if the number of PCs
is too many, and mathematically the divisor in equation (11) gets larger when
P increases, which makes the efficiency low. From the speed and efficiency, we
recommend that we use only one core in each i3 machine. Again, using all two
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cores in each i3 machine results in less efficient computation than our recommen-
dation. We believe that this is due to some background tasks or other processes.
One of the background tasks is the operating system turned on for each machine
(note that one of the two cores in each i3 machine has run for the operating
system already). Another task is the MPI process distributing the computations
in parallel.

6 Conclusion

We have simulated several scenarios of parallel computations for flood flows.
We have obtained a strategy for fast and efficient parallel computations using a
cluster of workstations consisting of PCs with i3 processors. The strategy is to use
only one core in each i3 machine in order to get fast and efficient computations.
Note that employing all cores in each i3 machine leads to faster computations
but less efficient. For future direction, we will investigate some strategies for fast
and efficient parallel computations using other types of clusters.
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Australia for stimulating discussions. The first author also thanks The Australian
National University and SMERU Research Institute for the Indonesia Project
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Abstract. Asset management of electricity distribution network is required in 
order to improve the network reliability so as to reduce electricity energy distri-
bution losses. Due to strategic asset management requires long-term predic-
tions; it would require a simulation model. Simulation of asset management is 
an approach to predict the consequences of long-term financing on maintenance 
and renewal strategies in electrical energy distribution networks. In this re-
search, the simulation method used is System Dynamics based on consideration 
that this method enables us to consider internal and external influenced factors. 
To obtain the model parameter, we utilized PLN Pamekasan for the case study. 
The results showed the reduction of low voltage network assets condition on 
average in the range 6% per year, the average decline in the transformer condi-
tion is approximately 6.6% per year, and the average decline in the condition of 
medium voltage network assets is approximately 4.4% per year. In general, the 
average technical losses average of 1,359,981.60 KWH / month or about 
16,319,779.24 KWH / year. 

1 Introduction 

1.1 Background 

Electricity energy losses are losses incurred in the transfer of electricity energy 
through the distribution network. These losses increase along the channel of distribu-
tion and depend on the amount of transferred power. Some of the factors that influ-
ence the distribution losses are: network configuration, utilization, load profile, as 
well as power factor [1]. Asset management is required in order to improve the net-
work reliability as well as to reduce the losses of electricity distribution. 

There are four strategies in asset management as seen in Fig.1 [2]. Corrective 
Maintenance treatment is carried out when the network is impaired, while the Time 
Base Maintenance is maintenance and inspections that are conducted periodically at 
certain times. Furthermore, Condition Based Maintenance is a condition in which the  
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Fig. 1. Network Maintenance Strategy Classification [2] 

 
asset is continuously monitored and conducted in accordance with the purposes of 
treatment. Finally, Reliability Centered Maintenance is asset maintenance that 
will be conducted based on priorities by considering the assets conditions and 
risks. 

In this research, we used "Reliability Centered Maintenance" strategy which is 
very suitable to be applied in the area of Madura - Indonesia (Pamekasan) so that the 
network asset management can be performed based on priorities of the loss distribu-
tion of electrical energy which are prevalent in low voltage network (LVN). The pur-
pose of this research is to develop a system dynamics model that can analyze the 
condition of the electricity distribution assets in deciding the effective and efficient 
asset maintenance policy. 

1.2 Problem Solving Approach 

In electricity energy distribution, asset management can be defined as a systematic 
process of the operation, maintenance, and improvement of distribution network 
reliability by combining the practices of "reengineering" and economic analysis [3]. 

In general, distribution network assets can be grouped into two parts, namely pri-
mary asset and secondary assets. The primary assets include air ducts, power trans-
former, high voltage, medium and low voltage cables. The secondary assets include 
power system protection relays, power meters, and control infrastructure. Due to 
strategic asset management requires long-term predictions; it would require a simula-
tion model for asset management. Simulation asset is an approach to predict the con-
sequences of long-term financing strategy in network maintenance and renewal of the 
electrical energy [4]. 
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In this research, we utilized system dynamics framework to learn about the dynam-
ic behavior of a distribution system, where such behavior is a direct result of a causal  
relationship between the internal and external elements of the system. The effects of 
causal relationships that are based on assumptions and decision rules then be forma-
lized by using mathematical equations. System Dynamics focuses on the interrelation-
ships into account non-linear with changing process that occurs throughout the time 
horizon, thus allowing the user to model very complex system [5]. With the System 
Dynamics framework, enable us to develop scenario and assessment for asset man-
agement strategic planning. 

2 Method 

System dynamics is a method to analyze and design a policy. Some steps is re-
quired to develop the model [6]: (a) problem definition which determine the signif-
icant variables; (b) model formulation which describe the relationship between 
components; (c) data collection; (d) model development; (e) model verification; (f) 
model validation used mean comparison and variance comparison [7]; (g) scenario 
development to improve the system performance (h) model interpretation; and (i) 
implementation. 

3 Results 

3.1 System Dynamic Model Development 

Asset management planning is a strategic framework for asset management. It also 
shows how the company will serve the needs of the country's power sector that is 
efficient, reliable, and quality services. Impairment of assets conditions can substan-
tially increase the overall maintenance cost, raises issues other risk management, and 
have a negative impact on the environment, the overall state economic and increase 
operating costs [8]. 

Asset management program support the objectives and performance targets. Network 
performance targets to be a reference for asset planning and regular maintenance in the 
next year. It is also a reference to the actions required; whether the asset should be re-
placed or just need the maintenance. In the end, the target is expected to improve cus-
tomer satisfaction, as shown in Fig. 2. Network performance can be affected by several 
factors, including temperature, humidity, weather, geographic, and the usage [9]. 

The other factors are the lives of assets that have been set by the manufacturer also 
affect network performance. When the assets is getting closer to the limit of the age, 
the higher the frequency of damage to assets, as shown in Fig. 3. 

Indications disorders are categorized into two types: the transmission and distribu-
tion. In distribution, the two indicators are often used of SAIDI and SAIFI. And in 
terms of transmission, two things became calculation that System Outage Duration 
(SOD) and System Outage Frequency (SOF) as shown in Fig. 4. 

 



484 E. Suryani et al. 

 
 
 
 

Network
Maintenances

Customers

Network
Performance

Network
Performance Targets

+

+

Required Actions

+

Replacement

Maintenace +

+
+

+

+

+

+

Interruptions

-

Service Level
+

-

Assets Planning

+

+

+

+

+

+

 

Fig. 2. The link between performance targets, maintenance, and service levels 
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Fig. 4. The linkage of network performance indicators [8] 

From the several significant variables above, caustics diagram can be developed as 
shown in Fig. 5.  
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Fig. 5. Asset management distribution network caustic diagram 

From Fig. 5, it can be seen that the asset management plan is determined by the 
network performance network performance targets. Network performance is af-
fected by network conditions, asset maintenance, asset renewal, as well as external 
factors such as temperature, salinity, climate, geographical conditions, as well as 
network load. The target network performance is affected by the performance of the 
transmission network, the performance of the distribution network, as well as asset 
management planning. Service level is influenced by the frequency and duration of 
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the disturbance (interruption), the performance of the network (network perfor-
mance), as well as performance targets network to improve service levels. 

3.2 Low Voltage Network Assets 

From the simulation results can be seen that the low voltage network assets can be 
grouped into seven periods of the installation as shown in Table 1.  

Table 1. Low voltage network asset condition by installation period 

Year Quantity Low Voltage Network Asset Condition 
1973-1978 3 Year 1973-1978 HDG

100

75

50

25

0

1974 1978 1982 1986 1990 1994 1998 2002 2006 2010
Time (Year)

P
er

ce
nt

"Year 1973-1978 HDG" : ES BM Running  
1979-1984 28 Year 1979-1984 HDG

100

75

50

25

0

1974 1978 1982 1986 1990 1994 1998 2002 2006 2010
Time (Year)

P
er
ce

nt

"Year 1979-1984 HDG" : ES BM Running

1985-1990 387 Year 1985-1990 HDG
100

75

50

25

0

1974 1978 1982 1986 1990 1994 1998 2002 2006 2010
Time (Year)

P
er
ce
nt

"Year 1985-1990 HDG" : ES BM Running

1991-1996 39.749 Year 1991-1996 HDG

100

75

50

25

0

1974 1978 1982 1986 1990 1994 1998 2002 2006 2010
Time (Year)

Pe
rc

en
t

"Year 1991-1996 HDG" : ES BM Running



 A Simulation Model for Strategic Planning 487 

Year Quantity Low Voltage Network Asset Condition 
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From Table 1,  it can be seen that the condition of the low voltage network as-

sets installed in the period 1973 to 1990, has been under acceptable condition 
(<50%), so it is necessary to reform the asset. Overall, the average assets condi-
tion in the low voltage network by considering the assets installation can be seen 
in Fig. 6. 
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Fig. 6.    The Average Assets Condition in the Low Voltage Network by Considering the Assets 
Installation 

3.3 Transformer Assets 

Based on data from PLN UPJ Pamekasan, transformers assets can be grouped into 
three installation periods as shown in Table 2. From Table 2, it can be seen that the 
condition of the asset transformers installed in the period 1979 to 1980, has been 
under acceptable condition (<50%), so it is necessary to reform the transformer assets. 
Overall, the condition of transformers on average assets by considering te installation 
of the assets can be seen in Fig. 7. From Fig. 7 it can be seen that the general condi-
tion of the asset transformers, already under acceptable condition, as a percentage of 
the bulk transformers which 72.95% had need of renewal (for the period 1979-1980). 
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Fig. 7. Network Performance 

3.4 Network Performance 

The results of variable network performance can be seen in Fig. 8. While the results 
of variable performance losses as a result of the performance losses can be seen in 
Fig. 8. 
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Fig. 8. Performance losses as an effect of network performance 

3.5 Medium Voltage Assets 

The results of the simulation shows that the average decline in the medium voltage 
network assets is approximately 4.4% per year as shown in Fig. 9. Conditions of me-
dium voltage network assets installed in 1975-1990, under acceptable condition 
(50%), and in need of reform. 
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Fig. 9. Medium voltage assets 

3.6 SAIDI and SAIFI 

From Fig. 10 and Fig. 11, it can be seen that in the period 2003-2013, the average 
SAIDI = 7.4 hours / year, while the average SAIFI = 3.4 times / customers.  SAIDI 
can be formulated as follows: 

 
SAIDI = (Duration Interruption * Number of Customer Impaired) / Total Customer (1) 
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While SAIFI is the ratio of total customers who experienced outages on the num-
ber of subscribers that can be formulated as follows: 

 
SAIFI = Number of Customer Impaired / Total Customer (2) 

 
The equation (1) and (2) are used to analyze data in the period 2003-2013. 
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Fig. 10. SAIDI in UPJ Pamekasan 

 

Fig. 11. SAIFI in UPJ Pamekasan 

3.7 Technical Losses 

The simulation results of monthly technical losses can be seen in Fig. 12. 
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Fig. 12. Monthly technical losses 
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From Fig. 12, it is seen that the average technical losses in UPJ Pamekasan average 
of 1,359,981.60 KWH / month or about 16,319,779.24 KWH / year. Meanwhile, the 
comparison between data and simulation model of technical losses is given in Fig. 13. 

 

 

Fig. 13. The comparison between data and simulation model of technical losses 

As we can see from Fig. 13, the Error variance is less than 30% (Error variance = 
17.31%), which means the model is valid.  

4 Conclusion 

From the research that has been done, it can be concluded some important things such 
as following: 

1. The original contribution in this paper is providing framework for developing 
model of assets management that accommodate the internal and internal fac-
tors that affect the assets condition, as well as link up the assets condition to 
SAIDI and SAIFI 

2. Caustic diagram is required as a basic framework to develop a model. 
3. The flow diagram illustrates the relationship between variables expressed in 

the form of symbols such as the level, rate, and auxiliary, so it can be used to 
develop a mathematical model. 

4. In general, the asset condition is determined by the asset treatment  (mainten-
ance) and a decrease in assets (deteriorate), which can be influenced by inter-
nal factors such as the standard lifetime and external factors such as geograph-
ical conditions, the temperature, the quality of network components, network 
load, climate, and salinity. 

5. Asset condition will decrease over time. It is caused by a decrease in asset 
condition (deteriorate) has greater effect, when compared with assets treatment 
(maintenance). 
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6. Decrease in low voltage network assets conditions, on average, in the range of 
6% per year. 

7. The average of decrease in medium voltage networks asset condition is in the 
range of 4.4% per year. 

8. The average decrease in transformers the condition of, is approximately 6.6% 
per year. 

9. Condition of the low voltage network is affected by the amount of total assets 
installed within a certain time and condition of the assets. 

10. Conditions of transformer asset are affected by the total number of transfor-
mers installed in the certain period and conditions of the transformers. 

11. The distribution network performance is affected by the overall condition of 
the property. Network performance will have an impact on the performance 
losses. 

12. In the period 2003-2013, average SAIDI - average = 7.4 hours / year, while the 
average SAIFI in the year 1975 to 2013 = 3.4 times / customer. 

13. The losses of electricity distribution network can occur in medium voltage 
networks, low voltage, house connections, and transformer losses. 

14. The average technical losses in UPJ Pamekasan average of 1,359,981.60 
KWH / month or approximately 16,319,779.24 KWH / year. 
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Abstract. Student engagement has long been known can increase the student 
performance. However bring this concept to practice may not be as easy as it 
sounds. Some factors, such as the teacher, the students and their background, 
the course content, the academic atmosphere, the study culture, etc., influence 
its implementation. This paper presents the practice that is applied in the Infor-
matics Department of the University of Surabaya to enhance the student  
engagement in the introductory programming course (i.e. Algorithm and Pro-
gramming). This course is one of the course that is commonly known as diffi-
cult and make many Informatics students in the University of Surabaya dropped 
their study in the Department. The practice to enhance the student engagement 
in the Informatics Department of the University of Surabaya is designed to fit 
best with the condition in the Department. As a result, the students’ perfor-
mance increase two grade level compared to the students’ performance in the 
previous years. 

Keywords: Student engagement, introductory programming, increasing the 
student performance. 

1 Introduction 

Algorithm and Programming (Alpro) – an introductory to programming course in 
Informatics Department of University of Surabaya – has long been known as difficult 
and make many students in Informatics students in the University of Surabaya 
dropped their study in the Department [1, 2, 3, 4, 5]  

Alpro is used as a prerequisite before the students can take the other programming 
course that is Object Oriented Programming (OOP). To take OOP, the students must 
pass Alpro with a minimum grade: C. In Semester I of academic year 2012/2013, 
45% of the students failed to pass Alpro. In the following year – Semester I 
2013/2014, the percentage of students who failed to pass Alpro is 44%.  

The efforts to reduce the number of students who failed to pass Alpro were tried 
for several years. However these efforts tried to fix the problem from the cognitive 
point of view only. In this case the teachers tried to fix the problem of the student’s 
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inability to read and understand student code [6], the difficulty in understand the syn-
tax and semantics [7], etc. As a result, there were modification in the breadth and 
depth of course content, the level of difficulty of the assessment, the delivery method, 
and so on. Unfortunately, the number of students who failed to pass Alpro were still 
very high. 

This research tries to find methods, approaches, or strategies that can be used to 
decrease the student failure in Alpro. A lot of research showed that the student en-
gagement is a key point to improve the student performance [2, 3], [8, 9, 10]. There-
fore increasing the student engagement seems as a promising method to solve the 
problem in Alpro. Unfortunately, the practical approaches and strategies to improve 
the student engagement may vary from case to case. Some factors such as the type of 
the course, the education culture, the student background, etc. may influence the ap-
proaches and strategies that can be used. 

In this paper, some practical approaches and strategies that are used to increase the 
student engagement in Alpro, in the Informatics Department of the University of Su-
rabaya are shown and discussed. These approaches and strategies are proven can ef-
fectively increase the students’ engagement that in the end increase the students’ per-
formance. As a result, the numbers of students who failed to pass Alpro in Semester I, 
2014/2015 is projected to become 12% only. This is 28% lower than the one in the 
previous year. In Addition, the average mark of the students is projected to increase 
two grade levels, from BC to AB. 

2 The Historical Background of Algorithm and Programming 

Alpro is offered in the Informatics Department of the University of Surabaya as an 
introduction to programming course. This course is designed to be administered in a 
classroom for four unit hours (1 unit hour = 50 minutes) per week. In addition, the 
students can also take two more unit hours (optional) in the computer lab. A teacher 
administers the meeting in the classroom, while a student assistant administers the 
meeting in the lab. 

The meetings in classroom were intended to give a conceptual view of program-
ming to the students. In some meetings the students were also asked to do some pro-
gramming exercises. The solutions of these exercises can be written in the book. The 
intention to use classroom instead of lab was meant to increase the number of exercis-
es that could be solved by the students. This was possible because the students do 
need to run and debug the program that they wrote. Sometimes, finding errors from 
even a logically correct program can spend a lot of time. 

In this scenario, the students were expected to copy the solutions in the book to the 
development software in their computer, at home. Unfortunately, not many students 
performed this. As a result, it was common to find students that never use the develop-
ment software. Some of them even did not have the software installed in their computer. 

The existence of the lab session did not help too much. Because the students’ atten-
dance were not compulsory, the number of students in the lab session dwindle quickly 
week by week. The lab session that was meant to help them in the programming problem 
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and to support them to understand programming better, did not fascinate the majority of 
the students. 

As described in the Introduction section, 45% of the students failed to pass Alpro 
in Semester I 2012/2013, and 44% in Semester I 2013/2014. The students are consi-
dered failed to pass Alpro if their grade is D or E. 

3 Holistic Approach to Enhance the Student Engagement 

Theoretical and empirical research suggests that academic engagement can improve 
the student performance [2, 3], [8, 9, 10]. However the practical strategies to improve 
the student engagement may different from case to case. A holistic approach may be 
required to truly actualize the student engagement in class. 

In the following subsection I will discuss some factors that influence the student 
engagement, as well as the approaches and strategies that I and the teaching team 
perform to improve the student engagement. 

3.1 The Course Content 

Learning programming is a skill [7]. Human commonly masters a skill by performing 
hands on experience on the skill to be mastered. In learning how to program, the hands 
on experience are writing the program and learning how to find and fix the error.  

That is the reason why teachers always ask students to write the program for solv-
ing the task in the exercise. Unfortunately, experience from the previous semesters 
showed that many students were not motivated to write the program. The engagement 
of the students to the class activity were very low. 

One contributed factor to this condition is the content of the course that do not 
support them to understand well and cannot arouse their excitement. In order to in-
crease the student engagement from the course content factor, we perform the follow-
ing approaches and strategies: 

• Problem based learning 
One reason that brings the students disinterest in writing programs is the absence 
of clear relation between the problem in the exercise to the problem that they 
thought they would face in real life [11]. For example, one common exercise in 
Alpro is asking the student to write a program to find factorial numbers. The ma-
jority of the students may thought that the program to find factorial numbers was 
meant as a programming exercise only. They thought that they will never face 
this kind of problem when they work as programmers later on. This kind of 
thought will certainly decrease the students’ motivation to write the program. 
 
Our strategy for this case is to rewrite all the given exercises in the previous 
semesters, and make them similar to the problem that the students thought they 
may face in real life. By this kind of exercise, we expect that the exercise would 
fit better to the student expectation if they work as a programmer later on. 
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As an example, to ask the students to write a factorial program, we create a story 
of a certain matchmaking company that wants to hire a programmer to solve a 
certain problem. In this case the company problem is to find out the number of 
possible combination to match the men and women that are already registered in 
that company. Certainly the problem of finding the number of combination can 
be solved by finding a factorial number. Applying the knowledge to be learnt to 
the real life problems can increase the student interest in learning [12]. 
 

• Building on prior knowledge 
It is important to know that many students in the Informatics Department of Uni-
versity of Surabaya have no background in programming. Introducing program-
ming as a new and isolated entity will make it hard to be understood or to be re-
tained in the students’ memory. Human memory works by connecting the new in-
formation to the existing information that they had in memory [13].  
 
Because the students may not have a programming background then we need to 
link the concept of programming to the events that they have experienced in their 
life. We use analogy. For example, to introduce the concept of how a program 
works, we gave an analogy of cooking an instant noodle. When a person cooks an 
instant noodle using the exact steps as written on the noodle package, the detail 
of the instructions, the usage of the appropriate words, and the correct order of 
the instruction will influence the result that the person gets. Using this analogy, 
the students are expected can imagine the concept of programming.  
 
In addition, in explaining the new topic we tries to link it to the previous topics. 
Learning can be effective if learners can connect the new material with the one 
that already exists in memory [14]. Linking the new topic to the previous topic 
can make the new topic become easier to be understood and also strengthen the 
knowledge of the previous topic. 
 

• Learning by example 
Human learn by example [15]. Therefore it is important to provide an example 
and let the students do the exercises by mimicking the work in the example. In 
previous semesters, examples were also given in the end of certain topics. Unfor-
tunately, after further analysis we found that some examples were stressing on 
how to use the program constructs rather than solving a problem using the pro-
gram constructs. An example that shows how to solve a problem is more benefi-
cial than an example that shows how to use the program construct.  
 
We checked all examples in the previous semesters and revised them to become 
examples that show how to solve certain problems. We ensure that the first exer-
cise has a similar solution to the example solution but it is wrapped in different 
case study. Therefore, the work in the example can be used as a foundation of 
thought to do the first exercise. In addition, we also ensure that all topics are al-
ways ended with an example. 
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• Learning by doing 
Because programming is a skill [7], the students should have hands on experience 
of it. Learning how to program can be mastered if the students often practice 
writing the correct program [12, 13]. Unfortunately experience from the previous 
semesters showed that not many students were motivated enough to write the 
program, especially in the development software. 
 

In this research we applied some strategies to encourage and to push the students 
to write the correct program in the development software. The first strategy that 
we performed was asking the student to install the development software in their 
computer. The development software that we use is Visual Studio Express Ver-
sion that can be downloaded and used for free. To motivate the students, we re-
warded a 10 point mark to the students that can show that Visual Studio are al-
ready installed in their computer. Some students sent a screen capture of the 
software and some students were happily sent their selfie photo with Visual Stu-
dio displayed on their monitor. The good thing is that all students did this task.  
 

The existence of the development software in the student computer is the first 
step required to encourage the student to write the program in the development 
software. At any time the student wants to write the program, the development 
software is already in their computer, ready to be used. On the contrary, without 
the development software ready, the students that originally want to write a pro-
gram, must spend some time to download and install the development software. 
The lengthy process of downloading and installing the software may put out the 
students intention to write the program.  
 
The second strategy is to encourage the students to bring their laptop to the class-
room. With this laptop, the students can write the exercise solution directly on the 
development software. They do not need to write the solution in the book first 
and copy it to the development software later on. Because of this encouragement 
and other strategies from other factors, there are many students bring their laptop 
to the classroom in this semester. Writing the program on the development soft-
ware enables the students to immediately see the result of their program. A pro-
gram that can run and display the result correctly often give a certain level of sa-
tisfaction to the programmer. 

 

If the students did not bring laptop, we still wanted the students to write the pro-
gram in their book. Therefore we repeatedly reminded the students that learning 
programming is a skill and can only be mastered by practice writing programs. 
We told the students that we would really happy if they can show their program 
to us to get any feedback. Many students were happily showed their program to 
us for a feedback. The teacher feedback is one of the situational factors that affect 
student learning [17].  
 

The third strategy is to balance the time used to deliver the knowledge and to prac-
tice writing the program. We believe that the students need to practice writing the 
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program, but we also believe that they need to understand the knowledge that un-
derlie the practice. Therefore learning the knowledge and practice is equally im-
portant [18] Because of this we strive to use only 50% of the allocated time in 
every meeting to deliver the knowledge and to use another 50% for practice.  
 
Although this strategy looks simple, its implementation was not easy. In the pre-
vious semesters, one topic was usually delivered as a whole (just like a book 
chapter) before it was continued with the exercise. Because of this strategy, we 
have to split a certain topic into several sub topics. We have to ensure that the sub 
topic can be delivered in more or less 50% of the allocated time. The application 
of this strategy can successfully make the students understand the topic better.  

3.2 Academic Atmosphere 

In previous semester, it was common to see a passive and apathy students in class. 
These students preferred to use their time for chatting with their friends instead of 
doing the exercises. As a result, the students that actually wanted to do the academic 
activity eventually got affected and joined the chat. The engagement to the class ac-
tivity was low. The reasons that make the students become passive and apathy are 
possibly from the students’ disability to do the exercise but they are too shy or afraid 
to ask the teacher about how to do it. This is a common academic problem in many 
education level in Indonesia. The following are some strategies that we do to improve 
the academic atmosphere. 

• Encourage collaborative work 
Collaborative work or peer learning is known to be good to enhance the student en-
gagement [19, 20]. In this semester, we encourage the students to perform collabora-
tive work. They can informally make a group and have discussion to find the solution 
of the exercise. From our observation we can see that in every group there are always 
one or two students who look smarter than the others. These students were not reluc-
tant to share their knowledge to the less-able students when they asked for help. The 
students were not shy or afraid to ask questions anymore because now they could 
asked the questions to their friends. No more reason for the less-able students to say 
that they do not know how to solve the problem because they can discuss the solution 
of the problem with their friends. 
 
• Encourage a good student-teacher communication 
A good communication between the student and the teacher is very crucial to make 
the student become more open to the teacher. It is well known that Indonesian stu-
dents are very shy and very reluctant to ask to the teacher. From my own experience 
as a student and from my observation as a teacher, this behavior was possibly formed 
due to the traumatic experience of asking questions in class. It is common for Indone-
sian students or even teachers to give funny comments about the questions or about 
the person that asks the question. Therefore, many students prefer not to raise ques-
tions to avoid the embarrassment.  
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In order to achieve a good student-teacher communication, we try to get closer to 
the students by going around the classroom at the exercise time. Therefore the stu-
dents do not need to be afraid to be mocked by their classmates because now they can 
ask us personally and no need to say it loud in front of their classmates. In addition, 
the other strategy that we did – that encourage the students to show their work to us – 
align with this strategy. We performed a verbal and nonverbal immediacy when the 
student showed his/her work to us. Verbal and nonverbal immediacy support a better 
learning [21]. This strategy is proven can make a good student-teacher communica-
tion and can make the student become more open to the teacher.  

3.3 The Teacher 

Another factor that influence the student engagement is the teacher role in class. 
Some approaches and strategies are applied in this semester to increase the student 
engagement from this factor. 

Be a Motivator, not Just a Provider. In many classes, it is very common to see 
teachers spend all of their teaching time to deliver and explain the knowledge to the 
students. This behavior come from the common thought that the teachers’ job is to 
deliver knowledge to the student. Not many teachers realize that it is also their re-
sponsibility to motivate the students and arouse the students’ interests.  

With the current advance of the searching engine, explaining the full features of a 
topic are not critical anymore. The teacher can just explain the most common and 
important part of the knowledge and ask the students to explore deeper by searching 
from the internet search engine. By this approach the teachers can have some spare 
time that can be used to motivate the students or to arouse the students’ interest. This 
is especially needed for students with a weak background in the subject [22]. A moti-
vated student would willing to enrich themselves with a deeper knowledge. 

Give Feedback, not Only Judgment. Assessment can be classified into two catego-
ries: formative and summative. The formative assessment is used to gather informa-
tion for the specific purpose of improving learning (for learning), while the summa-
tive assessment is used to gather information for the purpose of recording and report-
ing (of learning) [23, 24]. In formative assessment we can get the feedback of the 
current teaching and learning condition and use the feedback to improve them. On the 
other hand, the summative intention is solely to form a judgment [25]. 

There are six assessments that are performed for the students in Alpro. These as-
sessment are administered in Week 4, 6, 8, 12, 14, and 17. In the University of Sura-
baya, the teaching and exam weeks have a pattern of 7, 2, 7, 2. The first seven weeks 
are used as the teaching weeks and the next two weeks are used as the exam weeks. 
This pattern is repeated again after the exam weeks. The teacher can perform any 
assessment in the teaching weeks but cannot perform a lecture in the exam weeks.  

Although all assessment marks contribute to the students final grades, five of them 
actually can be considered as formative assessments. This is because the result of the 
assessments can be used to give feedback to the teacher and the student about the 
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current condition of the teaching and learning. The sixth test is performed in the 
second exam week and is used solely to measure or judge the student performance. 

The number of students in each Alpro class is around 40 to 50. If for example the 
total number of students in a particular semester is 300 then there will be 6 classes 
open for Alpro. The number of teacher is usually set to be the same as the number of 
classes.  

In order to avoid the marking variant between teachers we usually assign one 
teacher to mark only one questions in a particular assessment but he/she should mark 
the work of the students in all classes. If the number of students is 300 for example, 
then one teacher will mark 300 students’ works. Checking the works of 300 students 
in a short time is challenging and need a big commitment to finish it before the next 
test. Returning the students’ work at or after the next test will make the formative 
assessment lose its essence as a feedback instrument. Unfortunately, in the previous 
semesters due to the tight schedule of the assessments, teachers often return the as-
sessment result at or after the next assessment. 

In this semester, we make a commitment to return the assessment result at most 
one week after the assessment. With this commitment, the formative assessments can 
now be used to give a real feedback to the teacher and the student about their perfor-
mance. As described by [26], an assessment can become catalyst to the student per-
formance, the validity of the program, and the validity of the student performance. A 
late returned assessment can only benefit in the validity of the student performance.  

3.4 The Students 

One last factor in our consideration to improve the students’ engagement is the stu-
dents themselves. Some approaches and strategies that are applied in this semester 
from the students’ factors point of view are described below. 

• Increase the student self-efficacy 

Many ordinary students lack of belief that they can solve the given problem with their 
current capability (lack of self-efficacy). Self-efficacy itself is defined as beliefs that 
build a person’s motivation and confidence in achieving a desired outcome [27, 28]. 
Without self-efficacy the students will give up too early and not use their best efforts 
to find the solution of the problems. 

There are several strategies that we perform to increase the student self-efficacy. 
As described by [17], the students will have a high self-efficacy if the students can 
solve difficult problem or do not spend too much effort to solve a problem. On the 
contrary, the students that solve an easy problem or spend too much effort to solve a 
problem will have a low self-efficacy. Therefore our strategy to increase the students’ 
self-efficacy is wrapping some easy problems with applied cases to make them appear 
like advance problems. As an example, the problem of finding a factorial number is 
wrapped in an applied case such as finding the number of possible combination to 
pair man and woman in a matchmaking company. This wrapper will make the origi-
nal problem of finding a factorial number looks more advance. However, finding the 
solution for this problem is not hard.  
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In another strategy to increase the student self-efficacy, we create an exercise 
where its solution is similar to the example given. However we wrap this exercise in 
different case study to make it looks different from the case study in the example. As 
a beginner programmer, the students usually do not realize that the solution for the 
exercise is actually very similar to the one in the example. We expect the student to 
consider the difficulty of the exercise is at medium level (not at easy level) and we 
also expect the students can solve the problem without too much effort.  

• Provide help as needed 

Helping students in a medium or a big size class can be problematic. On one hand we 
want the students to ask question if they have problem, but on the other hand we 
know that we will not be able to answer many of the students’ questions if many of 
them raise questions at the same time. The inability to answer the students’ question 
may frustrate the students and demotivate them to learn. 

The strategy to overcome this problem is related to the strategy in section 3.2. In 
that strategy we encourage the student to perform collaboration learning so they can 
help each other. With this collaborative learning the students only ask questions to the 
teacher when all students in the group do not know the answer. An effective collabor-
ative learning, helps reducing the number of questions significantly.  

Although the collaborative learning can reduce the number of questions, it is poss-
ible that there are still many questions raised to the teacher at the same time. In the 
programming class, the condition can be worse. The correct program for a given exer-
cise can vary from student to student. A good teacher should be able to see the student 
intention in his/her program and give help according to the current student program. 
The process to understand the student program itself can take a considerable time 
before another time is needed to think how to align the student intention with the 
correct solution and explain the solution to the student. Only experience teacher in 
programming that can performed these process quickly. Based on this need, our strat-
egy to provide help to as many students as possible is by assigning a senior and expe-
rience teacher in programming [5]. 

4 Evaluation 

The approaches and strategies described in here are already applied to the Alpro class 
in Semester I 2014/2015. As a result, the student engagement in class is improved a 
lot. The students become active in every activity given and the academic atmosphere 
in class is very positive.  

The data in table 1 shows the percentage of students that failed Alpro in Semester I 
2012/2013 and Semester I 2013/2014. Based on the students’ whole marks (marks in 
mid and final semester), 45% students failed to pass Alpro in year 2012/2013 and 44% 
in 2013/2014. This percentage is similar to the percentage of the students who failed to 
pass Alpro if we used their mid semester marks only to judge their grade (41% and 
40%). The actual number of students that failed to pass Alpro is 4% worse than the 
number of students that failed to pass Alpro based on their mid semester marks only. 
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Table 1. The comparison of the student failure and the student mid semester marks 

 

Number of 
students 

Student failure Average marks 

based on the 
mid seme-
ster marks 

based on the 
whole marks 

based on 
the mid 
semester 

marks 

based on 
the whole 

marks 

2012/2013 193 41% 45% 59.62 54.29 
2013/2014 245 40% 44% 61.06 57.34 
2014/2015 255 12% - 75.29 - 

 
Therefore based on the students’ marks in the mid semester, we can estimate and 

project the percentage of the students that will actually failed to pass Alpro in the end 
semester. When this paper is written, the students are still in the end of the teaching 
week and have not completed their final exam. Therefore we cannot get their whole 
marks yet. Because of this we will compare the student performance across academic 
years by using the mid semester marks to calculate the students’ grade. 

Based on the data in table 1, we can see that the students’ failure in Semester I 
2014/2015 decreases significantly to the students’ failure in the previous academic 
years. If the pattern of the students’ failure in academic year 2014/2015 is the same as 
the one in the two previous years, then only 16% (12% + 4%) of the students will fail 
in the end of semester I 2014/2015. It means that the number of students’ failure in 
this semester decreases 28% to the students’ failure in the previous semesters. 

The average of the students’ performance based on their mid semester marks also 
increase significantly. The students’ average marks in year 2012/2013 and 2013/2014 
are 59.62 and 61.06. In year 2014/2015 the average marks increase to 75.29. If we 
convert this values to grades then the students’ average marks have increased from 
BC to AB. Therefore the students’ performance is projected to increase two grade 
level higher (the grades in the University of Surabaya are: A, AB, B, BC, C, D, and E) 

5 Conclusion 

Improving the student engagement is proven can increase the student performance. 
However improving the student engagement can be different from case to case and 
must be elaborated into practical approach and strategies. These approach and strate-
gies must be aligned with the teaching pedagogies, the type of the course, the educa-
tion culture, and the student background.  

This research shows that a holistic approach and strategies to improve the student en-
gagement work well in an introduction to programming course named Alpro, in Infor-
matics Department of the University of Surabaya, in Semester I 2014/2015. As a result 
of applying the approaches and strategies described in here, the students are willing to 
participate in the class activity and some of them are even keen to complete their work 
even though the class is over already. This students’ engagement are proven can in-
crease the student performance. Based on the mid semester marks, the students’ failure 
in the end of semester is projected to decline to 16% (12% + 4%). This projected  
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students’ failure is 28% smaller than the students’ failure in the two previous academic 
years. The average students’ performance based on their mid semester marks also shows 
an improvement. The students’ performance in Semester I 2014/2015 is projected to 
increase to two grade level higher than the ones in the previous two academic years. 
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Abstract. The agricultural commodities company nowadays strive to keep 
transforming their business processes in accordance with the fast changing de-
mands to survive the intense global competition. In an attempt to provide stake-
holder with an insight business process, this paper investigates how to model 
business processes with Business Process Modelling Notation and assesses the 
process maturity using Gartner’s model. This research is based on an in-depth 
observation at purchasing and production division of agricultural commodities 
company. It is found the business process model presents the knowledge from 
business in existing context. The other findings show the maturity level of the 
people is on phase 1, the maturity level of IT achieves phase 3, and the maturity 
level of the other four factors including strategic alignment, culture and leader-
ship, governance and methods have already arrived phase 2. These findings will 
help company to do big planning for improvement in the future.  

Keywords: agricultural company, business model, process maturity. 

1 Introduction 

1.1 Background 

Agriculture can be one of the most satisfying and rewarding ways to make a living. 
From farming and food production to agribusinesses contribute to the health of the 
population and food security of the country. The agricultural commodities companies 
nowadays strive to keep transforming their business processes in accordance with the 
fast changing demands so as to survive the intense global competition. Creating a 
viable value-added agriculture business involves finding an idea or opportunity in the 
marketplace and then building a viable business to take advantage of the opportunity. 
This means improving business process is important to be done continuously in many 
aspects [1]. Therefore, business process management (BPM) becomes the most popu-
lar business and technology management method recently [2]. When company has 
carried out BPM, they have to know where and how the improvement can be done. 
Gartner introduce the BPM maturity model to measure the company’s maturity phase 
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from many aspects. With Gartner’s model, the company will know what phase they 
are and which factors should be re engineered. 

1.2 Research Goal 

This research assesses the agricultural business process and evaluates its maturity 
using Gartner model. Garner model is used because this model presents information 
to identify characters of each maturity phase. Gartner model focuses on six factors 
which are strategy alignment, culture and leadership, people, governance, methods 
and information technology. These six factors is called six critical success factor. 
Each factors have different maturity phase. 

2 Literature Review 

Business process is a group of related task performed to reach a specific business 
outcome [3]. Business services today have become increasingly active, knowledge-
intensive. Therefore, it is quite natural that method to describe the existing business. 
In this case, the document flow systems are much more flexible and better adapted to 
the behavior of the business [4]. 

2.1 Business Process Management (BPM) 

The concept of BPM is mainly comes from Business Process Reengineering (BPR) 
[5]. The main focus of BPR is business process and information technology, and its 
success is built on the good communication and collaboration of information technol-
ogy and business [6]. With the IT support such as hardware, software tools and net-
work, BPM helps to achieve the optimized and value creation of operational business 
processes [7]. Other researcher said that BPM is IT-focused which characteristics 
BPM from the perspective of business process automation [8].  

2.2 Business Process Modeling Notation 

Business Process (BP) models constitute a graphical representation of processes in 
an organization. Business Process Model and Notation (BPMN) [9] is a notation for 
modeling Business Processes, which contributed significantly in Software Engineer-
ing when it comes to collaboration between developers, software architects and busi-
ness analysts. Business Process Modeling Notation (BPMN) is a notation that de-
scribes the logical steps in the business process [10]. This notation has been especial-
ly designed to coordinate the sequence of processes and messages that flow between 
participants in different business activity. The notation of BPMN can be seen at 
Table 1. 
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Table 1. BPMN modeling elements. (Source: Business Process Modelling Notation, p. 18) 

Element Description Notation 

Event 

Event indicate that something is happening 
during the business process. Events affecting the 
flow and is usually caused by a trigger or an 
impact as a result of the event, 

, ,  

Activity 
Activity is a notation that describes their work 
done. Activity can be atomic (one event) or Sub-
Process (set of activities) ,  

Gateway 

Gateway serves as a control in order to split or 
merge process flow. 

 
Sequence 

Flow 
Sequence flow is used to display the sequence 
of activities contained in a process.  

Message 
Flow 

Message flow is used to show the flow of mes-
sages between the two participant (entity) the 
sender and recipient. In BPMN, the existence of 
two separate Pool indicate a second participant. 

 

Association 
Association used to provide information regard-
ing data object involved  

Pool 
Pool describes participant in a process. Usually 
illustrates B2B situation.  

Lane 
Lane is part of the Pool which usually categor-
ize the activity / functional split participant.  

Data Object 
Data objects are interpreted as an artifact that 
has the information. 

 

Group 
Grouping is used to categorize activities possess 
similarities category. 

 
Text Anno-
tation 

Text Annotation present additional information 
in the BPMN diagram.  

2.3 Gartner Maturity Model 

Based on Gartner maturity model, it has six phases BPM maturity model that involves 
understanding the six phases of BPM maturity and where the company stands on 
addressing critical success factors defined in a BPM maturity framework [11]. The six 
phases of BPM maturity can be seen at Fig. 1. 

The six phases begin in Phase 0: company realizes that some business improvement 
cannot be done by traditional approaches. The company needs to seek the causes of bad 
performance.  In Phase 1, company realizes "process aware" and take some actions to 
improve the process.  In Phase 2, company starts to do the business process with IT 
support to gain better control in internal company. In Phase 3, the company build the 
relationship between internal company and external company (customer and supplier),  

cross-department cooperation and integration become a habit gradually. In contrast to 
phase 3, in the Phase 4, organization will link strategic goals to process execution di-
rectly. Ultimately, in the Phase 5, the company will do the agile business structure, that 
helps to capture new opportunities, gain more profits, knowledge about market demand, 
resources, competition and partners [11]. 
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Fig. 1. The six phases of BPM maturity. (Source: Gartner, p. 4) 

2.4 Six Critical Success Factors 

The important dimension is the organizational factors must be balanced in maturity 
phases called critical success factors [11]. The six success factors are [11, 12]:  
• Strategic alignment: the linkages that connect that connect organizational priorities 

and enterprise processes in order to achieve its business goals.  
• Culture and leadership: culture is the values, beliefs, attitudes and behaviors that 

presents the company identification and public images. Leadership is crucial roles in 
supporting process design and facilitating cultural change throughout the company. 

• People: The individuals and groups who continually enhance and apply their 
knowledge and professional skill related company’s processes.  

• Governance: refer to the transparent accountability, responsibility, decision making 
and reward processes to guide actions. 

• Methods: The approaches and techniques to support consistent process for success 
of company. 

• Information technology: The software, hardware and information management 
systems that enable and support process activities. 

3 Research Methodology 

The main methods used is qualitative research. The detailed and specific data can be 
collected through observing, interviewing and document. This research assesses the 
BPM maturity level in an agricultural through the critical success factors including 
strategic alignment, culture and leadership, people, governance, methods and informa-
tion technology. The data collection is done with the primary data (interviews) and 
secondary data (documents).  

In some qualitative research studies, the data and/or findings are returned to partic-
ipants in order to obtain their validation. In this research used member validation or 
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member check. Member check is a procedure largely associated with qualitative re-
search whereby a researcher submits materials relevant to an investigation for check-
ing by the people who were the source of those materials [13]. 

4 Analysis and Results 

4.1 Business Process Modelling 

Business in agricultural sector has special business processes. The business process fo-
cused in this research is the agricultural company for purchasing and production division. 

Purchasing Process. In this case, farmers as the supplier to this company could apply 
loans for farming capital. Farmers do a contract for selling their agricultural products 
with the company. This contract contains the number and agricultural products, due 
date, transportation costs and dealing price. Usually, the contract is made in couple of 
days before delivery time. On due date, farmers will bring agricultural products to the 
company warehouse directly, but in some cases the company may take the agricultural 
products from the boats as a delivery transportation. Furthermore, these agricultural 
products are weighed and samples taken for quality control such as water content, shell, 
gems, and rootlets.  The quality control result determines the price. The beans’ water 
content is a very important factor and should be 6 to 8%. If the water content is too high, 
microorganisms will spread and their quality will decrease. This water content deter-
mine the quality of the agricultural product, furthermore, it affects to the price.  

In some cases, the farmers may entrust their agricultural products to the company 
for the higher future prices. That means, the agricultural products is already weighed, 
but the company does not give the dealing prices. The company provides this oppor-
tunity only for farmers who have become regulars or carry items with a large amount. 
The aim is that the seller can get a higher price at a later date when prices rise. 

The next steps after weighing products, the warehouse clerk will send the invoice 
to the finance. Finance will check the quantity and price. If the farmers has a contract, 
the price will be same as stated the contract. The price also depend in the quantity of 
products.  

Production Process. Agricultural products will be dried to reduce the water content. 
The beans’ water content is a very important factor and should be 6 to 8%. If the water 
content is too high, microorganisms can infest the beans and their quality will be de-
creased. This drying process do in two ways, first is roasting whish roaster machine and 
second is still do in traditional way such as the beans is dried under the sun. The tradi-
tional drying process is do because the lack of roaster machine meanwhile the climate 
support this process. The next step is packaging. The agricultural product will be packed 
in sack with average weight of 70kg. After that, the sack will be put in the warehouse.  
 The business process modeling for purchasing is shown at the Fig. 2, and the busi-
ness process modeling for production can be seen at Fig. 3. 
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4.2 Maturity Phases 

This research evaluates the maturity phases through six critical success factors which 
are strategic alignment, culture and leadership, people, governance, methods and 
informational technology [12].  

Strategic Alignment. Strategic alignment is the linkages that connect organizational 
priorities and enterprise processes in order to achieve its business goals [11, 12].  In 
this company, the strategy to achieve more gain in profit and operational process al-
ready aligned. Based on the data, this company’s strategic alignment reaches phase 2.  

Culture and Leadership. Company culture implies the usual way that people behave 
inside. Culture is the values, beliefs, attitudes and behaviors that presents the compa-
ny identification and public images. Leadership is crucial roles in supporting process 
design and facilitating cultural change throughout the company [11, 12].  

In this agricultural company  few years ago, when the management team intro-
duced new business process or changing in operational company, there was certain 
resistance from some employees, especially employees is used to traditional way to 
work. The management began to arrange some trainings for changing the way of 
work. Nowadays, in company, the culture has been established gradually. Employees 
can accept new business process because they already realized that these changings 
made their work easier, more effective and efficient. These condition reflects to the 
phase 2 in Gartner maturity. 

People. People are the individuals and groups who continually enhance and apply 
their knowledge and professional skill related company’s business [11, 12]. In this 
company, staffs know and apply their skill in daily work. Unfortunately, they did not 
improve their skills, but just did the daily routine works. In same division, staffs could 
work together, but when they were asked to work cross division, they did not know 
about the regulation and business process. Based on this analysis, this company stays 
in phase 1. 

Governance. Governance refers to the transparent accountability, responsibility, 
decision making and reward processes to guide actions [11, 12]. Based on the inter-
view, it proved this company concerned to the regulation in arranging the production 
and purchasing rules. This company also deal with differences and contradiction be-
tween process and policy. As a result, the maturity level of the factor governance 
arrives phase 2. 

Methods. Methods are the approaches and techniques to support consistent process 
for success of company [11, 12]. When this company wanted to implement a new 
business process, it will establish a person in charge of the control and improvement. 
Based on this fact, this company points out that on phase 2. 

Information Technology. This factors include the software, hardware and informa-
tion management systems that enable and support process activities [11, 12]. IT plays 
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many important roles in this company. Start from the contract with the farmer, 
finance, warehouse and inventory, this company use IT support to help dealing with 
data. By the support of IT, this company tries to streamline the process and informa-
tion flow, which means this company stays on phase 3.   

Based on the research findings, finally, it has evaluated the maturity level of the six 
critical success factors that influence the company. As the Table 2 presents the matur-
ity level of company. 

Table 2. BPM maturity level 

 Phase 0 Phase 1 Phase 2 Phase 3 Phase 4 Phase 5 

Strategic alignment       
Culture and leadership       
People       
Governance       
Methods       
Informational technology       

5 Conclusion 

Business process modelling can describe the flow of business in this company. This 
model can help stakeholder conceive the tasks which are going clearly. With the 
model, stakeholder can make significant improvement in the future. The main prob-
lem facing in this agricultural company are: the performance of production process. 
Based on our analysis, we conclude several advices to help this company better 

As the Table 2 provides the maturity level of the people is on phase 1, the maturity 
level of information technology achieves phase 3, and the maturity level of the other 
four factors including strategic alignment, culture and leadership, governance and 
methods have already arrived phase 2. These finding will help company to do big 
planning for improvement in the future. 

In terms of IT, this research suggests company keep IT staying in the phase3 until 
the other factors reach phase 3 as well. In this way, company can focus more time and 
resources on the improvement of the other critical success factors.  
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Abstract. Information Communication and Technology (ICT) gives a lot of 
contributions in the rapid transformation in global society. The people have to 
adapt in evolving claims of this trend in order to survive from daily struggles. 
In this 21st century Indonesians compel themselves to go with this flow and 
have to keep at  par with countries over the world. Hence, higher education in-
stitutions must undertake on this fast transformation in serving the stakeholders 
real time by supporting of ICT as at University ABC in Jakarta, Indonesia. The 
existing Academic Information Systems (AIS)  is not yet fully used for moduls 
usage and some of them are still idle.This paper is an empirical case study and 
the method used is discriptive research by using the existing data recorded in 
the systems then analyzed accordingly. This results study will give sugestions 
for better service delivery to the institutions. 

Keywords: innovation strategy, service delivery, AIS, higher education, case 
study. 

1 Introduction 

Service delivery becomes the main key strategy in achieving the goals in this era of 
century development. Most of the organizations over the world always do reviews and 
redesign on their services delivery toward their customers for the sake of growing and 
sustainability of their businesses, companies, governments, non-governments organi-
zations and also higher education institutions. For the higher education institutions for 
example, the presence of information communication technology can support the 
provision of delivering services with real time output to the need of stakeholders such 
as transcript of records, load of teaching, syllabus, grades, student finance reports  
and others immediately. The usage of information communication technology in the 
institution can be used as a competitive advantage of the institution because of good 
service delivery to serve their stakeholders. Therefore, the director general of higher 
education, Ministry of Education Department Republic Indonesia advocated the  
use of information communication technology in higher education management and 
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governance in conducting service management for the quality of services. In this 
global era, quality administrative is required, as Purba, John Tampil [1], towards the 
global competitions as well the needs of market place, each higher institution shall 
evaluate their existing performance of services to face hyper and global competitions. 
Besides, the regulations from government are also to force any higher education insti-
tution to comply all regulations accordingly. The service management shall have 
quality of all the administrative activities such as on line registration systems even for 
the new students and also the existing students, subjects,  schedule classrooms usage 
information and teaching learning activities such as; absenteeism, grades, syllabus, 
lecturers absenteeism, etc.  

The AIS data are growing from time to time because of the increasing of the num-
ber stakeholders or customers (students) are forcing the institution to improve and 
upgrade the service delivery in enhancing better access of the stakeholders or custom-
ers’ needs. This way is chosen to ensure the availability access in delivering the ser-
vices to all the stakeholders. In providing the regulations, the management shall make 
such services to meet the quality standard. The people who involved for the service 
delivery must understand how far the utilization, availability and coverage access to 
database that are often used. As the purpose of delivering services to meet the re-
quirements of the standards to the stake holders. Anwar, Chairil and Warnars, Spits 
[2] in serving with the implementation of a service system of learning the academic 
system is needed and it is a very vital things to implement the learning process conti-
nuity and quality. Without an academic information system, the learning process will 
not running well on learning process. In the world of education is equally important as 
an example of the card study plan is one component of the terms in the study plan of 
the students.  

Swardi and Permatasari [3], information systems today has become important part 
of the institution of higher education. Many higher education institutions using infor-
mation system as a solution of efficiency and competitiveness, but less of them have 
the ability to accommodate many changes according to the growth of the institution 
itself. That opinion added by Purba, John Tampil [4] as cited from the statement of 
Lawson [5], during this period, competitive advantage rested variously on mainstream 
variables like efficiency, quality, customer responsiveness and speed. In the new mil-
lennium, control over the above variables represents the minimum threshold to “play 
the game”. Each factor remains important, but is unlikely of itself or as part of a 
group to provide a sustainable competitive advantage. Today’s organizations face an 
additional challenge the requirement to innovate, not just occasionally but often, 
quickly and with a solid success rate. Wohlstter, P., et al [6] the nature of services and 
applications provided by the information systems group is also believed to have 
change over time. The new strategic applications also tend to be targeted at the cus-
tomer or the distribution channel rather than on systems for internal efficiency.  

In the case of University ABC Jakarta, one of the big and old universities in Indonesia, 
in the year 2008 this institution still used semi computerized Academic Information Sys-
tems (AIS) with Microsoft Foxpro technology and desktop based application. With such 
conditions, would certainly be very difficult for the university to be able to compete with 
other universities that already have a fully computerized of academic information system. 
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At that time, there were a lot of works such as registration, classroom division, schedul-
ing of lecture, absenteeism and etc, done manually and of course there were a lot reports 
for internal and external need, became delay. All the students should go to campus to 
see the grades and other information on provided bulletin boards, and the announce-
ments of the grades from the lecturers are often delayed because of the process of grad-
ing is still done manually. In such cases, the demands of the progress of time the pres-
ence of technology and information systems needed by an organization that services to 
stakeholders can be implemented properly. There were a lot of complaints from the 
students and other stakeholders in regarding the delay of the announcement of their 
grades and consequences to the delay of re-registration for next batch semester. Noting 
that the management should make a breakthrough, the new top management of univer-
sity initiated project on AIS applications in order to provide real-time service delivery 
to its stakeholders. For that it is needed innovation strategy in building AIS so that can 
manage all academic information and result optimization the service delivery of infor-
mation in providing accurate, fast and better services to students in particular and all 
the stakeholders in general. 

2 Literature Review 

OECD[7], Innovation is already an important driver of growth in some countries. 
Firms in several OECD countries now invest as much in intangible assets, such as 
research and development (R&D), software, databases and skills, as in physical capi-
tal, such as equipment or structures. Much multifactor productivity (MFP) growth is 
linked to innovation and improvements in efficiency. Preliminary estimates indicate 
that in Austria, Finland, Sweden, the United Kingdom and the United States, invest-
ment in intangible assets and MFP growth together accounted for between two-thirds 
and three-quarters of labor productivity growth between 1995 and 2006, thereby mak-
ing innovation the main driver of growth. Differences in MFP also account for much 
of the gap between advanced and emerging countries. This suggests that innovation is 
also a key source of future growth for emerging economies. (The OECD Innovation 
Strategy getting a head start on to morrow). The similar shall be implemented in the 
higher education institution for better productivity by using service delivery.  

Strategy to implement the service delivery it is better to scan environment scanning 
in preparing and calculating the strengths, weaknesses, opportunities and threats. Let 
us see the strategy requirements; Purba, John T.[8] strategies must be flexible, requir-
ing you to be sensitive and responsive to market changes. The first overriding impera-
tive about markets is that they change. The second imperative is that you must try to 
know what is going on out there all the time or you will not know what is changing. 
The third imperative is that if you do not know what is changing you cannot respond. 
The fourth imperative is that if you cannot respond to changes your strategies will be 
unrealistic and will not work.  

For the university purpose Phillips, Tim [9], Information Technology in all areas: 
departments, faculties, support services and all other organizational structures and 
groupings. Therefore all members of the University are stakeholders – students, staff 
and all others associated with the University of Bristol. IT Services-help, support, 
training, systems development, business and systems analysis, programme and project 
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management. All of these require clear, well defined, agreed IT management and 
governance structures in order to deliver the aims and objectives of this IT Strategy. 
Implementation of the IT Strategy will be managed through a set of inter-related pro-
grammes and projects. The IT Strategy builds on long-standing common sense prin-
ciples of the Information Strategy. Strategy of the Service delivery will be based on 
good governance, project and service management, coupled with high quality reliable, 
sustainable IT Services. Good IT is needed to support the whole University and to 
enable excellence. Fig. 1 below describes the interrelated the university vision that 
valued which is truly enhanced by the use of Information Technology: 

 

 

Fig. 1. Vision and Values by the use IT service in University of Bristol [10] 

White, Susan [11], Information technology affects not only the delivery of academ-
ic content but also ancillary operations. If today’s students are more technologically 
savvy than the majority of the faculty, the implications for the academy surely include 
a wide range of opportunities to leverage the fruits of new hardware and software 
tools in ways that truly enhance the learning experience. This will require flexibility 
on the part of the faculty. In addition, as schools are more ratings conscious, new 
ways to innovate in the delivery of supporting services will emerge; institutions 
whose operating processes are most open to change will reap the most benefits. Purba, 
John Tampil [12], all most modern organizations implement and rely on Information 
Technology services to support their business processes and sustainability. As we 
know IT services are built upon the technical infrastructure, systems and application 
software. The set of processes that apply planning, organizing, directing and control-
ling the provisioning of IT services. Besides of the ICT development inside the organ-
ization the human resources shall also develop in achieving the good service innova-
tion as such opinion as described by Six Sigma [13] at the heart of every services 
business are the opinions, behaviors and decisions made by people. Also of great 
importance in services settings are work processes, whether they are recognized  
or not. Until a process focus–rather than a task focus–is developed, the scope and 
"sticking power" of improvements will be limited. Analyzing and modifying human 
performance in these environments is as complex as any manufacturing situation – 
but the tools and methodology required to achieve the legendary improvements of Six 
Sigma are significantly different. Six Sigma for Services Companies Training is the 
first program designed specifically for professional services providers.  
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Fig. 2. Service innovation for delivery of existing services;Sources: Six Sigma Qualtec 2014 

In delivering services to the stakeholders and customers the institution shall pro-
vide  and concern on managing performance, managing people, managing resources, 
conduct planning, and managing services. Those are the requirements for working 
which others, improving services, setting direction, and demonstrating personal quali-
ties. The figure below displays about them. 

 

 

Fig. 3. Delivering the services, Sources: Green, Matt and Gell, Lynne (2012)  

In the second article of Green, Matt and Gell, Lynne [14] comprises four subdo-
mains: planning, managing resources, managing people, and managing perfor-
mance. Ensuring the correct processes and infrastructure are in place will help to en-
sure that the services you oversee are fit for purpose. Any business planning process 
should be informed by patient or service user feedback, audit results, commissioners’ 
intentions, staff input, and best practice evidence. For Managing performance to 
achieve exceptional results can use performance management techniques to support, 
energize, and empower staff to improve their performance. A clear understanding of 
the principles of performance management of individuals should be sought, such as 
supporting poorly performing colleagues to improve through regular competency 
based review meetings to monitor progress. 

Another opinion on service delivery in the integration with ITIL service manage-
ment is the combination of service support and service delivery. The service delivery 
contains; service management, financial mgt of IT services, capacity management, IT 
service continuity management, and availability management. The service delivery 
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seems integrated with information technology driven. The integration of all services 
as display in the below figure. 

 

 

Fig. 4. ITIL Service Management (Cousin, Carlos, 2010) 

Cousin, Carlos [15] Information Technology Infrastructure Library (ITIL) is recog-
nized as the de facto standard for IT Service Management. ITIL reflects a process-
model based view of controlling and managing IT functions. The approach is credited 
to W. Edwards Deming and his plan-do-check-act (PDCA) cycle. In 2009, the ITIL 
library consisted of the following 9 volumes: Service Support, Service Delivery, ICT 
Infrastructure Management, Security Management, The Business Perspective, Applica-
tion Management, Software Asset Management, Planning to Implement Service Man-
agement & ITIL Small-Scale Implementation (which was added to the original 8 vo-
lumes). Three Key Objectives of ITIL are to align IT services to meet the needs of 
business and customers, Improve quality of IT services delivered and reduce the long-
term cost of service. He continued that providing leadership of services and staff, con-
sultants are also expected to pioneer and drive forward new models of service delivery. 

3 Research Methodology 

To explore the service delivery for Academic Information Systems (AIS) that has 
been implemented in University ABC Jakarta, Indonesia, the researcher used the ex-
isting data which have been recorded in the system that can be accessed accordingly. 
Through collecting and selecting the data about how the service delivery of Academic 
Information System that utilized by management as well as lecturers and stakehold-
ers. The methodology used in this paper is descriptively. The descriptive analysis was 
done by giving the flows of delivering service data to the stakeholders and also by 
selecting and capturing the data related such as; figures and tables from the existing 
display data in the applications then analyzed and discussed accordingly. 

4 Results and Discussion 

As the one of the old big university in Jakarta the new mangement did innovation to 
overcome the problems raised from the stakeholders, so the Academic Information 
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System in Web based technology become their priority in the first year of services. 
Then they set up committees to do the AIS application technology by appointing the 
head information technology bureau to manage the project. 

In business process, herewith the researcher describes flow of delivering services 
to the stakeholders; students, lecturers/faculty members, parents and management of 
the university are as the flow of the figure below. All data are stored  in the server 
data storage which have been input by the data entry staffs in the colleges level. The 
total departments in the university are 25 which aproximately five thousands students. 
They are served whith eye contact teaching and learning activities, either in 
classrooms or in the laboratoriums.  

Fig. 5 below is flow of information and communication technology of the Academic 
Information System in University ABC Jakarta. The services continue management 
systems are prepared in a big data with cloudly web based technology that can be 
retrieved in seven (7) days and twenty four (24) hours. The technology choiced due to 
the strategic policy of the rector of the university at that time.  

 

 

Fig. 5. AIS Service Delivery scheme  

In the teaching and learning activities are all recorded and storages in the server, 
such as the absenteism of students as well as lecturers from time to time and ofcourse 
automatically displayed in screen of computers, PDAs, notebooks, IP phones and other 
modern devices that suitable to the systems. The services of AIS were developed with 
Microsoft SQL Server 2008 data base application for the back end, and in front end 
with programming language Microsoft C# dot net.The persons of data entry staffs who 
responsible in every college they are also stay in the office of colleges to input data of 
the daily absenteisms of the students and lecturers. For grades of assignments, mid 
semester, and final semester shall be input into the system by the lecturers according 
their subjects teaching.The students can continue to communicate with lecturers 
anytime, anywhere by accessing to the AIS server system. Such systems are not only to 
speed up services delivery but also would help ease the burden of staff in the teaching-
learning process. This can be trusted because in this system some staffs functions could 
be taken over in a computer programmes which known as agent sytems. 
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In delivering services to the stake holders the management of the institution pro-
vides the good and high end ICT infrastructures such as hardware, equipments, anten-
nas, and others devices which connected to the systems database. For availability 
management and service level management, the infrastructure communication inside 
and outside the campus supported by outside vendors such as : Internet Provider com-
pany, equipment suppliers, software companies and others. All of these combined 
with collaboration integration accordingly in giving service delivery to the stakehold-
ers. The schematic of the infrastructures designed by innovative thinking with the 
existing situation and condition with more the one campus sites. The below figure can 
demonstrate existing ICT communication data infrastructures. 

 

 

Fig. 6. Internet Provider service delivery inside the campus (University ABC Jakarta) 

Fig. 6 above illustrates how the service delivery to the stakeholders by using the 
new ICT infrastuctures which availabel in the site of the both campus in order to 
accomodate the needs of them. The network infrastucture has been used and managed 
day to day by the department of network and infrastures of IT Division according to 
standard operating systems. There is a service desk avail in the department to handle 
if there is problems arised then continued to related IT engineer for solving the 
problems accordingly. 

Fig. 7 below displays the modules of Academic, Students, Parents, Faculty mem-
bers/lecturers, and for new enrollment students. The academic one give many services on 
line; this module used by top management, administrators, deans, head of bureaus, and 
others as specified in the regulation of hierarchies. This module can be used to give in-
formation which categorized public information, so the students and all stakeholders can 
use to see and to know the latest news in the campus, the example as displayed below: 

 

 

Fig. 7. Portal Academic Information Systems of University ABC JakartaSource: Portal University 
ABC, Jakarta Indonesia [16] 
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The module of students provides to serve to students which giving the information 
to such as; grades, finance, on line registration, syllabus, home assignments, study 
planning and others. In the module of parents provides the information about their 
children absenteeism, grades, finance (including the payments history) and others 
related. For lecturers/faculty members modules are displayed in Fig. 8 below; the 
lecturers can change the profiles such as password, address, researches, community 
development, seminars, syllabus, and others. This module also can be used to see the 
subject teaching loads records, absenteeism records. Besides the lecturers can used 
this module in giving information, home assignments, verification for students on line 
registrations, students’ leaves and entry the students’ grades. In addition, the results of 
Study Plan Card (Kartu Rencana Studi) is accountable to any party or parties both 
students of the university because of the process in accordance with the rules that 
have been standardized and enforced by the management. The stored data in the serv-
ers as set with the formula in database, can be used by the students and academic 
agencies such as the management of the institution itself. With the presence of these 
web-based AIS technology constraints contained in the system is done manually can 
be resolved. It is an idea to create software applications that are able to manage the 
administration of institution well, so that these constraints can be handled with this 
software. Having this software application is expected to provide solutions problems 
of service delivery quickly and accurately such as the Study Plan Card (KRS). So the 
expectation of services based on information systems can be implemented, especially 
to serve the students as customers must be served better and satisfactorily.  

 

 

Fig. 8. Module of Lecturer in the Academic Information Systems Portal ABC University 

The AIS application can be used by the lecturers to give the appropriate service 
delivery to the students, and for their Beban Kerja Dosen’s report (lecturer’s working 
load report) that give to the  government each semesteral period.  Each lecturer can 
optimize this application systems many purposes as regulated by the inside institution 
and Department of Education and Culture or Department of Research and Higher 
Education Republic Indonesia as the regulator for education in the country. 

Table 1 below displays the present or absenteeism of the lecturers and the students 
during the teaching and learning process in one semester. This system not available 
before the year of 2009 in the institution, all works like these were done manually  
so they took many hours to calculate the number of days or class attendance of the 
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students in one semester. As per regulation while the students cannot fulfill 75 percent 
of all classrooms attendance, the student(s) prohibited to take the final exam. As dis-
play in the below table the percentage of the attendance were automatically calculate 
by the machine of the AIS systems. This new systems is very helpful as the service 
level management for all respective management to know the accountabilities of all 
the lecturers and students performance especially from the classrooms attendance. 

Table 1. Display of the attendances of lecturers and students 

 

Table 2. Information of grades entried by lecturer in the AIS module, ABC University Jakarta 

 

 
As displayed in Table 2 above, we see how the systems can deliver the services for 

the students’ grades, when the lecturers do entry data of grades and submit in the 
systems directly the AIS application display them and each student can see his/her 
grades real time anywhere and everywhere as far as devices and internet connection 
available. There are many modules were available in the systems but there many of 
them still idle, so they need more and more trainings in order to optimize the systems. 
This system is a new ones which new technology that there is not available yet before 
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the year 2009 with the new and high technologies. The services are very helpful ones 
for all the students and management as well. In accordance with the idle module the 
management of the institution can hire or add staffs which have been familiar with 
this system in optimizing the idle ones. Then the management, stakeholders and also 
board trustees can use this application system to control and monitoring the activities 
especially in academic perspectives. 

5 Conclusion 

Recently regulations of the higher education institutions forces to do the good 
university governance. The reports of any university shall give periodically to the 
government and evaluated by the government officers from time to time. The 
evaluation has consequences to rank of the institutions and operationally licences for 
the future.  This paper discusses about the usage of ICT in conducting the service 
delivery in higher education institution which used university ABC Jakarta as an 
empirical case study that can be used in other higher institution over all the country.  

The service delivery by using information technology with high end standard is 
highly recommended in giving the real time service delivery to the stakeholders. The 
management of the institution suggests implementing the innovation strategy by using 
AIS application technology in providing the service to the students and lectures also 
other stakeholders. The results of this study in the paper, the researchers propose and 
recommend university ABC to optimize the idle module and sub-module in applica-
tion in giving better service delivery to the stake holders. There are a lot of higher 
education institutions in the wide country still not yet use the dot net or web based 
technology application, that consequently making the unhappy students and late re-
ports to the government, the other higher education institutions can adopt this system 
to manage the services delivery in their higher institutions. 
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Abstract. Traffic jams are getting higher, making people surabaya thinking of 
switching from private to public transport vehicles. But the problem that arises 
is the lack of information about public transportation in Surabaya, so it is quite 
difficult for people who want to use public transport for transportation. 

With the development of technology, especially in the smartphone, which is 
almost used by most people, the idea emerged to develop an application that 
can provide information related to public transport service based on mobile 
technology. Android platform chosen for the current smartphones starting from 
the lowest price to the highest price is dominated by the Android operating sys-
tem. Applications developed to help people to be able to choose the transport 
used while traveling from one place to a particular destination with as little ef-
fort as possible. The application is able to assist the selection of an appropriate 
route, either directly or indirectly. 

Keywords: Android, Information System Transportation, Mobile Device. 

1 Background 

Android-based smart phone technology is increasingly being used by the community. 
Various types and brands of smart phones that both local and global enliven the smart 
phone market. 

The development of technology and prices are getting cheaper, smart phone with 
cheap price also is equipped with GPS (Global Positioning System) [1], a technology 
that can help to find a location from anywhere. This is very helpful in providing in-
formation about a location. 

Surabaya as the second largest city in Indonesia, have problems in the public trans-
port system. Many people began to leave the public transport as the main option in 
meeting the transportation needs because quite difficult to get information about the 
route of public transport [2]. 

So many public transportation but very little information is available either through 
the mass media and the Internet. For those reasons, by utilizing the Android technolo-
gy, where this technology is quite cheap and more people are using it, then this is a 
pretty interesting idea to be able to develop applications that can help to provide in-
formation about public transport service in the city of Surabaya [3]. 

If the system is developed successfully, it will be easily adopted to be implemented 
in other areas, so as to help the government to further improve public transport facili-
ties for the people of Indonesia in general. 
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Applications developed will be able to help people in Surabaya to maximally util-
ize public transportation, and even not only the indigenous people of Surabaya but 
also newcomers can take advantage of public transportation in Surabaya [3]. 

2 Theory 

2.1 Public Transport 

Transportation system plays an important role in economic development in an area. 
The better the transportation system of a region, it will have a positive impact on the 
economic development of the region [4]. 

Surabaya, the capital of East Java province, is the second largest city in Indonesia 
after Jakarta. Surabaya city has grown rapidly in terms of trade and population 
growth. This leads to the need of transportation have increased significantly. The 
number of private vehicles, according to data of East Java Police has reached more 
than 4 million units [5]. 

With the number of private vehicles is large enough, then Surabaya experiencing 
traffic congestion problems. To overcome traffic congestion, then the people of Sura-
baya should be encouraged to switch to public transport. For those reasons, the level 
of comfort and reliability of the public transport system of choice for workers, stu-
dents and the community at large. 

The main problem in Surabaya is information about public transport. People in Su-
rabaya have difficulty in accessing information about public transportation route, so 
there is a tendency to use private vehicles. 

2.2 Public Transport Profile 

Public Transportation in Surabaya consist of: City Bus, Public Passenger Cars 
(MPU), trains and ships. However, the focus of this research is on Passenger Cars 
(MPU). Each route has a specific code that is set by Organda (Organisation of Na-
tional Transport Vehicle On Road). List of routes MPU in Surabaya is in Table 1 [6]. 

Table 1.  

 Code  Route 

 C  Pasar Loak - Sedayu - Karang Menjangan PP 

 D  Joyoboyo - Pasar Turi - Sidorame PP 

 E  Petojo - Tanjungsari - Balongsari PP 

 F  Joyoboyo - Pegirian - Endrosono PP 

 G  Joyoboyo - Karang Menjangan / Lakarsantri / Karang Pilang 
PP 

H2   Pasar Wonokromo - Pagesangan PP 

 H2P  Pasar Wonokromo - Terminal Menanggal PP 

 I  Kupang - Benowo PP 

 K  Ujung Baru - Kalimas Barat / Pasar Loak PP 

 L2  Ujung Baru - Sasak - Petojo PP 

 M  Joyoboyo - Dinoyo - Kayun - Kalimas Barat PP 

 N  Kalimas Barat - Menur - Bratang PP 
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Table 1. (Continued) 

 O  Tambak Wedi - Petojo - Keputih PP 

 O1  Kalimas Barat - Keputih PP 

 O2 (WK) 
 Tambak Oso Wilangun (Depan SPBU) - Petojo PP / Tambak 
Wedi - Keputih - Bratang PP 

 P 
 Joyoboyo - Gebang Putih - Kenjeran / Petojo - Ketintang / 
Joyoboyo - Karang Menjangan - Kenjeran PP 

 Q  Kalimas Barat - Bratang PP 

 R  Kalimas Barat - Kapasan - Kenjeran PP 

 S  Joyoboyo - Bratang - Kenjeran PP 

 T1  Margorejo - Joyoboyo - Sawahan - Pasar Loak PP 

 T2  Joyoboyo - Mulyosari - Kenjeran PP 

 U Joyoboyo - Rungkut - Wonorejo / Joyobekti PP  

 V  Joyoboyo - Tambakrejo PP 

 W  Dukuh Kupang - Kapas Krampung - Kenjeran PP 

 Y Joyoboyo - Demak PP  

 Z  Kalimas Barat - Benowo PP 

 TV  Joyoboyo - Citra Raya / Manukan Kulon / Banjar Sugihan 

DP   Kalimas Barat / Petekan - Manukan Kulon PP 

 Z1  Benowo - Ujung Baru PP 

 J  Joyoboyo - Kalianak PP 

 BK  Bangkingan - Karang Pilang PP 

 DA  Kalimas Barat - Citra Raya 

 JTK  Joyoboyo - Tambak Klanggri PP 

 JTK2  Joyoboyo - Medokan Ayu PP 

 R1  Kalimas Barat - Nambangan - Kenjeran PP 

 WLD  Wonoarum - Pasar Loak - Dukuh Kupang PP 

 WLD2  Bulak Banteng - Dukuh Kupang PP 

 RT  Rungkut - Pasar Turi PP 

 LMJ  Lakarsantri - Manukan Kulon - Kalimas Barat PP 

 BM  Bratang - Perumnas Menanggal PP 

 JBMN  Joyoboyo - Gunung Anyar PP 

 LK  Manukan Kulon - Pasar Loak - Kenjeran PP 

 GL  Pasar Loak - Gadung PP 

 JK  Joyoboyo - Kalijudan - Kenjeran PP 

 IM  Benowo – Simokerto 

 WB  Wonosari - Bratang PP 

 DKM  Dukuh Kupang - Menanggal PP 

 DKB  Dukuh Kupang - Benowo PP 

 BJ Benowo - Kalimas Barat PP  

 RDK  Dukuh Kupang - Benowo PP 

 UBB  Ujung Baru - Bratang PP 

 UBK  Ujung Baru - Kenjeran PP 

 JMK  Kenjeran - Kalimas Barat PP 

 KIP1  Kutisari Indah - Petojo PP (Lewat Tengah) PP 

 KIP2  Kutisari Indah - Petojo PP (Lewat Timur) PP 

 GS  Gunung Anyar - Sidorame PP 

 RBK  Rungkut Barata - Kenjeran PP 

 DWM  Balongsari - Pangkalan Karah PP 
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2.3 Android  

Android is a software for smartphones that includes an operating system, middleware 
and key applications that are released by Google [7]. 

To make it easier to develop applications on the Android platform requires Adroid 
SDK, Tools API (Application Programming Interface) using the Java programming 
language. 

Android Development Tools (ADT) is a plugin that is designed for the Eclipse IDE 
that make it easier to develop Android applications. By using ADT for Eclipse, it will 
be easier to create applications Android project, create a GUI application, and add 
other components. In addition, it can build Android package (.apk) that are used to 
distribute Android applications. 

2.4 Google MAPS 

Google Maps is an online map application service provided by Google for free. 
Google Maps officially accessible through the site http://maps.google.com. Service is 
very interactive google maps, maps in the slide according to user needs and the level 
of zoom can be adjusted [8]. 

Google Maps has many features that can be used eg location search based on cer-
tain keywords, such as a name, city, or road, and able to perform the calculation of the 
travel route from the starting location to the destination. 

3 Design System 

3.1 System Architecture 

Referring to the public transport route as in Table 1, the transport information system 
developed using google maps to perform routes calculations, and data is saved to the 
server that can be accessed via the Internet. 

There are two functions in the system: administrator and user. The administrator in 
charge to enter all the data into routes server, while the user is only able to request to 
the server on a particular routes, and the server provides the results to the user. 

System architecture diagram can be seen in Figure 1. 

 

Fig. 1. System Architecture Diagram 
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3.2 Design Flowchart 

Design Flowchart of Administrator Function can be seen in Figure 2. 

 
Fig. 2. Flowchart of Administrator Function 

3.3 System on Android 

Android system begins with the way the user make a selection starting location and 
destination. 

At the destination, the user has three options: choose a destination by street name, 
place name, or select from the map.  

Next the system will process and deliver the results to the user. When user presses 
the button MAP, then the user will be taken to a page that displays the position of 
each path traversed by public transport. 

4 Implementation 

4.1 Web Administrator 

On the Web Administrator, there is a page to add street code and name of the street. 
When Insert button is pressed, the new data will be entered into the database. 

At the bottom there is a function to add the location. This function is in the form of 
ID location that serves to explain the location of a street, street ID based on the code 
of the street that has been defined at the top. 
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Latitude and Longitude are used to store data based on the existing location on the 
map. The function of the web administrator can be seen in Figure 3. 

 

 

Fig. 3. Web Administrator 

4.2 Implementation on Android 

Implementation of Transport Information System in the form of Android-based 
applications. The main page of the application can be seen in Figure 4. There is an 
input to enter the starting location (Lokasi Awal), or take a position on the map 
(Ambil Posisi).  

For the location of Interest, there are two options, namely by street or by location. 
If the user selects a street, by entering the name of the destination street. If the user 
selects a location, by entering a name in the text box. Process of the user to determine 
the location of the destination by street or location can be seen in Figure 5. 
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Fig. 4. Main Page of Application 
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Fig. 5. User selection of Destination 
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Search results based on the location of the start and destination can be seen in  
Figure 6. 

 

 

Fig. 6. Search Result 

5 Conclusion 

Based on testing performed, the application is able to perform these searches, either 
directly or indirectly. However, to search for a location, can not be precise because of 
the limitations of existing public transport. Advice that can be given is the develop-
ment using a variety of public transportation, not only one kind only. 
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Abstract. Now, ICT is a part of human needs in every activity, including edu-
cation. Academic information systems in Indonesia, has already implementing 
ICT, either partially or as a totally. How well the information system is created, 
will depend on the readiness of the stakeholders in Higher Education, especially 
lecturers and students. This study aims to reveal the Technology Readiness 
(TR) of Lecturers and students in the academic system implementation. This 
study refered to the TR that developed by Parasuraman and Colby. This re-
search conducted at the XYZ university, located in Jakarta, by taking a sample 
of 260 lecturers and 251 students as randomly. Descriptive analysis and t-test 
are used to get some conclusions. The result, lecturers exhibited a significantly 
higher level of Optimism and innovativeness towards using new technology 
than Students did. Two other dimensions, there are no significantly differences 
of Discomfort and Insecurity , between Lecturers and Students  did.  

Keywords: ICT, Academic information system, Technology Readiness. 

1 Introduction 

Advances in technology plays an important role in the various activities of human 
beings, such as business activities, trades, industries, social, cultural, not least in the 
field of education. Currently ICT, has been used in every activity of the organization, 
either partially or as a whole. 

One used of ICT in higher education for the management of higher education, such 
as the management of new student admission, academic management, financial man-
agement, asset management, and human resources management of the college. With 
the presence of ICT in higher education, which is known as the Academic Information 
System (AIS), it is expected that the management of the college to be more effective 
and efficient, both in group of users  which is comprised of students, faculties, parents, 
and other stakeholders, and in group of management of the university. To provide good 
service to students and faculties, XYZ University has implemented the AIS as online 
which managed by Bureau of Information Technology  (BIT). 
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AIS specifically is designed to meet the needs of university that want a compute-
rized educational services to improve the performance, service quality, competitiveness 
and quality of the human resources output. AIS is very helpful in data management of 
student registration process, student grades, subjects  course, the data of faculties  as 
well as the administrative faculties / departments that are still to be done manually,  
with the help of software will be able time effective and reduce operating costs. 

AIS has also been adapted to the needs of universities including the preparation of 
reports of  EPSBED (Evaluation Study Based on Self Evaluation Program) to the 
Higher Education Directorate  each semester automatically. The advantages of the use 
of AIS, among others; user friendly, in accordance with the needs of Higher Educa-
tion, suppress operating costs and Web-based  / network and developed consistently.  

Besides the activities of the university management, AIS are made is also useful 
and support for faculties and students in the learning process, research and dedication 
to the community. Almost all of information and a varieties of knowledge available 
on the Internet, and can be obtained anytime, anywhere and by anyone can get it. 
Lecturers and students can update their knowledge from the internet, so that science 
grew and evolved. AIS was built by IT technology, both in terms of hardware and 
software. When the implementation of AIS, however some professors or students do 
not use IT as well, because they are technology illiterate or they do not have funds to 
have the hardware and software. Or there are some of them had a little bit IT know-
ledge so that readiness to use IT is also little. Therefore, it is very interesting this 
study was conducted to see how the readiness of faculties and students to use IT tech-
nology for teaching and learning and in using AIS . The purpose of this paper is to 
look at one of the dimensions along which lecturers and students may differ that being 
their level of technology readiness. The Technology Readiness Index (TRI) was in-
troduced by Parasuraman [1], which measures the propensity to embrace and use new 
technologies for accomplishing goals in home life and at work. The TRI identifies 
four dimensions  of technology belief that impact an individual’s level of techno-
readiness. This paper utilizes the TRI to assess lecturer and students’ willingness and 
likelihood to use new technology.[2] As higher education increasingly relies on tech-
nology to  services delivery and enhance course offerings [3], an understanding of the 
differences between Lecturers and students’ propensity to adopt and use innovative 
technology would seem to be imperative for teaching-learning service delivery of 
academic information system. When higher education understand  these differences, 
they should be able to establish a collaborative and effective technology-based learn-
ing environment [2], and the strategy of AIS implementation. 

2 Review Literature 

2.1 Technology Readiness Index 

Technology readiness (TR) refers to “people’s propensity to embrace and use new 
technologies to accomplish goals in home life and at work” [1]. It is a combination of 
positive and negative technology-related beliefs. These beliefs are assumed to vary  
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among individuals. Collectively, these coexisting beliefs determine a person’s predis-
position to interact with new technology [4]. Furthermore, findings show that these 
beliefs can be categorized into four dimensions: optimism, innovativeness, discom-
fort, and insecurity [1].   
- Optimism is defined as “a positive view of technology and a belief that offers peo-

ple increased control, flexibility, and efficiency in their lives” [4]. It generally 
captures positive feelings about technology. 

- Innovativeness is defined as “a tendency to be a technology pioneer and thought 
leader” [4] This dimension generally measures to what degree individuals per-
ceive themselves as forefront.  

- Discomfort is defined as “a perceived lack of control over technology and a feeling 
of being overwhelmed by it” [4] This dimension generally measures the fear and 
concerns people experience when confronted with technology.  

- Insecurity is defined as “distrust of technology and scepticism about its ability to 
work properly” [4]. This dimension focuses on concerns people may have in 
face of technology-based transactions.  

Optimism and innovativeness are drivers of technology readiness. A high score on 
these dimensions will increase overall technology readiness. Discomfort and insecu-
rity, on the other hand, are inhibitors of technology readiness. Thus, a high score on 
these dimensions will reduce overall technology readiness [1]. Results show that the 
four dimensions are fairly independent, each of them making a unique contribution to 
an individual’s technology readiness [4]. 

TRI emerged through an extensive multiphase research program in the United 
States. A replication in Great Britain has further strengthened the soundness of TRI. 
Tsikriktsis [5] extracted the same four-factor structure. Both studies obtained large 
national cross sectional samples by conducting random based telephone interviews: A 
total of 1000 adults (over 18 years) participated in the United States, and 400 adults 
(over 16 years) participated in Great Britain [1],[5]. 

2.2 Related Research 

TRI introduced by Parasuraman has been widely used in various studies, whether TRI 
alone or TRI in combination with other theories or other variables in a model. TRI 
study in itself more likely to express the extent of a person's or organization's readi-
ness for the technology to be used. Below, some TRI study: 
1. Kuang-Ming Kuo et al [6], in their research use technology readiness to investigate 

nurses’ personality traits in regard to technology readiness toward MEMR 
(mobile electronic medical record) acceptance.  

2. Steven A. Taylor  et al [7], in their study to assist e-Insurance marketers in 
developing a research-based foundation on which to make strategic decisions 
related to technology/Internet implementation.  

3. Mu-Cheng Wu et al [8], do study in Constructing a Technology Readiness Scale 
for Sports Center RFID Door Security System Users 
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4. A.D. Berndt, S.G. Saunders & D.J. Petzer [9], in their rersearch Readiness for 
banking technologies in developing countries. 

5. Kevin M. Elliott, Juan (Gloria) Meng [10], their study examines the influence of 
the Technology Readiness Index (TRI) to use self -service technology to 
complete retail transactions. 

6. Chien-Hung Chen, Gillian Sullivan Mort [11], try to explore factors influencing 
technology adoption together with technology readiness, and the role of 
alternative technology. 

7. Ahmet Emre Demirci, Nezihe Figen Ersoy [12], understanding potential 
customers’ technology readiness and their perceptions concerning certain 
products and services. 

8. Jonas Matthing, Per Kristensson and Anders Gustafsson [13], have aim of their 
paper is to explore the identification of innovative customers and the 
effectiveness of employing such customers to generate new service ideas in a 
technology-based service setting. 

9. Wan Abdul Rahim Wan Mohd Isa et al [14], their study investigates the 
technology readiness of rural community in Malaysia, based on the gender 
groupings, as strategies to contribute for sustainable future of ICT-based 
initiatives. 

10. In Manos Roumeliotis, Tsourela Maria [15], their research to Customers' 
technology readiness, play a lead role on predicting the perception and behavior 
of consumers, is tested within Greek culture and particularly higher education 
students. 

11. Khaled A. Gad [16], in his research about Technology Readiness on Egyptians’ 
Attitude towards E-Shopping. 

12. Hossein Asgharpour b [17], has been to investigate the technology readiness of 
staff of a multi national chemical company operating in Iran. 

13. Abdirahman Abdulahi Ahmed et al [18],  in their paper proposed a model of 
VLE (  Virtual Learning Education) readiness in higher education institutions. 

14. Cathy Areu Jones [19], in his research the readiness of teacher in using the 
technology in teaching in the classroom.  

15. Jong-Wha Lee [20], in his paper discusses the measures in building appropriate 
human capacities for the adaptation of new technologies in developing countries 
by focusing on the education strategies of East Asian economies. 

16. Veronica Liljander et al [21], investigates the effects of TR on customers’ 
(1)attitudes towards using SST(Self service technology) for airline check-in, (2) 
adoption of self-service check-in, and (3) evaluations of a new self service 
check-in on the Internet.  

From all the reviews literature obtained, research on the Technology Readiness on 
the service delivery of the Academic Information system in higher education, is a 
highly relevant research and study unique.  
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3 Methodology 

Technology readiness was assessed through the use of the 36-item Technology Rea-
diness Index (TRI) scale developed by Parasuraman [1]. The TRI is a Likert type 
scale with responses ranging from Strongly Agree (5) to Strongly Disagree (1). The 
TRI measures an individual’s propensity to adopt and use innovative technology by 
assessing how techno-ready individuals are. In addition, the TRI helps explains how 
and why different individuals adopt technology. The TRI does this by looking at both 
forces that attract and repel individuals away from new technology.  

Data were collected using two independent convenience samples. One sample con-
sisted of 260 Lecturers and 251 students of the XYZ university, randomly. Respon-
dents were surveyed via a personal questionnaires. 
Data analysis used descriptive analysis on a group data of lecturers and a group data 
of students, such as average value for each item and average value for each TRI di-
mension. T-test analysis will be used to look the differences between average value 
accros lecturer’s data dan student’s data.  

4 Result and Discussion 

4.1 TRI Dimension between Lecturers Vs Students 

Table 1 shows the results of t-tests for assessing differences in mean scores between 
lecturers and students across the four dimensions comprising the TRI. Lecturers exhi-
bited a significantly higher level of Optimism towards using new technology than did 
Students (3.92 vs. 3.62). Therefore, lecturers appear to have a stronger belief than 
students that technology can benefit their lives, as well as give them more control 
over their life. The results in Table 3 also show that lecturers reported a significantly 
higher level of Innovativeness related to the propensity to use new technology than 
students did (3.85 vs. 3.63). This finding demonstrates that lecturers exhibit  a greater 
desire to experiment with new technologies than students do. 

However, reported there are no significantly differences of Discomfort towards us-
ing new technology between lecturers and students  did. So that, both exhibited a 
small feeling of lack of control over technology and the confidence in making the 
technology work. Also reported there are no significantly differences of Insecurity 
towards using new technology between lecturers and students. Both appear to feel a 
small need for assurance that a technology-based product will operate reliably and 
accurately . 

4.2 Individual TR Items – (Lecturers vs. Students) 

Given that significant differences were found between lecturers and students across 
all four TRI dimensions, additional t-tests were conducted on the 36 individual items 
comprising the TRI  scale in an effort to further assess differences between lecturers 
and students with respect to their propensity to embrace and use new technology. The  
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Table 1. Average value and t-test result of each Dimension 

Optimism 

 CODE Mean Std. Deviation t 
Sig. (2-
tailed) 

OPT Lecturer 3,91500 ,183379 2,791 ,012 
  Student 3,62400 ,274032 2,791 ,013 

Innovativeness 

 CODE Mean Std. Deviation t 
Sig. (2-
tailed) 

INNOV Lecturer 3,85429 ,098634 2,604 ,023 
  Student 3,62857 ,206997 2,604 ,030 

Discomfort 

 CODE Mean Std. Deviation t 
Sig. (2-
tailed) 

DISCOM Lecturer 3,43300 ,086545 1,855 ,080 
  Student 3,33700 ,138888 1,855 ,083 

Insecurity 

 CODE Mean Std. Deviation t 
Sig. (2-
tailed) 

INSEC Lecturer 3,29556 ,122893 1,506 ,152 
  Student 3,21111 ,114831 1,506 ,152 

 
results are presented in Table 2. lecturer reported significantly higher mean scores on 
8 of the 10 individual items that comprise the Optimism dimension. Lecturers felt 
stronger than students at:OP1, OP2, OP3, OP4, OP5, OP7, OP9, and OP10. But lec-
turers and student no differences at item OP6 and OP8 . 

Table 2. Average value and t-test result of Optimism Dimension 

  CODE Mean 
Std.  

Deviation 
t 

Sig. (2-
tailed) 

OP1 Technology gives people more 
control over their daily lives 

Lecturer 3,91 
,733 12,082 ,000 

 Student 3,08 

OP2 Products/services that use new 
technologies are convenient to 
use 

Lecturer 3,63 
,842 2,823 ,005 

 Student 3,43 

OP3 I like the idea of doing busi-
ness via computers because 
I’m not   limited to regular 
business hours. 

Lecturer 3,63 

,919 2,581 ,010 
 Student 3,42 

OP4 I prefer to use the most ad-
vanced technology available. 

Lecturer 4,12 
,872 5,816 ,000 

 Student 3,73 

OP5 I like computer programs that 
allow me to tailor things to fit 
my own needs. 

Lecturer 4,12 
,945 4,787 ,000 

 Student 3,75 
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OP6 Technology makes me more 
efficient in my occupation 

Lecturer 3,90 
,941 ,043 ,966 

 Student 3,90 

OP7 I find new technologies to be 
mentally stimulating. 

Lecturer 4,04 
,967 4,502 ,000 

 Student 3,68 

OP8 Technology gives me more 
freedom of mobility. 

Lecturer 4,07 
,777 ,024 ,981 

 Student 4,06 

OP9 Learning technology can be as 
rewarding as the technology 
itself. 

Lecturer 3,94 
,943 3,955 ,000 

 Student 3,63 

OP10 I feel confident that machines 
will follow through with what I  
instructed them to do. 

Lecturer 3,79 
,880 3,074 ,002 

 Student 3,56 

 
 Lecturers also reported at table-3 significantly higher mean scores on 4 out of 7 
individual items that reflect the Innovative dimension, which assesses an individual’s 
desire to experiment with new technologies. Lecturers reported stronger agreement to 
statements such in IN1, IN2, IN4 and IN6. The rest item in Innovativeness dimension, 
no differences significanly between lecturers and students. 

Table 3. Average value and t-test result of Innovativeness Dimension 

  
CODE Mean 

Std. 
Deviation 

t 
Sig. (2-
tailed) 

IN1 Other people come to me for 
advice on new technologies 

Lecturer 3,97 ,792 7,282 ,000 

   Student 3,50    
IN2 It seems my friends are learning 

more about the newest  technol-
ogies than I am. 

Lecturer 3,93 
,797 6,788 ,000   Student 3,49 

IN3 In general, I am among the first 
in my circle of friends to acquire   
new technology when it appears. 

Lecturer 3,95 
,641 -,181 ,856   Student 3,96 

IN4 I can usually figure out new 
high-tech products and services   
without help from others. 

Lecturer 3,84 
,730 6,805 ,000   Student 3,43 

IN5 I keep up with the latest tech-
nological developments in my 
areas of interest.   

Lecturer 3,81 
,919 -,114 ,910   Student 3,82 

IN6 I enjoy the challenge of figuring 
out high-tech gadgets.    

Lecturer 3,77 
,811 3,784 ,000 

  Student 3,47 
IN7 I find I have fewer problems 

than other people in making  
technology work for me. 
 

Lecturer 3,71 

,890 -,222 ,824   
Student 3,73 

 
 In table-4, Lecturers, however, reported significantly higher mean scores than 
students on 4 out of 10 individual items that reflect the Discomfort dimension, those 
ara: DISC2, DISC4, DISC6, and DISC 7, which assesses an individual’s  feeling of 
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lacking both control over technology and the confidence in making the technology 
work. The rest item in Disfomfort dimension, no differences significanly between 
lecturers and students. 

Table 4. Average value and t-test result of Discomfort Dimension 

  CODE Mean 
Std. 

Deviation 
t 

Sig. (2-
tailed) 

DIS1 Technical support lines are 
not helpful because they don’t 
explain things in terms I 
understand. 

Lecturer 3,33 

,889 1,942 ,053   
Student 3,17 

DIS2 Sometimes, I think that tech-
nology systems are not de-
signed for use by ordinary 
people. 

Lecturer 3,45 

,894 2,292 ,022   
Student 3,25 

DIS3 There is no such thing as a 
manual for a high-tech prod-
uct or  service that’s written in 
plain language. 

Lecturer 3,45 

1,065 ,084 ,933   
Student 3,44 

DIS4 When I get technical support 
from a provider of a high-tech 
product or service, I some-
times feel as if I am taken 
advantage of by someone who 
knows more than I do. 

Lecturer 3,54 

,922 2,038 ,042 
  

Student 3,37 

DIS5 If I buy a high-tech product or 
service, I prefer to have the 
basic  model over one with a 
lot of extra features. 

Lecturer 3,39 

,937 ,073 ,942   
Student 3,38 

DIS6 It is embarrassing when I 
have trouble with a high-tech 
gadget while people are 
watching. 

Lecturer 3,38 

,953 1,977 ,049   
Student 3,21 

DIS7 There should be caution in 
replacing important people-
tasks with technology because 
new technology can break 
down or get disconnected 

Lecturer 3,35 

,932 2,331 ,020 
  

Student 3,16 

DIS8 Many new technologies have 
health or safety risks that are 
not discovered until after 
people have used them. 

Lecturer 3,39 

1,036 ,196 ,845   
Student 3,37 

DIS9 New technology makes it too 
easy for governments and 
companies  to spy on people. 

Lecturer 3,61 
,926 ,170 ,865   Student 3,60 

DIS10 Technology always seems to 
fail at the worst possible time. 

Lecturer 3,44 
1,057 ,216 ,829 

  Student 3,42 
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 In table-5, Lecturers also reported significantly higher mean scores than students 
did on  2  out of 10 individual items that comprise the Insecurity dimension at INS6 
and INS9. This dimension measures  an individual’s  need for assurance that a tech-
nology-based product will operate reliably and accurately. The rest item in Insecurity 
dimension, no differences significanly between lecturers and students. 

Table 5. Average value and t-test result of Insecurity Dimension 

  CODE Mean 
Std. 

Deviation 
t 

Sig. (2-
tailed) 

INS1 The human touch is very 
important when doing busi-
ness with a company. 

Lecturer 3,27 
,908 -,300 ,764   Student 3,29 

INS2 When I call a business, I 
prefer to talk to a person 
rather than a machine.   

Lecturer 3,18 
1,022 ,281 ,779   Student 3,16 

INS3 If I provide information to a 
machine or over the Internet, I 
can  never be sure it really 
gets to the right place. 

Lecturer 3,07 

,877 -,547 ,585   
Student 3,12 

INS4 I do not consider it safe giving 
out a credit card number over 
a computer.   

Lecturer 3,29 
1,028 ,237 ,813   Student 3,27 

INS5 I do not consider it safe to do 
any kind of financial business 
online.    

Lecturer 3,42 
,886 1,198 ,232   Student 3,31 

INS6 I worry that information I 
send over the Internet will be 
seen by other people 

Lecturer 3,31 
,815 2,615 ,009   Student 3,09 

INS7 I do not feel confident doing 
business with a place that can 
only be reached online. 

Lecturer 3,37 
,926 1,326 ,185   Student 3,26 

INS8 Any business transaction I do 
electronically should be con-
firmed later with something in 
writing. 

Lecturer 3,48 

,952 1,189 ,235   
Student 3,37 

INS9 Whenever something gets 
automated, I need to check 
carefully that the machine or 
computer is not making mis-
takes 

Lecturer 3,27 

,834 2,887 ,004 
  

Student 3,03 

 
The findings of this study show that students exhibit a lower propensity to embrace  

and use new technology than lecturers do. As the implications of the results of this 
study at XYZ university, for teaching and learning activities, faculties and students 
should be encouraged to use AIS and Internet such as using lecture material from the 
Internet and interact through the internet like giving assignments to students, giving 
lectures and discussions. Similarly, students with e-mail can send tasks to the 
lecturers. With the Discomfort dimensions are quite high (> 3), then the university 
must convince faculties and students that the AIS system is controlled everything and 
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AIS is working well for management purposes as well as teaching and learning pur-
poses. For example with AIS, attendance faculties, students and employees are more 
controlled, course selection and faculties will be able to set up the classrooms, student 
registration can be done online, recording faculties workload each semester becomes 
more controlled etc. Likewise, the presence of Insecurity dimension scores were 
greater than 3, the university must be assured that the AIS system works well and 
accurately, so that all transactions conducted by faculties and students are safe and 
can be guaranteed, such as the entered of grades can not be changed by anyone, mon-
ey posted by students is up to the financial departement, optional subjects students 
can not be changed by anyone etc. To assure that, the university can do through re-
freshing about the use of AIS's once every few months, or put up banners on the bene-
fits and how to use of AIS. To new students always done socialization of AIS as well. 

5 Conclusions 

The purpose of this study was to assess differences in lecturers and students with 
respect to their level of technology readiness.  The findings of this study show that 
students exhibit a lower propensity to embrace and use new technology than do lec-
turers. Lecturers exhibited a significantly higher level of Optimism and innovative-
ness towards using new technology than Students did. Two other dimensions, there 
are no significantly differences of Discomfort and Insecurity , between lecturers and 
students  did. In each item, lecturer better in 18 items than student while the rest18 
item no indicate significant differences. An understanding of the differences between 
lecturer and students’ propensity to adopt and use innovative technology is an impor-
tant step in creating teaching-learning competency in technology-based learning envi-
ronments and in implementation of Academic Information System as good and right. 
Institution must understand these differences in order to establish a effective teaching-
learning strategy and strategy of service delivery by using AIS. 
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Abstract. Tools are the fundamental requirement for acceptability of any  
metrics programme in the software industry. It is observed that majority of the 
metrics proposed and are available in the literature lack tool support. This is one 
of the reasons why they are not widely accepted by the practitioners. In order to 
improve the acceptability of proposed metrics among software engineers that 
develop Web applications, there is need to automate the process. In this paper, 
we have developed a tool for computing metrics for Cascading Style Sheets 
(CSS) and named it as CSS Analyzer (CSSA). The tool is capable of measuring 
different metrics, which are the representation of different quality attributes: 
which include understandability, reliability and maintainability based on some 
previously proposed metrics. The tool was evaluated by comparing its result on 
40 cascading style sheets with results gotten by the manual process of compu-
ting the complexities. The results show that the tool computes in far less time 
when compared to the manual process and is 51.25% accurate.  

Keywords: Cognitive complexity, CSS Metrics, Tool Support. 

1 Introduction 

In recent times, Cascading Style Sheets (CSS) have become indispensable in the de-
velopment of Web applications. They can be used for styling eXtensible Markup 
Language (XML) or HyperText Markup Language (HTML) documents. To style an 
HTML document, CSS can be applied in three ways namely: by placing them within 
the <head> tags of HTML; by placing them as tag attributes within the various other 
HTML tags that can be contained within the <body> tag of an HTML document; or 
by creating them as a separate document with extension (.css) and linking them to the 
<head> section of the HTML document. The latter of these procedures is a better 
practice as it separates content from presentation thereby promoting maintainability. 
Since CSS are an integral part of Web applications, they also add to the increasing 
complexity of such applications. In a previous work [1], we presented a suite of me-
trics to measure complexity in CSS at the International Conference on Computational 
Science and Its Applications (ICCSA 2012). Prior to this, not much had been done in 
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this regard. The metrics were based on cognitive complexity and were computed 
manually. This is a slow and tedious process that makes it of no practical use to soft-
ware engineers and Web developers. Though we carried out a preliminary evaluation 
of the metrics and found them to be well structured, we proposed as future work to 
provide a tool to simplify the measurement process. This informs the motivation for 
this current paper. 

Tool writing according to [2] is becoming a forgotten art. This is evidenced today 
by a growing body of literature that consists mainly of proposed and validated com-
plexity metrics with no tools to measure them. Table I shows an in exhaustive list of 
such literature. In the XML schema document (XSD) domain, a metric has been pro-
posed to measure complexity in XML schema documents (XSDs) [9]. The metric 
does this by considering the internal building blocks of XSD. The metric was demon-
strated with examples and performed well in comparison to similar measures. To 
compute the metric however, no tool was provided. Similar to this, a design com-
plexity metric was proposed for XSD in [17]. This metric covers all the major factors 
that affect the complexity of XSD. In addition, due to the diversity in structure of 
W3C XML schema languages, a metric based on the concept of entropy from infor-
mation theory was proposed in [23] for assessing the structural complexity of XSDs. 
As for XSDs written in W3C Document Type Definition (DTD) language, a metric 
also based on the entropy concept from information theory was proposed in [14] to 
measure the structural complexity of XSDs written in DTD. The work was extended 
in [24] to include Distinct Structured Element Repetition Scale (DSERS) metric, 
which also measures the structural complexity of schemas in DTD language. This 
metric exploits a directed graph representation of a schema document and considers 
the complexity of schema due to its similar structured elements and the occurrences of 
these elements. In the XML/Web services domain, a data complexity metric for XML 
Web services was proposed in [16] which assesses the quality of Web services in 
terms of maintainability. Similarly, a suite of metrics for XML Web services was also 
proposed in [21] which includes: data weight of a web service description language, 
distinct message ratio metric, message entropy metric and message repetition scale 
metric. All the proposed metrics in the suite were evaluated theoretically and vali-
dated empirically. A comparative study with similar measures also proved the worth 
of the metric suite.  In the coding language domain, a complexity metric was pro-
posed in [20] for evaluating object-oriented code with emphasis on Python, Java and 
C++. The metric was validated empirically on real projects but no tool was developed 
for the metric. Similarly, a complexity metric was proposed in [19] called JavaScript 
Cognitive Complexity Measure (JCCM) for measuring the complexity of JavaScript 
code. Again the metric was evaluated theoretically and validated empirically but no 
tool support was made available. Other metrics based mostly based on cognitive in-
formatics include: Modified Cognitive Complexity Measure [4], [5]; Complexity 
Measure based on Cognitive Weights [6]; Cognitive Program Complexity Measure 
[7]; Object Oriented Complexity Metric Based on Cognitive Weights [8]; a New 
Complexity Metric Based on Cognitive Informatics [10]; Object Oriented Programs 
Complexity Measure [11]; Unique Complexity Metric [12]; Weighted Class Com-
plexity [13]; Unified Complexity Measure [18]; and Inheritance Complexity Metric 
for Object-Oriented Code [22]. In all, these measures have no tool support. 
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Since tools are a fundamental requirement for the acceptance of any metric in the 
software industry, we are extending our previous work and developing a tool for com-
puting metrics of CSS. The tool is named CSS Analyzer (CSSA). The rest of the paper 
is organized as follows: Section 2 gives a description of the tool developed. Section 3 
evaluates the tool by comparing its result with the manual approach to measurement. 
Section 4 discusses the results of the comparison while Section 5 concludes the paper. 

2 Description of CSSA 

CSSA was developed using the Java programming language. In this section, we de-
scribe CSSA based on the metrics that it measures.  

2.1 Rule Length (RL) 

CSS is made up of rules. This metric counts the number of lines of rules in a CSS 
without taking into account white spaces or comment lines [1]. The pseudo code used 
to implement this functionality in CSSA is given as: 

Read a CSS file; 
Initialize a line counter variable to zero; 
While not End of CSS File 
 If a line is not empty and is not a comment; 
  Increment line counter variable by 1; 

Table 1. Metrics proposed having no tool support 

S/N Metrics name Reference 
1 Cognitive Complexity Measure [3] 
2 Modified Cognitive Complexity Measure [4], [5] 
3 Complexity Measure Based on Cognitive Weights [6] 
4 Cognitive Program Complexity Measure [7] 
5 Object Oriented Complexity Metric Based on Cognitive Weights [8] 
6 Complexity Metric for XML Schema Documents [9] 
7 A New Complexity Metric Based on Cognitive Informatics [10] 
8 Object Oriented Programs Complexity Measure [11] 
9 Unique Complexity Metric [12] 
10 Weighted Class Complexity [13] 
11 Entropy Metric for XML DTD Documents [14] 
12 Cognitive Functional Sizes [15] 
13 Data Complexity Metrics for XML Web Services [16] 
14 Design Complexity Metric for XML Schema Documents [17] 
15 Unified Complexity Measure [18] 
16 Complexity Metric for JavaScript [19] 
17 Python Language Complexity Metric [20] 
18 Metrics suite for maintainability of XML Web Services [21] 
19 Inheritance Complexity Metric for Object-Oriented Code [22] 
20 Entropy of XML Schema Document [23] 
21 DTD Metrics [24] 
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2.2 Number of Rule Blocks 

A rule block in CSS refers to a selector and its attributes depicted as:  

/* Syntax of a rule block */ 
Selector [, selector2, ...] [:pseudo-class] { 
 Property: value; 
 [Property2: value2; 
...] 
} 

The pseudo code used to implement this functionality in CSSA is given as: 

Read a CSS file; 
Initialize a brace counter variable to zero; 
While not End of CSS File 
 Increment brace counter variable by 1 every time an 
open brace is read  

2.3 Number of Attributes Defined per Rule Block (NADRB) 

NADRB as defined in [1] determines the average number of attributes defined in the 
rule blocks of a CSS file. The formula for calculating it is given in (1): 

NADRB = Σ rule_block_attributes / Σ rule_blocks (1) 

The pseudo code for computing this metric in CSSA is given as: 

Read a CSS file; 
Initialize a semi colon counter variable to zero; 
Initialize a close brace counter variable to zero; 
While not End of CSS File 
 Increment close brace counter variable by 1 every time 
an open brace is encountered 
 Increment semi colon counter variable by 1 every time a 
semi colon is encountered 
Divide the semi colon counter by the close brace counter 
to get the NADRB value 

2.4 Number of Cohesive Rule Blocks (NCRB) 

NCRB measures the number of rule blocks in a CSS file possessing a single attribute. 
The pseudo code for computing this metric in CSSA is given as: 

Read a CSS file; 
Initialize counter variable to zero; 
While not End of CSS File 
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 If the number of semi colons within a rule block is one 
  Increment counter variable by 1; 
 Else 
  Do nothing; 

3 Evaluation of the Tool 

In this section, we present the evaluation of the tool by applying it on forty real CSS 
files downloaded from the Internet. We compare the results obtained for each metric 
with the results gotten by manual computation of the metrics. Table II presents the 
CSS Ids and the web links from which they were downloaded. Table III shows a 
comparison of the results obtained by applying CSSA to the CSS files as well as the 
results obtained by manual computation. 

Table 2. CSS IDs and Web Links 

CSS ID Web Link 

1 http://www.freecsstemplates.org/download/zip/argon 
2 http://www.freecsstemplates.org/download/zip/boldness 
3 http://www.freecsstemplates.org/download/zip/bolness2 
4 http://www.freecsstemplates.org/download/zip/classifieds 
5 http://www.freecsstemplates.org/download/zip/combinations 
6 http://www.freecsstemplates.org/download/zip/compass 
7 http://www.freecsstemplates.org/download/zip/consistent 
8 http://www.freecsstemplates.org/download/zip/corporatestuff 
9 http://www.freecsstemplates.org/download/zip/estatebroker 
10 http://www.freecsstemplates.org/download/zip/flamingo 
11 http://www.freecsstemplates.org/download/zip/flowering 
12 http://www.freecsstemplates.org/download/zip/fotofolium 
13 http://www.freecsstemplates.org/download/zip/fruityblue 
14 http://www.freecsstemplates.org/download/zip/handcrafted 
15 http://www.freecsstemplates.org/download/zip/igunalounge 
16  http://www.freecsstemplates.org/download/zip/infrastructure 
17 http://www.freecsstemplates.org/download/zip/inwild 
18 http://www.freecsstemplates.org/download/zip/islandpalm 
19 http://www.freecsstemplates.org/download/zip/lettering 
20 http://www.freecsstemplates.org/download/zip/limitless 
21 http://www.freecsstemplates.org/download/zip/networked 
22 http://www.freecsstemplates.org/download/zip/officememo 
23 http://www.freecsstemplates.org/download/zip/outdoor 
24 http://www.freecsstemplates.org/download/zip/petalsandflowers 
25 http://www.freecsstemplates.org/download/zip/redallover 
26 http://www.freecsstemplates.org/download/zip/redandblack 
27 http://www.freecsstemplates.org/download/zip/reinstated 
28 http://www.freecsstemplates.org/download/zip/rifle 
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Table 2. (Continued) 

29 http://www.freecsstemplates.org/download/zip/simplified 
30 http://www.freecsstemplates.org/download/zip/woodcrafting 
31 http://www.freecsstemplates.org/download/zip/stampalike 
32 http://www.freecsstemplates.org/download/zip/naturalprime 
33 http://www.freecsstemplates.org/download/zip/grasstown 
34 http://www.freecsstemplates.org/download/zip/fullycharge 
35 http://www.freecsstemplates.org/download/zip/spikyflower 
36 http://www.freecsstemplates.org/download/zip/simpledisplay 
37 http://www.freecsstemplates.org/download/zip/modelling 
38 http://www.freecsstemplates.org/download/zip/surround 
39  http://www.freecsstemplates.org/download/zip/halcyonic 
40  http://www.freecsstemplates.org/download/zip/bigbusiness2 

 

Figs. 1 - 4 give a graphical comparison of the results gotten from the tool as well as 
that computed by hand. The next section discusses this in detail. 

 

               

Fig. 1. This figure shows the correlation between Rule Length values calculated by hand and 
using the tool 

 
Fig. 2. This figure shows the correlation between NORB values calculated by hand and using 
the tool 
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Fig. 3. This figure shows the correlation between NADRB values calculated by hand and using 
the tool 

 

Fig. 4. This figure shows the correlation between NCRB values calculated by hand and using 
the tool 

Table 3. Comparison between results obtained using CSSA and manual computation 

ID 
CSSA MANUALLY 
RL NORB NADRB NCRB RL NORB NADRB NCRB 

1 224 48 2.68 19 224 48 2.67 20 
2 329 65 2.95 14 329 65 3.06 16 
3 368 74 3.02 16 368 74 2.96 19 
4 300 63 2.76 16 300 63 2.84 16 
5 463 89 3.25 20 463 89 3.20 22 
6 363 73 1.63 17 364 73 2.97 18 
7 280 59 2.79 19 280 59 2.75 21 
8 349 77 3.00 21 362 77 2.66 23 
9 205 48 2.31 14 205 48 2.27 15 
10 340 69 2.94 15 340 69 2.93 15 
11 298 62 2.85 16 298 62 2.81 18 
12 258 52 3.01 13 258 52 2.96 11 
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Table 3. (Continued) 

13 336 65 3.23 15 336 65 3.19 15 
14 292 62 2.75 15 292 62 2.71 15 
15 359 73 3.00 18 359 73 2.92 17 
16 299 62 2.87 16 300 62 2.82 18 
17 248 48 3.12 8 248 48 3.08 8 
18 340 69 2.98 16 360 69 2.87 17 
19 296 62 2.85 18 296 62 2.77 17 
20 305 63 2.82 14 305 63 2.84 16 
21 339 69 2.97 16 339 69 2.91 17 
22 298 63 2.77 16 298 63 2.73 16 
23 343 69 3.02 16 343 69 2.97 17 
24 332 70 2.78 20 332 70 2.73 22 
25 348 74 2.75 19 348 74 2.70 20 
26 306 61 3.04 15 307 61 3.02 16 
27 253 54 2.74 17 253 54 2.69 20 
28 373 77 2.90 20 373 77 2.84 21 
29 249 50 3.04 12 249 50 2.98 13 
30 276 60 2.65 17 276 60 2.60 19 
31 309 65 2.78 15 309 65 2.77 16 
32 349 70 3.02 15 349 70 2.99 15 
33 302 61 3.00 16 302 61 2.92 18 
34 260 53 2.96 14 260 53 2.91 12 
35 349 74 2.77 19 349 74 2.72 20 
36 395 79 3.03 18 302 79 3.00 18 
37 374 73 3.16 15 374 73 3.11 15 
38 475 94 3.07 20 475 94 3.00 20 
39 711 121 2.11 44 628 121 2.07 44 
40 354 69 3.17 18 354 69 3.13 20 

4 Discussion 

The comparison in Table III shows that for the RL metric only 7 (17.5%) of the CSS 
files analyzed do not give same results for the manual and automated complexity 
computation process. In other words, 82.5% of the CSS files match when computed 
using both automated and manual process. It is easy to identify the files that do not 
match by looking at the chart in Fig. 1. For instance, CSS file with ID 36 has an RL 
value of 395 when the tool is used but when calculated by hand the value obtained is 
302 a sharp difference. 

For the NORB metric, we observe that the results obtained by the tool and by ma-
nual computation are exactly alike for all 40 (100%) CSS files analyzed. This ex-
plains why the graph in Fig. 2 seems to have only one (red) color. A direct opposite of 
this is the case of NADRB metric where none of the 40 (0%) CSS files analyzed give 
same results for the manual and automated computation process. This is supported by 
the irregular lines seen in Fig. 3 notable among them is the sharp difference between 
the automated and manual computation for CSS ID 6 (1.63 and 2.97 respectively). 
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As for the NCRB metric, only 9 (22.5%) out of the 40 CSS files analyzed have the 
same results. The differences in value for both automated and manual computation is 
not significant as can be seen in Fig. 4. To this end, summing the percentage match 
for each metric and dividing the total by the number of metrics considered helps to 
determine the percentage accuracy of the tool given as: 

(82.5 + 100 + 0 + 22.5)/4 = 51.25% accuracy 
The tool takes an average of 11 seconds to compute all four metrics while a manual 

computation takes an average of 390 seconds. This implies that the tool is 35 times 
faster than the manual computation process. 

5 Conclusion 

This paper presented the description and evaluation of CSSA - a tool for computing 
RL, NORB, NADRB and NCRB metrics for a CSS file. CSSA was implemented to 
alleviate the cumbersome process of determining the complexity of CSS by hand. The 
result from the comparison to the manual computation approach shows that CSSA is 
35 times faster with an accuracy of 51.25%. Web developers and engineers can utilize 
the tool in its current form. As future work, we intend to improve on the accuracy of 
CSSA and also extend it to compute entropy of CSS files. 
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Abstract. Enterprise resource planning (ERP) system has been proved to be a 
powerful for managing and integrating enterprise. Thus, the number of ERP 
implementation is increasing every year. However, some enterprises, especially 
the ones implementing such large system for the first time, are facing difficul-
ties in choosing the suitable type of ERP system. A lot of ERP system types are 
available in the market, making enterprises hard to choose the one that is better 
and more suitable for them. Available approach in ERP selection mostly only 
cover qualitative analysis. The ones with quantitative support require proper 
knowledge in technology and statistics, making it hard to be directly used in en-
terprises. This paper addresses a general framework for assessing ERP system 
quantitatively, based on its selection criteria and critical success factors (CSFs) 
in implementation.   

Keywords: Enterprise resource planning, Software development management, 
project engineering. 

1 Introduction 

Effective use of enterprise resource planning (ERP) system is one aspect of competi-
tive advantage that allows enterprise to lead on its market. According to the research 
by Aberdeen Group [1], enterprises implementing ERP have enjoyed an average of 
12% operational cost reduction, 13% administrative cost reduction, 10% inventory 
reduction, and 14% complete and on-time delivery improvement. ERP systems help 
enterprises to integrate processes and function across the enterprise, so it will be easi-
er to manage the operations of the enterprise. Hence, the management can spend more 
time in strategic thinking and building relationships with partners and customers. 

Great advantages of ERP system come with corresponding costs. An ERP imple-
mentation costs around tens of millions of dollars for a medium-sized companies and 
US$300-500 millions for a large corporation. [2] Despite the very large amount of 
investment, it has been reported that many ERP systems fail to meet expected out-
comes. Recent report on ERP implementation projects reveals that these projects 
were, on average, 178% over budget, took 2.5 times as long as intended and delivered 
only 30% of promised benefit. [3]  
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IT managers stated that one of the primary cause of IT project failure, including 
ERP implementation, is the poor project planning and management. [4] One of the 
most important aspect in ERP project planning is the selection of the ERP system to 
be implemented. Enterprise should choose the ERP system which fit the most with 
their needs. Careless selection of the system might cause difficulties in ERP imple-
mentation, such as need of high number of customization, incompatible business 
functions, delay in schedule, as well as largely increasing cost. 

Researchers have done some studies in selecting ERP for enterprise. Some studies 
determine ERP selection criteria based on literature studies, some others use technol-
ogy-based approach for the system selection. Current available approaches for ERP 
selection decision making are the regular qualitative analysis on criterion, using ana-
lytic hierarchy process (AHP) [8], or using analytic network process (ANP) [11]. The 
qualitative analysis is hard to assess and compared with each other, whereas the tech-
nology-based approaches are quite complex and hard to be implemented directly in a 
non-technological-based enterprise. Therefore, a simpler and more generic model for 
ERP quantitative assessment is needed. 

This paper proposes a general assessment model for ERP system selection and im-
plementation. The method used is based on studying and analyzing the component of 
ERP system, aspects to be considered in ERP selection, and critical success factors of 
ERP implementation. Each component is evaluated based on the risks that come with 
them and how largely they would affect the ERP implementation. Then, the quantita-
tive weight for each component is measured and can be used in ERP system selection. 

The main objective of this paper is to provide a generic quantitative assessment 
model for ERP selection and implementation. Hopefully, the assessment model in this 
paper could be easily implemented in enterprises, and could help enterprises to do 
proper analysis in order to be able to select appropriate ERP system for their enter-
prises. Proper selection of ERP system hopefully can reduce the possibility of ERP 
implementation failures in enterprises. 

The paper is organized as follows, in section 2 ERP selection and implementation 
consideration is discussed and analyzed, ERP quantitative assessment model is devel-
oped and introduced in section 3, and finally the model is concluded in section 4.This 
is a Sub-section 

2 ERP Selection and Implementation Considerations 

As mentioned above, the number of failures in ERP implementation is quite high. One 
of the main cause of the failure is the mistake in selecting ERP system to be imple-
mented. Selecting an ERP system involves more than interviewing a few vendors. 
The right ERP provider must be a long-term partner.[5] It is therefore, information 
system researchers have come with various approaches for aspects to take into con-
siderations when selecting ERP system to be implemented.  

The aspects to be taken into considerations are not just software-related aspects, 
but also enterprise-related aspects and vendor-related aspects. Gürbüz, et al [6] have 
categorized ERP selection criteria in 3 categories : software-related, customer-related,  
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and vendor-related. A great software won’t be effectively used and will be a useless 
spending if it is not answering the needs and suitable for the people of the enterprise. 
And also, vendor’s reliability and support is highly needed in the ERP implementa-
tion. So, we need to include those two aspects in the consideration criterias.  

There are quite a lot of researches that have defined ERP selection criteria. Shown 
in “Table. 1” below is the aspects to take into consideration in ERP selection from 
past studies. 

Table 1. ERP Selection Consideration 

Aspects Citations 
Software-related criteria 
Functionality Gürbüz et al, 2012; Baki et al, 2005; van der Vorst, 

2012; Wei et al, 2005; Verville et al, 2002; Percin, 2008; 
Palasinamy et al, 2010 

Technical aspects Gürbüz et al, 2012; Baki et al, 2005; van der Vorst, 
2012; Verville et al, 2002; Palasinamy et al, 2010 

Cost Gürbüz et al, 2012; Baki et al, 2005; van der Vorst, 
2012; Wei et al, 2005; Percin, 2008; Palasinamy et al, 
2010 

System reliability Gürbüz et al, 2012; Baki et al, 2005; van der Vorst, 2012 
Compatibility Gürbüz et al, 2012; Baki et al, 2005; van der Vorst, 2012 
Implementation time Gürbüz et al, 2012; Baki et al, 2005; van der Vorst, 

2012; Wei et al, 2005; Bernroider et al, 2001; Percin, 
2008 

Enterprise-related criteria 
Ease of customization Gürbüz et al, 2012; Baki et al, 2005; van der Vorst, 

2012; Wei et al, 2005; Palasinamy et al, 2010 
Better fit with organizational 
structure 

Gürbüz et al, 2012; Baki et al, 2005; Palasinamy et al, 
2010 

Cross module integration Gürbüz et al, 2012; Baki et al, 2005; van der Vorst, 
2012; Wei et al, 2005 

Vendor-related criteria 
Support and service Gürbüz et al, 2012; Baki et al, 2005; van der Vorst, 

2012; Wei et al, 2005; Bernroider et al, 2001; Percin, 
2008; Palasinamy et al, 2010 

Domain knowledge Gürbüz et al, 2012; Baki et al, 2005; van der Vorst, 2012 
Reputation Gürbüz et al, 2012; Baki et al, 2005; Wei et al, 2005 

 
Another important aspect in assessing ERP system is the implementation of it. 

ERP implementation can be assessed by its critical success factors, which can be un-
derstood as the few key areas where ‘things must go right’ for the implementation to 
be successful. [13]  

ERP implementation requires an ensemble view. It is therefore critical success fac-
tors for ERP implementation includes not only technical issues but also contextual 
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issues including social and cultural impact on the interaction between people and the 
ERP technology. [13] Shown in “Table. 2” are the aspects needed to be considered in 
an ERP implementation. 

Table 2. ERP Implementation Consideration 

Aspects Citations 
Technical aspects 

IT infrastructure Zhang et al.,2002; Upadhyay and 
Dan,2008; Ibrahim et al.,2008; 
Abdelghaffar et al., 2010 

Technical development – modifications, interfaces, 
and data conversion 

Nah et al, 2001; Ehie and Madsen, 
2005 

IT Architecture Remus, 2006 
People or organizational aspects  
Top management support/involvement Zhang et al.,2002; Nah et al.,2003; 

Ibrahim et al.,2008; Abdelghaffar et 
al., 2010; Upadhyay and Dan,2008 

Business Process Re-engineering Zhang et al.,2002; Iftikhar and Has-
san,2008; Nah et al.,2003 

Involvement of organizational 
members/users 

Zhang et al., 2002; Ibrahim et al., 
2008 

Project Management Zhang et al., 2002; Ibrahim et al., 
2008; Nah and Lau,2001 

Change management strategy and programs Brown and Vessey, 2003; 
Wood,2010; Kumar and Hillegers-
berg, 2000. 

3 Quantitative Assessment Model 

The quantitative assessment model is developed based on the ERP selection consider-
ations and ERP implementation considerations. Criteria in ERP selection covers the 
aspects need to be assessed prior to choosing the ERP system, whereas criteria in ERP 
implementation covers the aspects need to be assessed prior to implementing the sys-
tem. If the ERP system scores well in both criterias, we can highly expect the ERP 
implementation will be a success. 

Because the main purpose of this paper is to help enterprises in selecting appropri-
ate ERP system, the assessment model focuses on the ERP selection criteria. Moreo-
ver, improper package selection is also stated to be one of the main reason of ERP 
failure [29]. Therefore, the assessment aspects are focused on the selection considera-
tions. Aspects in ERP implementation consideration will be the supporting aspects for 
this assessment model. The table below points the aspects in ERP assessment model 
and their weight in the quantitative assessment model. 
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Table 3. Quantitative Assessment Model  

Aspect Means Weight 
Software-related aspects 
Functionality ERP features and modules 

Multi-language, and multi-site 
Response time 
Permission management 
Database protection 
Software flexibility 

20% 

Technical aspects System reliability 
System compatibility 
System architecture 
System infrastructure 

20% 

Cost Cost and benefits 
Affordability 

5% 

Enterprise-related aspects 
Ease of customization User friendliness 

Generic tools 
Availability of tools and utilities 
Documentation standard 
Flexibility 

10% 

Fit with organizational 
structure 

User friendliness 
Business process fit 
Organization structure fit 
Human resource fit 

15% 

Cross-module integration Stable module integration within 
system 
Compatibility with other system 
Easy integration across enterprise 
Platform independence 

15% 

Vendor-related aspects 
Support and service Warranty details 

Guidebook 
Training lessons 
24 hour service consultancy 
Customer support and service 

7% 

Domain knowledge Knowledge of industry 
Number of experienced consultant 
Number of client 

3% 

Implementation-related aspects 
Project management Top management support 

Project costs 
Implementation time 
User involvement 

3% 

Change management Introduction and training 
Business transition 
User acceptance test 

2% 

 

The quantitative assessment model consists of ten aspects to be evaluated, catego-
rized into four categories : software-related aspects, enterprise-related aspects, ven-
dor-related aspects, and implementation-related aspects. These aspects are taken from 
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ERP selection and implementation consideration above. Some aspects from above are 
combined with another aspect to build a simpler assessment model. The weighting of 
those aspects is based on how crucial those aspects are in affecting the success of ERP 
system implementation. 

Functionality and technical aspects have the highest weight (20%). Functionality is 
considered as the most important evaluation factor. [5] The main reason of enterprise 
implementing ERP system is to make us of its functionality in order to easily manage 
the enterprise. Therefore, functionality has to be considered first in assessing an ERP 
system. On the other hand, technical aspect is also very important.  The choice of 
hardware and software has a major bearing on the acceptance of a system. [27] Ac-
cording to the Kumar et al. [28], system reliability, which is included in technical as-
pects, is the second important selection criterion. Incorporating the best business prac-
tices of every area as well as the latest trends in IT are important for the new system.  

Fit with organizational structure and cross-module integration have the second 
highest weight (15%). According to Ghosh [29], one of the main reasons in ERP im-
plementation failure is the incompatibility with enterprise’s business processes. It can 
be described as gaps between software functions and organizational requirements. 
Incompatibility might cause the implemented system can’t support the enterprise’s 
business and might lead to the huge needs of software customization. Cross-module 
integration affect the stability and the use of the system. Shikarpur [30] stated that the 
real benefit of an ERP system is in integration. If the modules in the system and 
across the enterprise are not compatible with each other, it might obstruct the enter-
prise integration, which eliminates the main purpose of the ERP system. 

Ease of customization is next on the weighting list (10%). Because of the unique-
ness in all enterprise, most firms need to customize a part of the ERP system [5]. Cus-
tomization could bring disaster to ERP implementation if it is too much and too com-
plicated. More experienced consultants and developers might be needed and cause the 
implementation time and cost to soar up, exceeding the budget and schedule. It would 
be better if ERP vendor support this, by having proper product documentation, pro-
viding high system flexibility, or giving out tools for customization. So, the customi-
zation can be easier and cheaper. 

Support and service from the vendor is also a quite important aspect. Because in-
stallation and ongoing costs can reach seven to ten times the initial software cost, the 
service and support associated with the application becomes vital to the success of the 
partnership between end user and application vendor. [5] Following the case that there 
might be need for technical support in the ERP implementation and maintenance, the 
presence of IT expertise, in this case is vendor, might be needed. Domain of know-
ledge of the vendor is also need to be evaluated. Sufficient knowledge of the industry 
might increase the product compatibility and ERP problem solving capability of the 
vendor, thus can provide better service to the enterprise. 

Following the huge advantage of ERP system, the cost of it is also very high. 
Therefore, affordability is an important criterion in selecting process; the solution 
should have attractive prices [31]. Setting realistic expectations for the overall cost of 
the system is essential to gain top management support, which highly affect the suc-
cess of ERP implementation. 

Implementation-related aspects hold a total of 5% in the aspects weighting. It is a 
bit low because it has more to do with people/organizational aspect, rather than the 
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ERP system itself. But, it can also evaluate the ERP system. The project management 
can be easier if the system has high functionality, fit with organizational structure, and 
also affordable, which can result in total top management support and shorter imple-
mentation time. Change management can also be easier if the program is compatible, 
stable, and easy to use. So, these aspects can be used in assessing an ERP system. 

4 Conclusion 

ERP system is a very powerful for managing enterprise. However, a lot of ERP im-
plementation system failed, and one of the main reason is because of improper ERP 
package selection. Researchers have come with various ERP implementation criteria, 
but most of them only examine the criterion qualitatively, making it is still hard to 
choose a better and more suitable ERP system. Therefore, this paper provide the 
quantitative assessment model for ERP selection and implementation.  

The quantitative assessment model is developed based on ERP selection criteria 
and implementation critical success factors from various citations. The assessment 
aspects are focused on the selection considerations, supported by aspects in ERP im-
plementation considerations. The weighting for these aspects are determined on how 
important that aspect is and how crucial these aspects are in affecting ERP implemen-
tation success/failures.  

The two most important aspects to be considered are the functionality and technical 
aspects of the ERP system. Other main aspects to be considered are fit with organiza-
tion structure, cross-module integration, and ease of customization. High scores in 
these criterions means that the corresponding ERP system is more likely to be suitable 
for implementation in the enterprise. 
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Abstract. PD.Cemara Sewu is a company engaged in distributor and selling 
photography product. Nowadays, system of sales and storage of goods still be 
done manually. So, company needs a system in order to improve good relation-
ship with customers, and storage goods could be more effective and efficient. In 
this research, the application process begins with the design to the implementa-
tion of the system. Designs are made include the manufacture of DFD and 
ERD. Application of Electronic Customer Relationship Management that have 
been implemented to make the buying and storage of goods in PD. Cemara Se-
wu become more organized, well-structured and have relationship with custom-
ers. The application of this system has been created with features that have been 
planned and tailored to the needs of previously so customer have loyalty to 
company and reports of sales, card stock and forecasting from the application 
are accurately, because have the same result with manual calculations. Based on 
the evaluation, 85% of users said that the features in the application made is 
considered good and in accordance with company needs. 

Keywords: Customer relationship management, customer, implementation.  

1 Introduction 

In the industrial world, the competition can not be separated from each company. 
Every company that is engaged in manufacturing or services in general, aims to get 
the maximum profit and reduce costs. Customer Relationship Management (CRM) is 
a business strategy that results are expected to optimize the level of profits and cus-
tomer satisfaction. This is done by way of organizing customer segments, directing 
the organization so oriented to customer satisfaction and implement business 
processes that focus on the customer. 

CRM is still relatively new in the world of marketing. CRM in the late 90s are felt 
discussed in many media. It's just that his approach is not much reviewed by the mar-
keters. CRM is a key concept in managing the company's relationship with its custom-
ers to create value-added (Value Creation) for its customers. The goal is not to maxim-
ize the sales of a transaction, but rather to build ongoing relationships (continued) with 
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its customers. Both buyers and sellers are willing to build ongoing relationships during 
the relationship is a reciprocal relationship that adds value for both parties. 

Excellence competition is not solely based on the quality of the product, or the 
price, but also on the ability of the company to help customers create and develop 
value-added to them. So as to create customer loyalty, causing the customer will con-
stantly consume products that are created. 

Customer loyalty should be improved continuously, otherwise it could be that cus-
tomers will use similar products of other companies. There is an expression that says, 
"the customer is king". The phrase fits perfectly with the concept of CRM is aimed at 
customer satisfaction. If customers are satisfied then it will create customer loyalty. In 
the business world customer satisfaction is very significant for the progress and sur-
vival of a company, many companies fail because it can not retain customers. 

PD. Cemara Sewu is a company engaged in the distribution and sale of products for 
photographic purposes. A company based in Jakarta has several branches, among oth-
ers, Surabaya, Semarang, Bandung and others. In the PD activity. Cemara Sewu sought 
in order to satisfy the customers so as to get the maximum benefit. We need a new mod-
el in Customer Relationship Management to manage the relationship between the dis-
tributor and the customer as well as the procurement of products that are more efficient 
and effective in its efforts to increase profits by reducing costs of logistics activities. 

The purpose of this paper is to increase the income of the customer satisfaction with 
the use of electronic customer relationship management (e-CRM) in PD. Cemara Sewu. 

The paper is organized as follows: Section 2 reviews the literature on CRM im-
plementation. In Section 3 we have presented the CRM implementation in PD Cemara 
Sewu. Section 4 discuses the implementation and analysis of CRM implementation in 
PD Cemara Sewu. Finally Section 5 draws conclusions from the case study in terms 
of its practical relevance and lessons learned 

2 CRM 

Customer Relationship Management is used to define the process of creating and 
maintaining a relationship with a customer-customer business or customers. CRM is 
the process of identifying, attracting, and retaining customers differentiate [5]. Ac-
cording to Craig Conway, CRM is the ability to recognize the transaction experiences 
faced by customers for transactions with companies in which the CRM try to improve 
customer satisfaction to loyalty and tendency of customers to buy increasing [3]. 
CRM applications can allow management or setting a good relationship with custom-
ers effectively, supported by the availability of good leadership [3]. 

The purpose of the CRM business framework is as follows [4]: 
1. Adding existing relationships to increase revenue. Enterprise wide views of 

customers to maximize the relationship between them so as to improve prof-
itability companies to identify, attract, and retain potential customers. 

2. Using the integrated information for the best service. By using customer in-
formation to provide better service for their needs, so customers do not have 
to repeatedly ask for the information they need to companies that save time 
and reduce their frustration. 
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3. Introducing channel processes and procedures those are consistent and rep-
licable. With the development of communication channels for customers, the 
more employees engaged in sales transactions, so companies need to improve 
the consistency of the process. 

So the goal of CRM is to have a relationship with customers that can provide sig-
nificant benefits to the company. To achieve these objectives, marketing, sales and 
customer service should work more closely in teamwork and sharing of information. 
CRM consists of the following phases [4]: 
1. Getting new customers (Acquire) 
2. Increasing customer value (Enhance) 
3. Maintain existing customers (Retain) 

 
Some types of CRM technologies include [6]: 
1. Operational CRM 

Integrated automation of business processes, including customer touch points, 
channels, frontback office, integration 

2. Analytical CRM. 
Analysis of the data generated by the CRM operations, including data mining 
applications. 

3. Collaborative CRM. 
Collaboration applications including e-mail, personalized publishing, e-
communities, and the like are designed for interaction between the customer 
and the organization. 

2.1 Customer Profitability Analysis  

From company’s perspectives, the customer plays a very important role in addition to 
the growing importance of customer positions, companies face the fact that its re-
sources are limited. It requires that companies are increasingly selective and effective 
in allocating these resources to customers who can provide benefits to the company. 
Customer profitability analysis is an approach to cost management that identifies the 
cost and benefit of serving specific customer or customer type to improve overall 
profitability an organization [1]. 
 

Customer Profitability Analysis has two main objectives, namely: 
1. To measure the profitability of existing customer. Customer profitability anal-

ysis can show the cost benefit analysis to identify profitable customers or not. 
2. To effectively identifying whether or not consumer-related activities. This anal-

ysis provides information that can be used by organizations to decide which ac-
tivities need to be maintained or reduced so as to improve profitability. 

 

There are several stages in conducting Customer Profitability Analysis, namely: 
1. Identifying customer 
2. Calculate the cost of customer revenue and customer 
3. Analyze where customers are profitable and which are not. 
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3 Design and Analysis of System 

Based on the analysis of company's old system, there are a number of problems. It 
needs to solve the problems found in the old system, with the new system. The new 
system requirements are: 

1. An integrated system for recording sales, procurement, stock, and all sorts of 
business activities. 

2. Customer can see the information section of the company's warehouse and 
the amount of the price, so that customers can make their own, and direct 
sales order will be sent to the company and order status can be monitored. 

3. Customer can do setting of the minimum stock of an item that is often or-
dered to the company so that if the customer has a minimum stock in the or-
der will be immediately made. 

4. Company and customer can do sales forecasting. 
 
Design of the CRM at PD Cemara Sewu are as follows: 

1. Getting new customers (Acquire) 
Getting new customers by: 
- Promoting the products produced by the company. 
- Provide comfort to the customers in buying the products they need. The 

goal is to offer a good product with satisfactory service. 
- Featured in the program are given a page gallery to display the latest pho-

tos of the products offered. And customers can create their own sales or-
der via the web. 

2. Increasing customer value (Enhance) 
Companies must create a close relationship with customers by the company to 
listen to complaints and improve services. Relationship with customers can be 
enhanced by: 
- Provide different prices according to the profitability of each individual 

customer. 
- There are features of profitability and customer rankings so that each cus-

tomer gets different treatment according profits earned by the company. 
3. Maintain existing customers (Retain) 

- Making time to listen to the needs of customers, including customer dissa-
tisfaction towards the product or service company. So it can be used to 
improve services. 

- There is a communication feature (both complaints and promotion) be-
tween the customer and company. 

- There are a feature campaign and also alerts for purchasing patterns of 
each customer so that sales can follow-up customer orders that have ex-
ceeded their limits. 

- There is also a feature of forecasting for the sale of each item. 
 
The system is designed to involve three external entity, PD Cemara Sewu main of-

fice, customers, and branches of PD Cemara Sewu. Customer is the entity that is 
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engaged in transactions with the company in sales activities ranging from sales order, 
the minimum stock, and others. PD Cemara Sewu main office is an entity that pro-
vides goods to be sold by the company in purchasing activities include the purchase 
invoice, and others. While branches of PD Cemara Sewu is the entity that receives 
financial statements and reports required by the company forecasting to determine the 
direction and policies of the company. Fig. 1 is a diagram of the design context of 
customer relationship management. 

 

 

Fig. 1. The Context Diagram of the Application 

The implementation primarily consisted of the major steps as given in Table 1. 

Table 1. Major tasks during implementation process 

No Tasks Duration 
1 Infrastructure readiness 3 days 
 Server setting and installing 1 day 
 PC and Notebook connecting 2 days 
2 Mapping process 5 days 
 Data gathering 3 days 
 Database process mapping 2 days 
3 Data cleaning 15 days 
4 User training 5 days 

4 Analysis 

This chapter discusses the testing system has been created. The test system is imple-
mented as a whole one by one according to the feature of the application.  
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This login page is the home page at the time the program is run. To be able to run 
the program/operate the program, users are required to login first to enter a username 
and password that was created earlier. The login page can be seen in Fig 2. 

 

 

Fig. 2. Login Page 

The customer profitability reports are used to see the profit from each customer so 
that the customer can be grouped where customers are making a profit and which are 
not. Reports for customer profitability can be seen in Fig. 3 and Fig. 4. 

 

 

Fig. 3. Customer Profitability Report Page 
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Fig. 4. Customer Profitability Report Page 

5 Conclusion  

From the results of implementation of CRM in PD. Cemara Sewu, some conclusions 
can be drawn, namely: 
a. The application is considered to be able to answer the needs of the company. 

The relationship between the company and the customer can be established 
well. 

b. The forecasting allows the company to forecast sales in the following months 
so out of stock could be eliminated in the company. 

c. Based on the user questionnaire, it can be concluded that the system is able to 
be used properly and assist in the execution of daily business processes. 
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Abstract. This study concern about the implementation of Customer Relation-
ship Management (CRM) and the impact on customers satisfaction of General 
Trading and Contractor company from various industrial sector.   The target of 
the company is increasing the profit by handling personally every customer or 
future customer. However, the fact showed that the manager found difficulties 
in controlling the performance and progress of his sales. This condition makes 
the service schedule which is promised to the customer sometimes cannot be 
fulfilled on time. This problem happens because there is no reminder system to 
the manager about the service schedule. The implementation of Customer Rela-
tionship Management in this company includes: make the assignment for sales 
in handling the customer or future customer, reminder, online questionnaire, 
complaint, added wish list, and system to show notification. The result of this 
study shows that the customer satisfaction can be increased as much as 92%, 
with the implementation of the following features: system can create marketing 
campaign, customers can make a complaint online, employee can create 
reminders to remind the schedule of services and other purposes. 

Keywords: Customer Relationship Management, satisfaction, service, remind-
er, online questionnaire, complain, wish list. 

1    Introduction 

This research focus on the implementation of Customer Relationship Management 
(CRM) in CV X and its impact on the satisfaction to its customers. CV X is a General 
Trading and Contractor company handles sales, rental, and service of power plants 
devices beside of canopy and lifts. 
 Currently CV. X using spreadsheets in recording the sale or rental from customers. 
Although it has been used spreadsheet, CV. X still has difficulties in checking all the 
sales that come from customers. Another problem faced by CV. X is in terms service. 
CV. X often forget to schedule services that have been made since it only recorded 
manually, so CV X need an online reminder system to alert an appointment has been 
made. 
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While the service is done in case of product damage, usually delivered in the form 
of a complaint. But the complain that do not require repair are usually not recorded. 
Owner wants to know any complaints from customers in order to make improvements 
both in terms of services and products sold or leased. In order that all complaints will 
be managed properly, it is necessary that the complaint features can be accessed by 
customers directly via website. 

Customer ratings are important in business continuity. CV. X uses a feedback 
questionnaire to measure customer satisfaction after using the products or services 
provided. The questionnaires were distributed by sales to customers. Owner wants to 
make sure that the sales do not cheat in terms of filling out the questionnaire. To an-
swer these doubts it needed an online questionnaire so that customers can directly 
provide the answer. 

In addition to the questionnaire, the owner also wants to control the performance of 
the sales, so that the operating costs are proportional with the resulting performance. 
Sales role is very important because it deals with customers or prospective customers 
directly, so it needs a system that can control the performance of the sales in prospect-
ing the prospective customers and existing customers. 

Some researchers have been conducted a study on implementation of CRM on 
companies.  Mithas et.all [1] state that using of CRM applications is positively asso-
ciated with improved customer knowledge and improved customer satisfaction. Law-
son-Body and Limayem[2] made the study to explain the impact of Web site characte-
ristics on the relation between customer relationship management (CRM) and cus-
tomer loyalty. They found that  using the Internet to support CRM allows firms to 
increase their customer loyalty in the IT sector. 

Becker et.al. [3] conduct the study to analyze what influence companies can expect 
CRM implementation to have on performance and how they can leverage its impact. 
The authors propose a conceptual model that investigates the link between technolo-
gical and organizational implementations, as well as the implementations' interactions 
with management and employee support and CRM process-related performance. 

Obeng and Loria [4] studied of implementing CRM on two Swedish service farm. 
The study show that services company enjoy some benefits by implementing CRM. 

This study develop a web based application to control sales performance, handling 
the services  and complain, marketing campaign, make the assignment for sales in 
handling the customer or future customer, reminder, online questionnaire, complaint, 
added wish list, and system to show notification. Finally, it also monitoring the 
impact on customer satisfaction. 

2    Customer Relationship Management 

According to Chaffey [5] Customer Relationship Magement is an approach to 
building and sustaining long-term business with customers. In many literatures the 
terms of customer relationship management and relationship marketing are used 
interchangeably. CRM comprises of four marketing activities: customer selection, 
customer acquisition, customer retention, customer extension. 
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According to Kotler and Keller [6], Customer Relationship Management (CRM) is 
the process of managing detailed information about each customer and carefully man-
age all "touch points" of customers in order to maximize customer loyalty, however 
Gordon [7] state : “CRM is a series of strategies and processes that create new and 
mutual value for individual customers, build preference for their organizations and 
improves business result over a lifetime of association with their Customers”. 

According to Kalakota [8], the objectives of CRM are : Using relationships with 
customers to increase corporate profits, Using information to provide better services, 
supports the process of repeat sales to customers. 

3    Research Methodology 

3.1 Analysis 

CV. X has customers from various companies. CV X assigning sales to introduce CV 
X on customers and promote the products. Moreover CV.X also promotes itself 
through brochure and online media. Not only sales that come to customers and pros-
pective customers, but customers can also contact the CV. X directly if interested in 
the ads that are posted. The products offered can be either new, complementary prod-
ucts or recommend a product that has more features than the product that has been 
purchased previously.  

In terms of documentation, CV. X just use spreadsheet to record the transactions. Oth-
er related transactions such as offers, complaints, and services has not been recording. 

Concluded, some of the problems encountered are: 
 

• Difficulty in finding a sales transaction in case of any complaint and service be-
cause the documentation is  still using spreadsheet. 

• Time delayed in periodically service because the recording is still manually so that 
no alert or notification as a reminder. 

• Collection of questionnaires from customers are carried out by sales, so the answer 
of the questionnaire could have been manipulated by the sales. 

• Difficulty in controlling the sales performance in dealing with customers or poten-
tial customers. For example, controlling the activities of marketing campaign. 
 

Based on these problems, it can be concluded that the system required by the CV. 
X  is: 

 

• Creating a system for marketing campaigns, catalogs can be offer, sending mass e-
mails, assignment to sales and adding product to wish list for customers who re-
quire a particular product. 

• Create a system for recording each transaction in order to search the data easily and 
preparing the reports to owner. 

• Create a reminder that can be accessed by employees of CV. X to make the sche-
duling for service and other activities that can be done on time as scheduled. 

• Create an online questionnaire to maintain the accuracy of the answers provided by 
the customer. It also reduces operational costs of CV. X. 
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The illustration of the required system can be seen in Fig. 1. This illustration shows 
that the company can send a bulk e-mails to customers to offer products. The next 
scene shows the customer can add product to wishlist. The other scene shows that 
customer can send complaint to the system and obtain services. 

 

Fig. 1. The Illustration of The Required System 

3.2 Application Design  

The Data Flow Diagram explain the process of the entry and exit of the data flow 
from the system. DFD level 0 is shown in Fig 2. 
 
Some important processes are : 
• Boards.This part is the assignment process. Manager as a supervisor added a mem-

ber as the assigned employee. In this section also carried out recording of other 
transactions, namely offering product, sales, rental, service, and marketing cam-
paign. 

• CRM. This section is a process for dealing with a service that can be accessed by 
customers / potential customers, namely complaints, catalogs, wish list, and ques-
tionnaires. 

• Features.This section is a process in the company used for activities related to the 
customer. There are reminders and email. 

• Report.This process creates reports of the transactions dan income to owner. 
• Notifications. This process will provide notification to other users who are con-

cerned with these activities. Notifications occur for several processes, namely: 
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─  When an employee is added as a member on a board or card. 
─  During the activities associated with the card. 
─  When customers fill out a questionnaire. 
─  When customers add wishlist. 
─  When adding a customer complaint. 
─  When customers or potential customers  register to receive access rights on the 

website. 
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Fig. 2. Data Flow Diagram of The Application 

4    Experimental Results and Case Studies 

Boards 
The menu boards is a menu used to make assignments to sales in dealing with cus-
tomers / potential customers. 
 
Case Study: DN as a sales is assigned by M as sales manager to handle PT BJA as a 
customer in generator sales. Manager wants to control every progress of DN. PT. BJA 
give a positive response to using the product of CV. X. After finding a deal price, then 
PT. BJA asked to give down payment. Furthermore DN is assigned to handle the 
orders of PT. BJA until the goods are received by PT. BJA. Board data entry can be 
seen in Fig 3. 
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Fig. 3. Create Board Entry 

From these assignment, the first data board filled is the card style. Manager wants 
to control the progress of sales in selling the  generators, then the card style selected 
for this assignment is selling. Processes in this board are "Lead generation, 
prospecting, negotiating, deal and failed". View Board Page can be seen in Fig 4. 

 

 
Fig. 4. View Board Page 

Marketing Campaign 
Case study: CV. X conducting a marketing campaign to attract customers / potential 
customers to use the products or services offered. M as the manager determines the 
target customers those are S hotel and PT. I. For the both prospecting, M assigning V 
and S to deal with each of these prospects. The process is focused on marketing cam-
paign of the lift product. Sales then contact prospects by sending each packet such as 
vouchers or flyers to the prospect. Sales then confirm again to determine whether the 
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packet was received or not. The approach followed to determine the needs of the tar-
get. Hotel S and PT S has a tendency to use the lifts product of CV.X. Because both 
targets show a good response, then the marketing campaign for the lift is considered 
successful. M then assigning its sales further assignment to lift sales. View Board for 
the assignment of marketing campaign can be seen in Fig. 5. 

 
Fig. 5. View Board of Marketing Campaign 

Reminder 
Reminder used to create a reminder. Reminder index page displays a reminder of data 
ever made by him (the user who is logged in). Page to create reminders can be seen in 
Fig. 6. Case study: CV. X has scheduled service for the lift of PT. BJA on May 29, 
2014. Manager would like to remind the sales Kusmin three days before the sche-
duled service so Kusmin can prepare everything necessary for the service. 
 

 
Fig. 6. Create Reminder Page 
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Complain 
Case Study: Customer Mega bought Man Marathon generator 300 KVa silent type one 
month ago. But a few days later the generator cannot be started. Mega then submit 
complaints to the CV. X. Mega entered the complain about Man Marathon product with 
300 kva silent type. The selected board is "complain generator", then for the description 
is filled with "generator  cannot be started". Add Complain Page can be seen in Fig 7. 
 

 

Fig. 7.  Add Complain Page 

5    Conclusions 

• Using this application, managers can control the assignment to sales in dealing 
with customers / potential customers through the board 

• The system can send mass email for various purposes. The system can record the 
transactions that have been done. 

• The system can provide alerts to a user on a specific date based reminders are 
made. 

• Customers can make a complaint online. 
• The customer / prospective customers can see the product catalog and make addi-

tions wish list. 
• The result of this study shows that the customer satisfaction can be increased as 

much as 92%, with the implementation of this application 
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Abstract. Information and communication Technology (ICT) has played vital 
roles in so many disciplines and it is one of the driving forces behind globaliza-
tion. It has closed the gap in communication as well as enhanced prompt  
decision making thus accomplishing the United Nation Millennium Develop-
ment Goals Target 18 which expresses the maximization of the values of  
advancement in ICT through collaboration with private sectors. Healthcare as a 
discipline has also embraced this dynamic tool to fashion out what is known as 
e-health targeted towards improving the health system of the people. Consum-
ers are tired of the usual routine of waiting long hours on queue for appoint-
ments; struggling with inconvenient scheduling that deprives them of being  
fully at work or engaging in productive work.  The fact still remains that 
healthcare system in developing countries has not kept pace with other sectors 
of the society especially in embracing the power of ICT. This paper reviews the 
open issues facing the adoption of e-healthcare in Nigeria, highlighting issues 
that were not discussed in the papers reviewed and giving plausible solutions 
for its effective adoption and expansion. In addition a model was proposed for  
e-healthcare adoption in Nigeria. 

Keywords: Conventional healthcare, e-Healthcare, Electronic health record, In-
formation and communication Technology, Open issues. 

1 Introduction 

The rules and roles of the delivery of healthcare continue to change drastically in the 
21st century and operators are more interested in cost reduction, greater efficiencies 
and effectiveness. Qualitative delivery, quick and widespread accessibility are key 
watchwords. Healthcare is the treatment diagnosis and prevention of illness, diseases 
and other physical and mental deficiencies in human beings. It is the work done in 
providing primary care, secondary care, tertiary care and public health. Healthcare 
system is a process of organizing, integrating, storing and retrieving patient and health-
care information which has been paper based. The paper based method has not been 
efficient especially for managing the huge amounts of patient and healthcare informa-
tion as affects patient care. For instance the healthcare records could be illegible  
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because it is handwritten and poorly structured, making it difficult to track the informa-
tion needed on past medical tests and results [1]. There are certain patients that regis-
tered with several healthcare providers and these patient records are never shared with 
other physicians, laboratories and hospitals. Hence information becomes fragmented 
causing disruption, delay and error in patient care [2]. 

Patient most times does not have access to their accurate and reliable information 
which could be used by them to meet their need. Studies revealed that patients who 
understand their condition and are involved with doctors in making decisions are 
better able to deal with their illness or diseases [3]. The incidence of September 11, 
2001, and their aftermath also put countries like the United States, United Kingdom 
and so on to be on alert and pushed them to develop additional computer systems that 
can collect, analyze, coordinate and distribute health information. Much more is the 
fact that physician and public health workers need to be able to respond quickly and 
effectually to bioterrorism [4]. 

This paper reviews open issues identified and those that are not identified in litera-
ture hindering Nigeria from successfully transiting from conventional healthcare sys-
tem to e-healthcare system and also proffer plausible solutions to those issues. 

The general introduction was done in section 1, the background of transition from 
conventional healthcare to e-healthcare in developing countries was given in section 2. 
We demonstrated the existing e-health systems especially in developed countries and 
also the benefit of the system in section 3. We have discussed the issues, challenges 
and solution on e-health specific to Nigeria in section 4, with a table highlighting the 
open issues identified in literature as well as those not identified giving plausible solu-
tions. A model of healthcare transition in Nigeria was proposed. Finally conclusion 
was done in section 5. 

2 Background of Transition to Electronic Format (e-Health) 

Over the decades, a good number of organizations invested greatly in turning away 
from paper data storage into electronic platform and format, thereby providing a con-
venient way of managing data. e-health which is a field of medical informatics is the 
delivery of health services and information through the use of internet and other re-
lated technologies. Specifically, e-health can be defined according to Mitchell [5] as 
the use of ICTs in the health sector for clinical, administrative and educational pur-
poses either at a local site or at a distance thus accomplishing the UN Millennium 
Development Goals Target 18 which states that “In co-operation with the private sec-
tor, make available the benefits of new technologies, especially information and 
communications technologies” [6]. It is a new way of healthcare delivery different 
from what used to be [7]. The main application domains of e-health includes: Elec-
tronic health records, Decision support tools, Telemedicine and Telecare services. The 
major goal pursued by e-health policy focuses on the healthcare quality improvement 
and cost reduction [8], [9]. This goal encapsulates e-health several promises which is 
reviewed in Lapointe [10]. 

Some of its objectives are, in-patient cost reduction and improved health outcome; im-
provement in prescription adherence through reminders and telemonitoring; reduction in 
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medical errors and drug adverse event using computerized reporting system, e-Prescription 
of diagnostic procedures, electronic records and so on. e-health promises improvements, 
accessibility, effectiveness and efficiency of healthcare delivery. This is guaranteed on the 
basis of compliance with fundamental requirements in term of quality and safety. 

The major stakeholders in the e-healthcare industry according to Austin and Box-
erman [11] are employers, patients, providers and health plans. The employer wants to 
analyze healthcare cost and utilization by their employees, the patients want prompt 
information about their own health while the providers want to save money and time 
by streamlining communications and health plans strengthen relationships with mem-
bers while also reducing cost of doing business. Several developed countries such as 
United States (US), United Kingdom (UK), Canada and others have advanced and 
passed into law policies, guidelines and regulations aim at enticing providers (Physi-
cians and hospitals) to adopt e-Health. Example of such is Health Information Tech-
nology for Economic and Clinical Health (HITECH) Act of 2009 in United States 
[12]. Over time, many e-healthcare applications have been developed for healthcare 
delivery and a review of four of them is hereby presented.  

3 Existing e-healthcare System and Benefits 

There are quite a number of existing e-healthcare systems. Few basic ones are reviewed 
here. They are Computerized Physician Order Entry (CPOE), Computerized Adverse 
Event Systems, Clinical Decision Support (CDS) and Electronic Health Records 
(EHR). These four have been chosen because they are the basics for e-healthcare sys-
tem startup. Others not discussed includes but not limited to Telemedicine, Telecare, 
Incidence Reporting System and so on. They are not discussed because the feasibility is 
slim at this early stage of e-healthcare startup in a developing country like Nigeria. 

3.1 Electronic Health Records (EHR)  

The Electronic Health Records (EHR) holds all the data and medical history, medica-
tions, diagnosis, laboratory test results and so on of the patients in an electronic for-
mat. The EHR guides against the loss of patients records and put a greater control on 
medical prescription. This guarantees patients safety and provides real-time firsthand 
information at the disposal of health professionals for quicker response in the treat-
ment of the patients. One major benefit is the ease of access by authorized personnel 
and ability to share information across a wide range of healthcare providers.  

3.2 Clinical Decision Support (CDS) 

A clinical decision support (CDS) helps the operators in arriving at a decision as it 
concerns their clients (patients). Most CDS functions include offering the current 
information about a drug, alerts for drug interactions and checking a patient allergy to 
drugs. Each function provides another means of caring for the patients in a safer and 
efficient ways. All in all, the patient will be better off with more safer and effective 
care as the CDS is used and to a large extent, medical errors will be averted [13][14]. 
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3.3 Computerized Physician Order Entry (CPOE) 

The CPOE is a process where the physicians’ order regarding the patients’ treatment 
under their care are inserted electronically and transferred directly to trusted and reli-
able services or individuals. What was obtainable in the past were orders written by 
hand or verbally conveyed to the patients which sometimes leads to medical errors 
[15], [16]. Virtually all CPOE systems have in-built clinical decision support systems 
that offer simple and elementary computerized guidance as it affects drug doses and 
frequencies and to more complex information such as allergy to drugs, drug-
laboratory values, drug-drug interactions, guidelines and checks [17]. CPOE are ap-
plicable in almost all environments and platforms that currently use available software 
though it can be time consuming, resource demanding and costly [18]. The deploy-
ment of a good CPOE is to make the following attainable: accessibility at anytime and 
anywhere, reduction in transcription and misconception errors by eradicating medica-
tion orders written with hands, reduction in call-backs to physicians for interpretation 
of unclear, vague, confusing and inadequate order, and time used for prescription and 
administration of drugs [19]. 

3.4 Computerized Adverse Event Systems  

The computerized adverse event systems is used to observe the rate at which adverse 
events occur and to alert operators when definite pointers are present which makes it 
different from CPOE that target to prevent errors. Infections like nosocomial and 
adverse drug effects events are common adverse events that ICT systems have been 
used to test effectively [20]. The method employed in most health facilities for report-
ing of incidences are spontaneous because they rely mainly on reports from physi-
cians, pharmacists and nurses who have direct contact with the patients, to discover 
drug adverse events which are basically ineffective as it detects about 5% events [20]. 
One of the outcomes of most trials using computerized adverse event systems is the 
considerable surge in the number of drug adverse events that were observed and re-
ported which can propel an automatic alert that reduces time for patients’ treatments 
and improve critical laboratory results [21]. Certain adverse events can be detected 
with tools such as event monitoring, which work well with some adverse events with 
nosocomial infections and drug adverse events inclusive. This has been well adopted 
by many health facilities as it detects on time many adverse events. 

3.5 Benefits of e-Healthcare 

e-health is designed to improve different sectors of healthcare in term of quality health-
care delivery, cost effectiveness, termination of the queuing process to see doctors and 
lots more. This will be achieved through; improved, accurate diagnosis and appropriate 
treatment, supportive delivery of care targeted to individual patient based on evidence 
and patient specific data.  
 e-health also supports evidence based practice and error reduction, reducing bar-
riers created by physical location and disabilities by improving effective healthcare 
access. Improving diagnostic accuracy, treatment appropriateness, cost efficiency by 
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streamlining processes, effective patient administrative systems, reducing waiting time 
and waste and also empowering patient for self-care and decision making in term of 
their health. Nevertheless, as e-health matures, it is clear that this is just one side to the 
added value [22]. E-health has a great potential to empower citizens, patients, and 
healthcare professionals. It can also offer governments a way to cope with increasing 
demand for healthcare services, and reshape the expectations of health care delivery, 
making it people-centered. 

4 Issues, Challenges and Solution on e-Healthcare Specific  
to Nigeria  

There are certain issues and challenges peculiar to Nigeria which could hinder e-
healthcare deployment from materializing. These issues are discussed and the sug-
gested solutions given below. 

4.1 Issues and Challenges 

The healthcare sector in Nigeria has not kept pace with the monumental benefits expe-
rienced by other sectors of society in embracing information and communication 
technology [23]. Being one of the most populous black nation with a population of 
over 160 million people, a projections from Nigeria Censor of 2006 [24] is reported to 
have one of the highest death rates in Africa, because of inefficient healthcare delivery 
scheme [25]. With inefficiency in healthcare scheme, Nigeria is likely to be at health 
risk [26]. The government therefore needs to exploit the potential of ICT like other 
developed nations of the world, to improve the health sector of the country. [27]. 

The general open issues facing e-health as it relates to Nigeria includes but not li-
mited to the following: 

 
Electric Power Supply. Nigeria up till now has not succeeded in the provision of unin-
terrupted power supply to its citizens with a total of less than 4,000MW of power pro-
duced [28][29]. ICT services in which e-healthcare is one can only thrive on electric 
power supply. This is a major issue in the country affecting other sectors aside from 
ICT. The internet facilities in particular have suffered regular downtime as a result of 
equipment damage due to interruptions of power.  Ghana which most Nigerians likened 
to be like a state in Nigeria celebrated 10th year of uninterrupted power supply few 
years back while Nigeria which is seen by most African countries as the giant of Africa 
is still struggling hard in this regard. For the successful deployment of e-health in  
Nigeria, the issue of electric power supply must be resolved and the government has a 
major role to play in achieving the goal. In the absence of electric power supply, alterna-
tive power supply (solar, inverters and so on) should be provided. 

Internet Facilities. Notwithstanding the successes recorded in the proliferation of 
telecommunications (with mobile operators contributing to the high rate of teledensi-
ty) in Nigeria, the issue of bandwidth is still a nightmare. Where internet facilities are 
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available, they are very costly and too slow to do meaningful work [30] Government 
should provide a framework and support that will make available affordable broad-
band through mobile telecommunication operators since they are present in almost all 
communities in the country. 

 
Awareness. The people cannot adopt a system that is familiar to them.  For it to be 
widely accepted and for its adoption to have a soft landing, the people must be edu-
cated about what e-health is all about, they need to know the essence of the new 
system and  the benefits accrued to it. Once they are convinced that the benefits 
outweigh the stress of migrating to the new system, acceptance is guaranteed.  The 
awareness should also include associated legal, ethical and economic issues asso-
ciated with e-healthcare system. To solve the issue of awareness, massive publicity 
and jingles should be made in Electronic and social media outlining the benefits of 
e-health. 

 
Acceptance. According to the Commonwealth Health Ministers Reference Book [31] 
“Resistance to change has become rooted in certain professional roles – the introduc-
tion of ICT in healthcare disrupts traditional structures and hierarchies. Frequently, 
professionals are unwilling to collaborate in recording and exchanging patient data, 
with concomitant distrust for off-site data storage and access control”. This issue can 
also be solved by organizing workshops and seminars on the long term benefits of e-
health if accepted and implemented.  

 
Data Standardization. The issues here are low definition level of deliverables, con-
flict in defining minimum data sets for operational management and healthcare deci-
sion making, inability to determine the objectives and functionalities desired for ap-
plications [31]. Data standardization that allows communication through open access 
internet-oriented software languages is needed for the automation of processes and 
services in this wise. 

 
Set-up Cost. The financial outlay of setting up an e-healthcare is huge. This ranges 
from conception and implementation cost to maintenance services cost to training and 
re-training. EHR set-up cost includes hardware and software, conversion of existing 
paper into electronic format and capacity building for the handling of all the 
processes. In a study by Schmitt and Wofford in 2002, a 280 bed hospital will require 
US$19m to convert to EHR over a period of seven years [32]. The maintenance cost 
of repairing and replacement both hardware and software can be huge particularly  
when newer versions of the software are not compatible with the existing hardware.  
In University College Hospital (UCH) Ibadan, Nigeria established in 1952 and  
currently the largest tertiary health facility in the country, having 60 departments, 
with 850 bed spaces and 163 examination couches [33], using the same parameter 
will require about US$69million to convert to EHR maintaining the same standard 
that is obtainable in the US.  Government should make available adequate funds for 
the initial set up and where there is palsy of funds, public-private-participation (PPP) 
should be explored. 
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Skill Acquisition. Healthcare practioners and users are very conversant and comfort-
able with conventional healthcare practices and are most often not ready to change by 
acquiring new skill to accomplish the same task but the necessary skill must be ac-
quired. The required skills include computer and web technologies, organizational 
and managerial competences and leadership. This may also lead to loss in revenue 
arising from the operators learning the new system which may reduce productivity at 
this time and in turn lead to revenue loss. All the same, skill acquisition is a must. The 
long term returns will be worth the trouble. 

 

Security and Privacy. The sensitive nature of healthcare information calls for relia-
ble security and privacy.  In other words there must be confidentiality; the informa-
tion must not be prone to intrusion, theft, fraud, unauthorized access and use, and 
damage. Security and privacy therefore becomes an issue to be solved before people 
can trust and fully adopt the system. Access to the EHR must be restricted and based 
on what is required for each personnel working in consonant with a patient. The levels 
of access should correspond to the job details of each personnel. 

 

Legal and Ethical Issues. The legal and ethical consequences of using e-healthcare 
applications (EHR, CPOE, CDS and so on) systems which may result in dangerous 
outcome in certain instances are not well defined. Government should explain and 
redefine the regulatory agenda for e-healthcare incentive and their purpose. There is 
need to engage quality and safety assurance technique by system developers so as to 
avoid clinical hazards and legal liability 

 

Data Storage and System Upgrade. The issue of hardware system breakdown and 
data loss requires that a secondary databank should be provided to serve as a backup 
in case of system collapse or upgrade. Extra care must be taken to safe guard loss of 
clients (patients) data. 

 
Unplanned Aftereffects. e-Healthcare may trigger several unplanned aftereffects, 
for instance increased medical errors, adverse emotions, overreliance on technology 
and fluctuations in power [34]. An increase in medical errors can originate if the end 
users are not trained effectively and this may lead to strong adverse emotions as the 
operators struggle to use EHR. Every management of health facilities should ensure 
that even when there is a breakdown in e-healthcare application, the facility should 
still be running. 

5 Proposed Solution 

The Nigeria government should setup a strong team to understudy how the system is 
working in countries like UK and USA and integrate the same in the healthcare sector 
of Nigeria. Efforts should be made in mapping out strategies for improved power 
supply which should include more generating plants [hydro, thermal and nuclear] by 
the government and private sector participation should also be encouraged. Govern-
ment should provide a framework and support that will make available affordable 
broadband through mobile telecommunication operators since they are present in 
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almost all communities in the country. Also provision of adequate funds must be made 
for the initial set up of e-healthcare system. 

Awareness, training and capacity building should be carried out at all levels, hig-
hlighting the benefits of ICT in healthcare system. Confidentiality must be guaranteed 
and the EHR must not be prone to intrusion, theft, fraud, unauthorized access and use, 
and damage. The levels of access to data should correspond to the job details of each 
personnel. Secondary databank should be provided to serve as a backup in case of 
system collapse or upgrade. 

Basic data headings used in the analogue system should be agreed upon and trans-
ferred to the digital platform, to enable easy and familiar terms and terrain for the 
operators and the user of the e-healthcare system. Every management of health facili-
ties should ensure that even when there is a breakdown in EHR, the facility will still 
be running by making provision for backup system that will be deployed in case of 
any breakdown or power fluctuation. 

5.1 Feasibility of the Proposed Solution 

The proposed solution is simple and the feasibility in Nigeria is not far-fetched pro-
vided the government is committed to its deployment. Once the public health sector 
adopts the system with support from the government, the private health sector will 
find it easier investing in the system. All the limitations highlighted as open issues and 
challenges can be by passed and the system can actually work here and even thrive 
well. Success is guaranteed if adequate support as received in the telecommunication 
sector is extended to e-healthcare adaptability in Nigeria. 

5.2 Presentation and Explanation of Table  

The table below (Table1) summarizes the existing papers reviewed on identified open 
issues in Nigeria, stating the issues identified in each of the literatures and issues they 
failed to identify and the last column of the table are the solutions we suggested. Ido-
wu et al, 2008 for example discussed healthcare risk due to insufficient healthcare 
delivery scheme but did not discussed the extent of the risk and how ICT can used to 
improve the risk. We suggested that application of ICT in developed countries like 
UK and USA could be understudied and integrate the same in Nigeria. Premium 
Times, 2013 raised the issue of power generation and distribution as insufficient to  
meet the demands of the populace but did not discussed how to resolve the power 
supply challenge and we have suggested in our paper that efforts should be made in 
mapping out strategies for improved power supply which should include more gene-
rating plants [hydro, thermal and nuclear] by the government and private sector partic-
ipation should be encouraged. Rodrigues, 2008 mentioned underutilization of ICT in 
healthcare sector and stated that awareness, training and capacity building should be 
carried out at all levels, highlighting the benefits of ICT in healthcare system. Other 
reviews can be found in table1 below. 
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Table 1. Open Issues in e-Healthcare Delivery System in Nigeria and Proposed Solutions  

Existing 
Work on 

open 
issues in 
Nigeria 

Issues 
discussed 

Issues 
not 

discussed 

Solution proffered in 
this paper 

Idowu et 
al, (2008) 
Ref [25] 

Health risk as a 
result of 
insufficient 
healthcare 
delivery scheme 

The extent 
of the 
possible risk 
and how 
ICT can 
ameliorate 
the risk 

Understudy the application 
of ICT in healthcare 
system of developed 
nations such as UK and 
integrate same to suit 
Nigeria 

Premium 
Times 
(2013) 
Ref [28] 

Power 
generation and 
distribution 
insufficient to 
meet the 
demand of the 
populace 

How to 
resolve the 
epileptic 
power 
supply 
challenge 

Efforts should be made in 
mapping out strategies for 
improved power supply 
which should include more 
generating plants [hydro, 
thermal and nuclear] by 
the government and 
private sector participation 
should be encouraged 

Roberto, 
R.J.  
(2008) 
Ref [23] 

Underutilization 
of ICT in 
healthcare 
system 

 Awareness, training and 
capacity building should 
be carried out at all levels, 
highlighting the benefits of 
ICT in healthcare system 

Henry 
Ifeanyi 
(2013) 
Ref [30] 

Costly and slow 
Internet 
facilities to do 
any meaningful 
operation 

 Government should 
provide a framework and 
support that will make 
available affordable 
broadband through mobile 
telecommunication 
operators since they are 
present in almost all 
communities in the 
country 

Schmitt 
and 
Wofford 
(2002) 
Ref [31] 

Huge Set up 
cost of e-
Healthcare 
system 

The actual 
cost 
required to 
set-up e-
healthcare 
in Nigeria 
was not 
discussed 

The government should 
make available adequate 
funds for the initial set up 
[as a correlative estimate 
for UCH Ibadan will take 
over $69million, inflation 
not considered] and where 
there is palsy of funds, 
public-private-
participation (PPP) should 
be explored 

Idowu et 
al, (2008) 
Ref [25] 

Data 
standardization 
as a result of 
low definition 
level of 

 Basic data headings used 
in the analogue system 
should be agreed upon and 
transferred to the digital 
platform, to enable easy  
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Table 1. (Continued) 

deliverables, 
conflict in 
defining 
minimum data 
sets for 
operational 
management 
and healthcare 
decision 
making, 
inability to 
determine the 
objectives and 
functionalities 
desired for 
applications  

and well familiar terms 
and terrain for the 
operators and the user of 
the e-healthcare system 

Campbell, 
et.al 
(2006) 
Ref [32] 

EHR may 
trigger several 
unplanned 
aftereffects, for 
instance 
increased 
medical errors, 
adverse 
emotions, 
overreliance on 
technology and 
fluctuations in 
power 

 Every management of 
health facilities should 
ensure that even when 
there is a breakdown in 
EHR, the facility will still 
be running by making 
provision for backup 
system that will be 
deployed in case of any 
breakdown or power 
fluctuation 

 

5.3 The Proposed Healthcare Transition in Nigeria 
Figure 1 depicts a proposed healthcare transition in Nigeria from the conventional 
healthcare system (CHS) to e-healthcare system. The arrow from CHS to opens issues 
indicates that there are basic issues faced by Nigeria hindering its successful transi-
tion, the presence of which cannot translate to e-healthcare. The arrow going from 
conventional healthcare system to e-healthcare enabled delivery system depicts a 
successful transition in the absence or resolved open issues. 
 

 

 

 

 

 

 
Fig. 1. Proposed e-healthcare Transition in Nigeria 

Proposed e-Healthcare Transition in Nigeria 

 

Successful          
Transition 

Conventional Healthcare 
System
-Paper based 
-Cabinet based storage of 
documents 
-Paper registration and card 
system 
-Medical records done 
manually 
-Prescription documented in 
papers and taken manually 
to the Pharmacist 

 

Open Issues in adapting e-
Healthcare System in Nigeria

- Huge set-up cost 
- Low Internet access 
- Erratic Electric power supply 
- Lack of awareness 
- Low acceptability 
- Skill acquisition & Data 
Standardization 
- Insufficient Security and 
privacy 
- Legal, ethical and policy issues 

e- Healthcare Enabled Delivery 
System

-Computerisation of records [EHR] 
- Real-time accurate and reliable 
information on patients  
- Convenient management of data 
and running the healthcare facility 

- Decision support tools 
- Improved quality delivery 
- Telemedicine and telecare services 
-Long term cost reduction 

Solution to the issues
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5 Conclusion 

The basic concepts about e-healthcare have been discussed in this paper with concen-
trations on the issues arising from the adoption of the system in the Nigeria context. 
Issues such as low internet access, erratic electric power supply, lack of awareness, 
low acceptability, legal and ethical issues and many more were looked into. Some of 
the solutions given center round the government; to provide framework and support 
that will make available affordable bandwidth, appropriate health delivery scheme, 
improvement in power supply by building more generating plants, creating adequate 
awareness, training and capacity building and many more. Putting the suggested solu-
tions discussed into consideration guarantees the successful adoption of e-healthcare 
system which then translates to an enhanced healthcare delivery with full benefits of 
the system. 
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