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Preface

BeiDou Navigation Satellite System (BDS) is China’s global navigation satellite
system which has been developed independently. BDS is similar in principle to the
global positioning system (GPS) and compatible with other global satellite navi-
gation systems (GNSS) worldwide. The BDS will provide highly reliable and
precise positioning, navigation and timing (PNT) services as well as short-message
communication for all users under all-weather, all-time and worldwide conditions.

China Satellite Navigation Conference (CSNC) is an open platform for academic
exchanges in the field of satellite navigation. It aims to encourage technological
innovation, accelerate GNSS engineering and boost the development of the satellite
navigation industry in China and in the world.

The 6th China Satellite Navigation Conference (CSNC 2015) was held during
May 13–15, 2015, Xian, China. The theme of CSNC2015 is Opening-up, Con-
nectivity, Win–win, which covers a wide range of activities, including technical
seminars, academic exchanges, forums, exhibitions and lectures. The main topics
are as follows:

1. BDS/GNSS Navigation Applications
2. Satellite Navigation Signal System, Compatibility and Interoperability
3. Precise Orbit Determination and Positioning
4. Atomic Clock Technique and Time-Frequency System
5. Satellite Navigation Augmentation and Integrity Monitoring
6. BDS/GNSS Test and Assessment Technology
7. BDS/GNSS User Terminal Technology
8. Satellite Navigation Models and Methods
9. PNT System and New Technologies of Navigation

10. Policies and Regulations, Standard and Intellectual Property

The proceedings (Lecture Notes in Electrical Engineering) have 197 papers in
ten topics of the conference, which were selected through a strict peer-review
process from 513 papers presented at CSNC2015. In addition, another 251 papers
were selected as the electronic proceedings of CSNC2015, which are also indexed
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by “China Proceedings of Conferences Full-text Database (CPCD)” of CNKI and
Wan Fang Data.

We thank the contribution of each author and extend our gratitude to the 215
referees and 49 session chairs who are listed as members of the editorial board. The
assistance of the organizing committees of CNSC2015 and the Springer editorial
office is highly appreciated.

Jiadong Sun
Chair of CSNC2015
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Chapter 1
Accuracy Assessment of the Doppler
Frequency and Pseudorange Model Based
on GPS/LEO Radio Occultation

Xian-Sheng Xu, Yan Liu, Ye Li and Xu Xu

Abstract The Doppler frequency and pseudorange model are important informa-
tion for open-loop tracking of GPS/LEO signal. The Doppler frequency model can
be predicted through iteration, with the use of a bending angle/refractivity clima-
tology and satellite orbits. The pseudorange model can be obtained by multi-epoch
or single-epoch algorithm. About 7279 COSMIC radio occultation soundings, from
DOY (day of year) 71 to DOY 73 in 2007, recorded in open-loop mode are
processed by above-mentioned algorithms, the calculated Doppler frequency and
pseudorange model are compared with corresponding COSMIC observations. The
statistical comparisons of the difference between COSMIC Doppler frequency
observation and Doppler frequency model show: above 2 km impact height, the
mean Doppler frequency shift caused by the Earth’s neutral atmospheric condition
is less than 3 Hz, the corresponding standard deviation is less than 6 Hz. The mean
and standard deviation of the difference between COSMIC phase observation and
pseudorange model calculated by multi-epoch algorithm are less than 15 m and
23 m, respectively, above 2 km. Similar results can be found in the single-epoch
algorithm. The accuracy of the pseudorange model calculated by single-epoch
algorithm is better than that of multi-epoch algorithm. Therefore, the atmospheric
Doppler and pseudorange model predicted by the single-epoch algorithm can be
used to track the GPS radio occultation signals recorded in the open-loop mode.
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Keywords GPS/LEO occultation � Open-loop � Closed-loop � The doppler
frequency � Pseudorange

1.1 Introduction

Using GPS/LEO radio occultation technique to obtain Earth’s atmospheric param-
eter is an accurate detection method. Open-loop (OL) tracking technology used in
GPS receivers overcomes shortcomings of closed-loop technology. Different with
closed-loop technology, it uses a fixed phase model for down conversion [1].

Doppler and pseudorange model not only affect signal amplitude decay (20 Hz
Doppler error or 100 m pseudo-range error will result in about 20 % of amplitude
decline), but also are two important parameters for GPS/LEO occultation open-loop
tracking. Sokolovskiy’s analysis and simulation indicate that Doppler model’s
accuracy in neutral atmosphere is about 10–15 Hz (based on receiver’s real-time
ephemeris data), error in ionosphere is 1–2 Hz, and satellite clock error of GPS and
LEO is 0–2 Hz respectively, relativistic effect will also bring an error of less than
1 Hz [2]. So predicting Doppler model accuracy will be able to meet requirements
of open-loop tracking technology. For GPS pseudorange, mainly geometric dis-
tance and satellite clock error of GPS and LEO, and delay caused in neutral
atmosphere and ionosphere are involved. Current real-time satellites orbit and clock
of GPS and LEO can be calculated down to within 10 m, pseudorange caused by
ionosphere is between tens of meters to a few hundreds of meters, and atmospheric
occultation delay in low troposphere can be over 1 km [3].

This paper uses satellite orbits and speed data after COSMIC processing and
refractive index model to calculate Doppler model, and then obtain neutral atmo-
sphere pseudorange model through integration. Comparison of calculated Doppler
model and COSMIC Doppler observation, as well as pseudorange model and
COSMIC phase observation help assess accuracy of neutral atmosphere Doppler
and pseudorange model.

1.2 Doppler and Pseudorange Algorithm

1.2.1 Doppler Model

With the help of geometrical optics, satellite ephemeris data and bending angle/
refractive index model, atmospheric Doppler model can be obtained. As shown in
Fig. 1.1, G and L represent GPS and LEO satellite respectively, O is the center of
curvature, M is the intersection of LM and GM. Ray zenith angle u1 and u2 at GPS
and LEO can use the following equation set and obtained iteratively [4]:

4 X.-S. Xu et al.



r1 sinu1 ¼ rcðbÞ þ h ð1:1aÞ

r2 sinu2 ¼ rcðbÞ þ h ð1:1bÞ

u1 þ u2 þ h� aðh; bÞ � p ¼ 0 ð1:1cÞ

where r1 and r2 are distances between GPS and LEO to the center of curvature
O respectively, while impact parameter a ¼ rcðbÞ þ h. h is impact height, h is the
angle between vector r1 and r2. b is the latitude of occultation, which can be
calculated based on satellite coordinate data. rc is radius of occultation’s corre-
sponding reference ellipsoid. In Eqs. (1.1a), (1.1b) and (1.1c), h, u1 and u2 are
unknown.

Initial value of impact height can be obtained under the assumption of straight-
line propagation between satellites. After adjusting impact height, bending angle’s
corresponding center angle h can be calculated via Eqs. (1.1a), (1.1b) and (1.1c),
and center angle h0 via ephemeris data. When their difference h0 � hj j is small
enough, stop iterative output of u1 and u2. When impact height reaches boundary
value (minimum value is hmin), then h ¼ hmin.

In Eqs. (1.1a), (1.1b) and (1.1c), bending angle model value aðh; bÞ is from
CIRA + Q model that includes temperature and pressure, as well as information of
water vapor partial pressure under 15 km [5].

After ray zenith angle u1 and u2 and satellite speed are known, it is possible to
calculate atmospheric Doppler forecast model via the following equation:

fmod ¼ fL1:
c� s2v02
c� s1v01

� c� s0v02
c� s0v01

� �
ð1:2Þ

where fL1 ¼ 1575:42 MHz represents the frequency of GPS at L1 frequency band,
c ¼ 2:997� 108 km/s is the speed of light in a vacuum. s0 is the unit vector for
GPS and LEO from G to L; s1;2 stands for direction vector of GPS and LEO, s1’s
direction is from G to M, and s2 is from M to L. v01;2 is the projection of GPS and
LEO speed on occultation plane.

Fig. 1.1 Diagram of the
GPS-LEO radio occultation
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1.2.2 Pseudorange Model

After atmospheric Doppler model is available, neutral atmospheric delay can be
calculated via the following equation [6]:

Lmod ¼ 2p
Z

fmoddt ð1:3Þ

Based on this equation and observation data of multiple epochs, pseudorange
model of neutral atmosphere can be obtained through integrating Doppler model,
and this is called multi-epoch pseudorange algorithm.

Neutral atmosphere’s pseudorange model can also be obtained directly through
the refractive index model:

Lmod ¼
Z

nðrÞdl ð1:4Þ

where dl is the ray arc length differential, and refractive index n is obtained via from
CIRA+Q model.

In the spherically symmetric assumption, Eq. (1.4) can be converted to:

Lmod ¼
ZxLEO
a

1� xdn
ndx

� �
x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p dxþ
ZxGPS
a

1� xdn
ndx

� �
x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � a2

p dx ð1:5Þ

where xGPS and xLEO are distances of GPS and LEO to the center of earth
respectively; a is the impact parameter at occultation point, which can be obtained
in advance via iteration of Eqs. (1.1a), (1.1b) and (1.1c). In Eq. (1.5), pseudorange
model can be calculated after xGPS, xLEO and a are given. So corresponding
pseudorange model can be calculated directly based on single epoch data, and this
is referred to as single-epoch pseudorange algorithm.

1.3 Data Analysis and Statistical Comparison

In order to assess the accuracy of atmospheric Doppler prediction and pseudorange
model, compare neutral atmosphere Doppler and pseudorange model with COS-
MIC atmospheric Doppler and atmospheric phase delay observation respectively.
Since ionosphere’s influence is very limited during occultation observation in
neutral atmosphere, its impact on atmospheric Doppler is generally considered to be
less than 1 Hz, while satellite clock error can be eliminated with differential
technique. So it is reasonable to validate neutral atmosphere Doppler forecast and
pseudorange model with measured data of occultation.

6 X.-S. Xu et al.



1.3.1 Doppler Observation

COSMIC data uses single-difference technique to correct satellite clock error, and
then get atmospheric phase delay [7, 8]. After smoothing and filtering of atmo-
spheric phase delay, Doppler observation is obtained via temporal difference:

fobs ¼ fL1
c
d/
dt

ð1:6Þ

where, / is the smooth value of COSMIC phase /obs, and t is time variable.

1.3.2 Case Study

On the basis of GPS and LEO ephemeris in atmPhs file of COSMIC, Doppler and
pseudorange model can be calculated using multi-epoch algorithm and single-epoch
algorithm, and compared with COSMIC Doppler observation and phase observa-
tion. Figure 1.2 shows Doppler calculations, in which horizontal axis and vertical
axis represent occultation time and Doppler respectively. The red solid line and
black dashed line in Fig. 1.2(a) stand for Doppler observation and model respec-
tively. It should be noted that multi-epoch and single-epoch algorithm produced
consistent Doppler results. Figure 1.2(b) shows the difference between Doppler
observation and model: fobs � fmod, which is no more than 4 Hz.

Figure 1.3 shows corresponding pseudorange comparison, in which horizontal
axis represents occultation time, vertical axis stands for pseudorange. In Fig. 1.3a,
the red solid line is COSMIC phase observation, black dashed line is multi-epoch
pseudorange model, and blue dotted line is single-epoch pseudorange model. It can
be seen from Fig. 1.3(a) that COSMIC phase observation is consistent with

Fig. 1.2 Comparison of
COSMIC Doppler
observation and the Doppler
model

1 Accuracy Assessment of the Doppler Frequency and Pseudorange … 7



multi-epoch and single epoch pseudorange model. Figure 1.3b is the difference
between COSMIC phase observation and pseudorange model: /obs � Lmod, which
is no more than 5 m.

Figures 1.4 and 1.5 are large error cases of Doppler and pseudorange. It is
obvious in Fig. 1.4a that Doppler observation increased dramatically after 72 s. The
difference between Doppler observation and model at occultation time of 76 s, as
shown in Fig. 1.4b, reached the peak of 141 Hz.

Figure 1.5 shows the corresponding pseudorange results. Both Figs. 1.5a, b
indicate great difference between COSMIC phase observation and pseudorange
model. The maximum difference is about −380 m at occultation time of 103 s.
Doppler or pseudorange error will affect bending angle, refractive index and other
inversion products through inversion process.

Fig. 1.3 Comparison of
COSMIC phase observation
and pseudorange models

Fig. 1.4 Comparison of
COSMIC Doppler
observation and the Doppler
model
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1.3.3 Statistical Comparison

After processing 7279 COSMIC atmPhs data from DOY 71 to DOY 73 in 2007
with multi-epoch and single-epoch algorithms, 5764 inversion data was success-
fully obtained. These data were, according to impact height, linear interpolated to
equally spaced points. This paper has interpolated Doppler and pseudorange to
impact height of 0–30 km, with distance internal of 0.2 km. Main Doppler and
Pseudorange statistical comparisons include: (1) Doppler observation and model;
(2) COSMIC phase observation and multi-epoch pseudorange model; (3) COSMIC
phase observation and single-epoch pseudorange model; (4) multi-epoch pseudor-
ange model and single-epoch pseudorange model.

Figure 1.6 shows Doppler error statistics, where vertical axis represents impact
height. In Fig. 1.6a–c, horizontal axis represents the mean difference and standard

Fig. 1.5 Comparison of
COSMIC phase observation
and pseudorange models

Fig. 1.6 Statistical comparison of the difference between COSMIC Doppler observation and the
Doppler model
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deviation of Doppler observation and Doppler model, and the number of occulta-
tion respectively.

As shown in Fig. 1.6a, if impact height is above 10 km, Doppler mean does not
exceed 0.5 Hz; if below 10 km, Doppler mean gradually increases to 8 Hz, and the
possible reasons include: more water vapor in lower troposphere which increases
signal tracking error, or iterative solution obtained via Eqs. (1.1a), (1.1b) and (1.1c)
reached boundary value; Fig. 1.6a shows negative deviation above 10 km, positive
deviation below 10 km, and an overall positive deviation trend. So Doppler positive
deviation below 10 km may be the main reason that caused refractive index neg-
ative deviation in lower troposphere. We can see from Fig. 1.6b that standard
deviation of Doppler difference is less than 4 Hz above 10 km, but gradually
increase to about 7 Hz when below 10 km. Figure 1.7 shows pseudorange error
statistics. Figure 1.7a–c is the difference between COSMIC phase observation and
multi-epoch pseudorange, while Fig. 1.7d–f is the difference between COSMIC
phase observation and single-epoch pseudorange. Figure 1.7g–i displays the dif-
ference between multi-epoch and single-epoch pseudorange. Column 1–3 stands for
mean difference, standard deviation and the number of occultation respectively. As
seen from Fig. 1.7a, the difference between COSMIC phase observation and multi-
epoch pseudorange has a positive deviation of about 2–3 m when above 8 km;
when at 2–8 km, there is a negative deviation of −15 m; when below 2 km, the
maximum negative deviation reaches −75 m. Figure 1.7b shows standard deviation

Fig. 1.7 Statistical comparison of the difference between COSMIC phase observation and the
pseudorange model
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of the difference between phase observation and multi-epoch pseudorange.
Figure 1.7b indicates that when above 4 km, standard deviation is less than 15 m,
which gradually increases to 36 m from 4 km to the ground. The second line
displays the statistical results of difference between COSMIC phase observation
and single-epoch pseudorange, which is better than those of multi-epoch algorithm.

1.4 Summaries and Discussion

This paper calculates neutral atmospheric pseudorange model using multi-epoch
and single-epoch algorithms. Traditional multi-epoch pseudorange algorithm cal-
culates all Doppler models of an occultation event at each epoch, and then obtains
neutral atmospheric pseudorange model through integrating Doppler. While the
newly developed single-epoch pseudorange algorithm first gets impact parameters
via satellite position and velocity data, and then calculates neutral atmospheric
pseudorange model directly through integration, which consequently is more
conducive to open-loop satellite signal tracking.

After calculating statistical difference between COSMIC Doppler observation
and Doppler model, as well as COSMIC phase observation and pseudorange model,
it has been found that mean difference between Doppler observation and Doppler
model is less than 0.5 Hz when above 10 km, and their standard deviation is no
more than 4 Hz. When above 2 km, their mean difference is no more than 3 Hz and
standard deviation is below 6 Hz.

Difference between COSMIC phase observation and multi-epoch pseudorange
has a positive deviation of about 2–3 m when above 8 km, and it has shown a
growing trend from 8 km. When at 2 km, the deviation is −15 m, which increases to
the maximum of −75 m when close to the ground. Standard deviation can be up to
36 m. Negative deviation of pseudorange corresponds with Doppler positive
deviation. Results from single-epoch pseudorange algorithm are generally better
than multi-epoch ones: system positive deviation is about 1 m when above 8 km,
about −12 m at 2 km, and the maximum deviation is about −40 m on the ground,
while the standard deviation obtained is less than 35 m. Comparison between multi-
epoch and single-epoch pseudorange results shows that their deviation difference is
less than 2 m when above 2 km, which increases to 15 m from 2 km to the ground.

Overall, Doppler and pseudorange models based on multi-epoch and single-
epoch algorithm have high accuracy. The accuracy of the newly developed single-
epoch algorithm is better than that of multi-epoch algorithm, especially when below
2 km, and therefore is able to meet the need of GPS/LEO occultation signal open-
loop tracking.
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Chapter 2
Application of BeiDou Navigation Satellite
System on Attitude Determination
for Chinese Space Station

Sihao Zhao, Cai Huang, Xin Qi and Mingquan Lu

Abstract BeiDou Navigation Satellite System (BDS) offers service to space-based
users. The future Chinese Manned Space Station (CSS) orbits inside the service
area of the future global BDS, and can utilize BDS to perform its attitude deter-
mination. This contribution first analyzes the constellation situation of the global
BDS during the operation phase of the CSS. The results show that the global BDS
can provide positioning and attitude determination service to the CSS. Second, the
principles of the carrier phase based attitude determination technique are presented
and the characteristics of the CSS are discussed, based on which the technical
conditions required for BDS-based attitude determination for the CSS are analyzed.
An attitude determination scheme which requires three antennas to be installed on
the three CSS’ component cabins respectively is proposed. Next, simulations and
analysis on the roll, pitch and yaw angle measurement errors when the CSS is
orbiting are conducted. The results indicate the feasibility of applying BDS on the
attitude determination for the CSS, and the root mean square errors of the measured
attitude angles can reach about 0.05° for roll and pitch, and 0.04° for yaw
respectively, provided the condition of two linearly independent 10 m level base-
lines formed by three BDS receiving antennas.
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2.1 Introduction

BeiDou Navigation Satellite System (BDS) is a Global Navigation Satellite System
(GNSS) developed and implemented by China which has achieved its regional
service ability covering China and its surrounding areas since the end of 2012 [1]
and would form a global constellation comprised of geosynchronous orbit (GEO)
and non-geosynchronous orbit satellites by 2020 [2, 3]. The Chinese Space Station
(CSS) program has entered its implementation phase, and around 2020, it is
planned to complete a large scale manned space station comprised of multiple
cabins which will conduct long term on-orbit operation with crew members on it
[4]. The operation period of CSS concurs the global service time of BDS. There-
fore, it is of theoretical and practical significance to explore the applications of BDS
on such influential engineering projects as manned space programs.

GNSSs have been widely adopted by manned spacecraft. For example, the space
shuttle determined its position with the Global Positioning System (GPS) operated
by USA [5, 6], GPS is adopted as one of the relative measurement methods for
spacecraft rendezvous and docking missions [7], and the Chinese manned space-
craft also equips with GNSS devices [8, 9]. It is worth mentioning that the Inter-
national Space Station (ISS) not only uses GPS for positioning, but also utilizes 4
GPS receiving antennas which form a 1.5 m × 3 m rectangle to determine its
attitude along with gyro data and the post processing precision reaches 0.5° (3-σ
root mean square) [10].

BDS has already achieved a regional service ability, however, is still not able to
provide a full-orbit coverage for manned spacecraft due to its limited service area.
The forthcoming global BDS constellation will be a good complement or/and
substitute for GPS and other GNSSs and will offer unintermittent service to manned
space vehicles such as CSS [11]. At present, inertial measurement units, sun sen-
sors, star sensors and etc. are widely adopted for attitude determination by space-
craft while GNSS devices are mainly used to measure the absolute and relative
position/velocity of the vehicle as well as support the ground based orbit deter-
mination tasks. The CSS requires extremely high safety and reliability during on-
orbit operation. With multiple BDS antennas and receivers installed on it, the
existing attitude determination methods can be supplemented and augmented. At
the same time, BDS can be used for deformation surveillance of the rigid multi-
cabin assembly of CSS so as to increase the safety of on-orbit operation.

It is proposed that the CSS will further utilize the service of the BDS to support
orbit determination and rendezvous and docking missions [12], which implies that
each cabin may be equipped with its own BDS receiver, and consequently, makes it
possible to utilize BDS to determine the attitude of the multi-cabin CSS as a whole.
It is notable that the CSS will become the largest Chinese earth orbiter ever and one
of the largest space vehicles around the world, which enables a superior mea-
surement precision over other spacecraft as a result of the possible longer baselines
between antennas.
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In this paper, the service ability of the global BDS during the period of the CSS
on-orbit operation is firstly simulated and analyzed. Then, the carrier phase double-
differencing attitude determination technique is presented based on which the
technical conditions required for CSS attitude determination are discussed. An
attitude determination scheme using three antennas installed on CSS cabins is
proposed. Next, the roll, pitch and yaw angle errors of the CSS measured using the
proposed scheme is analyzed based on simulation. The main conclusion and out-
look for next-step work are proposed in the final part.

2.2 Analysis on Service Ability of Global BDS for CSS

BDS is comprised of the space constellation, the ground control segment and the
user segment, and has achieved its regional coverage. The forthcoming global BDS
constellation will consist of 5 GEOs, 3 inclined geosynchronous orbit satellites
(IGSO), and 27 medium earth orbit satellites (MEO). The GEOs will locate at
58.75°E, 80°E, 110.5°E, 140°E and 160°E respectively. The 3 IGSOs which will
orbit at an altitude of 36,000 km, are distributed evenly on three orbital planes with
an identical inclination of 55° and a phase shift of 120°. They share the same
8-shaped ground track which intersects at 118°E. The 27 MEOs will be evenly
distributed on 3 orbital planes with an altitude of 21,500 km [2]. The simulated
global BDS constellation is shown in Fig. 2.1.

The assumed orbit of CSS is near-circular which has an inclination of 42°–43°,
and an altitude of 340–450 km [4]. Table 2.1 lists the orbital elements of Tiangong
1 target vehicle observed from ground [13] which are assumed to be used by CSS,
and the ground track of this orbit is shown in Fig. 2.2 [11]. The CSS flight attitude
is assumed to be three-axis stable which means that the BDS antenna always points
to the zenith as illustrated in Fig. 2.3. The half pitch angle of the antenna field of
view is set to 80° which blocks off the BDS signals outside this angle.

A simulation scenario with a total length of 6 days and an epoch step of 1 min is
established in Satellite ToolKit (STK) based on the above-mentioned
configurations.

The number of visible BDS satellites and their time percentages from the sim-
ulation are listed in Table 2.2.

The results indicate that at least 4 BDS satellites can be viewed at any place of
the manned space orbit which guarantees an absolute positioning service to CSS
[11]. Furthermore, the number of visible satellites for CSS is actually no fewer than
6 which enables a carrier phase differencing technique for high precision relative
measurement should more than one BDS receivers/antennas be installed. Therefore,
the global BDS is able to provide a full-course coverage for CSS to meet the high
precision measurement demand. More specifically, if no fewer than 3 BDS
receivers and antennas are installed to form 2 or more linearly independent base-
lines, attitude determination for CSS can be achieved.
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The validity of BDS for high precision relative positioning is proved by ground
tests using carrier phase differencing techniques [14–16], and the root mean square
(RMS) error lies within 1 cm under an approximate 10 m baseline condition
[15, 17]. In the manned space orbital area, the atmosphere is extremely thin which
greatly alleviates the tropospheric delay frequently experienced in a ground
application and thus is beneficial to a higher precision. In addition, the fast

Fig. 2.1 Simulated global BDS constellation

Table 2.1 Orbital parameters
of CSS for simulation

Orbital element Value

Time (UTC) 2014/03/01
12:28:00

Semi-major axis (km) 6753.800

Eccentricity 0.000947

Inclination (°) 42.686

Right ascension of ascending node (°) 241.312

Argument of perigee (°) 20.204

True anomaly (°) 76.347
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maneuver of the spacecraft is helpful to shorten the convergence time of real-time
high precision solutions. From the test and simulation results, we know that BDS
has the ability to provide high precision measurement to the CSS.

Fig. 2.2 Simulated ground track of CSS

Earth

Orbit

Chinese Space Station

Zenith

80°

Antenna boresight

Fig. 2.3 Flight attitude and
antenna setup diagram [11]

Table 2.2 Statistics of
number of visible BDS
satellites for CSS

Item Value

Maximum number 19

Minimum number 6

Average number 10.3

≥9 time percentage (%) 65.1

≥8 time percentage (%) 78.3

≥7 time percentage (%) 90.5

≥6 time percentage (%) 100.0

≥5 time percentage (%) 100.0

≥4 time percentage (%) 100.0
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2.3 Carrier Phase Based Attitude Determination

A vehicle’s relative attitude information in a certain coordinate frame can be
obtained by measuring the relative relationship between the known baseline vectors
and the coordinate frame if there are more than one linearly independent baselines.
For example, if C is denoted as the rotation transformation matrix between the body
coordinate frame (b frame) and the navigation coordinate frame (n frame), then
C can be written as the following equation.

C ¼
cos p cos y cos r sin p cos y� cos r sin y sin r sin yþ cos r sin p cos y
cos p sin y cos r cos yþ sin r sin p sin y cos r sin p sin y� sin r cos y
� sin p sin r cos p cos r cos p

2
4

3
5

ð2:1Þ

where r, p, and y are the roll, pitch and yaw angles respectively.
If v1b and v2b are two known vectors in b frame, and their expressions can be

defined as v1n and v2n in n frame, then

v1n ¼ Cv1b
v2n ¼ Cv2b

ð2:2Þ

The values of y, p and r are the solution of this non-linear equation set.
The expressions of the vectors in b frame can be obtained by measuring the

vectors directly in b frame. The vectors need to be measured in n frame in order to
solve the attitude angles in Eq. (2.2). We use BDS carrier phase based technique to
measure the baseline vector in n frame. Figure 2.4 demonstrates the relationship
between the carrier phase and the baseline vector.

The two end points of a baseline vector are denoted as b and r respectively, and
then the measurement equation of navigation signal carrier phase are given as
follows.

b r

Statellit j

b rb

φφj,b j,r

Fig. 2.4 Relationship
between carrier phase and
baseline vector
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/j;r ¼ k�1 dj;r � Ij;r þ Tj;r
� �þ f dtr � dtj;r

� �þ Nj;r þ gj;r ð2:3Þ

/j;b ¼ k�1 dj;b � Ij;b þ Tj;b
� �þ f dtb � dtj;b

� �þ Nj;b þ gj;b ð2:4Þ

where / represents the carrier phase (in carrier cycle), λ is the carrier wavelength
(in m), d is the true geometrical range between the navigation satellite and the user
(in m), T is the troposphere delay (in m), I is the ionosphere delay (in m), f is the
carrier frequency (in Hz), δtr and δtj are the user and the satellite clock biases
respectively (in m), N is the carrier cycle integer ambiguity, ε and η are measure-
ment errors of pseudorange and carrier phase, and the subscript j is the visible
satellite number.

The I and T terms can be eliminated via double differencing between r and b and
then satellite i and j, provided a short range or baseline between r and b, and
Eq. (2.5) is then formed.

/ji;rb ¼ k�1dji;rb þ Nji;rb þ gji;rb ð2:5Þ

Equation (2.5) is the carrier phase double-differencing measurement model
under the short baseline condition. The baseline vector of interest is buried in the
double-differenced range dji,rb which can be expanded about the estimate positions
of b and r with the first order terms remained as shown in Eq. (2.6).

dji;rb ¼ �k�1 aj;r � ai;r
� �Tbrb ð2:6Þ

where, ar,j is the normalized line-of-sight (LOS) vector pointing from the receiver at
r to the jth satellite with the assumption that the counterpart LOS vector of b is
identical with that of r, i.e. ar,j equals ab,j, and brb is the baseline vector from b to r.

A high precision baseline vector can be obtained if the integer ambiguity N in
Eq. (2.5) is solved by some ambiguity resolution method such as LAMBDA [18]. If
more than one such linearly independent baselines exist, they can be solved
respectively with a high precision based on the carrier phase double-differencing
technique. Afterward, the attitude information can be extracted from the two
baselines via some calculation such as shown in Eqs. (2.1) and (2.2).

As commonly adopted in ground applications, a joint processing is required for
the independent carrier phase measurement outputs from the receivers at r and b. As
a consequence, a data communication link or/and a centralized processing device is
needed to double-difference the data from r and b as well as solve the attitude
angles.
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2.4 Technical Conditions of BDS Based Attitude
Determination for CSS

The CSS is a complex formed by the Core Cabin, the Experiment Cabin I and the
Experiment Cabin II and this configuration is illustrated in Fig. 2.5 based on [4].
1. Linearly independent baseline vectors
The Core Cabin, Experiment Cabin I and Experiment Cabin II will form a rigid
complex when operating on orbit. Two stable independent baselines as shown in
Fig. 2.6 can be formed if there are one BDS receiver and antenna installed on each

Fig. 2.5 Basic configuration of CSS [4]

Antenna b
Core Cabin

Antenna r1

Experiment Cabin I
Antenna r2

Experiment Cabin II

Fig. 2.6 Baselines between BDS antennas on Chinese space station
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cabin respectively. We select the antenna b on the Core Cabin as the reference point
for the attitude determination system along with which the antennas r1 and r2 on
Experiment Cabin I and II can establish the two independent baselines.
2. High quality carrier phase measurements
The BDS antennas should be carefully designed so that interference such as mul-
tipath effects should be eliminated as far as possible. The receiver should properly
handle the spacecraft dynamics and the weak signal reception to guarantee a high
quality carrier phase measurement output.
3. Transfer and processing of the measurement data
Besides three sets of antennas and receivers for the three cabins, a module to receive
and process the measurement data from the three receivers is required. Therefore a
data transfer link and/or a centralized processing device might be needed.

The following 4 preliminary schemes can be considered:

(1) The Experiment Cabin I and II receivers receive the measurement data from
the Core Cabin receiver and solve the baselines b-r1 and b-r2, and then send
the results to ground for attitude solution;

(2) The receivers of the Experiment Cabins send their data to the Core Cabin
receiver to solve the attitude angles in a real time manner;

(3) A specialized device can be installed, for the purpose of receiving and pro-
cessing the measurements from all the three receivers and real time completing
attitude determination on-orbit;

(4) The three receivers send their own data down to the ground respectively. A
ground based device takes the responsibility of calculating the attitude
information.

2.5 Error Analysis for BDS Based CSS Attitude
Determination

In this section, the attitude measurement errors of the proposed scheme in the
previous section are analyzed via simulations. Three antennas are setup based on
Fig. 2.6, and their positions in CSS body coordinate frame are set in Table 2.3.

The orbital elements of CSS are identical with Table 2.1. The CSS keeps a three
axis stable flight attitude as set in Sect. 2.2. The simulation length is 6 days with
1 min step, and the total number of epochs is 8640. The three dimensional 3D
position in earth-centered-earth-fixed (ECEF) frame of b, r1 and r2 at every

Table 2.3 Simulated
positions for the three
antennas in b frame

Position Antenna b Antenna r1 Antenna r2
X/m 0 −8 8

Y/m 8 0 0

Z/m 0 0 0
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simulation epoch are obtained as the truth reference position. Table 2.4 lists the true
positions of the antennas at one selected epoch.

We use STK to simulate the flight procedure of the CSS and obtained the true
roll, pitch and yaw angles of all epochs in the simulation scenario as plotted in
Fig. 2.7.

Random error with a standard deviation of 10 m is added on the true 3D position
of the reference point antenna b in ECEF to simulate its positioning results using
pseudorange measurements [1]. The standard deviation of the baseline measure-
ment error of b-r1 and b-r2 is set to 1 cm.

The two baseline vector b-r1 and b-r2 are firstly transformed from ECEF frame to
the north east down frame (NED) with b as the original point, and then Eqs. (2.1)
and (2.2) are adopted to solve the attitude angles. The roll, pitch and yaw angle
solutions are compared with the true attitude angles shown in Fig. 2.7 to generate
the attitude errors. Figure 2.8 illustrates the attitude errors from one time simulation.

The attitude error in Fig. 2.8 indicates that the measured attitude angles using the
proposed scheme are consistent with the true attitude. The RMS errors are 0.0498°,
0.0516° and 0.0357° for roll, pitch and yaw angles respectively. 100 time’s Monte

Table 2.4 Simulated true position data for the three antennas at one epoch

3D position Antenna b Antenna r1 Antenna r2
X/m 6061736.78515 6061731.92252 6061737.99753

Y/m −2884357.11388 −2884367.32930 −2884357.70602

Z/m −806299.27452 −806299.28819 −806288.04155
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Fig. 2.7 Simulated true attitude angles
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Carlo simulations are also conducted and the average RMS errors and absolute
errors are listed in Table 2.5.

We should note that the above simulation only takes the measurement data of
independent single epochs into account without employing any filtering methods to
introduce any historical information. The error added to the measurements are also
larger than that from the ground tests. As a consequence, the simulation results are
more approximate to its lower performance boundary. In other words, an improved
attitude determination precision can be expected in the practical operation of CSS,
not to mention if other algorithms including filtering methods and constraints are
adopted.

Additionally, the space environment of the CSS is expected to be better than the
simulation conditions. For example, the manned space orbit is almost outside the
atmosphere and the impact of air on the signal propagation is negligible. Apart from
that, the BDS antenna for CSS can outperform those on the ground which may offer
a higher quality of measurements. For those reasons, the on-orbit baseline mea-
surement error tend to be less than 1 cm and a superior attitude determination
performance over the simulated results can thus be expected.
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Fig. 2.8 Simulation results of attitude errors

Table 2.5 100 times Monte
Carlo simulation results of
attitude errors

Roll Pitch Yaw

Average of RMS error/° 0.0506 0.0506 0.0359

Average of absolute error/° 0.0404 0.0404 0.0286
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2.6 Conclusion and Outlook

This work analyzes the BDS service ability during the on-orbit operation of CSS,
discusses the technical conditions required for applying BDS on CSS attitude
determination, and proposes a preliminary attitude determination scheme with a two
10 m linearly independent baselines formed by three BDS antennas distributed on
the three cabins. It is feasible to employ BDS to support CSS attitude determination
provided that multiple BDS antennas and receivers are installed on distinct cabins
and data links and related measurement processing devices are equipped. The
analysis and numerical simulation of the proposed scheme demonstrate RMS errors
of about 0.05° for roll and pitch angles, and 0.04° for yaw angle which outperforms
the existing GPS attitude determination system on ISS. In addition, the real on-orbit
environment could be better than the simulation conditions and an improved per-
formance can be expected.

BDS can be applied to offering full-course service to CSS attitude determination
using the proposed scheme of multiple BDS devices on different cabins. It is an
effective complement and augmentation for existing approaches which can also be
used for deformation surveillance on the CSS and can provide better safety pro-
tection to the large space vehicle.

To establish a more solid foundation for the application of BDS on CSS attitude
determination, the future work includes deeper investigation on constraints such as
CSS operation environments, device configuration, and data link availability, fur-
ther research on fast and reliable attitude determination algorithms with fixed
baselines and more thorough analysis, simulation and verification on the
performances.
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Chapter 3
Feasibility Analysis of High-Precision
Deformation Monitoring Using BeiDou
Navigation Satellite System

Ruijie Xi, Yugang Xiao, Xingwei Liu and Kaihua Wang

Abstract Since the launch of the last GEO satellite on December 27, 2012,
BeiDou regional navigation satellite system (BDS) has been announced to provide
positioning, navigation, timing (PNT) and short message communication services
in the whole Asia-Pacific region, which suggests a new GNSS system could be
applied for deformation monitoring in the future. In order to investigate the
performance of BDS in high-precision deformation monitoring, an experiment
platform was designed where the actual displacements could be defined accurately
as the reference and a corresponding BDS data processing software was developed.
With the platform, data over 15 days were obtained and were processed every 4 h
for evaluating the precision and reliability of deformation monitoring using BDS
only. The results show that, for short baselines the repeatability of the horizontal
and vertical directions are better than 1 and 2 mm, respectively. In addition, the
comparison of deformations calculated from the BDS data and the reference dis-
placements derived by the experiment platform confirms a good agreement, which
indicates the potential of BDS for deformation monitoring applications.

Keywords BeiDou navigation satellite system � High-precision � Deformation
monitoring � Feasibility

3.1 Introduction

Compared to the traditional deformation monitoring technology, GNSS positioning
technology involves considerable advantages such as all-climate working, dis-
pensing with intervisible measuring stations, high degree of automatic and directly
access to the 3D coordinates of stations etc. It is reported that the precision of sub-
millimeters could be achieved for short baselines in the post-processing mode and
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could fulfill the demands of most deformation monitoring applications (see [1, 2]).
Furthermore, due to the continuously developing and improving of GNSS receivers
and corresponding technology, GNSS has been widely utilized in the displacements
monitoring for different applications, such as dams safety monitoring, reservoirs
and landslide, tectonic movement etc. [2–5]. Whereas, GPS is found to be the
dominating GNSS system in current deformation monitoring field.

BeiDou regional navigation satellite system (BDS) which is also called BeiDou-
2 has been in full operation since December 27, 2012. It consists of 14 satellites,
including 5 satellites in Geostationary Orbit (GEO), 5 satellites in Inclined Geo-
synchronous Orbit (IGSO), and 4 satellites in Medium Earth Orbit (MEO). Simi-
larly, the BDS also provides precise positioning, navigation, and timing (PNT)
services in the Asia-Pacific Region [6–9].

In order to assess the precision and reliability that BDS could achieve for the
deformation monitoring, in this paper, a platform was designed where deformations
could be simulated and the displacements could be obtained accurately, and a
deformation monitoring software was also developed for processing BeiDou data.
The results show that BDS could also fulfill the demands of most deformation
monitoring applications.

3.2 Experiment Platform and BDS Data Processing

3.2.1 Experiment Platform

To investigate the precision and reliability of BDS in the application of high-
precision deformation monitoring, a BDS tracking network with a base station
named A001 and three monitor stations named B001, B002 and B003 is employed
where the length of baselines range from 115 to 290 m. The stations distribution is
shown in Fig. 3.1. At each station, a TRIMBLE NETR9 receiver and a CHOKE
RING antenna (TRM59900.00) are installed similarly to the IGS stations. However,
a special equipment is installed at station B003, which could be used to move the
antenna in both horizontal and vertical directions and the actual displacements
could be derived accurately. All stations have a good GNSS satellites tracking
condition, no obvious shelters are found above the elevation angle 10°. Observation
data during 15 days from August 3rd to 17th (DOY 215–229) are collected for the
experiment validation and the sampling interval is 15 s. For comparison, both GPS
and BDS data are employed in these experiments.

3.2.2 Data Processing Software

By considering that short baselines are always employed and high precision are
always required in deformation monitoring, this paper refined the model of GNSS
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data processing and developed the BDS data processing software. The main data
processing model and strategies are as follows:

1. All observations are processed using double-difference (DD) model and every
computational arc segment covers 4 h. The cut-off elevation is set to 10°.

2. Broadcast ephemeris are used to compute the position of the satellites.
According to [10], satellite orbit will not degrade those baselines less than 1 km.
Even in the worst cases, satellites orbits with a bias of 5 m will only result in a
bias of 0.05 mm in the final positioning results. Nowadays, the accuracy of
broadcast ephemeris could meet the demands of high-precision deformation
monitoring [10].

3. Original L1 carrier phase observations are utilized directly to estimate all
parameters due to its low noise, L2 observations are only used for detecting
cycle slips.

4. The troposphere delay and ionospheric delay effect are considered. According to
standard atmospheric model, the effect of tropospheric refraction could be
eliminated by Saastamoinen model and the piecewise linear method is adopted
to estimate the residual of troposphere delay effect. Ionospheric refraction effect
can be eliminated by double difference.

5. The earth tide and ocean tidal correction models are used.
6. The coordinates of base station A001 will be fixed as constants in the parameter

estimation.
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Fig. 3.1 Distribution of experimental tracking stations, where A001 is the reference stations, and
other stations are monitor stations
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7. Ambiguity resolution is a key issue in the high-precision GNSS deformation
monitoring. In this software, ambiguity resolution followed a sequential
strategy:

(a) An independent set of double-difference phase biases are selected
according to the baseline length.

(b) For each baseline, the satellite with the most observations is selected as
reference satellite and form the DD ambiguities.

(c) Form and solve the normal equation to obtain the float solution.
(d) All the float ambiguities are sorted by the probability of being fixed to

integers and those ambiguities with highest probability are firstly fixed to
integers.

(e) Fix all the fixed ambiguities in (d) and update the normal equation, repeat
(c)–(e) until no more ambiguities could be fixed any more.

(f) A searching criterion based on minimizing the estimated weighted sum of
residuals squared (“chi squared”) is employed for searching the remaining
float ambiguities.
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Fig. 3.2 Residual series of B001
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3.3 Repeatability Analysis

Because the reference station A001 and monitoring stations B001 and B002 are
assumed to be static, the repeatability of the two baselines (A001–B001 and A001–
B002) could be used to assess the monitoring precision. In this paper, BDS and
GPS data are firstly processed every 4 h independently using the same algorithm,
and then the repeatability of baselines is calculated for BDS and GPS separately.

Figures 3.2 and 3.3 show the time series of residual in the north, east and vertical
directions after removing the reference value obtained by processing GPS data with
GAMIT software.

It can be seen from these figures, for BDS time series, the fluctuations of
horizontal components are less than 2 mm, while those of vertical components are
less than 4 mm, for GPS time series, the fluctuations seem a little better, especially
in the vertical components, which are less than 2 mm. This is because current BDS
satellites are always less than GPS satellites and the geometry of BDS is also poorer
than GPS satellites at present. However it is believed that with the construction of
BDS satellite constellation, the precision will be further improved.
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Table 3.1 shows the repeatability of the baselines. The results suggest the
monitoring precision of BDS is 1 mm for the horizontal components and 2 mm for
the vertical components, which can meet the demands of most of deformation
monitoring applications.

Meanwhile, obvious daily signals were found in all components in the two
baseline time series. We have initially identified the source of the daily signals due
to the geometric distribution of satellite constellation and thermal expansion of the
monument [11, 12].

3.4 Reliability Analysis

As described above, a special equipment was installed at station B003 which could
be used to move the antenna freely in both horizontal and vertical directions, and
the quantity of displacements could be measured by micrometer precisely. In order
to verify the agreements between deformations calculated from BDS data and the
actual displacements, as shown in Table 3.2, different displacements were set up at
station B003 for day 217–225, and the displacements were recorded as reference.

All data of BDS for baseline A001–B003 were processed every 4 h using the
software developed in this paper. And the time series of results in the North, East
and Up components are shown in Fig. 3.4. Figure 3.5 shows more details about the
Up components. From the Figs. 3.4 and 3.5, diurnal variations are found in each

Table 3.1 Repeatability
of baselines Baseline name System Repeatability of baseline/mm

E N U L

A001–B001 BDS 0.8 0.9 1.6 0.9

A001–B001 GPS 0.6 0.8 0.7 0.8

A001–B002 BDS 0.5 1.0 2.0 1.0

A001–B002 GPS 0.5 0.6 1.0 0.5

Table 3.2 Real deformations
of the equipment Day E/mm N/mm U/mm

217 3 4 5

218 1 3 4

219 1 2 3

220 1 3 2

221 0 1 1

222 1 1 45

223 0 0 45

224 0 0 0

225 3 1 0

32 R. Xi et al.



component and the amplitude for horizontal and vertical components are about 1
and 2 mm, respectively. These are likely caused by PDOPs of the satellites and
thermal expansion of the monument.

Comparison between the computed deformations and the reference deformations
recorded by micrometers confirms a good agreement, which implies a good reli-
ability of BDS in the deformation monitoring.
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3.5 Conclusion

This paper designed an experiment platform and developed the corresponding
software for assessing the performance of BDS in high-precision deformation
monitoring. The results of 4-h solutions show that the repeatability of horizontal
and vertical directions for short baselines using BDS are better than 1 and 2 mm,
respectively. Additionally, comparison between the computed deformations and the
reference deformations recorded by micrometers confirms a good agreement, which
implies the potential of BDS for being applied to the deformation monitoring. And
from the experiments, it can also be inferred that 4 h might be a reasonable choice
for deformations monitoring using BDS.
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Chapter 4
Analysis on Velocity Measurement
Precision of High Dynamic GPS Receiver
Carrier Tracking Loop

Xudong Liu, Guangjun Liu, Qiang Li and Haiying Luo

Abstract The dissertation introduced factor that high dynamic condition influence
the velocity measurement precision of GPS receiver’s carrier tracking loop. Based
on analyses on the measurement error and tracking threshold, the adaptability and
tracking precision of carrier tracking loop in high dynamic condition were simu-
lated, the measurement error and the finally velocity precision were expressed in
different high dynamic condition. The paper has important theoretical significance
for comprehending the velocity measurement precision in high dynamic condition
and designing tracking loop that is adapted to high dynamic condition.

Keywords High dynamic � Carrier tracking loop � Velocity measurement
precision

4.1 Introduction

GPS could provide the information that high precision position, speed and time for
global users all-weather. GPS are widely used especially in military field. The basic
principle of GPS velocity measurement is the Doppler measurement due to the
relative movement between satellite and the user, and calculate the velocity by the
least square method or the state estimation method. The basic formula is [1]:

kfd
j ¼ r � rj

� �
_r � _rj

� �
qj

þ c _dtk � c _dtj þ _dqn
j þ _dqp

j þ ej ð4:1Þ
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k is a GPS carrier wavelength, fd
j is the Doppler measurement between the

satellite j to receiver, d
:

qn
j is Time delay variation rate of the ionosphere, d

:

qp
j is

Time delay variation rate of the troposphere, qj is the pseudorange, r is the position
vector of receiver, _r is The velocity vector of receiver, rj is the position vector of

satellite, _rj is the velocity vector of satellite, d
:

tk is clock rate of receiver, d
:

tj is clock
rate of the satellite j, ej is the observation noise.

The receiver speed measuring precision is influenced by all kinds of error, that
mainly including (1) error related to the satellite system, such as satellite orbit error,
satellite velocity error, satellite clock error rate error, relativistic effects, etc. (2) the
route of transmission, such as changes in the ionosphere and troposphere; (3) the
receiver itself, such as the location of the receiver error, receiver clock difference
rate of change of error and multipath error rate and receiver noise. Error that is
related to the satellite system could be correction through the ephemeris data, error
that is related to the propagation path could be correction through the model
modification. The impact on the speed measuring precision through correcting the
error term could be seen in Table 4.1.

But, the above analysis is based on low dynamic, when carrier move on high
dynamically, for example, if the acceleration is 50 g, the acceleration is 30 g/s,
speed measuring precision can reach the precision, the problem need further be
analysis. Because the clock radio, broadcast ephemeris is space/control section with
the actual satellite clock error and the satellite position estimate and load fitting for
satellite, the ionosphere, troposphere delay, multipath delay error and the actual
space environment, no changes with speed of receiver. So the satellite system and
environment section of error sources in high dynamic situations in accordance with
low dynamic. Under the high dynamic scene, speed measuring precision mainly
affected by receiver noise error source term. The speed measuring precision
influence of GPS receiver loop noise on high dynamic station has been analyzed in
this paper [2, 3].

Table 4.1 The influence of error term for speed measuring precision

Error term The influence of error term for speed measuring precision

Satellite orbit changes Deviation: negligible, Standard deviation: negligible

Satellite clock difference changes Deviation: mm/s, Standard deviation: mm/s

The troposphere delay Deviation: negligible, Standard deviation: negligible

Ionospheric delay Deviation: mm/s, Standard deviation: negligible

The theory of relativity correction Deviation: mm/s, Standard deviation: mm/s

Positioning accuracy Deviation: negligible, Standard deviation: negligible

Multipath Deviation: negligible, Standard deviation: mm/s

The receiver loop noise Deviation: negligible, Standard deviation: mm/s
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4.2 Analysis on Loop Measurement Error
and Tracking Threshold

GPS receiver tracking loop includes: code delay locked loop (DLL), carrier fre-
quency locked loop (FLL) and carrier phase lock loop (PLL). As the code loop is
rough ring, in the tracking loop more resilient than phase-locked loop, under the
condition of the PLL can track, code ring also can guarantee the normal track of
signal. Receiver code loop in most of the tracking error is made up of dynamic
thermal noise and receiver. For receiver dynamic stress error, because the PLL
assisted DLL, can make DLL dynamic stress is reduced to less than 0.1 Hz, so the
DLL loop dynamic stress can be ignored. Frequency locked loop to track the
frequency of the carrier phase, rather than with high dynamic adaptability, but low
tracking precision, are commonly used to assist phase-locked loop. So carrier phase
lock loop is the key to realize high precision data receiver decoding [4, 5].

PLL make a copy of the received carrier signal that maintain consistent carrier
signal through the numerical control oscillator, and infer the received carrier signal
state according to the control parameters. The sources of the measurement error of
PLL on signal includes a phase jitter and dynamic stress error, a conservative
estimate is a PLL tracking error (3r) must not exceed 1/4 of PLL discriminator
phase traction range, so empirical threshold of 3r is 45° [6, 7].

3rPLL ¼ 3ri þ he � 45� ð4:2Þ

ri is phase jitter error, he is the dynamic stress error, rPLL is phase measurement
error variance.

(1) Phase jitter error
Sources of error caused by phase jitter mainly jitter oscillation frequency caused

by thermal noise, mechanical shock and Allan variance. The phase jitter error ri is:

ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rtPLL2 þ rv2 þ rA2

p
ð4:3Þ

rv is oscillator phase jitter induced by the corresponding machinery jitter,
rv � 2�, rA is Alendronate phase jitter mean square error. rA is proportional to the
PLL pre integration time, if pre integration time is 1 ms, rA ¼ 0:57�.

rtPLL ¼ 360
2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Bn

C=N0
1þ 1

2T � C=N0

� �s
ð4:4Þ

Bn is Carrier loop bandwidth, C=N0 is Carrier to noise ratio, T is pre integration
time.

The type shows that the thermal noise is independent with the loop order
number, the loop order is mainly decided by he dynamic performance.
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(2) The dynamic stress error
The dynamic stress error depends on the loop bandwidth and order loop filter, if

the response to a step function with overshoot, the maximum dynamic stress error
may be slightly larger than the steady-state error, if the filter is designed to have
minimal root mean squared error, then the overshoot should not be greater than
7 %, this is typical of the loop filter coefficients the situation.

The dynamic stress error of two order phase locked loop is:

he2¼ d2R=dt2

x0
2 ¼ d2R=dt2

Bn
0:53

� �2 ¼ 0:2809
d2R=dt2

Bn
2

�ð Þ ð4:5Þ

d2R=dt2 is the minimum sight direction acceleration dynamic (°/s2).
The dynamic stress error of three order phase locked loop is

he3¼ d3R=dt3

x0
3 ¼ d3R=dt3

Bn
0:53

� �3 ¼ 0:4828
d3R=dt3

Bn
3

�ð Þ ð4:6Þ

d3R=dt3 is the minimum sight direction acceleration dynamic (°/s3).
Because of the two order of carrier tracking loop for speed stress insensitive,

oscillator error caused by acceleration can be ignored. For the three order carrier
tracking loop, oscillator error caused by acceleration can be ignored, because of the
stress of acceleration is not sensitive.

Visible, the receiver in order to adapt to the carrier dynamics of higher, requiring
larger loop bandwidth, and the loop the loop bandwidth is larger and would
increase the phase jitter error, reduce the tracking precision of PLL carrier, and even
cause the receiver to lose lock.

4.3 The Adaptability and Accuracy of PLL
on High Dynamic Station

In this paper, the adaptability of the high dynamic environment PLL simulation
analysis [8, 9]. As Figs. 4.1 and 4.2 show. PLL can only track the signal to noise
ratio of 30 dB_Hz or above, the 8–45 Hz loop bandwidth, and the two order carrier
loop is very sensitive to acceleration, three order carrier loop is very sensitive to
jerk (Tables 4.2 and 4.3).

Three order GPS receiver carrier loop PLL is used to realize the tracking signal
measurement on high dynamic environment. This paper simulated the performance
of PLL in this station: Bn = 18 Hz, Tcoh = 1 ms, C/N0 = 43 dB_Hz (−161.5 dB W),
a = 50 g, jerk = 0 g/s, jerk = 10 g/s, jerk = 20 g/s jerk = 30 g/s. When the jerk less
than 20 g/s, three order GPS receiver carrier loop could continuous tracking signal,
When the jerk more than 30 g/s, PLL would loss the signal. The simulation results
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are shown in Figs. 4.3, 4.4, 4.5 and 4.6. The statistical results of the PLL tracing
error are shown in Table 4.4.

At present, carrier phase tracking loop precision is set for 1 % weeks in the
general literature it is 2 mm. Through the simulation when the Bn is 18H, Tcoh is
1 ms, jerk is 0 g/s, the tracking accuracy of PLL is 0.92 mm, which can better meet
the carrier measurement precision is less than 2 mm index, along with the increase
of the jerk, when jerk = 5 g/s, the measurement error of this theory has exceeded
2 mm, j = 30 g/s loop is at a complete loss of lock state. Error statistics generally
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Table 4.2 The loop bandwidth that meeting PLL requirement in different C/N0 condition

Carrier loop C/N

24 31 35 40 45

Min Optimal Min Optimal Min Optimal Min Optimal Min Optimal

Two order
carrier loop

Loss Loss 28 35 20 42 19 43 18 50

Three order
carrier loop

Loss Loss 23 30 18 38 17 41 17 42

Acceleration 1 g, jerk 10 g/s

Table 4.3 The loop bandwidth that meeting PLL requirement in different acceleration or jerk
condition

Carrier loop Acceleration (jerk)

0.1 g (10 g/s) 1 g (15 g/s) 2 g (20 g/s) 3 g (30 g/s)

Min Optimal Min Optimal Min Optimal Min Optimal

Two order carrier loop 8 13 28 35 Loss Loss Loss Loss

Three order carrier loop 23 30 26 37 30 40 45 45
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includes thermal noise error, Allan deviation and dynamic stress error caused by
acceleration.

The PLL bandwidth of does not exist the case theory the tracking accuracy of
PLL is 0.92 mm, which can better meet the carrier measurement precision is less
than 2 mm index, along with the increase of the jerk, when jerk = 5 g/s, the
measurement error of this theory has exceeded 2 mm, j = 30 g/s loop is at a
complete loss of lock state. Error statistics generally includes thermal noise error,
Allan deviation caused by acceleration and dynamic stress error.
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Table 4.4 The statistic of simulation

The simulation conditions The statistical results (mm)

Theory value Statistical integrated error

a = 50 g, j = 0 g/s 0.91957 1.2431

a = 50 g, j = 2 g/s 1.4596 1.4801

a = 50 g, j = 5 g/s 2.2697 2.3087

a = 50 g, j = 10 g/s 3.6197 3.8754

a = 50 g, j = 15 g/s 4.9698 4.891

a = 50 g, j = 20 g/s 6.3198 6.2456
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4.4 Conclusion

In summary, speed measuring precision of GPS receiver tracking loop has the very
big relations with carrier dynamic, the jerk is greater, speed measuring precision is
worse. As shown as the phase locked loop analysis on measuring error formula and
simulation, the measurement error caused by high dynamic, dynamic stress error is
one of main part. So the research in some way to eliminate the dynamic stress
caused by the carrier tracking loop measurement error, considering only the loop
error caused by thermal noise, improve the measurement precision of GPS receiver
in high dynamic environment, is the future development direction.
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Chapter 5
Theoretical Study of Bare Soil Parameters’
Effects on GPS Multipath Observables

Xuerui Wu, Shuanggen Jin and Ye Li

Abstract In the past two decades, GNSS-R has emerged as a new and attractive
remote sensing technique. The geodetic/geophysical GPS receivers are out-of
commercial and their recorded multipath observables have potentials for geo-
physical parameters detections, e.g. soil moisture, vegetation growth and snow
depth. Based on the developed forward GPS multipath model, effects of bare soil
parameters on GPS multipath observations are evaluated here. Wave synthesis
technique is employed to get the coherent scattering coefficients at VV, HH, RR and
LR polarizations, while the bare soil dielectric constant is calculated by a micro-
wave dielectric soil-water mixing model. Effects of three-frequencies GPS modu-
lations (L1 band, L2 band and L5 band) are evaluated: although there are apparent
differences for GPS multipath observables, it is not the effects of bare soil but the
direct broadcasting signals since soil scattering properties at these frequencies
(L band) are the same. Soil texture and surface roughness have almost no effects on
GPS observables. As the soil temperature changes from SubZero to above zero, the
amplitudes of SNR, phase and code pseudorange increased. Soil moisture also
affects GPS observables, as moisture content increases, the amplitudes of GPS
observables increase.

Keywords GPS-multipath reflectometry � Triple-frequency � Soil texture �
Surface roughness � Soil moisture � Frozen/thawn soil
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5.1 Introduction

In the past two decades, GNSS-R has emerged as an attractive and promising
remote sensing technique as complementary to the traditional SAR and radiometer,
and its applications have covered from meso-scale ocean remote sensing to land
surface such as soil moisture, vegetation growth and snow depth. In order to record
the reflected signals once thought to be detrimental, a special GNSS-R receiver
should be designed: such as the DMR [1] (Delay Doppler Maps Receiver),
SMIGOL [2] (Soil Moisture Interference pattern GNSS Observations at L-band
Reflectometer) and SAM receiver [3] used in the ground or airborne experiments.
However, it has been shown that the multipath observables record by the ready-
made geodetic/geophysical GPS receiver are sensitive to geophysical parameters of
bare soil [4, 5], vegetation [6, 7] and snow [8] and have great potentials for the
corresponding parameters retrievals. At present, most of the GPS-MR work is based
on the experimental data [4–8].

However, in order for the following retrieval applications, theoretical models
based on the physical fundamentals should be highly paid attention to. Since the
reflected signals are thought to be detrimental for precise positioning and timing
applications, most previous forward multipath models focus on the code modula-
tion, adopting arbitrary values or using empirically defined values for the reflected
power, phase and delay. Recently, based on the model developed by Zavorotny
et al. [9], Nievinski and Larson have developed a fully polarimetric forward mul-
tipath model with due considerations of the coherence between the direct and
reflected signals [10, 11]. This model takes the right- and left-handed circularly
polarized components of the GPS broadcast signal into considerations. The com-
binations of the antenna and surface responses are also considered.

Changes of the bare soil parameters affect all three GPS interferogram metrics
(effective reflector height, phase and amplitude) [12]. Based on Nievinski and
Larson’s forward multipath model [10, 11], they have tested the relationship of
SNR data with near-surface soil moisture using field data [5]: soil moisture in the
top 5 cm of the bare soil affects the SNR data apparently. While soil texture’s
effects can be negligible.

In order for detail description of reflector (vegetation) with GPS broadcasting
signals, Wu and Jin had embedded the first-order radiative transfer equation model
(bistatic-Michigan Microwave Canopy Scattering Model) into the forward GPS
multipath model [13]. Bare soil and vegetation canopy effects on the GPS multipath
observables were briefly simulated [13]. Recently, theoretical effects of canopy
parameters on GPS SNR data were evaluated in Chew et al. work [14]. Their model
was successfully validated with vegetation field data [14].

This work focuses on the explanations of physical fundamentals. As is well
known, GPS-MR is a kind of bistatic/multistatic radar. The nature for bare soil
remote sensing using GNSS-R is: different soil parameters have their own micro-
wave dielectric behaviors, which result in different surface scattering properties.
The GPS receiver gets the combination of direct and reflected GPS signals, which
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carry information of reflector. Here a soil-water mixture dielectric model is
employed to calculate the dielectric constants [15, 16], which are put into the
coherent scattering coefficients proposed by Fung and Eom [17]. In order to get the
circular polarization scattering coefficients, wave synthesis technique is used. Then
the scattering coefficients of linear and circular polarizations are embedded into the
fully polarimetric forward GPS multipath model [10, 11]. Using this theoretical
model, relationships between bare soil and three-frequencies (L1, L2 and L5) GPS
modulations are simulated. Other bare soil parameters are also evaluated here: soil
texture, surface roughness, soil moisture and soil temperature. However, this paper
pays more attention to the relationship between microwave dielectric properties and
the GPS multipath data (SNR, phase and code pseudorange).

Section 5.2 presents the GPS-MR theory. And then theoretical simulations are
given in Sect. 5.3. While the conclusion part is provided in Sect. 5.4.

5.2 GPS-MR Theory

The fundamentals for remote sensing geophysical parameters using GPS-MR are
the differences of dielectric constants, which affect the scattering properties of
reflector and finally result in the differences of GPS multipath observables.

To carry on theoretical study of bare soil parameters on GPS multipath
observables, dielectric constant model is used to get the soil microwave dielectric
properties [15, 16], which are put into the coherent scattering model proposed by
Fung and Eom [17], and then a fully polarimetric GPS multipath model developed
by Nievinski and Larson is used to get the simulations [10, 11]. Theoretical study of
the work will backup the phenomena explanation and provide a guidance for
geophysical parameters retrieval.

5.3 Theoretical Simulations

5.3.1 Triple Frequencies GPS Modulations Effects

The US government raised GPS modernization program in 1999, it includes the
addition of civil frequency L5 (f5 = 1.17624 MHz). Linear combination of L5
carrier with L1 carrier (f1 = 1.57542 GHz) and L2 carrier (f2 = 1.22760 GHz) can
improve real-time positioning accuracy and civilian navigation security.

The forward multipath model has included the L5-band [10, 11]. Although most
previous studies of GPS-MR focus on the GPS L1 and L2 bands, Tabibi et al. have
assessed the modernized GPS L5 SNR for ground-based multipath reflectometry
applications and concluded that soil moisture at L5 band is equivalent to L2C-
derived retrievals [18].

Using the previous mentioned forward GPS multipath model [10, 11], we also
simulate triple frequencies GPS modulations effects on GPS multipath simulator as
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shown in Fig. 5.1. We set the top of the surface material as air and set the bottom as
fixed wet soil.

Figure 5.1 shows the simulated GPS observables at three different GPS modu-
lations (L1 band, L2 band and L5 band). We can see that although the reflected
targets are the same, the oscillation amplitudes of GPS multipath observables are
different and there are apparent phase shift for different GPS frequencies.

We use the mixing texture dielectric constant model to calculate dielectric
constants of the bare soil [15, 16]. The other parameters of simulated bare soil are:
volumetric moisture of soil (vms) is 0.3, buck density is 1.6, soil texture is sandy
loam.

Table 5.1 presents the dielectric constants (real part and imagine part) at L1
band, L2 band and L5 band. Table 5.1 also presents the differences of real part and
imaginary part between L2 band (L5 band) and L1 band. We can see from
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Fig. 5.1 GPS observables for triple frequencies GPS modulations. The top of the reflected surface
material is air, while the bottom is wet soil

Table 5.1 Bare soil dielectric
constants and their differences
at triple frequencies GPS
modulations

Carrier (GHz) e0 e00 De0 De00

L1 1.575 21.10970 3.54415 – –

L2 1.227 21.27701 3.49827 0.16731 −0.04588

L5 1.176 21.29776 3.51016 0.18806 −0.03399
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Table 5.1 that for different GPS frequencies, the differences of real part are
below 0.2, while the differences of imaginary part are below 0.05. Minor differences
of dielectric constant for the same soil of different GPS modulations will lead to
minor differences of reflectivities at different polarizations, therefore the apparent
differences got from GPS observables at different GPS modulations (L1 band, L2
band and L5 band) are not caused by the differences of reflected properties, but due
to the differences of GPS direct broadcasting signals. In the following simulations,
L2 band is used.

5.3.2 Soil Texture Effects on GPS Multipath Signals

Soil texture affects the microwave transmitting and reflecting properties. For different
soil textures, Table 5.2 gives the corresponding dielectric constants. GPS L2 band is
used, while the buck density is 1.6, soil temperature is set for 25 °C, vms is 0.3.

We can see that compared to sandy loam and loam, the dielectric constant of
silty clay has a little difference. The real part of silty clay is smaller than the one of
sandy loam, but the difference is also very little.

Figure 5.2 presents the coherent scattering coefficients of different soil textures
(sandy loam, loam, silty clay and silty loam) at linear (VV and HH) and circular
polarizations (RR and LR). From the simulations, it can be seen that soil texture has
little effects on the soil scattering properties at VV, RR and LR polarizations,
although soil texture makes scattering at HH polarization differently at elevation
angles larger than 40°, this difference is no larger than 1 dB and it is known that
multipath effects are most pronounced at elevation angles lower than 30°.

Soil texture has little effects on bare soil scattering properties; therefore different
soil texture has almost no influences on the final GPS multipath observables as
shown in Fig. 5.3. In the below simulations, soil texture is set sandy loam for
simulations.

5.3.3 Surface Roughness Effects on GPS Multipath Signals

Bare soil surface is randomly rough. To the present, it is thought that a geodetic-
quality GPS receiver can only receive the coherent scattering of reflector. There is

Table 5.2 Bare soil dielectric
constants for different soil
textures

Soil type Sandy loam Loam Silty clay Silty loam

Sand (%) 51.5 42 5 17.2

Clay (%) 13.5 8.5 47.7 19

Real part 21.97 20.27 16.88 15.71

Image part 1.54 1.38 1.82 3.31
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no consideration for non-coherent scattering. In the above-mentioned model, sur-
face roughness is formulated by a roughness factor (Fs) as shown in Eq. 5.1 [17].

Fs ¼ e �2k0s cosðhÞ2ð Þ ð5:1Þ

While k0 is the wave number, and s is the rms height and θ is the incidence
angles. Three kinds of rms heights (s) are set for comparisons: s1 = 10 cm,
s2 = 30 cm, s3 = 50 cm.

Surface roughness effects on GPS multipath observables are apparent as shown
in Fig. 5.4: as rms heights increase, coherent scattering decrease, which result in
smaller amplitudes of GPS multipath observables. It is pointed out that surface
roughness of bare soil could be useful for the positioning community since it
diminishes the multipath signature [18].

5.3.4 Soil Moisture Effects on GPS Multipath Signals

A wet soil medium is the mixing combinations of soil particles, air voids and liquid
water. This part shows water content effects on GPS observables.
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Fig. 5.4 Surface roughness effects on GPS multipath signals
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As can be seen from Fig. 5.5, soil moisture contents have apparent effects on
GPS multipath observables: larger volumetric soil moisture content corresponds to
larger amplitudes of SNR, phase and code pseudorange. The reason is that larger
soil moisture corresponds to larger surface reflectivity. This is why we can use
geodetic GPS receivers to detect soil moisture. However, it should be pointed out
that surface roughness also affects the amplitudes of GPS observables and its effects
should be evaluated efficiently as considering for soil moisture retrieval from the
Geodetic GPS data.

5.3.5 Soil Temperature on GPS Multipath Signals

Microwave band is suitable for bare soil freeze/thaw detection. It is known that the
phase change of soil (frozen to thawn) will lead to large differences of the dielectric
constant, and therefore will reduce to apparent changes on GPS multipath
observables. As presented in the paper [19], when soil changes from frozen to
thawn, the amplitudes of GPS observables increase. GNSS-R (GPS-MR) has the
potential for bare soil seasonal frozen/thawn detection [19].
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5.4 Conclusions

Dielectric properties of reflector (bare soil) affect the scattering properties and will
lead to changes of GPS multipath signatures. Wave synthesis technique is used to
get the coherent scattering at linear and circular polarizations.

Bare soil dielectric constants for different soil textures, moisture contents, sur-
face roughnesses and soil temperatures are calculated by the mixing dielectric
constant model. Using the forward multipath model opened by Nievinski and
Larson, GPS multipath observables are got. GPS L2 band is used for the simula-
tions: although triple frequencies of GPS have different forms of GPS multipath
observables, they all work at the same microwave band (L band), therefore the
microwave scattering properties are the same. From the simulations, it can be seen
that soil texture has almost no effects on the GPS SNR data. While the increase of
soil moisture will increase the amplitudes of GPS observables, but as the surface
roughness increase, the scattering of coherent component decrease and therefore
rougher surfaces have lower amplitudes of GPS observables. When soil temperature
changes from SubZero to above zero, there is an apparent increase for the ampli-
tudes of GPS observables, and GNSS-R has the potential for seasonal soil freeze/
thaw detections.
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Chapter 6
Satellite-Ground TT&C United
Scheduling Methods of GNSS
Constellation Based on Nodes Constraint

Li Jing, Zhang Tianjiao and Ye Gangqiang

Abstract In this paper, targeting at the effective management of TT&C and
communication system of GNSS constellation, we analyze the constraint demands
of TT&C and communication scheduling from the part of autonomous navigation
precision, information transmission delay and integrality. Then, the model of node
satellite selection is established which satisfy the optimized aims of multi-satellite
tracking and exclusive satellite-ground link constraint satisfaction. Furthermore, the
improved genetic algorithm is designed, which is used to scheduled satellite-ground
resources. The results show that the strategy and algorithm are improved compared
with traditional method.

Keywords Inter satellite link � GNSS constellation � Resource scheduling �
Satellite-ground united scheduling

6.1 Introduction

GNSS constellation is consisted of multi-satellite satisfied the demands of config-
uration and coverage. In order to realize autonomous navigation and to solve the
problem of continuous management in the situation of scarce resources, the inter
satellite links are designed and added in space segment of GNSS constellation. It is
become more complex to schedule the TT&C (Tracking, Telemetry and Control)
resource after inter satellite links joining. The key problems are included in the parts
of nodes satellite selection and the relationship between TT&C resource scheduling
and link planning.
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Early in twenty century eighties, IBM cooperated with America AFSCN (Air
Force Satellite Control Network) to research the automatic generation method of
TT&C (Tracking Telemetry & Commanding) strategy [1]. Doctor Arabi applied
hybrid integer programming to solve multi-satellite scheduling problem, the method
can be used to schedule the TT&C scenario subter-fifty satellites. Based on above
algorithm, Gooley and Schalck combined grading heuristic algorithm with inter-
polation algorithm to solve multi-satellite scheduling problem [2, 3], the method
can be used to schedule three hundred TT&C task everyday, and the scheduling rate
reached to 96 %. Furthermore, Pemberton and Greenwald [4], He and Liu [5, 6]
used CSP (Constrain Satisfied Problem) method to solve multi-satellite scheduling
problem. Marinelli and Nocella who are from ESA (European Space Agency)
proposed a kind of heuristic model based on Lagrangian Relax algorithm [7], which
is used to solve large scale SRS problem. The TT&C resource scheduling method
based on heuristic algorithm also be researched by Chinese experts [8]. In recent
years, the scheduling problem of space-based TT&C resource based on TDRSS is
researched by world experts [9–11]. Along with application of satellite network, the
satellite-ground TT&C united scheduling method is researched by some researchers
[12].

During TT&C resource scheduling, the ISLs (Inter Satellite Links) constraint
conditions are not considered in above research. In this paper, targeting at the
effective management of TT&C and communication system of GNSS constellation,
we propose the satellite-ground TT&C united scheduling method of GNSS con-
stellation. In Sect. 6.2, the problem formulation and modeling of multi-satellite
network TT&C resource scheduling are discussed. In Sect. 6.3, the realized strategy
and steps of improved genetic algorithm are designed in detail. The simulation
scenario of multi-satellite network TT&C resource scheduling is established, and
the performance of algorithm is evaluated through simulations and analysis in
Sect. 6.4. Finally, Sect. 6.5 concludes the paper.

6.2 Problem Formulation and Modeling

6.2.1 TT&C Management Model of Constellation Network

The TT&C management of constellation networks from ground station is depicted
in Fig. 6.1. The TT&C management task is consisted of space segment and ground
segment.

The task of space segment is to transmit monitoring information of networks
working status (telemetry date) and managing commands (telecommand) depend on
ISLs. In addition, the application data will be transmitted through space to ground
links. The task of ground segment is to scheduling managing resources. A node
satellite connect space segment with ground segment.
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The TT&C problem of multi-satellite network can be depicted by the following
quintuple

M ¼ S; L;N;G;Rh i ð6:1Þ

where,

S = {s1, s2, …} is a satellite set inside constellation networks.
L = {l1, l2, …} is a ISLs set inside constellation networks.
N = {n1, n2, …} is a node satellite set exchanged information with ground TT&C
managing resources.
G = {g1, g2, …} is a ground station set dealt with TT&C management.
R = {r1, r2, …} is a routing set connected node satellite with anyone inside
constellation.

6.2.2 Model of Links

The process of establishing links includes ISLs establishment and space-ground
links establishment. A space-ground link can be established between node satellite
and ground TT&C station. A node satellite can established ISLs with multi-satellite
in the network simultaneously. Each satellite can transmit TT&C managing data as
relay satellite. The integrated linking task based on constellation network and
ground TT&C managing network will be expressed as follow

Constellation
Network

Ground Station 1
Ground Station 2

Ground Station 3

Fig. 6.1 Management of
multi-satellite network from
TT&C ground station
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L ¼ NS� TS;NS� RS;RS� RS;RS� TS;NS� Gf g ð6:2Þ

where, NS–TS is the link between node satellite and target satellite, NS–RS is the
link between node satellite and relay satellite, RS–RS is the link between relay
satellite and relay satellite, RS–TS is the link between relay satellite and target
satellite, NS–G is the link between node satellite and ground TT&C managing
station.

The basic condition of link establishment is expressed as

RL ¼ Rsat \ max rsat \ Rsignal ð6:3Þ

where, Rsat is the link member in network satisfied the condition of geometrical
vision, max_σsat is the link member in network satisfied the condition of antenna
beam coverage, Rsignal is the link member in network satisfied the condition of
signal reachable.

In the network, the number of ISLs of mono-satellite is depended to number of
channels onboard. If the number of channels is expressed as NUMsat, the link
establishment condition simultaneous can be expressed as

NUMISL �NUMsat ð6:4Þ

6.2.3 Model of Node Satellite

6.2.3.1 Nodes Definition

There are three kinds of satellites in each cluster, which is managed by the ground
TT&C station. They are called as node satellite, backup node satellite and sub-node
satellite, respectively. They are defined as

• Node satellite (N): The satellites can exchange information with ground station
directly.

• Backup node satellite (Nb): The satellite can exchange information with node
satellites and sub-node satellites. In the next time slot, it may become as the
node satellite.

• Sub-node satellite (Nsub): The satellite neither belong to node satellites nor
backup node satellite.

This three kinds of satellite possess of different functions, they will play the
different role during routing maintenance and rerouting. The cluster architecture is
depicted in Fig. 6.2. To combine with above definition, we have:

Node satellite: “Satellite 1”. Backup satellite: “Satellite 2”. Sub-node satellites:
“Satellite 3”, “Satellite 4”, “Satellite 5” and “Satellite 6”.
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6.2.3.2 The Principia of Node Satellite Selection

It is close relate with cluster partition and ground managing station distribution
when node satellite is chosen. The number of node satellite will be related with the
number of cluster, and the selected principia will be related with the cluster
members. Let us assume that the number of clusters inside the constellation is
represented by Ncluster. Then, the number of node satellites will be given by

N ¼ Ncluster ð6:5Þ

The set of node satellites is depicted as (6.1). Where, the principia of node
satellites selection will be given as

n 2 max
l

Sat sight ð6:6Þ

Sat sight ¼ Sat sight1; . . .Sat sightlf g ð6:7Þ

The meaning of (6.6) and (6.7) can be explained as: the satellite with longest
field of vision among all the visible satellite for a ground TT&C managing station
will be chosen as node satellite.

6.2.3.3 Principia of Cluster Partition

The principia of cluster partition includes in the number of cluster inside the
constellation and the number of satellite in each cluster. The number of satellite in
the cluster is related with data transmission bandwidth. Assumption, the data
transmission bandwidth of satellite is represented by fmax

GSL, the data transmission
rate of node satellite is represented by R_node, the data transmission rate of ISLs is

Satllite 1

Satellite 2

Satellite 3

Satellite 4

Satellite 5

Satellite 6

Fig. 6.2 Architecture depict
of satellite cluster
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represented by fmax
ISL, the total number of satellite inside the constellation is N. Then,

the number of satellite in each cluster can be given by

Nmember ¼ f GSLmax � R node
f ISLmax

þ 1 ð6:8Þ

The number of cluster inside the constellation will be given as

Ncluster ¼ INT
Ns

Nmember

� �
ð6:9Þ

6.3 Algorithm Realization

Genetic Algorithms is a kind of multipoint search algorithm, the optimal solution
will be chosen from all the calculation results by means of multipoint paralleling
optimize. There are some imperfect performances for traditional Genetic Algo-
rithms, which are on the global convergence, population prematurity and conver-
gence rate parts. Therefor, we proposed FAGA (Fine Adaptive Genetic Algorithm).

The input conditions of algorithm realization include the distribution of ground
TT&C station G, the orbital characteristics of satellite network S and the technique
system of ISLs L.

The satellite-ground united scheduling includes links planning of satellite net-
work and ground TT&C resource scheduling based on node satellite constraint.

Step 1: Analyze and calculation the visibility between satellites and ground
stations or inter-satellites. The visible time lengths between satellites and ground
stations or inter-satellites are calculated according to above input conditions.

Step 2: Pretreatment of visible time length. The visible time lengths between
satellites and ground stations or inter-satellites are normalized as Δt, that means the
visible time lengths will be divided into several sets asArcS ¼ fas1; as2; . . .; as ArcSj jg,
the residual part will be discarded. The TT&C task set is J ¼ fJ1; J2; . . .; J ArcSj jg, the
TT&C task Ji will be scheduled for every asi. Figure 6.3 is Schematic diagram of
visible pass pretreatment [13].

Step 3: Analyze and determine the constraint condition of TT&C resource
scheduling. Besides formulae (6.3)–(6.9), the following basic scheduling constraint
conditions should be considered.

• TT&C enable

The TT&C links between satellites and ground stations or inter-satellites can be
established based on matching of receiving/transmitting frequency, which is
expressed as
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C1 ¼ f8ai 2 A; sFðaSiÞ ¼ rFðaRiÞg ð6:10Þ

where, A is the TT&C pass set. sF is the set of TT&C frequency. rF is TT&C
resource matched with TT&C frequency.

The switching time is needed between two TT&C task, which is expressed as

C2 ¼ 8ai; aj 2 A; 8Jm; Jn 2 J;
�
tsn � tem �Dt or tsm � ten �Dt

if ðxim ¼ 1Þ ^ ðxjn ¼ 1Þ ^ ðaRi ¼ aRjÞÞ
� ð6:11Þ

where, J is the set of task. Δt is switching time between two TT&C task. tsj ; t
e
j is

starting time and ending time of task Jj.

• Exclusive TT&C resource

One TT&C resource can only support one satellite task at one moment, which is
given as

C3 ¼ 8ai; aj 2 A; 8Jm; Jn 2 J;
�
xim þ xjn � 1;

if ðaRi ¼ aRjÞ ^ ð½tsm; tem� \ ½tsn; ten� 6¼ /Þ�
ð6:12Þ

• TT&C time requirement

TT&C task should be finished in the TT&C time length, and the durative TT&C
time is given as

C4 ¼ 8ai 2 A; 8Jj 2 J; ½tsj ; tej � � ½aWs
i ; aW

e
i �

n
;

tsj � tej � JDj; if xij ¼ 1
o ð6:13Þ
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• Elementary requirements

Every TT&C task can be finished only once. That is

C5 ¼ 8ai 2 A; 8Jj 2 J;
XAj j

i¼1

xij � 1

( )
ð6:14Þ

The least TT&C times of every satellite should be supported during one
scheduling period, which is given as

C6 ¼ 8ai 2 A; 8Jj 2 sJk;
�
XsJkj j

j¼1

XAj j

i¼1

xij � sNk

)
ð6:15Þ

Step 4: Establishing hybrid integer programming model of satellite-ground
TT&C united scheduling. The scheduling optimization function is depends on the
number of successful scheduling, integrated priority and united task profitability. It
can be given as

max
P
Jj j

P
Aj j
xij � ðaPi þ JPjÞ þ

P
Coj j

yk � CPk

s:t: X ¼ ðx11; x12; . . .; x1 Jj j; x21; . . .; x Aj j Jj jÞ;
Y ¼ ðy1; y2; . . .; y Coj jÞ;
xij 2 f0; 1g; 8xij 2 X; 8ai 2 A; 8Jj 2 J;
yk 2 f0; 1g; 8yk 2 Y ;
X 2 C1 \ C2 \ C3 \ C4 \ C5 \ C6;

ð6:16Þ

Figure 6.4 shows the schematic diagram of GA solution.
Step 5: Initialization algorithm parameters. The parameters include the scale of

population N, crossover probability Pc, mutation probability Pm, the maximal
iterative series Ger and setting iterative counter k = 0.

Step 6: To coding TT&C passes asm, and generating initial population

Xmð0Þ ¼ ðXm
1 ð0Þ;Xm

2 ð0Þ; . . .;Xm
N ð0ÞÞ 2 SN

It is given as

XiðkÞ ¼
xi11ðkÞ xi12ðkÞ . . . xi1jasijðkÞ
xi21ðkÞ xi22ðkÞ . . . xi2jasijðkÞ
. . . . . . . . . . . .
xiN1ðkÞ xiN2ðkÞ . . . xðkÞiNjasijðkÞ

2
664

3
775
N�jasij

ð6:17Þ

Step 7: The fine management strategy realization. The following expression will
be get by means of choosing crossover, mutation and fine parameters.
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Xm�newðkÞ ¼ ðTi
SðTCðTmðXmðkÞÞÞÞ; i ¼ 1; 2; . . .;NÞ

¼ ðXm�new
1 ðkÞ;Xm�new

2 ðkÞ; . . .;Xm�new
N ðkÞÞ

Step 8: To calculating the multiplicity and adaptive of new population and old
population respectively: kðXmðkÞÞ; kðXm�newðkÞÞ; FSðXmðkÞÞ; FsðXm�newðkÞÞ.

Step 9: To realizing determinant strategy of population multiplicity. The adaptive
population will be updated based on the determinant strategy. It is given as
Xmðk þ 1Þ.

Step 10: The TT&C scheduling projet is generated or to set k = k + 1 after
jointing optimal chromosome and decoding them. Then, the algorithm is backed to
step 7.

6.4 Simulation and Results

6.4.1 Scenario Description

6.4.1.1 Space Segment

The space network is consisted of three orbital planes with eight satellites in each
plane for a total of 24 MEO satellites. The satellites are in a circular orbit at
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an altitude of approximately 20,000 km. The constellation satisfies Walker
configuration. Three inter-satellite antennae are installed on each MEO satellite.
The satellites of three intra orbital planes are represented by M1n, M2n and M3n

respectively.
Each satellite will establish links with two satellites on intra orbital plane and

one satellite on inter orbital plane. The constellation is a global connectivity
network, and each ISL used is the permanent link.

6.4.1.2 Ground Segment

The ground segment is consisted of four managing station, which is distributed in
territory of China. The four ground TT&C stations are named as Northeast station,
South station, Northwest station and midstation.

In order to satisfy the need of constellation management, Northeast station and
South station are assumed possess of two facilities.

6.4.2 Input Condition

Assumption: the data transmission bandwidth of satellite-ground link is 40 kHz, the
telemetry data rate of mono-satellite is about 10 kbps, the data rate of ISLs is about
5 kbps (Where, the telemetry data rate of node satellite is about 1000 bps, the data
rate of payload and ISL is about 4000 bps). According to (6.9) and (6.10) and
considering margin, we have, Nmember 	 3�6; Ncluster 	 5.

6.4.3 Parameter Setting

Let’s population scale N = 50, the maximal iterative series Ger = 2000, crossover
probability Pc = 0.65, mutation probability Pm = 0.08, fine sample m = 4,
importance of population multiplicity α = 1.

6.4.4 Results Analysis

In order to validate the validity of proposed strategy, three kinds of GA are used to
compare the scheduling performance. They are GA1 (traditional GA + essence
preserving strategy), GA2 (GA1 + fine choosing strategy) and GA3 (GA2 + adaptive
population evolution strategy).
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Table 6.1 shows the scheduling results used only ground-based resource.
Table 6.2 shows the united scheduling results used satellite-ground resource.
Figure 6.5 shows the search optimization performance of three algorithm.

To compare Table 6.1 with Table 6.2, we can obtain the results that scheduling
rate is improved to 100 % with method of satellite-ground TT&C resource, and the
perfect search optimization performance can be obtained with GA3.

Table 6.1 Scheduling result of ground based TT&C resource

Algorithm Task period (min) Task num. Scheduling rate (%) Optimization function

GA1 30 672 75.00 72.00

GA2 79.17 76.00

GA3 81.25 78.00

Table 6.2 United scheduling result of satellite-ground resource

Algorithm Task period (min) Task num Scheduling rate (%) Optimization function

GA1 30 8064 100 80.50

GA2 100 81.70

GA3 100 82.35

Fig. 6.5 Performance curve of genetic algorithm
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6.5 Conclusion

A satellite-ground TT&C united scheduling methods of GNSS constellation based
on nodes constraint tion is proposed in this paper. The characteristics of scheduling
algorithm are combine satellite network with ground TT&C station to make united
scheduling. The typical constellation composed of 24 MEO satellites are considered
as a researching object, and the seven days simulation are experimented. The results
show that the algorithm can save the ground TT&C resource effectively, and
manage the satellite network incessantly.

Acknowledgments The author would like to extend sincere gratitude to iGMAS for the obser-
vation data downloaded from its website http://www.igmas.org.
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Chapter 7
Realization of Real Time Kinematic
Positioning Software Based on Kalman
Filter

Dangwei Wang and Yi Lai

Abstract As an important optimization estimation theory, Kalman filter is applied
to deal with many kinds of dynamic data, especially for GPS data and inertial
navigation data. In this paper, the Kalman filter is used to solve the two key
problems-integer ambiguity calculation and cycle slip detection and correction, and
then a real time kinematic (RTK) positioning technique based on Kalman filter is
proposed. The experimental results show that the presented method can obtain the
positioning accuracy of RTK up to centimeter for data format in GPS.

Keywords RTK � Kalman filter

7.1 Introduction

Real time kinematic (RTK) is the positioning technique that can provide user real-
time position with high precise. RTK have many virtues, such as high precision,
real-time and high reliability. Therefore it gets more and more attention. The
technology can be widely applied in many fields, e.g. military, agriculture, archi-
tecture and engineering measure. For example, this technology can obtain the
positioning accuracy up to centimeter when it is applied to measure the position of
ownership boundary point and correlative feature points. The basic idea of RTK
positioning technique [1, 2]: base station receiver and rover one synchronously
observe the common view satellites, and then the ambiguity fast resolution tech-
nique is employed to satellite carrier signal to get the initial value of integer
ambiguity. Displacement and instantaneous position that rover station produces for
holding movement status during the procession of initialization can be calculated by
integer ambiguity based on the converse computation technology.
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The key problem of RTK positioning technique is to obtain correct carrier phase
integer ambiguity quickly. Carrier phase measurement is similar to high precise
pseudorange measurement after ambiguity is derived [3]. Cycle slip detection and
correction is another important problem of high precise real-time kinematic posi-
tioning system. It is necessary that cycle slip should not appear in carrier phase if
high precise positioning can be realized based on carrier phase.

Kalman filter is one of filter technologies that appeared at 1960s. As an optimal
estimation method, Kalman filter becomes increasingly significant in many appli-
cation fields, such as communication and global satellite navigation [4]. The main
idea of Kalman filter algorithm is to construct one time status equation and another
dynamic observation one, and coefficient matrix can be obtained by searching and
comparing predictive value and the true one, and then ambiguity can be obtained
and fixed after the matrix is substituted into the model.

In this paper, Kalman filter is applied to deal with the key problems of high
precise relative position calculation—integer ambiguity resolution and cycle slip
detection and correction, and then high precise real-time kinematic positioning
algorithm is obtained. Experimental results show that the developed method can
obtain the positioning accuracy of RTK up to centimeter for data format in GPS.

7.2 Realization of Real Time Kinematic Positioning
Software

7.2.1 Basic Processing Flow

Based on the observation data provided by satellite navigation receivers, the real-
time kinematic positioning software based on Kalman filter can obtain the fol-
lowing information, such as position, time, velocity, and length of baseline by four
main steps: input data resolution, single point positioning, double stations posi-
tioning, and data output. This process can be illustrated in Fig. 7.1. RTK is the main
part of the software flowchart, and carrier slip detection and correction, float point

Data of 
rover station

Data of 
base station

Data input and 
resolution

Single point 
positioning

RTK positioning Data output
Data cache or 

file

Receiver
configration and 

input

RTK

Fig. 7.1 Flow chart of real time kinamatic positioning system
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solution and integer one can be finished in this part. Input data resolution and data
output are the interface between this software and other parts of the discussed
system. Single point positioning can provide RTK data input by dealing with
cursory coordinate and velocity based on single station observation data.

7.2.2 Software Module

Based on functions of the above described 4 main steps and basic calculation
function, the presented software can be divided into 7 modules, as illustrated in
Fig. 7.2.

The four modules including data input and resolution, single point position,
RTK algorithm and data output correspond to four basic steps of data processing,

General function layer

Program debug 
module

Data input and resolution module

Single point positioning module

RTK algorithm module

Data output module

Program
control
module

Configuration input and initialization module

Matrix calculation 
module

Format
transformation

module

Fig. 7.2 Components of software module
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respectively. Configuration input and initialization module can realize initialization
for different receiver configuration and input condition (includes position mode).
General function module includes matrix calculation function, general model def-
inition and coordinate time transformation function, which are necessary for RTK
resolution.

Program flow control module is a main entrance of software and controls the
main execution process of the program, and can finish selection and calling for
module based on initial configuration.

7.2.2.1 General Function Module

The general function module mainly provides general functions that other modules
need and basic functions etc. This module includes several sub-modules, e.g. matrix
initialization, matrix inverse, matrix multiplication and matrix transpose etc., these
arithmetic functions belongs to matrix calculation function; math functions
including least squares and Kalman filter functions; time format conversion and
coordinate system format conversion functions; character procession including
character read and setting and parity bit calculation function. Besides, this module
also includes different data types, e.g. character string, time and integer conversion
function; satellite number and navigation system conversion function. Because the
software mainly runs on the CMOS chips and running status and results of program
is debugged difficultly, debug output module of program mainly includes daily
records and intermediate results output that the program produces when it runs. This
module has no effect on the whole data resolution flow, but it is the base of other
module operation.

7.2.2.2 Configuration Input and Initialization Module

The configuration input and initialization module realizes initialization configura-
tion for multiple kinds of data and data structure that resolution procession needs.
The module includes the selected ionosphere and troposphere module, the adopted
calculation methods, positioning mode (still, kinematic, rover base station etc.),
phase center of antenna, the parameters of ionosphere and troposphere etc.

7.2.2.3 Data Input and Resolution Module

The data input and resolution module is the main interface between the software
and the input data. The module has the similar operations for base station to rover
station. The module can be divided into the following sub-modules, data input,
temporary storage, data head determinant, observation data or ephemeris data
analysis, structure assignment, and the optional double station data time calibration
etc.
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7.2.2.4 Single Point Positioning Module

The single point positioning module can get the cursory result of single point
positioning using the iterative weighted least squares estimation methods based on
the input base station or rover one observation data and ephemeris data. As shown
in Fig. 7.3, this module can be mainly divided into multiple sub-modules, e.g.
satellite position calculation, residuals calculation, ionosphere module modification,
troposphere module modification, positioning resolution, positioning result verifi-
cation, RAIM verification etc. The proposed algorithm reads data of each epoch
every time, and can get the cursory coordinate (velocity) value of base station or
rover one by many times iteration. Different calculation formula and input variable
(e.g. status vector, residuals calculation method, and weight matrix selection etc.)
can be used in calculation module based on the selected different calculation
methods or positioning mode.

Sigle point positioning

Satellite position calculation

Epoch selection

Residual calculation

Position resolution

Coordinate calculation

Pesudorange calculation

RAIM verfication

Positioning result and 
verfication

Ionosphere  modification 
model

Toposphere modification 
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Least square resolution
calling

Update and evaluation
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Velocity resolution
calling

Fig. 7.3 Module of point positioning
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7.2.2.5 RTK Module

The RTK Module is a core module of the proposed software. This module mainly
includes cycle slip detection and double station data real-time position calculation
functions etc. As shown in Fig. 7.4, the module can be divided into multiple
modules, including cycle slip detection and determination, common satellite
selection, residual calculation, double difference calculation, resolution of float
point solution, resolution of integer solution, update of solution status, and verifi-
cation of positioning results.

The RTK algorithm derives the float point solution and integer one using
Kalman filter based on different frequency of input observation data.

This paper achieves N value float point solution of each satellite by Kalman
filter, and obtains the corresponding integer solution using LAMBDA [2] algo-
rithm. Because Kalman filter is one of iterative predictive correction methods, the
presented algorithm obtains status variables as initial status variable of this epoch
using last epoch (or single point positioning). For the addressed RTK algorithm,
observation data of each epoch experiences common satellites selection, residual
and double difference calculation, float point solution, and integer solution etc. The
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process of calculation of satellite position and clock difference is similar to single
point positioning, but the other steps are complicated.

(1) Status variable initialization and update of solution. The scheme conducts
iteration operation using output of last epoch and data of current one in order to get
the input of next epoch. Status variables are selected as follows. Status variable
x ¼ fr; v; Ng, r denotes position coordinate vector of rover station receiver, v
indicates velocity vector of rover station receiver, N represents deviation value of
carrier phase of each common satellite at each frequency. For the presented algo-
rithm, N value can be obtained from single difference between base station and
rover station. Observation variable y ¼ f/; pg, / denotes double difference of
carrier phase at each frequency, p represents pseudorange double difference (double
difference between stations and satellites) at each frequency. Definition of status
variable of base station is similar to rover station, the difference of them is that
vector of base station need not define N vector. Under the circumstance of still base
station, position of base station can be obtained from input, and for rover base
station, position of base station can be samely obtained from single point
positioning.

(2) Residual calculation. In order that the iteration is conducted using Kalman
filter, residual between observation variable y and status variable x prediction value
should be achieved. Therefore this sub-module can be applied to calculate the
residuals v between observation data and status variable prediction data. Calculation
process of base station is similar to rover station, but the base station employs
different status variable data. After calculation of residuals is finished, the influence
of troposphere and satellite clock are removed but the influence of ionosphere and
receiver clock are not considered because double difference operation is needed to
eliminate partial errors.

(3) Double difference calculation. To eliminate error items, e.g. the influence of
ionosphere and receiver clock, double difference operation is needed to do for
observation vector. This step mainly includes double difference operation of
observation vector residual, operation of control matrix H, R and variation matrix P.
under the different positioning mode, compose structure of control matrix and
observation vector may be changed.

(4) Resolution of float point solution and integer solution. The integer solution
can calculated using the generated residual matrix, control matrix, status vector, and
N vector based on status variables of current epoch calculated by Kalman filter.
Before integer solution is derived, the difference operation between satellites should
be conducted to get double difference in order to eliminate initial phase value of
receiver.

After this step is completed, the step1-update operation of status variable is
repeatedly conducted when the next epoch starts.

This method has no demand of number of frequency. Hence, the scheme is
applied not only to double frequency data, but also to three frequency data. At the
same time, the approach employs carrier phase data and pseudorange data.
Therefore, the way can be used to carrier phase difference and code difference
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operation. However, the size of matrix used by the algorithm is very large, so
LAMBDA approach is needed to do integer solution search operation.

7.2.2.6 Data Output Module

This module mainly outputs partial variables and resolution results which are
produced in the resolution process. Therefore its function is simple. The output
variables include current epoch time, positioning result mode, and corresponding
position, velocity vector (including single point solution, float point solution, and
integer solution etc.), N value float point solution, N value integer solution, receiver
clock difference, residuals between solution and observation value, elevation angle
of satellite, SNR value, and unlock mark etc.

7.3 Experimental Results and Analysis

To verify the performance of the proposed RTK software, the experiments are
conducted for the recorded two different classes of GPS data. And then the obtained
experimental results are compared with the true value. The time interval of epoch is
1 s, and the threshold of ratio is 3.

In this experiment, two NovAtel receiver boards with double frequency is
applied to record test data of GPS. The type of base station receiver is FLEXPAK-
OEMV-6, and the type of rover station receiver is OEMV-IDF-RT6. The two
receivers employ double frequency antenna which type is GPS-702-GG. To verify
the overall performance of the presented algorithm, two classes GPS data are
recorded. One is recorded under the circumstance that the length of baseline is
14.575 m for still station to still one, the other is done for still station to rover one.

The experimental results for still station to still one are depicted in Fig. 7.5. The
abscissa denotes the number of epoch of resolution the baseline, and the ordinate
represents the corresponding difference between of the baseline and the real one.
The average length of the obtained baseline is 14.575 m, and the variance is
0.0031 m.

The test results for still station to rover one are depicted in Fig. 7.6. The abscissa
denotes the number of epoch of resolution the baseline, and the ordinate represents
the length of baseline from the rover station to base one. As shown in Fig. 7.6, the
change of coordinates reflects the length of the baseline from base station to rover
one.

As illustrated in Figs. 7.5 and 7.6, the experimental results demonstrate the
stabilization of the length of baseline is satisfied. The error is about 2 cm, and it can
meet the basic measurement requirements. The positioning precise of carrier phase
can be high theoretically. However, the flutter of the observation value of carrier
phase may result in increasing the positioning error because of the measurement
error and the effect of multi path.
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7.4 Conclusions

A RTK algorithm process flow is proposed in this paper. The proposed scheme
realizes integer ambiguity resolution and cycle slip detection and correction based
on the advantage of Kalman filter that is suitable to deal with dynamic data. The
experimental results show that the presented method can obtain the positioning

Fig. 7.6 Baseline length for static to kinematic data

Fig. 7.5 Baseline error for static to static data
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accuracy of RTK up to centimeter for data format in GPS. In the future, the
processing procedure of the algorithm should be improved and the reliability of the
RTK system should be enhanced.
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Chapter 8
Analysis of BeiDou Satellite Orbit
Prediction Based on ERP Prediction
Errors Impact

Xiusong Ye, Hai Guo, Jie Yang, Chao Li and Canyou Liu

Abstract According to the real-time positioning of BeiDou navigation satellite.
Analysis Center (AC) was necessary to develop Earth Rotation Parameters (ERP)
products based on autoregressive integrated moving average (ARIMA) mode, then,
it necessary to transform the BeiDou navigation satellite ephemeris of Inertial
System to the Earth Solid System according to the ERP prediction products. For
MEO, IGSO and GEO, the development of ERP products of AC calculated the
BeiDou navigation satellite orbit error was less than 50 cm based on the ERP
product of Earth Rotation Service System (IERS) forecast for 30 days in the Earth
Solid System orbit as a true value, which indicated that the ERP prediction error
impacted the Earth Solid System precise ephemeris calculation accuracy, and
indicated AC ERP prediction results with IERS products fairly.

Keywords Earth rotation parameters prediction � Auto-regressive moving average
model � Beidou navigation � Precise ephemeris � Orbit error

8.1 Introduction

For the BeiDou Satellite navigation, the satellite ephemeris in the Earth Centered
Earth Fixed (ECEF) frame are needed in the navigation computation. The extrap-
olated precise orbit in the inertial frame is accomplished by the master station. Then
the orbit in the inertial frame is transformed to that in the ECEF frame. Thus, the
satellite ephemeris can be fitted and are then send to be the users. During the
transformation between the inertial frame and ECEF frame, the Earth Rotation
Parameters (ERP) are critical and its prediction errors has great effects on the
transform accuracy and orbit accuracy. This paper focuses on the ERP prediction
accuracy of iGMAS (International GNSS Monitoring and Assessment System)
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Analysis Center and IERS rapid Bulletin A. Then the effects of ERP prediction
errors on the orbit prediction accuracy is analyzed.

8.1.1 ERP Forecast Method

In general, the precession and nutation can be accurately predicted for a long time,
such as IAU2000 model with the prediction error less than 0.2 mas. For the GPS
satellite, the orbit error is about 2.6 cm without the precession and nutation error.
And the orbit error is about 4 cm for the GEO satellite. For the broadcast ephemeris,
the predicted orbit error caused by the precession and nutation model error can be
acceptable [1]. However, the polar parameters (Xp and Yp) and LOD (Length of
Day) can be hardly predicted accurately for the complexity of Earth rotation.
Therefore, this paper puts great efforts on the effects of ERP prediction errors on the
BeiDou Satellite orbit prediction accuracy.

The ARIMA (Autoregressive Integrated Moving Average) model is usually
utilized in the short-term ERP prediction. First, the periodic and trend components
are exacted in the ERP original date sequence to obtain a random process with the
normal distribution. Second, the ARIMA-based prediction method see [2, 3] can be
effectively implemented as the prediction flow in Fig. 8.1. The historical ERP data
sequence issued by the IERS is utilized in the prediction computation. The 30-day
ERP prediction results is shown in Fig. 8.2 and Table 8.1. The x-axis polar motion
component error is 0.362 mas and 0.264 mas for the y-axis component. The LOD
prediction error is about 0.036 ms. The 1-day ERP prediction accuracy computed
by Analysis Center, which is compared with IERS bulletin A, is illustrated in
Figs. 8.3 and 8.4. The maximum prediction error of polar motion in 1 day is about
0.015 mas and the maximum prediction error of LOD is about 0.01 ms.

8.2 Effects of ERP Prediction Error on Orbit Prediction

The ERP prediction error has no effects on the orbit extrapolation in the inertial
frame. The position error is mainly caused by the transform error of the extrapolated
orbit from the inertial frame to the ECEF.

The following error test is accomplished. First, the initial ephemeris of GEO,
MEO and IGSO satellites in the inertial frame are computed by the XSCC Precise
Orbit Determination software. Second, the prediction ephemeris are transformed
from the inertial frame to the ECEF by use of the predicted ERP issued respectively
by the Analysis Centre and IERS. Third, the orbit prediction error caused by the
ERP prediction error can be evaluated as the error between the above two sets of
ephemeris in the ECEF.

Firstly, the effects of 1-day ERP prediction error on the MEO orbit prediction
accuracy in 1 day is illustrated in Fig. 8.5(a–h). The RMS of total position error is
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between 5 and 30 cm and the maximum error is between 10 and 40 cm. The RMS
of and x-axis position error is between 3 and 21 cm. The maximum of x-axis
position error is between 5 and 40 cm. The RMS of and y-axis position error is

Fig. 8.1 ARIM algorithm process
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between 2 and 20 cm. The maximum of y-axis position error is between 3 and
35 cm. The RMS of and z-axis position error is between 1 and 8 cm. The maximum
of z-axis position error is between 1 and 14 cm.

Secondly, the effects of 1-day ERP prediction error on the GEO orbit prediction
accuracy in 1 day is illustrated in Table 8.2. The RMS of total position error is
between 13 and 35 cm and the maximum error is between 2 and 42 cm. The RMS

Fig. 8.2 AC 30 day ERP forecast results compared with the IERS

Table 8.1 AC ERP forecast
error statistics of 30 day Statistics Xp/mas Yp/mas LOD/ms

min −0.801 −0.464 −0.05719

max 0.697 0.525 0.06481

average −0.004 0.095 −0.00790

standard deviation 0.362 0.264 0.03623

Fig. 8.3 The comparison results of between AC Xp, Yp parameters forecast the results of 1 day and
IERS communique released A
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of and x-axis position error is between 2 and 25 cm. The maximum of x-axis
position error is between 4 and 40 cm. The RMS of and y-axis position error is
between 5 and 35 cm. The maximum of y-axis position error is between 7 and
40 cm. The RMS of and z-axis position error is between 1 and 11 cm. The max-
imum of z-axis position error is between 1 and 20 cm.

Fig. 8.4 The comparison results of between AC UT1–UTC parameter forecast the results of 1 day
and IERS communique released A

Fig. 8.5 One day the ERP forecast error of MEO satellite orbit forecast the influence of the 1 day.
a RMS distribution of the position. b Max error distribution of the position. c RMS distribution of
the X axis. d Max error distribution of the X axis direction. e RMS distribution of the Y axis
direction. f Max error distribution of the Y axis direction. g RMS distribution of the Z axis
direction. h Max error distribution of the Y axis direction
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Fig. 8.5 (continued)

Table 8.2 ERP prediction
error effect on GEO orbit
prediction (10 samples)

Total
Position/m

X/m Y/m Z/m

rms max rms max rms max rms max

0.17 0.29 0.09 0.18 0.11 0.21 0.09 0.11

0.23 0.38 0.15 0.24 0.18 0.29 0.03 0.05

0.25 0.31 0.16 0.20 0.19 0.23 0.08 0.14

0.23 0.42 0.21 0.39 0.08 0.15 0.05 0.05

0.16 0.20 0.14 0.18 0.05 0.07 0.05 0.06

0.34 0.38 0.12 0.13 0.32 0.36 0.05 0.07

0.19 0.35 0.06 0.12 0.18 0.32 0.04 0.07

0.13 0.23 0.02 0.04 0.07 0.12 0.11 0.20

0.24 0.28 0.20 0.24 0.12 0.15 0.03 0.06

0.13 0.23 0.02 0.04 0.07 0.12 0.11 0.20

Table 8.3 ERP prediction
error effect on IGSO orbit
prediction (5 samples)

Total
Position/m

X/m Y/m Z/m

rms max rms max rms max rms max

0.16 0.22 0.14 0.18 0.09 0.15 0.01 0.02

0.14 0.25 0.12 0.21 0.07 0.15 0.01 0.01

0.17 0.26 0.16 0.26 0.05 0.11 0.04 0.06

0.11 0.17 0.11 0.17 0.02 0.03 0.01 0.02

0.21 0.28 0.19 0.28 0.05 0.09 0.05 0.08
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Lastly, the effects of 1-day ERP prediction error on the IGSO orbit prediction
accuracy in 1 day is illustrated in Table 8.3. The RMS of total position error is
between 2 and 20 cm and the maximum error is between 15 and 30 cm. The RMS
of and x-axis position error is between 10 and 20 cm. The maximum of x-axis
position error is between 20 and 30 cm. The RMS of and y-axis position error is
between 2 and 10 cm. The maximum of y-axis position error is between 3 and
15 cm. The RMS of and z-axis position error is between 1 and 5 cm. The maximum
of z-axis position error is between 1 and 10 cm.

8.3 Conclusion

The predicted Earth Rotation Parameters are needed in the transform of GNSS
precise orbit from the inertial frame to the ECEF. Thus the ERP prediction error can
lead to the transform error and orbit error between two different frames. This paper
analyzes the effects of ERP error between the analysis centre and the IERS bulletin
A on the orbit prediction accuracy. Then the following conclusions can be yielded.

(1) For the MEO satellite, the maximum orbit position error in 1 day caused by
the 1-day ERP prediction error is between 10 and 40 cm.

(2) For the GEO satellite, the maximum orbit position error in 1 day caused by the
1-day ERP prediction error is between 2 and 42 cm.

(3) For the IGSO satellite, the maximum orbit position error in 1 day caused by
the 1-day ERP prediction error is between 15 and 30 cm.

The analysis results indicate that the x-axis and y-axis position errors is more
obvious than that in the z-axis direction. The prediction errors of Yp and UT1-UTC
are related with the x-axis position error. Similarly, the y-axis position error is
caused by the prediction errors of Xp and UT1-UTC. But the z-axis position error is
mainly determined by the prediction errors of Xp and Yp. Thus, the prediction error
of UT1-UTC has more great effects on the orbit position accuracy than that of Xp

and Yp. Consequently, the ERP prediction error cannot be omitted in the orbit
prediction.
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Chapter 9
The Repeatability Test of BDS Baseline
Processing

Yanguo Liu, Jinzhong Bei, Dehai Li, Hu Wang and Xiaying Wang

Abstract BeiDou Navigation System (BDS) has already covered all areas in our
country. Getting high precision positioning results becomes hot topic in the
research of BDS. This paper calculates parts of BDS baseline observation data from
Hebei Province, and the results indicate the BDS system is stable, the external
compliance precision of plane is within 1 cm, and the precision of elevation is about
4 cm, meeting the requirements of the precision of the control network of national
grade B, the differences of precision for the same baseline results is limited in
5 mm, and the unit weight variance value and RMS error precision indicators also
meet the specification requirements.

Keywords BeiDou navigation satellite system (BDS) � Baseline processing �
Repeatability test � Precision evaluation

9.1 Introduction

BeiDou Navigation Satellite System is the global Satellite Navigation System
developed by China independently. Now, The BDS system has to cover the Asia-
pacific region of positioning, navigation, timing as well as the short message
communication service ability, and it will cover the global region by 2020 or so [1].
The current method of baseline processing using carrier phase difference method for
solving high-precision point coordinates is the most widely used method [2]. Many
scholars are researching this topic at present, Yang et al. has assessed the navigation
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and positioning ability of BeiDou system, the result shows that the precision of
carrier phase differential of BeiDou system is equal to GPS [3]. Tang et al. has
proved that the success rate of single epoch ambiguity resolution of short baseline
of BeiDou system reaches 80 %, and the preliminary results is close to GPS [4]. It is
confirmed that fixed carrier phase difference can obtain higher accuracy by Huang
et al. [5]. The study by Chuang Shi on precision orbit determination and positioning
of BDS indicates that the current positioning precision of BeiDou system has
reached millimeter level [6].

It should make quality analysis after baseline processing. This paper contains the
abnormal detecting of baseline vector, the accuracy analysis and the repeatability
test of the results by calculating several days’ BDS data.

9.2 The Principle of Baseline Processing

BDS observation data including 3 frequency phase and pseudo range measure-
ments, which contains orbit error, clock error, atmospheric delay etc. Usually, the
error mentioned above could be offset by the method of double difference between
satellites and stations, so it could complete baseline solution and high precision
positioning [1]. This section would introduce the model of observation, the
detection of cycle slip, ambiguity resolution, error processing method and the
inspection indexes of repeatability test etc.

9.2.1 The Model of Observation

The carrier phase measurement observation equation is as follows:

Uj
k tð Þ ¼ f

c
qjk tð Þ � f dtk tð Þ � dtj tð Þ� �� f

c
Dj
k;ion tð Þ þ Dj

k;trop tð Þ
h i

þ Nj
k tð Þ ð9:1Þ

where ‘U’ stands for carrier phase observation, ‘j’ represents satellite number, ‘k’
represents receiver number, ‘t’ represents epoch time, ‘f’ represents carrier fre-
quency, ‘c’ represents electromagnetic wave speed, ‘q’ represents the distance
between satellite to receiver, ‘dtk’ represents receiver clock error, ‘dtj’ represents
satellite clock error, ‘Dj

k;ion’ represents ionospheric delay, ‘Dj
k;trop’ represents tro-

pospheric delay, ‘N’ represents integer ambiguity.
The model of double difference observation is the most widely used model in the

application of measuring. Assume that there are 2 receiving terminals receive k
satellites altogether n epochs, the linearized observation equation is as follows:
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DDij
12 tð Þ ¼ � f

c
Dli2 tð Þ;Dmi

2 tð Þ;Dni2 tð Þ� � dx2
dy2
dz2

2
4

3
5� DDN

þ f
c

qi20 tð Þ � qi1 tð Þ � qj20 tð Þ þ qj1 tð Þ
h i

ð9:2Þ

where ‘qi20 tð Þ’ represents the pseudo-range between the second station to satellite i,

‘qj20 tð Þ’ represents the pseudo-range between the second station to satellite j, ‘qi1 tð Þ’
represents the geometrical distance between the first station to satellite i, ‘qj1 tð Þ’
represents the geometrical distance between the first station to satellite j, ‘DDN’
represents the double difference of integer ambiguity, ‘ dx2dy2dz2ð Þ’ represents the
correction of station 2, ‘ Dli2 tð Þ;Dmi

2 tð Þ;Dni2 tð Þ� �
’ represents the direction cosine of

station 2 to satellite i.
The error equation is as follows:

V ¼ AX� L ð9:3Þ

where the X is as follows:

X ¼ ATA�1� �
ATL
� � ð9:4Þ

If the station 1 coordinates are known, the coordinates of station 2 could be as
follows:

x2 ¼ x1 þ dX
y2 ¼ y1 þ dY
z2 ¼ z1 þ dZ

8<
: ð9:5Þ

9.2.2 The Model of Cycle Slip Detection and Ambiguity
Resolution

There are a variety of methods detecting and repairing cycle slip, and combining
ionosphere residual LC combination with MW combination would be a more
effective method to detect cycle slip [7].

The ionosphere residual error equation is as follows:

Dion tið Þ ¼ k2
k1

� �
U2 tiþ1ð Þ � U2 tið Þ � U1 tiþ1ð Þ � U1 tið Þð Þð Þ ð9:6Þ

where ‘k1’and ‘k2’ represent wave length, ‘ti’ and ‘tiþ1’ represent adjacent epoch.
‘U1’and ‘U2’ represent carrier phase measurement. If ‘Dion tið Þ’ is greater than
0:28ð1þ inerval=60:0Þ, there are cycle slips need to repair.
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The MW combination equation is as follows:

W5 ¼ L5 � bP5 ð9:7Þ

L5 ¼ 1
f1 � f2ð Þ f1L1 � f2L2ð Þ ð9:8Þ

bP5 ¼ 1
f1 þ f2ð Þ f1P1 þ f2P2ð Þ ð9:9Þ

where ‘f1’ and ‘f2’ represent frequency, ‘L1’ and ‘L2’ represent carrier phase
measurement, ‘P1’ and ‘P2’ represent pseudo-range. If ‘W5’ is bigger than wave
length, there are cycle slips need to repair.

High precision of baseline solution depends on the correct ambiguity value. The
essay [8] has discussed the algorithm of damped LAMBDA; the essay [9] tells the
theory is as follows: firstly, fixing the ambiguity of wide lane, and then fixing the
ambiguity of L1 and L2 based on the linear relationship of L1 and L2. Considering
of the advantage of above algorithm, this paper determines the algorithm of
ambiguity fixed, according to the superposition of the baseline equation solution
algorithm calculating site coordinates and the ambiguity float solution, then using
the LAMBDA method fixed integer ambiguity. And outputting the state of ambi-
guity fixed in result report, the state generally depends on the RATIO value, if
RATIO greater than 3, it indicates ambiguity has been fixed correctly [4].

The error of receiver and satellite can be eliminated by double difference model.
The ionosphere and troposphere delay need to correct by model. Double-frequency
observation model can correct most of the ionosphere delay, as shown in the essay
[1]. The model of SAASTAMOINEN 1973 is often used to correct Tropospheric
zenith direction atmospheric delay, which could be found in the essay [1].

9.2.3 The Index of Baseline Repeatability Test

Repetitive indicators reflect the discrete degree of observation data [10]. The
standard deviation is very sensitive to heavy or small error of a set of measure-
ments, which can effectively reflect the fluctuation range of the measured results
[11]. The formula is as follows:

r0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xÞ=n

p
ð9:10Þ

where ‘r0’ represents the standard deviation, ‘xi’ represents external compliance
value, ‘x’ represents the expectation of external compliance value, ‘n’ represents the
number of the baseline. Usually, the three times of mean square error would be as
limit error, it is wrong when the result beyond the limit error, the probability of
falling within the �3r0; 3r0ð Þ would be 99.7 %.
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Baseline chord length error, also known as the equivalent distance error [2].
The formula is as follows:

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ ðbdÞ2

q
ð9:11Þ

where ‘σ’ represents baseline chord length error, ‘a’ represents fixed error, ‘b’
represents the coefficient of percentage error, which is depend on the Chinese
standard, ‘d’ represents the length of the baseline. The limit error of each coordinate
component is rx ¼ ry ¼ rz ¼ r

	 ffiffiffi
3

p
.

9.3 Data Example

The observation data is from Hebei province, April 25–28, 30 and May 1, 2014, the
receiver is UR240BDS/GPS dual frequency receiver produced by Unicorecomm
Company. There are three baselines, sampling rate for 1 s. The application software
of baseline processing is written by FORTRAN language, and this paper analyses
the accuracy and repeatability test of each baseline.

The coordinates of CORS station are based on CGCS2000 coordinate frame.
The CORS station name are ‘SJZX’, ‘XTXH’, ‘SJJZ’, which distribution is shown
as follows (Fig. 9.1).

Fig. 9.1 The plan of CORS
site
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9.3.1 The External Compliance of Baseline Result

(1) The length of ‘SJZX -> XTXH’ is 46.403 km, the result is as follows:

‘BDS’ represents BeiDou Navigation Satellite system; ‘MIX’ represents double
system of BDS and GPS. ‘N’, ‘E’, ‘U’ represent the coordinate’s deviation between
the processing result and the true value. The result of BDS, GPS and BDS/GPS dual
system all differ in centimeter level, especially the direction of the plane, which
deviation within 1 cm. The result of BDS/GPS dual system is superior to the result
of the two single system, it is because of the dual system could search more
satellites which has a good geometric structure; therefore the result is better than
single system.

The index of the control network of national grade B is that ‘8 mm + 1 ppm’, the
length of this baseline is 46.403 km, the chord length error is 69 mm; the limit error
of each coordinate component is 40 mm. As shown as Fig. 9.2, the accuracy of result
meets the requirements of the precision of the control network of national grade B.

(2) The length of ‘SJZX -> SJJZ’ is 98.572 km, the result is as follows:

As shown in the above figure, the deviation of direction of the plane within
1.5 cm, and the deviation of direction of the elevation focus on 2–3 cm. The
precision of BDS, GPS and BDS/GPS dual system is equivalent. The chord length
error is 99 mm, the limit error of each coordinate component is 57 mm. As shown
as Fig. 9.3, the accuracy of result meets the requirements of the precision of the
control network of national grade B.
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(3) The length of ‘SJJZ -> XTXH’ is 38.283 km, the result is as follows:

As shown in the above figure, the deviation of direction of the plane within
1.3 cm, and the deviation of direction of the elevation within 4 cm. The result of
BDS/GPS dual system is superior to the result of the two single system. The chord
length error is 40 mm, the limit error of each coordinate component is 23 mm. As
shown as Fig. 9.4, the accuracy of result meets the requirements of the precision of
the control network of national grade B.

9.3.2 The Repeatability Test of Baseline

The error of each coordinate component is shown as follows:

(1) The result of ‘SJZX -> XTXH’ is as follows:

As shown as Fig. 9.5 and Table 9.1, the accuracy of each coordinate component
is limited in three times of mean square error, and the repeatability index of the
planet is within 2 mm, and the repeatability index of the elevation is within 7 mm.

(2) The result of ‘SJZX -> SJJZ’ is as follows:

As shown as Fig. 9.6 and Table 9.2, the accuracy of each coordinate component
is limited in three times of mean square error, and the repeatability index of the
planet is within 5 mm, and the repeatability index of the elevation is within 7 mm.

-0.02

-0.015

-0.01

-0.005

0

0.005

0.01

0.015

M
IX

B
D
S

G
P
S

M
IX

B
D
S

G
P
S

M
IX

B
D
S

G
P
S

M
IX

B
D
S

G
P
S

M
IX

B
D
S

G
P
S

M
IX

B
D
S

G
P
S

115 116 117 118 120 121

C
o

o
rd

in
at

es
 d

ev
ia

ti
o

n
/m

Day of year
N E U

Fig. 9.4 The result of
external precision
of ‘SJJZ -> XTXH’

-10

-5

0

5

10

M
IX

B
D
S

G
P
S

M
IX

B
D
S

G
P
S

M
IX

B
D
S

G
P
S

M
IX

B
D
S

G
P
S

M
IX

B
D
S

G
P
S

M
IX

B
D
S

G
P
S

115 116 117 118 120 121

A
cc

u
ra

cy
/m

m

Day of year

N E U

Fig. 9.5 The accuracy of external precision of ‘SJZX -> XTXH’

9 The Repeatability Test of BDS Baseline Processing 91



(3) The result of ‘SJJZ -> XTXH’ is as follows:

As shown as Fig. 9.7 and Table 9.3, the accuracy of each coordinate component
is limited in three times of mean square error, and the repeatability index of the
planet is within 5 mm, and the repeatability index of the elevation is within 7 mm.

Table 9.1 The test index of SJZX —> XTXH

Index Distance
d/km

The limit error of
the mean square
error 3*σ0(n)/mm

The limit error of
the mean square
error 3*σ0(n)/mm

The limit error of
the mean square
error 3*σ0(n)/mm

Value 46.403 3.4 3.2 12.2
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Table 9.2 The test index of SJZX —> SJJZ

Index Distance
d/km

The limit error of
the mean square
error 3*σ0(n)/mm

The limit error of
the mean square
error 3*σ0(n)/mm

The limit error of
the mean square
error 3*σ0(n)/mm

Value 98.572 7.5 5.4 12.5

-10

-5

0

5

10

M
IX

B
D
S

G
P
S

M
IX

B
D
S

G
P
S

M
IX

B
D
S

G
P
S

M
IX

B
D
S

G
P
S

M
IX

B
D
S

G
P
S

M
IX

B
D
S

G
P
S

115 116 117 118 120 121

A
cc

u
ra

cy
/m

m

Day of year

N E U

Fig. 9.7 The accuracy of
external precision
of ‘SJJZ -> XTXH’

92 Y. Liu et al.



9.3.3 Results Analysis

According to three CORS stations in Hebei province 6 days of baseline data pro-
cessing results, the comparison of BDS, GPS and BDS/GPS dual system is as
follows:

(1) The external compliance of all baselines differ within centimeter level, the
precision of plane within 1 cm, and the precision of elevation is slightly lower
than plane, which is focus on 4 cm.

(2) The precision of BDS is similar to GPS and mixed double system, but in most
cases the precision of the blend system is superior to the single system.

(3) As shown in Figs. 9.5, 9.6 and 9.7, the result of same baseline of different days
within 7 mm, which can meet the production requirements completely.

(4) According to the theory of limit error, the deviations of the coordinates all less
than the tolerance in this paper, conforming to the requirements of the theory.

(5) From the comparison of different length baseline, we could found that the
accuracy of 30 and 40 km is better than 100 km long baseline

9.4 Conclusion

According the results above, we can draw the conclusion as follows: the control
network of national grade C is suitable for large, medium city basic control network
and engineering measurement, the control network of national grade B is suitable
for all kinds of precision engineering measurement. The accuracy of result in this
paper meets the requirements of the precision of the control network of national
grade B and the repetitive inspection result of all baselines differ within 7 mm.

In this paper, all independent baselines does not constitute a baseline network for
joint adjustment and overall accuracy assess, and the error of earth tide, relativistic
effects, multipath, deviation of antenna phase center have not been corrected yet.
The precision of height direction need to improve in the further study.
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Chapter 10
A System Developed for Monitoring
and Analyzing Dynamic Changes of GNSS
Precipitable Water Vapor and Its
Application

Li Li, Zhimin Yuan, Ping Luo, Jun Shen, Sichun Long, Liya Zhang
and Zongli Jiang

Abstract Water vapor is an important factor to the formation of small and med-
ium-scale disastrous weather. Its temporal and spatial variation is extremely violent
and uneven in the air. Therefore, the development of a real-time monitoring and
analysis system for dynamic variations characteristics of spatial and temporal water
vapor has great practical significance and application value to short-impending
rainstorm forecast. The GNSS/PWV dynamic changes monitoring and analysis
system was built on the Matlab platform. Based on the calculated PWV of every
CORS reference station, it can be used to demonstrate the time series analysis and
planar dynamic changes of various kinds of meteorological elements (PWV, tem-
perature, barometric pressure and relative humidity, etc.). Especially, it can accu-
rately reflect one and two dimensional dynamic trends of the water vapor within the
CORS coverage area, track the dynamic changes of atmospheric water vapor
content and enhance the monitoring and forecasting capabilities of meteorological
departments for small and medium scale disastrous weather.

Keywords Ground-based GNSS � Precipitable water vapor � Dynamic changes �
Monitoring system
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10.1 Introduction

The detection of water vapor changes trend is one of the most important tasks in
meteorology study [1]. Water vapor is the main driving force to weather changes,
and it is also the main participant in the atmospheric circulation. It is easy to form
the thunderstorms and other disastrous weather when the water vapor distributions
centralize somewhere densely. Therefore, it has important significance on the real-
time monitoring and short impending prediction if we can grasp the water vapor
variation trend and distribution timely and accurately in the atmosphere [2–6].
There are many limits for the current detection means, such as expensive equip-
ment, limited monitoring range, and low temporal and spatial resolution etc. it is
difficult to meet the requirements to detect and analyse water vapor for small and
medium scale weather system. The short impending rainstorms generate, develop
and disappear fast, so it is harder to detect and predict real-time [1, 7].

With the increasing density of CORS reference network stations and expanding
covering range, ground-based GNSS meteorology is developing gradually and
getting more attentions [8–10]. Ground-based GNSS meteorology is a new inter-
disciplinary approach using Precipitable Water Vapor (PWV) for the meteorolog-
ical service. The PWV can be retrieved from tropospheric delay of reference
stations by using GNSS technology, in combination with other meteorological
elements (temperature, barometric pressure and relative humidity). It can be used to
obtain real-time water vapor distributions maps and their change trends with higher
temporal and spatial resolution, which has positive effects for monitoring and
forecasting the small and medium scale weather system [11, 12].

In this paper, based on the Matlab software and Zenith Tropospheric Delay
(ZTD) information obtained from Precise Point Positioning (PPP) technology, a
GNSS/PWV dynamic monitoring and analysis system will be developed. The
system can solve GNSS/PWV, and can also be used for time series analysis and
graphic dynamic changes demonstration of the ZTD, ZHD, ZWD, PWV and other
meteorological parameters (temperature, pressure, and relative humidity). It can
accurately reflect the one and two dimensional dynamic change trends of various
meteorological elements in CORS coverage region.

10.2 Principle of Water Vapor Detection
from Ground-Based GNSS

ZTD can be obtained by un-differenced or network solutions generally in ground-
based GNSS meteorology. Un-differential PPP mode will be used to calculate ZTD
in this paper [13]. ZTD includes Zenith Wet Delay (ZWD) and Zenith Dry Delay
(ZHD). ZHD is induced by non-water vapor in the atmosphere, which has 90 % of
ZTD. ZHD has a very good correlation with the ground pressure. It can be modified
to millimeters level by using the related model. ZWD is caused by the atmospheric
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water vapor and its influence factors are very complicated. Currently, it can only
achieve 10–20 % estimated precision by using models. While in GNSS positioning,
ZWD can be obtained with millimeter level precision if estimated ZTD minus
modeled ZHD [14, 15].

ZHD ¼ ½ð0:002279� 0:0000024Þ� Pc

f uc;Hcð Þ
f uc;Hcð Þ ¼ 1� 0:00266 cos 2uc � 0:00028Hc

8<
: ð10:1Þ

Formula (10.1) is a model called Saastamoinen using for ZHD estimation. Pc is the
Pressure at station (hPa); uc is the station’s geographic latitude; Hc is the station
altitude (km). The measurement precision of pressure can generally reach 0.5 hPa, so
ZHD estimation precision can achieve millimeters level with Saastamoinen model.

ZWD ¼ ZTD� ZHD ð10:2Þ

PWV is defined as the height of liquid condensed from all the atmospheric water
vapor within vertical air column in a unit area. It can be calculated by formula
(10.3).

PWV ¼ p
qw

� ZWD

p ¼ 105

R k=Tmð Þ þ k0½ �

8>><
>>:

ð10:3Þ

In formula (10.3), qw is the water density; the unit of ZWD is m;
R ¼ 461 Jkg�1K�1

� �
; k ¼ 3:776� 0:014ð Þ � 105K2hPa�1; k0 ¼ 16:48KhPa�1; Tm

is the weighted average temperature of troposphere:

Tm ¼ 106:7þ 0:605T ð10:4Þ

Formula (10.4) is also suitable for Hong Kong area [16], T is the ground tem-
perature (K).

10.3 Monitoring and Analysis System for Water
Vapor Dynamic Changes

10.3.1 System Operation Procedures and Functions

The monitoring and analysis system for GNSS/PWV dynamic changes mainly
consists of three steps. Firstly, importing necessary data (including ZTD, meteo-
rological data and other geographical data such as reference station coordinates and
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map boundary) for the calculation of PWV; secondly, PWV will be obtained by
using ground-based GNSS water vapor inversion principle mentioned in Sect. 10.2;
finally, the time series analysis and plane dynamic changes of PWV and other
meteorological parameters (temperature, pressure and relative humidity) can be
demonstrated in the system. Figure 10.1 is the flowchart of the system. As can be
seen, it includes five functional modules: data loading, data calculation, time series
analysis and plane dynamic changes analysis, data and figure storage. Each module
consists of a plurality of subroutines.

10.3.1.1 Data Loading Module

This module is used to load the necessary data (including ZTD, meteorological data
and other geographic data such as reference station coordinates and map boundary)
for PWV calculation. All the data can be open and read line by line. The infor-
mation extraction subroutine is used to extract corresponding data on set time node,
which can be stored in the memory for subsequent calculations.

10.3.1.2 Data Solving Module

The main role of data solving module is to calculate ZHD, ZWD and PWV, based
on the water vapor inversion principle of ground-based GNSS in Sect. 10.2. Before
the data solving, all the data are needed to match time, making all kinds of previous
loaded data matching to the same time node in accordance with the set sampling
rate.

10.3.1.3 Time Series Analysis Module

The module is to map out the change trends of one specific parameter within a set
time. It can create a new drawing window for each parameter and draw a graph of
the parameters over time. PWV, ZHD, ZWD, ZTD and other meteorological

Loading Data

Time Series 
Analysis

Saving Data

Plane Dynamic
Analysis

Solving Data

Fig. 10.1 The flow chart of monitoring and analysis system for GNSS/PWV dynamic changes

98 L. Li et al.



parameters (temperature, barometric pressure and relative humidity) will be ana-
lyzed over time.

10.3.1.4 Plane Dynamic Changes Analysis Module

This module is used to analyze the plane dynamic changes of all the meteorological
elements (PWV, temperature, barometric pressure and relative humidity etc.) by
using four time spline interpolation algorithm within the reference network coverage.
It can draw a two-dimensional plane chart of dynamic changes at a specific peroid. In
addition, there is a progress bar under the figure, which can also be used to control the
drawing process (start/pause/exit) along with the drawing loop submodule.

10.3.1.5 Results Saving Module

This module can save results of some major meteorological parameter (PWV, ZHD
and ZWD) information in text file. The program will create a text file named by the
station name. The program can also preserve the single specified figure. All the
figures of dynamic changes can also be saved in batches, and even these batches
pictures can be synthesized as a separate animated GIF image to facilitate dis-
semination and presentation.

10.3.2 System Menu Design

Figure 10.2 is the main interface of monitoring and analysis system for GNSS/PWV
dynamic changes. The main interface consists of a menu bar and drawing window.

Fig. 10.2 Main interface of monitoring and analysis system for GNSS/PWV dynamic changes
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There are six menus (file, data solving, image saving, data saving, plane dynamic
changes and time series analysis), each memu has its corresponding drop-down list
as shown in Fig. 10.3.

10.4 Testing Example

The testing data is downloaded from the website of Hong Kong Satellite Posi-
tioning Reference Station Network (SatRef), which is established by Hong Kong
Lands Department and Marine Department. SatRef has a total of 12 continuously
operating reference stations (see Fig. 10.4, http://www.geodetic.gov.hk/smo/gsi/

File DataSolve MapSave DataSave PlaneDynamicAnalysis TimeSeriesAnalysis

Load
Data/

Quit /

ZHD/
ZWD/
PWV/

Current
Map/
Generate
GIF/

ZHD/
ZWD/
PWV/

ZTD/
ZHD/
ZWD/
PWV/
T(°C)/
P(hPa)/
RH(%)/

ZTD/
ZHD/
ZWD/
PWV/
T(°C)/
P(hPa)/
RH(%)/

Fig. 10.3 Menu drop-down list of monitoring and analysis system for GNSS/PWV dynamic
changes

Fig. 10.4 Hong Kong satellite positioning reference network
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programs/en/GSS/satref/satref.htm). The distance between stations is about 7–
27 km. The sampling rate of GNSS observation data and meteorological data is 5 s
and 1 min respectively. All these data can be downloaded from its website. Before
the calculation, we need first to get ZTD, which is necessary to calculate PWV. In
this experiment, we first get the ZTD of each reference station by using PPP
technique [12]. Figure 10.5 is the final PPP-ZTD results at 5 min interval.

To save space, Fig. 10.6 only shows the time series changes of each parameter
(ZTD, ZHD, ZWD, temperature, barometric pressure and relative humidity) at
station HKFN on May 16. It can accurately reflect the time series trends of each
parameter. As can be seen, it can show the true value and fitted value both.

Figure 10.7 is the distribution maps of plane dynamic changes of the main
meteorological parameters at 10:00 on May 16, 2010. Before demonstration, the
Hong Kong map (.shp) data will be required to load automatically. Based on the
interpolated meteorological parameters value of each station, their contour figures
will be drawn on the map. The positions (red triangles), name and meteorological
parameter values of all the stations are marked on the map. The GMT time is given
on the upper left corner of the figure. The color bar situates on the right side of the
figure. Its scale and color change indicate the size of the parameter values. The
playback progress bar below the map prompts the playing progress. We can skip
some of the time by dragging the progress bar to control the playing progress.

Figure 10.8 is plane maps of 2 h interval PWV on May 16 (00:00-24:00), 2010
in Hong Kong area. These maps are shown from left to right, top to bottom

Fig. 10.5 ZTD results calculated by PPP technology
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Fig. 10.6 Time series analysis of HKFN meteorological elements

Fig. 10.7 Maps of plane dynamic changes of meteorological parameters (2010/5/16)
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Fig. 10.8 PWV plane dynamic changes maps every 2 h (2010/5/16)
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chronologically. Similarly, the system can also demonstrate the dynamic changes
maps of temperature, barometric pressure and relative humidity. They are no longer
listed due to the limited space.

10.5 Conclusions

In a specific area, the instantaneous dynamic changes of water vapor can be tracked
by accurately analyzing its one and two dimensional real-time dynamic trends. It
can enhance the meteorological prediction ability of existing forecasting system for
small and medium-scale disastrous weather. Therefore, based on the Matlab plat-
form, we developed a system for monitoring and analyzing GNSS/PWV dynamic
change, which contains five functional modules including the data loading (tem-
perature, pressure and relative humidity, etc.), data solving (ZHD, ZWD and PWV),
time series analysis, plane dynamic change analysis and its demonstration, and data
preservation. Each module has a plurality of subroutines. This system has a certain
practical value for monitoring temporal and spatial variation of water vapor and
forecasting short-impending rainstorm.
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Chapter 11
Multifunctional Satellite Navigation
and Communication Mast Antenna Based
on Mobile Platform

Jia Zhang, Ximing Liang and Haiguang Zhang

Abstract The paper is mainly about one kind of communication antenna based on
civilian vehicles, which can meet the requirement of satellite navigation, commu-
nication. The paper focuses on the analysis of the technology of a broadband UHF
quadrifilar helix antenna. Also the paper explores the implementation method of
broadband quadrifilar helix antennas by theoretical research and electromagnetic
model analysis. We achieve the goal that VSWR is less than 3 from f1 to 2.5f1.
Experimental results and simulation results match better and we get the expected
radiation characteristic. The cascade connection of multi-band frequency and dif-
ferent function antennas has been achieved. The study of the paper has significance
for implementation of the technology of civilian communication vehicles and res-
cue vehicles.

Keywords Satellite navigation � Satellite communication � Quadrifilar helix
antenna

11.1 Introduction

Many of our communications and navigation stations, vehicles, boats and even
buildings erected on the roof of a lot of BD, GPS, UHF, HF, etc. Antenna and RF
network, this forest of antennas resulting complex electromagnetic environment and
waste a lot of resources, especially in the mobile this contradiction is more
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prominent on the platform. In order to improve efficiency, improve the electro-
magnetic environment, many users expect to receive a variety of antenna systems
for effective integration, integrated antenna, integrated RF, thoughts and compre-
hensive signal processing platform will be integrated antenna integrated design.

In this paper, a satellite navigation through the rod antenna complex satellite
communications, the overall structure of the antenna from top to bottom for satellite
navigation antenna, satellite communications antenna. Satellite navigation antenna
cables through the hollow metal tube through the four-arm spiral antenna, satellite
communications center, one of the two antennas integrated from top to bottom,
structure, and metal rods can also integrate other functions wearing underneath
other bands of different antennas, such as measuring to communicate and detect
VHF antenna or an antenna that can meet the satellite navigation, satellite com-
munication, detection and other functions, can be applied to civilian communica-
tions vehicles, earthquake rescue vehicles.

In recent years, in civilian areas, satellite navigation and mobile satellite com-
munication has been more widely used, has played an increasingly important role in
working life. Such systems require an antenna with a wide beam and circular
polarization characteristics, and can maintain a low elevation gain. Quadrifilar
helical antenna due to circularly polarized radiation having a wide beam, high gain
can be maintained at a lower elevation position, cut and can be formed by selecting
the appropriate physical size of the different radiation patterns to meet different
space needs of the application.

11.2 Antenna Design

11.2.1 Analysis of the Theory of the Quadrifilar
Helix Antenna

J.D. Kraus first antenna helical structure found on the application and development
of the helical antenna has made tremendous contributions. A typical helical antenna
is cylindrical helical antenna, usually formed by winding a metal, the structure
shown in Fig. 11.1. Typically the helical antenna fed by the coaxial line, the inner
conductor is connected to an antenna coaxial cable, the outer conductor is con-
nected with the floor.

Kilgus was first proposed in 1968, Resonant four-arm spiral antenna, the
structure shown in Fig. 11.2. The antenna comprises four spiral arms and the metal
rod, the length of each spiral arm is an integral multiple of one quarter of the
operating wavelength. When multiple relationship is odd, spiral arms open termi-
nation, when multiple relationship is an even number, the terminal shorted spiral
arms. Four spiral arms feeding terminal currents are equal, the phase difference of
90°. By feeding this way can achieve circular polarization [1].
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Structural parameters of the antenna is determined by the following formula:

Lax ¼ N

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðLele � Ar0Þ2

N2 � 4p2r20

s

Fig. 11.1 Geometry of
quadrifilar helix mast antenna
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Fig. 11.2 Schematic of
quadrifilar helix antenna
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A ¼ 1 Odd
2 Even

�
ð11:1Þ

wherein Lax is the axial length of the helix (mm), Lele is the length of the spiral arms
(mm), r0 is the radius of the spiral (mm), N is the number of turns of the spiral.

According to the four-arm spiral antenna structure shown in Fig. 11.2 and the
given parameters, to analyze the far-zone radiation field four-arm spiral antenna
using equivalent current method [2−4].

According to the current distribution of the spiral arms, respectively, to calculate
the field portion and the helical spiral radial portions generated. In general, con-
sidered a spiral arm sinusoidal current distribution, and its maximum is located
helix start and end points. u component of total field of the Unit 1 is

Eu1 ¼ �jxle�jkr

4pr

Zl¼k=2

l¼0

iue
jkr0 coswdl ð11:2Þ

1. The field of the coiled portion:
Suppose A is a variable of integration, we can get,

dl ¼ r0da
cos b

ð11:3Þ

Substitution,

EuH ¼ �jxlr0e�jkr

4pr cos b

Z2Np

a¼0

iuð/; aÞejkr0 coswda ð11:4Þ

For each cell, the current amplitude,

iuðaÞ ¼ I0 cosðkr0Þ cos a
2N

cos b ð11:5Þ

For elements 1, 2,

iuðu; aÞ ¼ iuðaÞ cosðu� aÞ ð11:6Þ

The same, for elements 3 and 4,

iuðu; aÞ ¼ iuðaÞ cosðu� aÞ ð11:7Þ
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Phase of element 1 is,

r0 cosw ¼ r0r
r

¼ r0 cos a sin h cosuþ r0 sin a sin h sinuþ Pa
2p

cos h ð11:8Þ

Definite

K ¼ xlI0r0 cosðkr0Þe�jkr

4pr
ð11:9Þ

Thus, the field of the helical portion is given,

EuH1 ¼� jK
Z2Np

a¼0

cos
a
2N

� �
cosðu� aÞ exp jk r0 cos a sin h cosuð½

þ r0 sin a sin h sinuþ Pa
2p

cos hÞ�da ð11:10Þ

Similarly, the field of element 2 is,

EuH2 ¼� jK
Z2Np

a¼0

cos
a
2N

� �
cos u� að Þ � exp�jk��r0 cos a sin h cosu

� r0 sin a sin a sinuþ Pa
2p

cos h
�	
da ð11:11Þ

Elements 3 and 4 with respect to the elements 1 and 2 are 90° phase difference of
the feeder, so the field is,

EuH3 ¼K
Z2Np

a¼0

cos
a
2N

� �
sin u� að Þ � exp�jk��r0 sin a sin h cosu

� r0 cos a sin a sinuþ Pa
2p

cos h
�	
da ð11:12Þ

EuH4 ¼K
Z2Np

a¼0

cos
a
2N

� �
sin u� að Þ � exp�jk�r0 sin a sin h cosu

� r0 cos a sin a sinuþ Pa
2p

cos h
�	
da ð11:13Þ

2. The field of spiral radial portion,
Current quadrifilar helical antenna can be approximated that the radial portion is

uniformly distributed, the following simplified formula can be obtained,
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1/4 turn screw,

EuR1;2 ¼ �jxle�jkr

4pr
2r0I0ðcosuejk cos hP=4 � sinuÞ ð11:14Þ

EuR3;4 ¼ xle�jkr

4pr
2r0I0ðcosuþ sinuejk cos hP=4Þ ð11:15Þ

1/2 turn screw,

EuR1;2 ¼ �jxle�jkr

4pr
2r0I0 sinuðejk cos hP=2 � 1Þ ð11:16Þ

EuR3;4 ¼ xle�jkr

4pr
2r0I0 cosuð1� ejk cos hP=2Þ ð11:17Þ

1 turn screw,

EuR1;2 ¼ �jxle�jkr

4pr
2r0I0 sinuð1þ ejkP cos hÞ ð11:18Þ

EuR3;4 ¼ xle�jkr

4pr
2r0I0 cosuð1þ ejkP cos hÞ ð11:19Þ

Finally, the principle of superposition field, superimposed on the two far-zone
radiation field can be drawn four-arm spiral antenna [5, 6].

11.2.2 The Feed Structure of the Quadrifilar
Helix Antenna

Quadrifilar helical antenna is required to produce right-hand circularly polarized,
while the traditional 90° toward the network due to the need quarter-wavelength
impedance conversion, in the UHF band larger, but this design quadrifilar helical
antenna diameter circular floor only 30 cm, so using a 180° phase shifter, and two
90° phase shifter to realize the right-handed circular polarization, high power
satellite communications bearer.
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11.3 Simulated and Measured Results

The simulated VSWR results is shown in Fig. 11.3, the top and middle of the
antenna were shorted load, VSWR bandwidth of the antenna has been greatly
improved in the 250–500 MHz internal antenna VSWR less than 3.

The measured VSWR results of the antenna is shown in Fig. 11.4, the figure
shows the measured VSWR bandwidth of the antenna slightly wider than the
antenna VSWR bandwidth simulation.

Simulation radiation pattern of the antenna is shown in Fig. 11.5, the antenna
pattern is good, when the gain is about 280 MHz 7 dB, but when 430 MHz gain of

Fig. 11.3 Simulated VSWR
of the quadrifilar helix
antenna

Fig. 11.4 Measured VSWR
of the quadrifilar helix
antenna

11 Multifunctional Satellite Navigation and Communication Mast … 113



about 6 dB, half-power beam width is greater than 60°, can be well meet the needs
of satellite communication.

Simulation of the axial ratio of the antenna such as shown in Fig. 11.6, the
antenna in the elevation angle 180° ± 50° axis is less than 3, the polarization
characteristics good.

3D simulation of the antenna pattern shown in Fig. 11.7, visible near the center
frequency of the antenna radiation characteristics are very good.

Fig. 11.5 Simulated radiation pattern of the antenna (280 and 430 MHz). a 280 MHz, b 430 MHz

Fig. 11.6 Simulated axial ratio of the antenna (280 MHz). a 280 MHz, b 430 MHz
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11.4 Conclusion

The new article is designed to wear rods used in satellite navigation and satellite
communications, four-arm spiral antenna, satellite navigation at the top of the
antenna RF cable through the hollow metal tube through the center of the four-arm
spiral antenna, antenna VSWR serious deterioration, by adjusting the four load
short-circuit the helical antenna at the top and the middle of the arm, the antenna
VSWR has been greatly improved, in the UHF band reached two octave, and
simple feed structure of the antenna, through a 180° phase shifter 90 and 2° phase
shifter, wide beam to achieve a good circular polarization, well adapted to the needs
of satellite navigation and mobile satellite communications.
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Fig. 11.7 Simulated 3D radiation pattern of the antenna (360 MHz)

11 Multifunctional Satellite Navigation and Communication Mast … 115



Chapter 12
Optimal Satellite Selecting Algorithm
in GPS/BDS Navigation System
and Its Implementation

Zhuoxi Ma, Li Yang, Xiaolin Jia, Dan Zhang and Shuai Liu

Abstract As the Global Navigation Satellite System (GNSS) steps into a new era
of multiple constellations, multiple constellations bring opportunities for navigation
and positioning services. Under the condition of the existence of multiple con-
stellations, the number of observable satellite number will increase sharply in single
epoch. Because of the limitation of computing source, too much redundant infor-
mation brought by redundant satellites can not greatly improve the accuracy of
positioning, however, it may actually increase the computational burden of receiver.
Therefore, optimizing the satellite selection algorithm is of great significance. Based
on the relations of constellation’s geometry and the principle of GDOP, this paper
proposed a satellite selection algorithm suitable for multiple constellations. Fur-
thermore, a satellite selection strategy applied to 5–7 satellites is considered. The
experimental results show that on the premise of positioning accuracy, the
improved satellite selection satellite can significantly reduce the calculation time
and has good real-time performance and reliability.

Keywords GPS � BDS � Satellite selection algorithm � Dilution of precision

12.1 Introduction

The receiver needs to observe at least four satellite in single epoch to complete the
positioning. As the number of satellites which users received more than four, it is
significant to optimize the selection of satellites to enhance the precision of posi-
tioning. Generally speaking, the index GDOP (Geometry Dilution of Precision) is
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used to estimate the geometric distribution of satellites. As the Global Navigation
Satellite System (GNSS) steps into a new era of multiple constellations, the number
of observable satellite number will increase sharply in single epoch. Because of the
limitation of computing source, too much redundant information brought by
redundant satellites can not greatly improve the accuracy of positioning. Con-
versely, it may actually increase the computational burden of receiver.

In single constellation, the commonly used satellite selection algorithms are
minimum GDOP algorithm and constellation-tetrahedron selecting algorithm [1, 2,
4, 5]. Zhang uses satellite direction cosine matrix determinant and the the selection
of strategy is given in 5 satellites [6]. These two algorithms are simple to imple-
ment. But along with the increase of the number of observable satellites, the effi-
ciency of calculation growth in geometric order, thus they have not adapted for the
demand of the present development of satellite selection algorithm. At present, the
scholars has designed multiple algorithms to reduce the burden of calculation and
enhance the efficiency of positioning. These algorithms are convex hull algorithm,
algorithm based on elevation and azimuth, etc. But most of these algorithms are
designed for single constellation and does not apply to integrated navigation
system.

Above all, to design a simple and efficiency satellite selection algorithm and
applied to integrated navigation system is of vital significance. It will further reduce
the device initialization time and improve the positioning accuracy.

This paper firstly introduces the principle of DOP index and traditional satellite
selection algorithm, then aimed at solving the problem that the traditional algorithm
is time-consuming, a new selection algorithm suitable for multiple constellations is
raised. Finally, the feasibility of the algorithm is analysed combined with experi-
ments. Furthermore, from the perspective of the geometric distribution of satellites,
suggestions on satellite selection strategy is put forward.

12.2 Principle of Dilution of Precision

The geometric distribution of satellites can be described by dilution of precision.
The spatial coordinates of satellites can be obtained by using broadcast or precise
ephemeris products. According to the coordinates of the satellites, the observation
equation of n observable satellites reads as formula 12.1:

q1r þ dt1 � dtr
� �

c þ I1r þ Tr
1 þ T1

r þ m1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1 � Xð Þ2 þ y1 � Yð Þ2 þ z1 � Zð Þ2

q

q2r þ dt2 � dtr
� �

c þ I2r þ T2
r þ T2

r þ m2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � Xð Þ2 þ y2 � Yð Þ2 þ z2 � Zð Þ2

q

. . .

qpr þ dtn � dtrð Þc þ Inr þ Tn
r þ Tn

r þ mj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xn � Xð Þ2 þ yn � Yð Þ2 þ zn � Zð Þ2

q

8>>>>>>><
>>>>>>>:

ð12:1Þ

118 Z. Ma et al.



where
qpr is the observed code pseudorange
ðdtp � dtrÞc is the range caused by satellite and receive clock correction
Ipr þ Tp

r is the sum of ionospheric and tropospheric refraction
ðxp; yp; zpÞ is the spatial coordinates of GNSS satellites

The linearized model of formula 12.1 reads as follows:

v1 ¼ a1DX þ b1DY þ c1DZ þ cdt þ l1
v2 ¼ a2DX þ b2DY þ c2DZ þ cdt þ l2
. . .

vP ¼ aPDX þ bPDY þ cPDZ þ cdt þ lp

8>>><
>>>:

ð12:2Þ

where

ai ¼ Xt � xi
d0i

; bi ¼ Yt � Yi
d0i

; ci ¼ Zt � zi
d0i

lP ¼ d0P � qPr � IPr � ITr

d0P ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðXt � xPÞ2 þ ðYt � xPÞ2 þ ðZt � xPÞ2

q

aP ¼ Xt � xP
d0P

; bi ¼ Yt � YP
d0P

; ci ¼ Zt � zP
d0P

8>>>>>>>><
>>>>>>>>:

The observation equation can be simplified by formula 12.3:

AX þ L ¼ V ð12:3Þ

The correlation coefficients matrix reads as:

Q ¼ ðATAÞ�1 ¼
QXX QXY QXZ QXT

QXY QYY QYZ QYT

QXZ QYZ QZZ QZT

QXT QYT QZT QTT

2
664

3
775 ð12:4Þ

GDOP denotes as formula 12.5:

GDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
QXX þ QYY þ QZZ þ QTT

p
ð12:5Þ

Thus, the smaller the GDOP value, the better the geometric distribution of
satellites and the higher the positioning accuracy will get. Therefore, to ensure a
relatively high positioning accuracy, it is needed to select the combination of sat-
ellites which have relatively small value of GDOP.
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12.3 Traditional Satellite Selection Algorithm

12.3.1 Minimum GDOP Algorithm

Take four satellites in single constellation as an example, the core of minimum
GDOP algorithm is to iterate all the possible combinations of observable satellite,
select the one which has the minimum GDOP value as the optimal result and use
this combination to point positioning. For the case that have n satellites, each
process needs to calculate for C4

n times. The advantage of this algorithm is that it
can accurately extract the optimal combination of satellite geometry distribution.
But for integrated navigation system, the number of visible satellites is much more
than single constellation. Besides, the integrated system may also need to consider
the time difference of multiple systems in the process of calculation, which
increases the computational complexity of this algorithm to a certain extent. It will
seriously affect the effectiveness of the real-time application.

12.3.2 Constellation-Tetrahedron Selecting Algorithm

The principle of GDOP can be expressed as formula 12.6:

GDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
traceðATAÞ�

p
6V

ð12:6Þ

where V denotes the volume of polyhedron formed by satellite to the user receiver
unit vectors. It can be obtained through formula 12.6 that GDOP value is inversely
proportional to the volume of the polyhedron. The design idea of tetrahedron
selecting Algorithm is similar to the former one, namely, the optimal result is
extracted by calculating each combination of polyhedron volume and select the one
which has the largest volume.

Compared with minimum GDOP algorithm, the constellation-tetrahedron
selecting algorithm reduces the computational complexity to some extent, but it is
also time-consuming, this algorithm may also need to calculate for C4

n times in the
situation of four visible satellites.

12.4 Optimal Satellite Selecting Algorithm

According to the related theory of constellation-tetrahedron selecting algorithm,
when the selected satellite geometric structure has the largest volume, the satellite
structure is the best. Take four satellites as an example, when one satellite in the
zenith position, other three satellites locate at the tangent plane of users and they
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separate by 120° each other, the volume of the tetrahedron is the largest [3]. The
theory for more satellites is the same, when meet two conditions, namely there exist
satellites that have high elevation angle and lower satellites have a uniform dis-
tribution, the geometric structure is better.

Therefore, the principle of the proposed algorithm can be summarized as two
aspects. On the one hand, considering the cutoff elevation angle, the bottom satellite
combination is selected based on the selection of most uniform distribution of low
elevation satellites. On the other hand to extract the proper number of satellites
which have high elevation angle as top satellite combination. Both the top and
bottom satellite combination constitute the final combination. We set the cutoff
elevation angle to 10°, the range of elevation angle of bottom satellite combination
is from 10° to 30°. The specific steps of the algorithm are as follows:

(1) According to the number of selecting number of satellites n and determine the
distribution number of high and low elevation satellites k1 and k2, respectively.
For example, if we select seven satellites, the possible values of ðk1; k2Þ are:
(1, 6), (2, 5) , (3, 4).

(2) Rule out the satellites which have the elevation angle lower than the cutoff
elevation angle and select k1 satellites which have the biggest elevation angle
as the top satellite combination.

(3) Divide visible satellites that meet the range of elevation angle of bottom
satellite combination into k2 groups. According to the principle of uniform
distribution, calculate the azimuth difference between each satellites and the
ideal value, respectively. If the azimuth angle of the satellite is a, then the

difference is a� j� 360
k2

� ���� ���ðj ¼ 1; 2. . .; k2Þ.
(4) Calculate the quantitative terms of each satellites that meet the former con-

ditions. Define the satellites with low elevation angle, high precision and small
difference with ideal value into bigger quantitative terms. In each group
choose the satellite with the largest quantitative value.

(5) Count all the possible results of ðk1; k2Þ combination, calculate the GDOP
value of each combinations and select the smallest one as the final
combination.

The operation flow chart of the algorithm is shown in Fig. 12.1.

12.5 Results and Discussion

12.5.1 Experiment and Analysis of the Optimization
Algorithm

This algorithm can be applied to multi-mode GNSS calculation. The experiment
uses the data from GPS and BDS navigation system. In order to verify the feasi-
bility and availability of the algorithm, the selection of a known coordinates of
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points, with January 7, 2014, 24 h of ephemeris data analysis is selected by the
cutoff elevation angle of 10°. The contrast experiment is conducted between the
Minimum GDOP algorithm and the Optimization algorithm. We set the number of
selection satellite number six, the experimental results are shown in Table 12.1.

According to the results in Table 12.1, due to the optimization algorithm is a
kind of subprime selecting algorithm based on the principle of optimal satellite
geometric distribution, it can be seen that the results of the optimization algorithm
of star is legitimate different from the Results of Minimum GDOP algorithm. But
the GDOP value of using the optimal selecting algorithm mostly distributed
between 2 and 3, and within the GDOP threshold 5. The more the satellite number
selected, the better the result will get. Therefore, it can completely meet the
accuracy of requirement.

In terms of processing time, compared with the traditional algorithms. The
optimization algorithm only need to compute 2–3 times, thus will greatly save the

Start

Select n satellites
and calculate the

position

Calculate the
elevation angle and

azimuth of the
satellites

Fix all the possible
combinations(k1,k2)

Select k1 satellites
with larger

elevation angle

Select k2 satellites
with smaller

elevation angle

Calculate the GDOP
value of (k1,k2)

Finish all the
possible

combinations

Select the 
combination with 

the smallest GDOP

End

Y

N

Fig. 12.1 Flow chart of
optimal satellite selecting
algorithm
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computation time. Besides, it also will not meet the problem that the calculation
burden rises sharply along with the increase of satellite number.

In order to further analyse the computing efficiency of the algorithm, the ratio
between the running time of the optimization algorithm and the running time of the
Minimum GDOP algorithm is used as an evaluation index. The wuhan station data
on January 5–7, 2014 were statistically analyzed. Select the satellite number from
5 to 7, the curve graph reflecting the computational efficiency trend along with the
change of observation satellite number as shown in Fig. 12.2.

Table 12.1 Experiment
resulting data of optimal
satellite selecting algorithm

Epoch Results of minimum
GDOP algorithm

Results of the
optimization algorithm

PRN GDOP PRN GDOP

8:0:0 C04 C07 C11
G21 G22 G25

1.91 C04 C06 C07
G16 G22 G27

2.57

10:0:0 C06 C08 G14
G15 G18 G31

1.56 C05 C06 C08
G15 G19 G31

2.36

12:0:0 C05 C08 C09
G13 G15 G28

1.52 C05 C06 C08
G07 G13 G15

2.29

14:0:0 C03 C07 G23
G27 G29 G31

1.63 C03 C06 C07
C08 G07 G29

2.49

16:0:0 C05 C08 C10
G07 G13 G31

2.16 C06 C08 G05
G07 G20 G31

3.20

18:0:0 C08 C10 G01
G08 G16 G32

1.67 C06 C08 C12
G05 G06 G32

2.55

20:0:0 G01 G03 G11
G17 G20 G32

1.39 C06 G03 G05
G11 G20 G32

2.03

22:0:0 C03 C05 G03
G07 G11 G28

1.95 C05 C09 G03
G05 G11 G28

2.56

Fig. 12.2 Curve graph
reflecting the computational
efficiency trend along with the
change of number of satellites
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Through the data in Fig. 12.2, along with the increase number of observation
satellite, the ratio index decreases, the computational efficiency increases; When the
number of observation satellite is greater than 19, the optimization algorithm
improves the computational efficiency for more than 10 times.

The relationship between the number of selecting satellites and the result is
analyzed. Choose the selecting number into 5–7, compare with the GDOP value
obtained by using the two different algorithms, the computing results are show in
Table 12.2.

According to Table 12.2, in general, along with the increase in the number of
selecting satellites, GDOP value decreases. When the choice for more than six
satellites, the results are good. When the choice for the satellite number seven, the
GDOP values in each epoch is within three, which can provide high positioning
accuracy.

In order to further verify the influence of absolute positioning accuracy of the
algorithm, this paper selects five different iGMAS monitoring stations locating in
different latitude in our country: Beijing station (bjf1), urumqi station (gua2),
wuhan station (wuh1), xi’an station (xia1) and kunming station (kun1). The
pseudorange positioning program is compiled and we set the number of selected
satellite seven, the single point positioning error among using all visible satellites,
using Minimum GDOP algorithm and using the optimization algorithm is compared
and analysed. The positioning RMS of N, E, U three components is shown from
Figs. 12.3, 12.4 and 12.5.

From Figs. 12.3, 12.4 and 12.5, the results shows that the difference between the
optimization algorithm and the Minimum GDOP algorithm and the resulting using
all satellites are in the m class, which means that it does not cause large precision
loss due to loss number of visible satellites after the satellite selection. Therefore,
this algorithm can satisfy the demand of real time positioning applications.

12.5.2 Research of the Satellite Optimization Strategy

In order the make a further study on the effect the of satellite geometry distribution
on GDOP value, the optimization algorithm is used to compute the value of each

Table 12.2 The relationship
between the selecting number
and result

Epoch All sat. 5 sat. 6 sat. 7 sat.

8:0:0 1.76 2.98 2.57 2.03

10:0:0 1.41 2.57 2.36 2.17

12:0:0 1.39 2.45 2.29 2.02

14:0:0 1.45 2.61 2.49 2.30

16:0:0 1.81 5.70 3.20 2.83

18:0:0 1.40 4.32 2.55 2.26

20:0:0 1.26 2.32 2.03 1.92

22:0:0 1.61 2.97 2.56 2.23
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Fig. 12.4 Positioning RMS
of E components

Fig. 12.3 Positioning RMS
of N

Fig. 12.5 Positioning RMS
of U components
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epoch every 5 min for 1 day and the results are analysed and isolated by the number
of different distribution of high and low elevation angle. We choose the selecting
number into 5–7 to analyse and the statistical results are shown from Table 12.3,
12.4 and 12.5.

Through to the data from Table 12.3, 12.4 and 12.5, the conclusion is concluded
as follows:

(1) The value of GDOP overall conform to the principle of optimal in the geo-
metrical structure of satellite. When the satellite geometric structure has large
volume, the value of GDOP is relatively small.

(2) When the selecting satellite number is 5, due to the fewer visible satellites, the
percentage of epochs which GDOP value greater than 5 for more than 15 % in
multiple combinations of satellite.

(3) When the selecting satellite number is 6, high and low elevation satellite
distribution number (1, 5) is the optimal structure. According to the statistics
of the total epoch in 1 day, the percentage of epochs which GDOP value
greater than 5 is 5.21 %, which is better than that of (2, 4) and (3, 3)
combination.

(4) When the selecting satellite number is 7, GDOP value has significantly
reduced compared with the selecting number is six. When the high and low

Table 12.3 The GDOP value when the selecting number is 5

Number of high elevation
satellites (k1)

Number of low elevation
satellites (k2)

GDOP
>5 %

GDOP
<3 %

1 4 17.01 63.88

2 3 19.09 67.36

Table 12.4 The GDOP value when the selecting number is 6

Number of high elevation
satellites (k1)

Number of low elevation
satellites (k2)

GDOP
>5 %

GDOP
<3 %

2 4 11.11 70.14

1 5 5.21 81.60

3 3 13.54 74.30

Table 12.5 The GDOP value when the selecting number is 7

Number of high elevation
satellites (k1)

Number of low elevation
satellites (k2)

GDOP
>5 %

GDOP
<3 %

3 4 0 74.65

2 5 3.12 80.90

1 6 4.17 80.56
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elevation satellite number is 3 and 4, respectively, All epoch of has the GDOP
value less than 5, but the percentage which GDOP value less than 3 is
74.65 %, a bit poorer than the combination (2, 5) and (1, 6).

To sum up, it can be advised that the number of high and low elevation satellite
can be constraints when the observation satellite quantity is large. It will further
achieve the goal of highly efficient satellite selection.

12.6 Conclusions

Based on the principle of optimal satellite geometric distribution, this paper pro-
posed a subprime satellite selection algorithm which uses the satellite elevation
angle and azimuth angle to screen the satellites and select the optimal combination.
The implementation steps of the algorithm are discussed in detail in this paper.
Besides, the related parameters of the actual operation principles of configuration is
discussed. The experimental results show that the optimization algorithm over-
comes the time-consuming problem of traditional algorithms. It can be effectively
applied to real-time navigation and positioning applications. The next step is to
further study and optimize the calculation method of quantitative values to meet the
different navigation system and different precision of satellites, which meet the
requirements of high precision positioning in dynamic environment.
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Chapter 13
An Improved Method to Accelerate
the Convergence of PPP-RTK with
Sparse CORS Stations’ Augmentation

Shoujian Zhang, Jiancheng Li and Lei Zhao

Abstract Real-time kinematic Precise Point Positioning (PPP-RTK) with dense
regional reference stations’ augmentation has been proved to be effective for rapid
precise positioning. However, with increasing distance between the rover and the
reference receivers, the decorrelation of the atmospheric errors will make it more
and more difficult to fix the ambiguities quickly. Recent studies show that PPP
using the raw observables by estimating the ionospheric and tropospheric delays not
only can improve the convergence of PPP but also can overcome the re-initiali-
zation of PPP, however the correlations between the atmospheric delays and the
ambiguities will cause the wrong fixing of the ambiguities, which will introduce
biases in the coordinates. In this contribution, in order to achieve fast precise
positioning augmented with sparse continuously operating reference stations
(CORS), PPP with raw observables are used as basic observations, the L1/L2
ambiguities are estimated firstly, then the wide-lane and narrow-lane ambiguities
are formed, and the wide-lane and narrow-lane ambiguities are fixed recursively. In
this new method, the narrow-lane ambiguities are free from ionospheric delays, so
the correct fixing can be guaranteed, meanwhile the re-initialization can also be
overcame. To evaluate the proposed strategy, four rover stations with average
distance of 33 km within a sparse reference network, the average distance of which
is about 200 km, are chosen to test the positioning performance. The simulated
results show that the wide-lane ambiguities can be fixed immediately, and the
narrow-lane ambiguities can be fixed quickly, usually at 3–30 epochs, and after
ambiguity fixing, the positioning accuracy can achieve at cm-level.

Keywords PPP � RTK � Ambiguity resolution � Peer-to-peer � GNSS �
Positioning
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13.1 Introduction

Precise Point Positioning, being able to provide mm to cm level positioning
accuracy with a single dual-frequency GNSS receiver, has been investigated with
great premise for many applications, such as crustal deformation monitoring [1],
precise orbit determination (Bock 2012) and ocean tide measuring [2], etc. How-
ever, because the typical convergence period is about 30 min under normal con-
ditions, the availability of the solutions needs the continuously uninterrupted
tracking of the GNSS satellites. Hence, in real-time service, PPP are only limited in
some special applications, e.g. the tsunami monitoring [2].

To accelerate the convergence and improve the positioning accuracy, the integer
ambiguity fixing for PPP are exploited and investigated [3] (Collins; Laurichesse
2007). In those approaches, firstly, the Melbourne–Wübbena (MW) combination is
implemented to fix the wide-lane ambiguities and then the narrow-lane ambiguities
with wavelength about 11 cm are formed and fixed in the ionosphere-free obser-
vations. After fixing the undifferenced integer ambiguities, the daily positioning
accuracy can be improved by 10 % (Ge et al.) and the hourly one up to 70 % [16].
However, it still cost at least 15–30 min to converge for real-time kinematic PPP, as
the slowly moving geometry of the satellites (Laurichesse 2010). To further
improve the ambiguity resolution performance, instead of being eliminated using
the ionosphere-free combination, the ionospheric delays are estimated with the raw
observables. Meanwhile, the time and space ionospheric variations are imposed as
constraints to strengthen the solution. Using the raw model with the ionospheric
delays consideration, the convergence time can be reduced by 30 %, i.e. from more
than 30 min to about 20 min for kinematic solutions [4]. However, this convergence
time is still can’t be acceptable for the majority of the real-time applications.

As is well known, in the network real-time kinematic (NRTK) positioning, the
precise atmospheric delays, in terms of tropospheric delays and ionospheric delays,
are computed and represented based on the observations from the dense reference
stations, then with the augmentation information, the instantaneous ambiguity
resolution can be achieved in the rover end. Therefore, the precise atmospheric
representation is the key of fast ambiguity resolution for PPP. To achieve the
performance at the level of NRTK, the augmented PPP is developed to provide
instantaneously ambiguity resolution for real-time kinematic positioning, in which
the atmospheric delays are computed from the observations of the dense reference
stations. The results show that the average time of 5 s are needed for reliable
ambiguity fixing with the PPP augmentation method.

However, as the distance of the baseline between rover and reference stations
increasing, the atmospheric delays errors will increase quickly, and the correlation
between the atmospheric delays, especially the ionospheric delays, and the ambi-
guities will make it difficult to fix the ambiguities correctly. So, how to fix the
ambiguities quickly and correctly for PPP-RTK with sparse reference stations’
augmentation is a challenge.
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In this contribution, firstly, the raw observables which will estimate the iono-
spheric delays, tropospheric delays along with the ambiguities and coordinates will
be treated as the basic model, after the ambiguities on L1 and L2 carrier phases are
estimated, the wide-lane ambiguities are formed and fixed firstly, after that, the
narrow-lane ambiguities will be fixed. In this new method, the narrow-lane ambi-
guities are free from the ionospheric delays and can be fixed to correct values easily.
So, with the proposed method, the re-initialization problem can be easily resolved
by estimating the ionospheric delays in the PPP model, in the same time, the
narrow-lane ambiguities which are free from ionospheric delays can be fixed
correctly.

13.2 PPP Model with Ionospheric Delay Consideration

In order to estimate the ionospheric delays, the raw undifferenced carrier phase and
code observables are used in the PPP data processing [4], which can be expressed
as:

P1 ¼ qþ cðdtr � dtsÞ þ br;P1 � bsP1
þ I1 þ T þ eP1 ; ð13:1Þ

P2 ¼ qþ cðdtr � dtsÞ þ br;P2 � bsP1
þ cI1 þ T þ eP2 ; ð13:2Þ

L1 ¼ qþ cðdtr � dtsÞ þ br;L1 � bsL1 � I1 þ T � k1N1 þ eL1 ; ð13:3Þ

L2 ¼ qþ cðdtr � dtsÞ þ br;L2 � bsL2 � cI1 þ T � k2N2 þ eL2 ; ð13:4Þ

where Pi and Li are the code and carrier phase measurement at frequency fi i ¼ 1; 2ð Þ;
q is the geometric distance between the receiver and satellite phase center; c is the
vacuum speed of light; dtr and dts are the clock offset of the receiver r and satellite s;
br;� and bs� are the hardware delay for code and phase measurements of the receiver
and satellite; I1 is the slant ionospheric delay on frequency f1, and c is the square of
the ratio between frequency f1 and f2; T is the slant tropospheric delay; ki is the
carrier phase wavelength on frequency i; Ni is the integer carrier phase ambiguity on
frequency i; eP;i and eL;i are the pseudorange and carrier phase measurement noise. In
addition, some other corrections including the satellite antenna offsets, phase wind-
up and site displacement correction must be accounted for [5].

In the raw observation equation, the satellite clocks and the hardware delays
can’t be estimated simultaneously, so the combined satellite clocks are introduced.
Then the standard PPP model can be written as:

P1 ¼ qþ cðdtr;c � dtscÞ þ I1;c þ T þ eP1 ; ð13:5Þ
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P2 ¼ qþ cðdtr;c � dtscÞ þ cI1;c þ T þ eP2 ; ð13:6Þ

L1 ¼ qþ cðdtr;c � dtscÞ þ ur;L1 � usL1 � I1;c þ T � k1N1 þ eL1 ; ð13:7Þ

L2 ¼ qþ cðdtr;c � dtscÞ þ ur;L2 � usL2 � cI1;c þ T � k2N2 þ eL2 : ð13:8Þ

In this model, the combined satellite clock dtsc is consistent with the IGS satellite
clock product. The symbol ur;� and us� denote as the uncalibrated phase delays
(UPD) for receiver and satellite respectively. The new ionospheric delay Ic is the
combination of the raw ionospheric delay and the differential code bias (DCB),
which can be expressed as:

I1;c ¼ I1 � f 22
f 21 � f 22

DCB: ð13:9Þ

For real-time PPP, the real-time GPS orbits, clocks and UPDs must be estimated
firstly. Fortunately, under the framework of the IGS Real-Time Pilot Project (http://
www.rtigs.org), the real-time GPS satellite orbits and clocks can be determined
with the real-time GPS measurements from the data stream. Also, the ultra-rapid
orbits with a latency of (3 h) can be used for real-time PPP. However, to fix the
undifferenced ambiguities in PPP, the real-time UPDs for carrier phase observables
must be estimated along with the orbits and clocks. Owing to the correlation
between the ionospheric delays and ambiguities, it is difficult to estimate the UPDs
on L1 and L2 precisely. However, they can be computed from the wide-lane and
narrow-lane UPDs [4]:

u1 ¼ uNL � f2
f1 � f2

uWL; ð13:10Þ

u2 ¼ uNL � f1
f1 � f2

uWL: ð13:11Þ

Compared with the traditional ionosphere-free model, the difference is the way
to cope with the ionospheric delays. In the ionosphere-free model, the ionospheric
delays are eliminated, which means it is treated as white-noise. In the new model
based on the raw observables, the ionospheric delays is regarded as unknowns,
which will be estimated along with the coordinates, the receiver clock, the tropo-
spheric delays and the ambiguities. In theory, if no constraints are applied on the
ionospheric delay parameters, the new model is equivalent with the traditional
model. However, many researches have revealed that if proper constraints con-
sidering the spatial and temporal correlations are imposed on the ionospheric
delays, it will be possible to accelerate the convergence of the solution.

In general, the spatial variations of the ionospheric delays for single stations are
modeled as a low-order polynomial of the longitude and latitude [4]. However,
considering the complicated variations of the ionospheric delays in global scale, it is
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very difficult to model the ionosphere with uniform functional and stochastic
models (Feng 2012; Hofman-Wellenhof 2000). Any improper ionospheric con-
straints will introduce uncertainty biases in the estimated ionospheric delays. So, in
order to keep the ionospheric delays unbiased, the a priori ionospheric delays
without considering the spatial variations are considered. Moreover, according to
the Eq. (13.9), the rover receiver’s DCB in the ionospheric delay is unknown and
can’t be computed from the external ionosphere model. Therefore, the single-
difference of the a priori ionospheric delays between satellites is formed as con-
straint equation to eliminate the receiver’s DCB, which can be expressed as:

d~I ¼ ~Isr;IPPðiÞ � ~Isr;IPPðjÞ ¼ IsrðiÞ � IsrðjÞ; rd~I : ð13:12Þ

where the single-difference ionospheric delay d~I is the difference between the slant
ionospheric delay of satellite i and reference satellite j at the ionospheric pierce
point (IPP); IsrðiÞ and IsrðjÞ are the slant ionospheric delay parameters to be esti-
mated, and rd~I is the a priori variance.

The time variation of the slant ionospheric delay can be modeled either by piece-
wise linear functions with the least square adjustment, or by a random-walk process
in a Kalman filter. In our study, the Kalman filter is chosen to estimate the
parameters, so the temporal constraint for the slant ionospheric delay is formulated
as random walk:

IsrðtÞ � Isr ðt � 1Þ ¼ xt;xt �Nð0; r2xt
Þ ð13:13Þ

where Isr ðtÞ, Isrðt � 1Þ denote the slant ionospheric delay at epoch t and t � 1
respectively; xt is the changes of data the ionospheric delays between successive
epochs; r2xt

is the variance of xt, which can be obtained based on the empirical
analysis of the real and is at cm-level usually.

In the PPP resolution, the correct fixing of the ambiguities is the guarantee of the
accuracy of the solution. With the PPP model defined by the Eqs. (13.5)–(13.8),
(13.12) and (13.13), the ambiguities on L1 and L2 are estimated, but considering
that no spatial constraints are applied on the ionospheric delays, the ambiguities will
be biased by the uncertainty of the ionospheric delays. In order to keep the correct
ambiguity fixing of PPP for the reference stations, firstly, the wide-lane ambiguities
are formed and fixed to integers with the Boot-Strapping method, then, the narrow-
lane ambiguities are fixed with the LAMBDA method. To further improve the
performance of the ambiguity fixing, the partial ambiguity fixing strategy is
introduced in the estimation. The elevation and the variance of the ambiguities are
both chosen as the criteria to judge whether the ambiguity should be fixed or not.
Based on the criteria, an iteration process is run until no more ambiguities can be
fixed. In addition, to avoid the propagation of the wrong fixed ambiguities and keep
all the ambiguities freely in the time-update of the Kalman filter, the float ambi-
guities and their variance-covariance matrix are kept and transferred to the next
epoch [6].
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Finally, given the real-time precise satellite orbits, clocks, UPDs, and the GIMs,
the PPP with integer ambiguity fixing can be performed for the fixed CORS sta-
tions. Moreover, if the coordinates are fixed to the known values, it is possible to fix
the ambiguities in a few minutes for the reference stations.

13.3 Interpolation of the Atmospheric Delays

If the solution of the reference receiver has converged, the atmospheric delays will
be sent to assist the rover stations’ solution. Because the atmospheric information
has strong correlation with distance, the augmented atmospheric information from
different nearby reference stations should be given different weight to interpolate
the atmospheric information for the rover.

Let’s denote by gðiÞ one of the atmospheric delays (it could be ionospheric
delays or tropospheric delays) received from the ith reference station. Then, the
rover station can generate its atmospheric delays by performing a weighted sum of
the data from the N aiding reference stations, thus:

�g ¼
XN

i¼1

aðiÞgðiÞ; ð13:14Þ

where the set of values aðiÞ are the weighs for the quantity gðiÞ.
The selection of these weights will certainly give different interpolated results. In

the traditional network RTK applications, several interpolation methods have been
investigated, however, it is difficult to say which is better. Considering that the
high-correlation of the atmospheric delays with distance. The distance-based linear
interpolation method is proposed. If the distance dðiÞ, between the rover and each
ith reference station is known, then we can define the weights as inversely pro-
portional to the distance. The weight coefficient will have the following form:

aðiÞ ¼ 1=dðiÞ
Pi¼N

i¼1 1=dðiÞð Þ ð13:15Þ

13.3.1 Rover Solution

Based on the PPP model described above, Firstly, the real-time orbits, clocks and
UPDs must be estimated with a local fixed reference stations. Afterwards, the PPP
with ambiguity resolution can be performed at the fixed reference stations, and then
the atmospheric delays will be transferred to the rovers located in the region. With
the local atmospheric delays’ augmentation, the PPP-RTK for local rover stations
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will be performed epoch by epoch. Owing to the precise atmospheric information,
even the interruption of the GNSS tracking is occurred, the re-initialization time
will be very short.

13.4 Experiment Results and Analysis

In order to evaluate the performance of the proposed PPP-RTK, a sparse reference
network is selected from the National Geodetic Survey (NGS) CORS as shown in
Fig. 13.1. Six Stations denoted by the triangles are chosen as the reference stations;
and 4 stations denoted by inverted triangles are the simulated rover stations. All the
stations are equipped with the same Leica receivers and the dual-frequency phase
and code data has been collected over 24 h on 28th November 2013 with 5 s
sampling rate. In the data processing, the mask elevation is set to 10°. In PPP
processing, all observations are weighted according to their elevation, with a cut-off
elevation of 10°.

In order to access the accuracies of the interpolated atmospheric delays for the
rover stations, all the rover stations are processed as reference stations in advance.
After that, the atmospheric delays between the estimated and the interpolated are
compared and evaluated for the rovers.

Fig. 13.1 Distribution of the sparse reference network, the triangles indicate the reference
stations, and the inverted triangles denote the selected rover stations
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In the experiments, the GPS satellite orbits are from the predicted ultra-rapid
orbits, provided by IGS [7], and the real-time satellite clocks are estimated epoch by
epoch using Kalman filter. Afterwards, the UPDs of the satellites are computed
from 40 regional distributed stations covering the test stations.

In the test, firstly, the 6 static reference stations are processed using PPP with
integer ambiguity resolution, and the augmented atmospheric delays will be esti-
mated and delivered to the rovers. After obtaining the atmospheric delays from the
reference stations, the augmented PPP is performed for the rovers epoch by epoch.

13.4.1 Accuracy Assessment of the Atmospheric Delays

Before the PPP-RTK positioning, the accuracy of the interpolated atmospheric
delays should be assessed firstly. In our test, the atmospheric delays of the rover
station INHC are interpolated epoch by epoch with the estimated atmospheric
delays from the six augmentation stations denoted as triangles in Fig. 13.1. Then,
the interpolated values are compared with the estimated ones to assess the accuracy.

Figure 13.2 shows the differences of the ionospheric delays between the inter-
polated and estimated values for all the observed GPS satellites. It can be seen that the
ionospheric differences are generally smaller than 0.4m and the RMS is about 0.15m.
If the wide-lane ambiguities are formed, it is possible to fix them in a few epochs.

Additionally, the ionospheric constraints equation should be given a proper
weight, which is usually related to the elevation. Figure 13.3 depicts the ionospheric
interpolation errors related to the elevation. It can be seen that the ionospheric
interpolation errors reduces as the elevation increases, which means the elevation
dependent weighting function is reasonable for the ionospheric constraint equation.

Figure 13.4 illustrates the tropospheric interpolation errors, which is better than
1 cm except the last several epochs at the end of the day. Thus, the interpolated
tropospheric delay is accurate enough for instantaneous AR.

Second

Fig. 13.2 Ionospheric delay
differences between the
interpolated and estimated
values
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13.4.2 Rover Solution

With the interpolated atmospheric delays, ZD observations of L1, L2 at station incl,
inpl, inhc, inmt are corrected. Then, PPP with L1, L2 observations are solved, and
then the WL and NL ambiguities are fixed recursively as described in Sect. 13.2.
Ambiguity fixing is carried out for the above 4 rover stations epoch by epoch.
Figures 13.5 present the position differences of the PPP fixed solution with respect
to the static solution. For the 4 stations, the WL ambiguities can be fixed less than 6
epochs, But the NL ambiguities will take longer time to fix. For the INCL, the NL
ambiguities can be fixed at 3 epochs, but it will take about 20–30 epoch to fix the
NL ambiguities for the INMT, INPL and INHC, the reason the UPD estimation
accuracy is the cause of the slow NL ambiguity fixing.

Elevation (Degree)

Fig. 13.3 Ionospheric delays
differences variations related
to the elevation

Second

Fig. 13.4 Tropospheric
interpolation errors between
the interpolated and estimated
values
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Fig. 13.5 The position errors
between the PPP-RTK
solution and the fixed
solution. a INCL, b INHC,
c INPL, d INMT
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13.5 Conclusion

In this paper, PPP with regional reference network using the raw observables are
proposed, and in order to eliminate the correlations between the atmospheric delays
and the ambiguities, the WL and NL ambiguities are formed and fixed recursively.
Using these derived delays, atmospheric corrections at user stations are interpo-
lated. Then, the atmospheric delay constraint are applied to the PPP model, which
then can facilate the fast ambiguity fixing for the rover stations.

The strategy has been validated experimentally with a regional network of six
reference stations and four rover receivers. From the experimental results, the
interpolated ionospheric slant corrections have a RMS value of 0.15 m. The tro-
pospheric delays interpolation errors are less than 1 cm. With the interpolated
atmospheric corrections, instantaneous ambiguity fixing is available at the user
station. The accuracy of the ambiguity fixed positioning solutions is less than 5 cm,
and the horizontal positioning solutions is less than 2 cm.
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Chapter 14
Research on GEO Satellite Global
Monitoring and Control Based on BeiDou
Navigation Satellite System

Yue Zhao, Xianqing Yi, Zhenwei Hou and Tao Zhong

Abstract GEO satellite global monitoring and control refers to the real-time
monitoring and control communication for the target satellite in the geostationary
orbit through the TT&C system. Due to the presence of invisible arc between the
domestic ground station and certain GEO satellite, it’s need the help of space-based
monitoring and control system or other system with space communication capa-
bility to relay forwarding, in order to achieve the real-time communication between
the target satellite and the domestic control center. Through the analysis of GEO
satellite global mission supporting of current space-based monitoring and control
system, it is found that BeiDou Navigation Satellite System (BDS) can be applied
to achieve the real-time monitoring and control mission for the domestic control
center and overseas GEO satellites. In this paper, the GEO satellite monitoring
problem and mission requirements are systematically analyzed combined with the
national TT&C network developing status and future plans. According to its
composition and mission support capabilities, GEO satellite global monitoring and
control communication process is described in support of BDS. Then, the feasible
schemes are designed from the geostationary, inclined and medium constellation of
BDS. Finally, the recommendation and conclusion of GEO satellite global mission
planning based on BDS are given.

Keywords Beidou navigation satellite system � GEO satellite � Monitoring and
communication � Application scheme

Y. Zhao (&) � X. Yi � Z. Hou � T. Zhong
Science and Technology on Information Systems Engineering Laboratory,
National University of Defense Technology, Changsha, China
e-mail: zhaoyue08a@gmail.com

T. Zhong
e-mail: zhongtao09@163.com

© Springer-Verlag Berlin Heidelberg 2015
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2015
Proceedings: Volume I, Lecture Notes in Electrical Engineering 340,
DOI 10.1007/978-3-662-46638-4_14

141



14.1 Introduction

Geostationary Earth Orbit (GEO) satellite has characteristics of large orbital radius,
wide coverage and geosynchronous cycle, so it is playing an increasingly important
role in communications, meteorology, navigation, warning and other civilian and
military fields [1]. However, the GEO satellite services are only limited in a fixed
area after it is launched in fixed position. For the GEO satellite global mission
requirements, there is a need to adjust target GEO satellite to either location or
deploy multiple GEO satellites at different locations in orbit. So, we need to study
the GEO satellite global monitoring and control problem, whether it considers GEO
satellite manager and control, or mission information transmission of GEO satellite.

The ground segment of our space TT&C network is mainly located in the
territory with the existence of invisible arc between geostationary orbit satellite and
ground station. There are costly and complex management issues with the con-
struction of ground stations across the world to increase the coverage of GEO
satellites. Thus, according to the actual development of the space TT&C system, it
needs space-based monitoring and control system or other systems with space
communications capability to relay forwarding, in order to achieve the real-time
monitoring and control of the Control Center for target satellites. Space-based
monitoring and control system mainly includes the tracking and data relay satellite
system and satellite navigation positioning system. The currently building TDRS
system is mainly for data relay terminals of ground and low airborne without
planning and construction for the global airborne, while its channel resources is
dedicated to the TT&C range without effective coverage for foreign airborne of
GEO satellite global monitoring and control missions. On the other hand, it is
concluded that BDS can be applied to achieve the global monitoring and control
between the control center and target satellite by analyzing the system supporting
for GEO satellite global mission.

In this paper, BeiDou Navigation Satellite System (BDS) is applied to support
the GEO satellite monitoring and control combined with mission requirements and
the national TT&C network developing status and future plans. Then, GEO satellite
global monitoring and control feasible schemes are analyzed from the geostation-
ary, inclined and medium constellation of BDS. Finally, it demonstrates the rec-
ommendation and conclusion of GEO satellite global mission planning based on
BDS.

14.2 Problem Analysis and Mission Supporting of BDS

14.2.1 GEO Satellite Global Monitoring and Control

GEO satellite global monitoring and control refers to the global communication
mission between the control center and GEO target satellites through domestic
ground stations and relay system.
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GEO satellite global monitoring and control communication consists of two
sections: one is the direct communication between target satellite and domestic
ground station when GEO satellite locates in the directly visual arc segment of
geostationary orbit (solid line part in Fig. 14.1); the other is indirect communication
between target satellite and ground station via other satellites’ relay forwarding,
when GEO satellite locates in the directly invisible arc segment of geostationary
orbit (dashed portion in Fig. 14.1).

When the target satellite locates in Position A, B of geostationary orbit and it’s
visible for the domestic station, the control center keeps the real-time monitoring
and control for the GEO target satellite via the direct visual link. When the target
satellite locates in Position C, D of geostationary orbit and it’s invisible for the
domestic station, a direct visual link can’t be established between the GEO target
satellite and ground station, so it needs relay forwarding to achieve not only
information transmission but also real-time communication of the control center
and the target.

According to the problem analysis of GEO satellite global monitoring and
control, the mission is divided into two parts and it’s easier to complete missions
with the establishment of direct link in the visible area of ground stations, so the key
problem is how to build star-ground and inter-satellite link to complete missions
with relay system when the GEO satellite is located in the invisible area of ground
station. Then, we study mission requirements and supporting abilities of BDS.
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Fig. 14.1 Real-time communication schematic diagram of GEO satellites global mission
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14.2.2 Mission Requirements

The space TT&C systems mainly rely on star-ground and inter-satellite links
between domestic station and target satellite established by relay satellite to com-
plete the mission of GEO satellite global monitoring and control. Therefore, the
following requirements must be satisfied to complete the global mission.

(1) Reasonable relay satellite of other space system must be chose to meet the
requirements of building visible link relaying;

(2) The star-ground and inter-satellite links must be established as soon as it is
required, which has an appropriate mechanism of liaison and link in order to
meet the real-time mission requirements;

(3) The performance indicators of the established star-ground and inter-satellite
link must meet GEO target satellite information transfer requirements so that it
can be applied for relay forwarding;

(4) The signal system and protocol specification to meet the mutual compatibility
and consistency;

(5) It can’t have too much impact on the existing space system, when the infor-
mation of GEO target satellite real-time monitoring and control is relayed
through the establishment of star-ground and inter-satellite link.

According to the mission requirements, the supporting space system must have
the ability to offer relay channel timely to support the global monitoring and control
mission, when the target satellite is beyond the visible airborne of domestic station.
The relay system must have specific supporting ability: the global visible ability to
access the target; the timely and flexible ability to establish link; the ability to have
compatible or consistent signal system and protocol specification with the GEO
satellite system; the ability to burden additional relaying; the system coordination
capacity; the task coordination capacity. The relay supporting system of space
TT&C includes TDRS system and satellite navigation and positioning system. The
current TDRS system focused on relay forwarding for ground and low airborne to
achieve monitoring and control mission [2], so it is difficult to meet required
relaying capabilities of the GEO target satellite global mission. On the other hand, it
is found that BDS could effectively support GEO satellite global monitoring and
control mission through the analysis of GEO satellite global monitoring and control
mission and requirement.

14.2.3 Mission Supporting Abilities of BDS

According to the navigation constellation construction requirements of BDS, it has
supporting abilities for monitoring and control mission:

(1) The system has functions for receiving and executing remote command,
downloading telemetry parameters;
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(2) The system’s communication protocol follows the CCSDS framework, and
interface specification is with strong compatibility;

(3) The system is able to undertake the provisional mission of GEO satellite
monitoring and control based on inter-satellite link, satellite ranging, time
synchronization, data transfer and extended application capabilities;

(4) BDS has the ability of in-orbit reconfiguration, constellation independent
running, strong anti-interference and environmental monitoring and protec-
tion. BDS has a strong mission supporting capability of flexible options
according to the specific requirements;

(5) The GEO satellite has the ability to adjust the orbit position while IGSO and
MEO satellites have the ability to adjust the orbit phase. When BDS is applied
to the global monitoring and control mission, each constellation can adjust the
position and phase for mission requirements to establish flexible visual ISL.

Based on the above analysis, BDS has capabilities to support GEO global
monitoring and control mission to meet the proposed requirements of relay system.
Therefore, we can apply BDS as relay system to complete GEO satellites global
monitoring and control missions. Applying BDS for GEO satellite global moni-
toring and control communication, it must define space constellation components of
BDS, determine the space-based resources to complete the relay mission, and
analyze how to apply BDS to support GEO satellite global monitoring and control
communication based on mission supporting capabilities of BDS.

14.3 Feasible Scheme Analysis

BDS space constellation contains of 30 satellites in total, including three orbit types
of geostationary orbit (GEO), inclined geosynchronous orbit (IGSO) and medium
orbit (MEO). Global mission supporting of BDS is analyzed separately from GEO,
IGSO and MEO constellations when GEO target satellite is beyond directly visual
range of the domestic ground station.

14.3.1 Mission Supporting Process of BDS

BDS space constellation consists of GEO, IGSO and MEO, of which GEO and
IGSO are high-orbit constellation in height with GEO target satellite; MEO is
medium orbit constellation with the orbit height of 21,528 km [3]. BDS navigation
satellite is mainly considered to support GEO global mission when the target is
beyond the direct visual range of the ground station. Therefore, we must first
determine which domestic ground stations have the largest available direct visual
range for target satellites, and the main consideration is for the ground station
with the east-west widest range of direct visualization because the target is in
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geostationary orbit. Currently, the most typical ground stations with the east-west
widest range are Kashi Station and Beijing Station. Therefore, when GEO target is
directly visible for domestic station, Beijing Station in the east and Kashi Station in
the west are responsible for access task; when GEO target is beyond direct visible
range of Beijing Station and Kashi Station, and GEO target is indirectly relayed to
access the domestic stations through the BDS navigation satellite.

Build scenario in the STK [4], and Beijing, Kashi and Sanya Station are
deployed in the scenario. Adjust the position of the target satellite in geostationary
earth orbit, and determine the border of direct visualization between GEO target
satellite and ground station according to the access changes, as shown in Fig. 14.2.
When the target is located in the ground station’s visible geostationary orbit arc
(357°–0°–90°–180°–195.25°), the mission information can be transmitted directly
to the ground stations, which then communicate the control center through the
Satcom Network or ground network; when the target is located in the ground
station’s invisible geostationary orbit arc (195.25°–270°–357°), GEO target infor-
mation can’t be transmitted directly to the domestic ground station, and it needs the
relay forwarding of BDS, then the ground station communicate the control center
through the Satcom Network or ground network.
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Fig. 14.2 The visible arcs of GEO target satellite
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14.3.2 GEO Constellation Supporting Scheme

Both GEO constellation of BDS and GEO target satellite are at geostationary orbit,
and GEO1, GEO2 and GEO3 (three current available GEO navigation satellites of
BDS) is respectively positioned at 80°E, 110.5°E and 140°E. GEO satellites to
support the global monitoring and control can be divided into three combinations:
single, binary and triple supporting. By analyzing the positional relationship, it’s
easy to know, there are certain invisible arcs range (for the earth sheltering) between
single GEO satellite and target satellites respectively. Therefore, GEO target global
monitoring and control missions can’t be supported by a single GEO satellite of
BDS.

For binary satellites mission supporting, GEO1/GEO2 (e.g. GEO target at
275.25°) or GEO2/GEO3 (e.g. GEO target at 305.25°) exist invisible arcs with
GEO target satellite, as shown in Fig. 14.3, so GEO global mission can’t be
supported by GEO1/GEO2 or GEO2/GEO3. But when GEO target satellite moves
to 290°E (the most unfavorable observation with GEO1 and GEO3 is the angle
bisector of which GEO1 and GEO3 is the bottom and the earth center is the top),
GEO target can establish direct visible relay link with GEO3 and GEO1

Fig. 14.3 The link analysis of GEO target satellite and GEO1, GEO2 and GEO3 of BDS
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simultaneously by access analysis of the STK, so by GEO1 or GEO3 relay for-
warding, GEO global mission can be supported by GEO1/GEO3 combination.

Supporting for GEO target global mandate is focused on the specified arc (the
arcs in which GEO target satellite can’t directly access the station), rather than the
entire geostationary orbit. Thus, the entire GEO constellation is to support the
global mission by link switching and relay forwarding of GEO1 and GEO3 in GEO
constellation; but a single GEO satellite, GEO1 and GEO2 or GEO2 and GEO3
can’t realize the supporting of GEO global monitoring and control mission.

14.3.3 IGSO Constellation Supporting Scheme

For the IGSO constellation of BDS, three satellites are located in the orbit of
geosynchronous altitude, of which the ascending node longitude is determined as
118°, orbit inclination is 55°, and the phase interval of the star point is 120°.
Ground projection is shown in Fig. 14.4.

Because the ascending node longitude of each satellite of IGSO constellation is
118°E, the most unfavorable IGSO satellite observation position for GEO target is
298°E (i.e. 118° + 180°). When the GEO target moved to 298°E, there exist
invisible arcs between the target and each IGSO satellite for building direct visible
link, as shown in Fig. 14.5. So GEO global mission can’t be supported by a single
IGSO satellite, but if completing the switch between three IGSO satellites, the
superimposed visual arcs of GEO target and three IGSO satellites will cover the
entire period, which can build full-time visible link between GEO target the entire
IGSO constellation.

Therefore, it can cover relay global mission for GEO targets beyond the direct
visual range of the ground station by IGSO satellite, which explains the whole

Fig. 14.4 The constellation layout of BDS
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IGSO constellation can support the GEO global mission, but a single IGSO satellite
can’t support.

14.3.4 MEO Constellation Supporting Scheme

MEO constellation of BDS consists of 24 MEO satellites, using Walker 24/3/1
constellation configuration which contains three orbital surfaces with inclination of
55°. Every eight MEO satellites are distributed on each orbital plane with the same
phase interval and each side has an MEO backup satellite with orbital height of
21,528 km and satellite orbit return period of 7 days/13 laps.

The same as above GEO or IGSO constellation supporting scheme, the MEO
scheme is also aimed at GEO satellites which is located in invisible arcs of
195.25°–357° orbit range for the ground station, only applying MEO constellation
as relaying channels for GEO satellites global mission.

According to MEO satellites orbit and operational characteristics, when GEO
target satellite is located in the small shaded area in Fig. 14.6 and execute moni-
toring and control mission (the small shaded area is the domestic station’s invisible
area for GEO target, while the large shaded area is the domestic station’s invisible

Fig. 14.5 The link connectivity situation of GEO satellites (290º) and IGSO1, IGSO2, IGSO3
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area for MEO satellite), it needs relay forwarding of MEO constellation for GEO
target satellite monitoring and control missions. For example, applying the inter-
satellite links built for the GEO satellite at orbit position of 276°, the link of
MEO31 → MEO32 → MEO33 → Kashi Station or MEO23 → MEO22 →
Beijing Station can be used for relaying communication.

According to MEO constellation composition and operating characteristics, we
apply route selection strategies [5] to achieve alternative schemes for supporting
GEO target satellite global monitoring and control missions through MEO satellites
relay forwarding. There are two signal systems for link construction: double fre-
quency divided in frequency and single frequency divided in time, resulting in route
choice being relatively complicated. The relay forwarding of GEO satellites global
monitoring and control missions can be achieved through appropriate route selec-
tion algorithm to choose the right route, which is relayed by the MEO constellation
multi-hop forwards, finally transmitted to the ground station.

The information of MEO satellite constellation can be transferred to the specified
ground station through one hop or multi-hop of the inter-satellite link. Therefore,
from the view of link topology, GEO global mission can be relayed to ground
station by MEO constellation, that is, MEO constellation of BDS supports the GEO
target global mandate by one hop or multi-hop relay of MEO satellites.

14.4 Conclusions

This paper studies how to apply BDS to support GEO global monitoring and
control. Through a comprehensive analysis of the monitoring and control missions
and feasible solutions, the supporting plan is drawn for GEO satellite global
monitoring and control missions based on BDS:

Fig. 14.6 GEO target global mission scheme by MEO constellation relay forwarding
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(1) Select GEO constellation of BDS to support GEO satellite global mission. The
scheme achieves relay forwarding tasks through the navigation satellite GEO1,
GEO3, in which GEO1 is responsible for 290°–357° arc, GEO3 is responsible
for 195.25°–290° arc and Kashi Station or Beijing Station is directly
responsible for other arcs.

(2) Select IGSO constellation of BDS to support GEO global mission. The
scheme achieves GEO global mission relay forwarding through the overlap-
ping switching of any two or three IGSO navigation satellites in the con-
stellation when the visible link is built to GEO target satellite. Through relay
forwarding of IGSO constellation, Sanya Station is responsible for receiving
mission information.

(3) Select MEO constellation of BDS to support GEO global mission. The scheme
achieves relay tasks through multi-hop relay forwarding of MEO navigation
satellites in appropriate place of constellation which chooses the right path by
the route selection algorithm, and finally connects the domestic station.

Through comparative analysis, the establishment technology of inter-satellite
communication link between the GEO target and GEO navigation satellites is
relatively mature, relaying band is more convenient, track alignment and topology
is relatively simple, while the establishment of IGSO navigation inter-satellite link
is more complicated, and MEO navigation is the most complicated. Therefore,
when selecting BDS to support GEO global monitoring and control missions, GEO
constellation supporting is the first choice, the follow one is IGSO constellation
supporting, and the last is MEO constellation supporting.
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Chapter 15
The Optimal Distribution Strategy
of BeiDou Monitoring Stations for GEO
Precise Orbit Determination

Longping Zhang, Yamin Dang, Shuqiang Xue, Hu Wang,
Shouzhou Gu and Chuanyang Wang

Abstract The accuracy of BeiDou GEO satellites precise orbit determination is
poor. In addition to high altitude and constant position, the monitoring stations
distribution is also an important factor of GEO satellites orbit determination. Firstly,
the basic principle of geometry orbit determination is introduced and the obser-
vation equation is linearized in this paper. Secondly, The GDOP value is param-
eterized by using orthogonal trigonometric functions. Thirdly, the relationship
between stations distribution and the accuracy of precise orbit determination is
analyzed according to nested cones. Finally, the simulation experiments are carried
out, and a kind of the optimal solution is concluded.

Keywords GEO � Nested cones � GDOP � Monitoring stations distribution

15.1 Introduction

BeiDou navigation satellite system (BDS) is a position and navigation system,
which is developed and self-goverened by our country. The space segment is
designed by mixed constellation which consists of Geostationary Earth Orbit
(GEO). Inclined Geosynchronous Satellite Orbit (IGSO) and Medium Earth Orbit
(MEO) [1]. In October 2012, the sixteenth BeiDou satellite was launched
successfully, which indicated that the area network of China’s BeiDou navigation
project has completed [2]. Currently, the working satellites include 5 GEO satel-
lites, 5 IGSO satellites, and 4 MEO satellites.
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With the application of the BeiDou satellite navigation system, the field of the
satellite navigation has entered a new phase of the cooperation of four systems. In
2007, China launched the construction work of the International GNSS monitoring
and assessment system (iGMAS) [3]. For now, iGMAS has taken shape and the
monitoring stations of being compatible with Compass, GPS, GLONASS, Galileo
systems have started trial running. China has 12 stable iGMAS stations which are
mainly distributed in the Asia-Pacific region, the Antarctic and the Arctic; in
addition, there are international MGEX (IGS Multi-GNSS Experiment network)
stations and BeiDou satellite observation experimental network of Wuhan Uni-
versity [4]. These three kinds of monitoring stations cover the earth and basically
meet the demand of BeiDou satellite orbit determination. The BDS GEO satellites
trajectory and global stations distribution are shown in Fig. 15.1.

Currently, there are more than 70 global stations containing BDS, which orbit
determination status manifest as follows:

(1) iGMAS stations are distributed in the Chinese territory, the Antarctic and the
Arctic. The visibility arcs of the GEO satellites are longer and six heavy
coverage (six stations simultaneously at least observe GEO satellites) is up to
100 %;

(2) The distribution of International GNSS monitoring stations containing BDS is
very uneven, especially for GEO satellites. The monitoring stations are very
sparse on A and B regions, while more dense on C region in Fig. 15.1;

(3) Affected by factors with high orbit, geostationary characteristics and maneuver
frequently, the orbit determination accuracy of GEO satellites is poor.

Fig. 15.1 GEO satellites and stations distribution
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In short, there are more than 30 global monitoring stations which can observe
GEO satellite, basically meeting the requirements of orbit determination. The sta-
tions distribution configuration which is poor has a great influence on GEO satellite
orbit determination. Based on the distribution of monitoring stations on the ground,
this paper analyzes the impact of the stations configuration on the accuracy of GEO
satellites orbit determination.

15.2 The GDOP Optimal Solution of Satellite Orbit
Determination

For now, the common methods of GNSS orbit determination include dynamic,
geometric, and analytical orbit determination methods, etc. [5]. This chapter
illustrates the relationship between the distribution stations and the accuracy of orbit
determination with taking geometric orbit determination method for example.

To facilitate the discussion of the problem, the other errors are eliminated.
Distance measurements qk are used in observation epoch tk [6].

qk ¼ Rj
k þ Dþ ek ð15:1Þ

where the specific expressions of Rj
ik is the theoretical distance between the j

satellite and the i station as follows:

Rj
ik ¼ ðx jk � XikÞ2 þ ðy jk � YikÞ2 þ ðz jk � ZikÞ2

h i1=2
where ðx jk; y jk; z jkÞ and ðXik; Yik; ZikÞ are the coordinates of satellite and receiver in the
terrestrial reference system, respectively; D is the equivalent distance measurement
of clock offset; ek is the observation error with zero mean and variance r20 [7, 8].

The observation equation is linearized as follows:

Dqk ¼ HkDX þ ek ð15:2Þ

Hk ¼ x jk � Xik

R j
ik

y jk � Yik
R j
ik

z jk � Zik
R j
ik

1

" #

The accuracy of orbit determination is:

rr ¼ trðHTHÞ�1
h i1

2�r̂0 ð15:3Þ

GDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½trðHTHÞ�1�

q
¼ ðq11 þ q22 þ q33 þ q44Þ

1
2 ð15:4Þ
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where tr is the trace of matrix, q11; q22; q33; q44 is the main diagonal elements of
weight coefficient matrix; GDOP is used to define the geometric dilution of mea-
suring precision.

The positioning error is proportional to the geometric dilution based on the
GNSS positioning theory. Therefore, the lower GDOP value is, the higher accuracy
of orbit determination is in the case of the same orbit determination algorithm and
observation error. Therefore, the problem of orbit determination accuracy can be
converted into solving the GDOP value.

H ¼ eT1 eT2 . . . eTi
1 1 . . . 1

� �T
ð15:5Þ

ei is the direction cosine from the satellite to stations; ei is the unit direction
vector [9, 10] and should follow eik k2¼ 1; the vector ei is parameterized as follows:

ei ¼ sin hi cosui sin hi sinui cos hi½ � ð15:6Þ

In Fig. 15.2, the asterisk represents one of GEO satellite, a is the angle between
the tangent direction of GEO satellite to the Earth and the direction of satellite to the
center of the earth; g is the plane of distribution stations; r is the radius of the earth;
h is the distance between geocentre and the ground; hi is the cone apex angle
constructed of the satellite and stations plane.

N ¼ HTH ð15:7Þ

GDOP value can get the minimum with the following two conditions by a single
cone positioning configuration with minimum GDOP.

Xn
i¼1

sinui cosui ¼ 0;
Xn
i¼1

sinui ¼ 0;
Xn
i¼1

cosui ¼ 0; ð15:8Þ

Fig. 15.2 GDOP value with
GEO satellites precise orbit
determination
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Xn
i¼1

cos2 ui ¼
Xn
i¼1

sin2 ui ¼
n
2
; ð15:9Þ

Some useful equations will be obtained as follows:

N1;1 ¼ n
2
sin2 h; N2;2 ¼ n

2
sin2 h; N3;3 ¼ n cos2 h; N4;4 ¼ n; ð15:10Þ

N3;4 ¼ n cos h; N4;3 ¼ n cos h; ð15:11Þ

N1;2 ¼ 0; N1;3 ¼ 0; N2;3 ¼ 0; ð15:12Þ

① GEO satellites have constant position, so we can think that the configuration of
satellites and stations is unchanged;

② Additions of multiple such distributions are still the optimal [11].

So the T-layers cones are superimposed and the matrix N can be expressed as:

N :¼ HTH ¼

PT
i¼1

ni
2 sin

2 hi 0 0 0
0

PT
i¼1

ni
2 sin

2 hi 0 0
0 0

PT
i¼1 ni cos

2 hi
PT

i¼1 ni cos hi
0 0

PT
i¼1 ni cos hi

PT
i¼1 ni

2
6664

3
7775

The inverse of matrix N can be written as:

N�1 ¼

PT
i¼1

ni
2 sin

2 hi

� ��1

0 0 0

0
PT
i¼1

ni
2 sin

2 hi

� ��1

0 0

0 0 k
PT
i¼1

ni �k
PT
i¼1

ni cos hi

0 0 �k
PT
i¼1

ni cos hi k
PT
i¼1

ni cos2 hi

2
6666666666664

3
7777777777775

The constraint conditions are: hi 2 0; a½ �; a ¼ a sin r
rþh , the largest cone angle of

GEO is 8.8°.
k ¼ 1PT

i¼1
ni cos2 hi

PT

i¼1
ni�
PT

i¼1
ni cos hi

� �2; i = 1, 2, 3, …, T, T is the number of

nested cones.
Therefore, the objective function can be established:
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2
XT

i¼1

ni
2
sin2 hi

	 
�1
þ

PT
i¼1 ni þ

PT
i¼1 ni cos

2 hiPT
i¼1 ni cos

2 hi
PT

i¼1 ni �
PT

i¼1 ni cos hi
� �2 ¼ min

ð15:13Þ

The minimum GDOP value can be got when the Eq. (15.13) achieves. The
highest accuracy of GEO satellites orbit determination will be theoretical obtained
with this strategy when the other conditions are agreed.

15.3 The Analysis of Simulation Experiments

Equation (15.13) shows that there are infinitely solutions of nested conical distri-
butions when T > 1. Number of different nesting cones and different stations on the
same nesting cone will all influence the GDOP value. It is difficult to achieve that
the impact of all policies are analysed. Therefore, this paper carries on the simu-
lation analysis as an example of the simple two-layers nested cone and GDOP
values are tested with 1 + 7, 2 + 6, 3 + 5, 4 + 4 based on 8 stations.

The first part can be expressed as:

M ¼ 2
XT
i¼1

ni
2
sin2 hi

 !�1

The second part can be expressed as:

L ¼
PT

i¼1 ni þ
PT

i¼1 ni cos
2 hiPT

i¼1 ni cos
2 hi
PT

i¼1 ni �
PT

i¼1 ni cos hi
� �2

Them show that the objective function will obtain a larger value, when the
stations is distributed at a narrow area below of the GEO satellite or similar cones.

So, T = 2, n1 ¼ n2 ¼ 4

1

sin2 h1 þ sin2 h2
þ 2þ cos2 h1 þ cos2 h2

4 cos h1 � cos h2ð Þ2 ¼ min

The extremum of value that eight stations evenly are distributed in two cones is
showed in Fig. 15.3 with the plane direction for h1; h2 and the height direction for

the simulation value of GDOP. The minimum value can be achieved as
h1 � 0�

h2 � 8:8�
.
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T ¼ 2; n1 ¼ 1; n2 ¼ 7

4

1 sin2 h1 þ 7 sin2 h2
þ 8þ 1 cos2 h1 þ 7 cos2 h2
8ð1 cos2 h1 þ 7 cos2 h2Þ � 1 cos h1 þ 7 cos h2ð Þ2 ¼ min

T ¼ 2; n1 ¼ 2; n2 ¼ 6

4

2 sin2 h1 þ 6 sin2 h2
þ 8þ 2 cos2 h1 þ 6 cos2 h2
8ð2 cos2 h1 þ 6 cos2 h2Þ � 2 cos h1 þ 6 cos h2ð Þ2 ¼ min

T ¼ 2; n1 ¼ 3; n2 ¼ 5

4

3 sin2 h1 þ 5 sin2 h2
þ 8þ 3 cos2 h1 þ 5 cos2 h2
8ð3 cos2 h1 þ 5 cos2 h2Þ � 3 cos h1 þ 5 cos h2ð Þ2 ¼ min

The above three cases of GEO satellites orbit determination simulation experi-
ment with 8 stations is showed in Fig. 15.4. The minimum value can be also

achieved as
h1 � 0�

h2 � 8:8�
.

Fig. 15.3 The simulation of
GDOP with 4 + 4

Fig. 15.4 The GDOP
simulation of other three cases
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This paper respectively carries out simulation experiments of four strategies with
eight stations. The trend of results is exactly same. On the one hand, the minimum

of GDOP value is achieved as
h1 � 0�

h2 � 8:8�
, on the other hand, it is the maximum

when h1 is similar or equal with h2. That is to say, we will get the high accuracy
when a station is distributed below of the GEO satellite and other are away from it.

15.4 Conclusions

This paper analyses the effect of different stations distribution on GEO satellites
orbit determination and obtained a kind of stations distribution of the optimal
solution based on the basic principle of satellite orbit determination, using nested
cone configuration. The conclusions are as follows:

(1) Currently, the stations distribution configuration of GEO satellites is poor,
which plays an important role on the GEO satellites orbit determination.

(2) A kind of the optimal solution of GEO can be concluded with the method of
nested conical configuration.

(3) Using two-layers nested cone, the optimal distribution of GEO satellites orbit
determination is as follows: a station should be distributed in the down of GEO
satellites and other should be wide away from it.

(4) The greater the number of monitoring stations with different nested cones, the
more abundant the configuration of the minimum GDOP value, which can
provide a reference for multi-GNSS precise orbit determination.
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Chapter 16
Analysis and Comparison of Non-coherent
and Differential Acquisition Integration
Strategies

Dandan Zeng, Songlin Ou, Jinhai Li, Jinhai Sun, Yuepeng Yan
and Haofeng Li

Abstract In the application of global satellite position system, signal adaptive
acquisition strategies are required for various environment applications, such as
weak signal, emergency moment, so fast and high sensitivity acquisition algorithms
are important for the receiver process. This paper presents acquisition algorithms:
coherent integration, non-coherent integration, differential coherent and differential
non-coherent integration, and the differential integration are analyzed in both
standard and pair-wise form, all of which are theoretically compared in their
probability distribution with detailed analysis. And testing statics using Monte-
Carlo with collected realistic various signal, considering the existence of carrier
Doppler frequency and code phase shift in the objectives, give out that in certain
probability of detection, differential standard coherent integration is the best
detector, non-coherent integration is the second best; and differential pair-wise
coherent, differential standard and pair-wise non-coherent integration give out
almost the same performance; and the standard algorithm is more tolerable in
residual Doppler environment than the pair-wise algorithm; the code phase shift
will affect much more in the lower probability of detection; finally, in the theory
analysis, the hypothesis of approximated gauss distribution and the IQ data com-
pletely independence with each other need to be revised in more accurate model to
fit the actual data.
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16.1 Introduction

In the application of global satellite position system, signal adaptive acquisition
strategies are required for various environment applications, such as weak signal,
emergency moment, so fast and high sensitivity acquisition algorithms are impor-
tant for the receiver process. This paper presents acquisition algorithms: coherent
integration, non-coherent integration, differential coherent and differential non-
coherent integration.

Increasing the coherent integration time is the most effective way to improve the
receiver sensitivity, but due to the exits of the navigation data bit modulation and
the secondary code, the coherent accumulation effect will be eliminated, and even
made no use when encountering the inverted data. Furthermore, the larger coherent
integration time will bring out the much bigger number of Doppler frequency bins
needed to search, resulting the larger scale of acquisition time. So in the weak signal
acquisition application, the combination of the non-coherent or differential inte-
gration algorithm will make better use.

Non-coherent integration algorithm can overcome the impact of data bit flipping;
but in the cost of squaring loss [1] compared to the original integration gain when
increasing the accumulation time. That is why that large integration time is usually
required to acquire weak signal if non-coherent integration algorithm is taking.
Fortunately, we can get some help from the previous achievements of the excellent
intelligent [2, 3], who proposed the differential integration algorithm to solve these
problems. In this paper, a non-coherent integration, differential coherent integration
and differential non-coherent integration algorithms will be analyzed, and the dif-
ferential integration algorithm will be presented in the standard form and pair-wise
form. And then, a theoretical probability distribution analysis and acquisition
probability of these different integration strategies will be simulated. Finally, testing
statics using Monte-Carlo with collected realistic various signals, considering the
existence of carrier and code phase shift in the objectives, give out the results,
which will be described in detail as below.

16.2 Algorithm Analysis

16.2.1 Different Integration Strategies

We usually take the signal envelope or energy to detect if the satellite signal is exist.
Here in this paper, we will adopt the signal energy as the detection decision statistic
in convenience.

First, the energy decision statistic description of the non-coherent integration
detection [1] is in Eq. (16.1)
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z ¼
XK
k¼1

Ik þ jQkj j2 ð16:1Þ

Secondly, the energy decision statistic description of the differential non-
coherent integration detection [1] is in Eq. (16.2)

z ¼
XK
k¼2

Ik þ jQkð Þ Ik�1 þ jQk�1ð Þ�j j2

¼
XK
k¼2

IkIk�1 þ QkQk�1ð Þ2þðQkIk�1 � IkQk�1Þ2 ð16:2Þ

Using the joint probability distribution, we can derive the conclusion that: the
noise variance of the differential processing will be much less than that of non-
coherent processing, in the other words, the SNR of the differential processing will
be much higher, when the noise is independent to each other [1].

Thirdly, the energy decision statistic description of the differential coherent
integration detection [1] is in Eq. (16.3)

z ¼
XK
k¼2

Ik þ jQkð Þ Ik�1 þ jQk�1ð Þ�
�����

�����
2

¼
XK
k¼2

IkIk�1 þ QkQk�1ð Þ þ jðQkIk�1 � IkQk�1Þ
�����

�����
2

ð16:3Þ

Commonly as we know, in the hypothesis that the input signal and the local
reference signal being in the perfect synchronization with no code phase shift and
no Doppler frequency residual, and the signal being present in the phase I branch,
and Q being noise after the coherent integration, also the signal amplitude A being
unchanged in the succession data, and the noise average mean being 0, using the
QkIk�1 � IkQk�1 � 0, we can get the corresponding simple differential non-
coherent detection to replace of Eq. (16.2) in the following Eq. (16.4)

z ¼
XK
k¼2

IkIk�1 þ QkQk�1j j2 ð16:4Þ

Similarly, we use the Eq. (16.5) to show the simple differential coherent
detection.

z =
XK
k¼2

IkIk�1 þ QkQk�1ð Þ
�����

�����
2

ð16:5Þ
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Currently, most of the processing and analysis of the differential integration
algorithm used are based on Eq. (16.4) or (16.5), as it is simple and easy to obtain
the probability distribution in the explicit expressions.

But in the actual signal environment, the signal not only exists in the real part of
the signal, but also the imaginary part, in the presence of the commonly Doppler
residual. As a result, if we take only the real part of signal to detect as the simple
expression in Eq. (16.4) or (16.5), we have to confront with the loss of signal
energy, and then the worse acquisition performance. Therefore, in this paper we
will take the full expression in Eqs. (16.2) and (16.3) to do the corresponding
acquisition signal distribution and performance analysis.

In addition, there is a differential pair-wise expression, counterpart to the dif-
ferential standard expression descript above, in a different way to do the detection.
So fourthly, the energy decision statistic description of the differential pair-wise
non-coherent integration is as follows in Eq. (16.6)

z ¼
XK=2
k¼1

I2k þ jQ2kð Þ I2k�1 þ jQ2k�1ð Þ�j j2 ð16:6Þ

Similarly in the final, the energy decision statistic description of the differential
pair-wise coherent integration is as follows in Eq. (16.7)

z ¼
XK=2
k¼1

I2k þ jQ2kð Þ I2k�1 þ jQ�
2k�1

� ������
�����
2

ð16:7Þ

To get the performance comparison of the different integration strategies in weak
signal application, we focus our interest to the five different integration algorithms:
non-coherent integration, differential standard non-coherent integration, differential
standard coherent integration, differential pair-wise non-coherent integration and
the differential pair-wise coherent integration after one ms coherent integration
when figure up the acquisition performance, and then do the verification using the
actual collected data.

16.2.2 Probability Distribution and Performance Analysis

The 1 ms coherent integration of the signal can be modeled [1] as Eq. (16.8).

r ¼ AD Dsð ÞR Dsð Þ exp j DxkTcoh=2þ ukð Þð Þ sin c DxkTcoh=2ð Þ þ g ð16:8Þ

where A is the signal amplitude; D is navigation data bits; R() is the auto-corre-
lation function between the input signal and the local code; Δτ is the time shift
deviation between the input signal and the local generated code; Δωk is the residual
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Doppler frequency; Tcoh is the coherent integration time in ms unit; φ is the residual
phase; η is the Gaussian white noise with the zero mean; N0 is the noise power
spectral density and will be normalized to 1 in later description.

Firstly, based on the ideal situation, in the absence of impact from code shift,
Doppler frequency residual, and data bit modulation, we can get the detection
probability as follows.

When there is no signal present, the non-coherent integration can be descript in
centered chi-square distribution with 2 K degree of freedom, as the detection
variables are approximately 2 K independent Gaussian white noises added with the
same distribution in zero mean and variance 1; its probability density function can
be expressed as Eq. (16.9), where C Kð Þ is the gamma function.

p z=H0ð Þ ¼ e�z=2yK�1� 2KC Kð Þ� � ð16:9Þ

So the statistic mean and variance of the non-coherent integration in the absence
of signal are as Eqs. (16.10) and (16.11)

E zjH0ð Þ ¼ 2K ð16:10Þ

D zjH0ð Þ ¼ 4K ð16:11Þ

In the same way, we can get the distribution when the signal is present. As the
samples preparing for the non-coherent K accumulation are independent to each
other, the non-coherent integration detection probability distribution can be regar-
ded as non-central chi-square distribution of 2 K degree of freedom with the non-
central variable in λ = KA2; and its probability density function can be expressed as
[1]:

p zjH1ð Þ ¼ 1=2 ðz=kÞK�1=2
� �

e� zþkð Þ=2IK�1ð
ffiffiffiffiffi
kz

p
Þ ð16:12Þ

where Ik�1ðÞ is the first class modified Bessel function in K − 1 order, and
λ = KA2 = 2KTcohCN0, so the statistic mean and variance of the non-coherent
integration when the signal is present are as Eqs. (16.13) and (16.14):

E zjH1ð Þ ¼ 2K + k = 2K 1þ TcohCN0ð Þ ð16:13Þ

D z H1jð Þ ¼ 4K + 4k ¼ 4K 1þ 2TcohCN0ð Þ ð16:14Þ

Secondly, we turn to the differential standard non-coherent integration in
Eq. (16.2), which can be re-descript in the polar coordination using Eq. (16.15)

Ij = rjcoshjjj¼k�1;k Qj ¼ rjsinhjjj¼k�1;k ð16:15Þ

So we can get the simplified expression as Eq. (16.16)
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z ¼
XK
k¼2

IkIk�1 þ QkQk�1ð Þ2 þðQkIk�1 � IkQk�1Þ2

¼
XK
k¼2

rkrk�1 cosðhk � hk�1Þð Þ2 þðrkrk�1 sinðhk � hk�1ÞÞ2 ¼
XK
k¼2

rkrk�1ð Þ2

ð16:16Þ

Then we can get the statistic mean and variance of zk = (rkrk−1)
2 as followed

Eqs. (16.17)–(16.20), using the joint probability density function, in the hypothesis
descript previously and taking the Gauss distribution approximate.

E zkjH0ð Þ ¼ 4 ð16:17Þ

D zkjH0ð Þ ¼ 48 ð16:18Þ

E zkjH1ð Þ ¼ A4 þ 4A2 þ 4 ð16:19Þ

D zkjH1ð Þ ¼ 8ðA6 þ 5A4 þ 16A2 þ 6Þ ð16:20Þ

We have to note that, to get the precise form fitting the distribution of the
differential standard non-coherent integration is so difficult that we have to turn to
seek an alternative solution, what is less attractive than one’s original objective but
can meet requirements. So we pay our attention to the central limit theorem of
Gaussian approximation approach. But we should keep in mind that if taking the
Gaussian approximation approach in the calculation and the simulation, we should
make sure the integration time is large enough, like 20, otherwise, we have to find
other accurate model to do the work. In the other words, the calculated probability
of detection will be valid only if the integration time is more than 20, and if lower
than 20, one have to seek help from Ref. [2], which give some examples to
approach the precise model to estimate the probability of detection in fewer
hypothesis and closer to the actual environment.

In this paper, we just take the Gaussian approximation approach to do the
simulation. So we can get the statistic mean and variance of the differential standard
non-coherent integration are as Eqs. (16.21)–(16.24), based on the conclusion of
(16.17)–(16.20)

E zjH0

� � ¼ 4ðK� 1Þ ð16:21Þ

D zjH0ð Þ ¼ 48 K� 1ð Þ ð16:22Þ

E z H1jð Þ ¼ K� 1ð Þ A4 þ 4A2 þ 4
� � ð16:23Þ

D zjH1ð Þ ¼ 8 K� 1ð Þ A6 þ 5A4 þ 16A2 þ 6
� � ð16:24Þ
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Similarly, the differential pair-wise non-coherent integration of Eq. (16.4) can be
re-descript in Eq. (16.25) under the Gaussian approximation.

z ¼
XK=2
k¼1

I2kI2k�1 þ Q2kQ2k�1ð Þ2 þðQ2kI2k�1 � I2kQ2k�1Þ2

¼
XK=2
k¼1

r2kr2k�1 cosðh2k � h2k�1Þð Þ2 þðr2kr2k�1 sinðh2k � h2k�1ÞÞ2 ¼
XK=2
k¼1

r2kr2k�1ð Þ2

ð16:25Þ

So the mean and variance of the differential pair-wise non-coherent integration
can be obtained as (16.26)–(16.29) using the Gaussian approximation.

E zjH0

� � ¼ 4ðK=2Þ ð16:26Þ

D zjH0ð Þ ¼ 48 K=2ð Þ ð16:27Þ

E z H1jð Þ ¼ K=2ð Þ A4 þ 4A2 þ 4
� � ð16:28Þ

D zkjH1ð Þ ¼ 8ðA6 þ 5A4 þ 16A2 þ 6Þ ð16:29Þ

Now, we can see the differential standard coherent integration in Eq. (16.3) can
be rewrite in Eq. (16.30).

z ¼
XK
k¼2

IkIk�1 þ QkQk�1ð Þ þ j QkIk � IkQk�1ð Þ
�����

�����
2

¼
XK
k¼2

Ak þ Bk þ Ck þ Dk

�����
�����
2

ð16:30Þ

In Eq. (16.30), we use four parts to calculate the result of differential pair-wise
coherent integration, and get the description of each as Eq. (16.31).

Ak ¼ A2DkDk�1R Dsð Þ2sinc Dxk
Tcoh

2

	 

sinc Dxk�1

Tcoh

2

	 


� exp j Dxk � Dxk�1ð ÞTcoh

2
þ Duk

	 
	 


Bk ¼ ADkR Dsð Þsinc Dxk
Tcoh

2

	 

exp j Dxk

Tcoh

2
þ uk

	 
	 

g�
k�1

Ck ¼ ADk�1R Dsð Þsinc Dxk�1
Tcoh

2

	 

exp �j Dxk�1

Tcoh

2
þ uk�1

	 
	 

gk

Dk ¼ gkg
�
k�1 ð16:31Þ

To get the distribution characteristics of Z in Eq. (16.30), we have to deal with
the divided parts.
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First we take a look at the noise term Dk, which can be taken as independent
Gaussian distribution with zero mean and variance δ2, so we can get the joint
distribution in Eq. (16.32), according to the joint probability of gI;k;gQ;k, where
K0() is the modified second class Bessel in zero.

fgIk;gQk
ðuÞ ¼ K0ðu=d2Þ=ðpd2Þ ð16:32Þ

The noise variance of Dk is in Eq. (16.33)

d2PDk
¼ 4 K� 1ð Þ

Z1
�1

u2fgIk;gQk
uð Þdu

¼ 4 K� 1ð Þ2
Z1
�1

u22K0 u/d2
� �

=ðpd2Þdu ¼ 4 K� 1ð ÞC2 3=2ð Þd4=p ¼ ðK� 1Þd4

ð16:33Þ

That is, when signal is absence, the detect statics of z can be fit to the square of
zero-mean Gaussian distribution, that is central chi-square distribution with the
corresponding probability in Eq. (16.34)

p zjH0

� � ¼ 1
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

D zjH0

� �q
21=2Cð1

2
Þ

	 

z�1=2 exp �z=2D zjH0

� �� � ð16:34Þ

So the mean and variance of the noise term Dk are

E zjH0

� � ¼ K� 1ð Þd2 ¼ K� 1 ð16:35Þ

D zjH0

� � ¼ d2PDk
¼ K� 1ð Þd4 ¼ K� 1 ð16:36Þ

As for Bk and Ck, they can be fit to zero-mean Gaussian distribution, with the
condition that the residual Doppler frequency remaining unchanged in the accu-
mulated adjacent data. The variance of Bk and Ck are as followed in Eq. (16.37).

d2PBkCk ¼
XK
k¼2

d2Bk
þ d2Ck

¼ A2R Dsð Þ2d2
XK
k¼2

sinc2 Dxk
Tcoh

2

	 

þ sinc2 Dxk�1

Tcoh

2

	 
 !
ð16:37Þ

Similarly, we can do something to simplify the signal term to get the Eq. (16.38),
still assuming the code phase shift, Doppler frequency offset, and data bit reverse do
not exist.
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X
Ak ¼ K� 1ð ÞA2DkDk�1R Dsð Þ2sinc2 Dxk

Tcoh

2

	 

¼ ðK� 1ÞA2 ð16:38Þ

When the signal is present, Ak is non-central chi-square distribution; Bk, Ck, and
Dk are the similar central chi-square distribution. In consequence, it is complicated
to get the sum of the four terms that we have to appeal to the algorithm of AS155,
which can be used to calculate the probability density of the sum of chi-square
distribution and non-central chi-square distribution variables. But this work is
extremely difficult.

According to the central limit theorem, we can use the Gaussian distribution with
non-zero mean to approximate the sum, which is easy and obvious to calculate. So
we can get the non-central chi-square distribution of z after the square process to the
sum value when signal is present, and the statics probability is as in Eq. (16.39).

p zjH1ð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pzD zjH1ð Þp expð�ðzþ E zjH1ð Þ2Þ=2d2DkÞ cosh

ffiffiffi
z

p
D zjH1ð ÞE zjH1ð Þ
	 


ð16:39Þ

And the overall mean and variance of the differential standard coherent inte-
gration when signal is present are as in Eq. (16.40)

EðzjH1Þ ¼
X

Ak ¼ K� 1ð ÞA2 ð16:40Þ

D zjH1ð Þ ¼ d2PDk
þ d2PBkCk

¼ K� 1ð Þ þ 2ðK� 1ÞA2 ð16:41Þ

Much attention should be given to that, in the analysis, we make the hypothesis
of the I and Q data branch are completely independent Gaussian distribution, and
IkIk−1, QkQk−1 are also completely independent to each other, which are not the
case in the actual data environment. When the signal is present, IkIk−1 and QkQk−1

are practical interrelated. In this paper, we only take the approximate analysis, one
can get the detailed description in Refs. [2, 3] if needed.

In the same way, we can get the result just using K/2 to replace the K in
Eqs. (16.35), (16.36), (16.40) and (16.41) for the differential pair-wise coherent
integration.

16.3 Theoretical Simulation and Actual Data Verification

16.3.1 Simulation Results

In the simulation, taking the front RF loss 3 dB, the insertion loss of the trans-
mission line 1 dB, and no impact of code phase shift and Doppler frequency shift
and data bit modulation, we give a comparison of the acquisition detection
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probability between the non-coherent integration, differential standard non-coherent
integration, differential standard coherent integration, differential pair-wise non-
coherent integration and differential pair-wise coherent integration, with the false
detection probability being 1e-6 under the Bayes estimation and coherent time
being 1 ms.

From Figs. 16.1, 16.2, 16.3 and 16.4, the results can be seen that, differential
standard integration is superior to the differential pair-wise integration; the differ-
ential coherent integration will promote the detection probability of 5 % relative to
the differential non-coherent integration near the detection probability of 90 %;
differential standard integration is much more excellent than the non-coherent
integration; but differential pair-wise integration performance fairly to the non-
coherent integration.

16.3.2 Actual Data Verification

Three sets of actual data will be used to do the verification of the given total
integration time, one with average −410 Hz Doppler residual, one in average
847 Hz Doppler residual, and one without Doppler residual; and in the test, 8
different sampling points starting situation (the data sampling rate is 16 MHz, and
code half chip rate is 2 MHz, so 8 samples will cover the all code phase shift
circumstances) with 1000 times per one sampling point in sequence to give a
detection probability; a Doppler residual impact will also be presented.

Note that, the results in the following tables are all the mean probability of
detection of the 8 different sampling points starting situation, and in the brackets are
the maximum probability of detection with no code phase shift.

Fig. 16.1 Result for
Tcoh = 1 ms and
Ttotal = 20 ms
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In Tables 16.1 and 16.2, we can take the Gaussian distribution to approximate as
the test time larger than 20; and in Tables 16.3 and 16.4, the time is less than 20, so
the above theoretical analysis can be not supported. From the results, we can get the
conclusion as follows:

(1) When the test times >20, in Tables 16.1 and 16.2, the actual test results are
basically consistent with the theoretical analysis; but the differential standard non-
coherent integration is out of control, in poor performance, worse than differential
pair-wise coherent integration and also the non-coherent integration algorithm

Fig. 16.2 Result for
Tcoh = 1 ms and
Ttotal = 40 ms

Fig. 16.3 Result for
Tcoh = 1 ms and
Ttotal = 70 ms
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under the same conditions; and the detection probability basically follow the law:
differential standard coherent integration > non-coherent integration > differential
pair-wise coherent integration > differential standard non-coherent integra-
tion > differential pair-wise non-coherent integration.

The cause of the abnormal performance of differential standard non-coherent
integration can be comprehended as the model’s un-precise Gaussian approxima-
tion uses the central limit theory and the hypothesis of no bias and IkIk�1, QkQk�1
being completely independent Gaussian distribution. These actual tests not con-
sistent with the theoretical simulation will be the future research directions in how
to get more accurate probability model to fit the signal.

Fig. 16.4 Result for
Tcoh = 1 ms and
Ttotal = 100 ms

Table 16.1 Tcoh = 1 ms, Ttotal = 20 ms, detection of probability result (in %)

Test case Noh DiffCSd DiffCPw DiffNSd DiffNPw

33 dB Hz Doppler residual
0 Hz

93.6
(94.5)

98.5
(99.0)

92.8
(93.6)

93.1
(93.6)

92.4
(93.5)

Doppler residual
−410 Hz

93.8
(94.2)

98.3
(98.5)

92.2
(92.7)

91.9
(93.0)

91.1
(91.6)

Doppler residual
847 Hz

91.0
(91.6)

97.5
(97.6)

89.7
(91.0)

89.2
(90.1)

88.6
(89.1)

32 dB Hz Doppler residual
0 Hz

77.4
(78.4)

92.5
(93.7)

78.8
(79.4)

75.7
(77.0)

75.0
(76.5)

Doppler residual
−410 Hz

77.6
(78.5)

91.8
(92.6)

77.8
(79.0)

74.2
(75.8)

73.5
(74.7)

Doppler residual
847 Hz

71.3
(72.4)

88.5
(89.3)

71.1
(72.2)

69.1
(70.0)

67.0
(68.4)
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Table 16.2 Tcoh = 1 ms, Ttotal = 40 ms, detection of probability result (in %)

Test case Noh DiffCSd DiffCPw DiffNSd DiffNPw

31 dB Hz Doppler residual
0 Hz

94.1
(94.5)

99.0
(99.5)

92.2
(93.9)

92.6
(94.0)

91.7
(92.6)

Doppler residual
−410 Hz

92.9
(93.4)

98.9
(99.5)

91.2
(92.1)

91.6
(92.4)

90.6
(92.3)

Doppler residual
847 Hz

89.6
(90.7)

98.1
(98.6)

87.9
(88.6)

87.5
(89.1)

85.9
(87.4)

30 dB Hz Doppler residual
0 Hz

75.2
(76.3)

90.6
(92.4)

75.5
(76.6)

71.7
(74.3)

70.2
(72.0)

Doppler residual
−410 Hz

73.4
(77.0)

90.5
(92.8)

73.6
(75.4)

69.7
(72.3)

68.3
(69.5)

Doppler residual
847 Hz

66.2
(67.7)

88.8
(89.2)

64.7
(65.6)

61.8
(63.3)

59.2
(60.3)

Table 16.3 Tcoh = 1 ms, Ttotal = 10 ms, detection of probability result (in %)

Test case Noh DiffCSd DiffCPw DiffNSd DiffNPw

35 dB Hz Doppler residual
0 Hz

93.5
(94.3)

96.2
(96.8)

91.1
(92.3)

92.2
(92.9)

93.0
(93.6)

Doppler residual
−410 Hz

92.5
(93.2)

95.7
(97.0)

90.3
(91.8)

91.1
(92.2)

92.0
(93.1)

Doppler residual
847 Hz

87.2
(88.8)

93.3
(93.7)

85.9
(87.2)

85.6
(86.8)

86.7
(87.5)

34 dB Hz Doppler residual
0 Hz

77.6
(79.5)

85.4
(86.3)

77.1
(78.0)

75.7
(76.7)

76.3
(77.8)

Doppler residual
−410 Hz

76.1
(77.1)

84.4
(85.4)

75.6
(76.7)

73.7
(75.5)

74.8
(76.3)

Doppler residual
847 Hz

70.5
(72.2)

80.7
(82.1)

69.5
(70.6)

68.7
(69.7)

69.3
(70.6)

Table 16.4 Tcoh = 1 ms, Ttotal = 4 ms, detection of probability result (in %)

Test case Noh DiffCSd DiffCPw DiffNSd DiffNPw

38 dB Hz Doppler residual
0 Hz

92.3
(93.2)

93.0
(93.9)

93.4
(94.4)

84.4
(90.0)

86.6
(91.9)

Doppler residual
−410 Hz

87.7
(92.4)

92.5
(93.5)

92.7
(93.4)

84.6
(89.3)

86.5
(90.9)

Doppler residual
847 Hz

89.0
(89.5)

84.5
(85.3)

83.3
(84.0)

85.8
(87.1)

88.9
(90.1)

37 dB Hz Doppler residual
0 Hz

75.9
(76.4)

82.4
(83.7)

82.7
(83.9)

64.7
(76.8)

67.6
(79.4)

Doppler residual
−410 Hz

68.6
(76.8)

71.8
(81.4)

71.9
(81.0)

65.7
(74.4)

69.5
(78.7)

Doppler residual
847 Hz

71.5
(73.4)

75.0
(75.8)

74.8
(76.1)

66.7
(68.2)

72.4
(73.7)
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(2) When the signal is strong, in Tables 16.3 and 16.4, as you can see, the
differential standard coherent integration is the best choice, and then the non-
coherent integration, with the rest giving more or less the same performance.

(3) The impact of Doppler frequency residual will be in the range of 4 %
detection probability varied; and the differential standard integration is more tol-
erant than the differential to the Doppler frequency residual.

(4) The effect of code phase deviation to the detection probability will be within
2 %. And the smaller the impact of the code phase deviation is corresponding to the
larger detection probability.

16.4 Summary

The theoretical analysis and actual data verification show that:

(1) Differential standard coherent integration is optimal and nearly 1 dB perfor-
mance advantage to the secondary best integration algorithm non-coherent
integration in the weak signal environment; but in the strong signal applica-
tion, they behave quite fair. The remaining algorithms perform almost the
same.

(2) In the Doppler frequency residual and code phase deviation situation, the
differential standard integration will be more tolerant than the differential pair-
wise integration; and the Doppler frequency residual impact much more to the
detection probability than the code phase deviation; and in the lower detection
probability, the effect of code phase deviation will be distinct, but can be
ignored when the detection probability is larger, above 90 %.

(3) Theoretical analysis can give a clue to the actual test, but cannot fully explain
the approximate performance of the analyzed algorithms; they need support
from the actual data.
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Chapter 17
A New Method Based on QSE Processing
for Interferometric GNSS-R Ocean
Altimetry

Chenghui Yu, Chundi Xiu, Weiqiang Li and Dongkai Yang

Abstract Considering that in conventional GNSS-R (Global Navigation Satellite
System-Reflection) altimetry, the reflected signals are cross-correlated with a locally
generated clean replica of the transmitted signal, interferometric processing consists
of the measurement of the complex cross-correlation between the direct and reflected
signals. It allows the exploitation of P(Y) code and other civil signals to maximize the
height estimation precision. This paper presents a new processing method called QSE
(Quadrature Staggered Extracting) which utilizes P(Y) code to explore a further
improvement of the altimetry precision. The assessment of the QSE processing
procedure illustrates GPS L1 band as an example. In these conditions, this paper
analysis the up-looking SNRs obtained by using QSE processing and traditional
coherent demodulation respectively. The analysis of the altimetry precision shows
that the results obtained by adopting QSE processing improve by a factor about 1.15
as compared to the results obtained by using coherent demodulation.

Keywords GNSS-R � Quadrature staggered extracting � Interferometric
processing � Ocean altimetry

17.1 Introduction

From the first proposal of Passive Reflectometry and Interferometry System (PARIS)
concept in 1993, global navigation satellite system reflection (GNSS-R) of oppor-
tunity signals has stood as a technique with a great potential for remote sensing
application such as ocean monitoring (see [1, 2]). Also, it was presented as a com-
plementary technique to the traditional radar remote sensing, but applied to the
passive reflectometry signals from the global navigation satellite [3]. Interferometric
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processing technique is proposed by the Phase-A studies of ESA’s Passive Reflec-
tometry and Interferometry System In-Orbit Demonstrator mission [4]. This tech-
nique consists of the measurement of the complex cross-correlation between the
direct and reflected signals, instead of using a locally generated clean replica of the
transmitted signals [5].

In addition, recent theoretical analysis predicts that, for the space-borne scenario,
the interferometric processing technique of the P(Y) code could lead to better
precision for ocean altimetry and soil moisture monitoring (see [6–8]), which has
steeper slope of the power waveforms around the specular point (SP) and the larger
bandwidth. Also, for navigation purposes it is known that the tenfold faster chip-
ping rate of the P(Y) code, as compared to the C/A code, leads to a sharper
autocorrelation function (ACF), and higher ranging precision (see [9, 10]).

This paper describes a new method called QSE processing to extract P(Y) code
for ocean altimetry which has a further improvement of the up-looking chains SNR
and altimetry precision.

17.2 Principle

GNSS signals consist of different orthogonal signal components, for example, the
L1 frequency of GPS IIA/IIR satellites carries C/A and P(Y) code signals, trans-
mitted in phase quadrature (e.g., [2]). Interferometric processing consists of the
measurement of the complex cross-correlation between the L1 band direct signals
wd tð Þ and reflected signals wGNSS r tð Þ. Direct signals wd tð Þ consist of both in-phase
and quadrature components, which was introduced as (17.1):

wd tð Þ ¼ wP Yð Þ tð Þ � cos 2pfe þ heð ÞþwC=A tð Þ � sin 2pfe þ heð Þ þ n tð Þ ð17:1Þ

where wP Yð Þ tð Þ represents the spreading P(Y) code modulated baseband navigation
signals, wC=A tð Þ represents the spreading C/A code modulated baseband navigation
signals, fe and he is the intermediate frequency and phase of modulated carrier, n tð Þ
is the additive thermal noise which has zero mean.

The QSE processing method could extract P(Y) code as the reference signals as
shown in Fig. 17.1. Firstly, wd tð Þ is divided into two components, one of them is
down converted with in-phase components of the local generated signals, other
component needs Hilbert conversion and to be down converted with quadrature
components, which is shown as (17.2). Finally, the two processed components are
added together to obtain P(Y) code.

ŵd tð Þ ¼N wd tð Þ½ � ¼ wd tð Þ � 1
pt

¼ wP Yð Þ tð Þ � sin 2pfe þ heð Þ
� wC=A tð Þ � cos 2pfe þ heð Þ þ n̂ tð Þ

ð17:2Þ
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where ŵd tð Þ is the direct signal which converted by Hilbert transform. A local
replica of the complex carrier sLO tð Þ is generated and aligned to the same frequency
and phase with the received ones through a general carrier tracking loop [2].
It shown as follows:

sLO tð Þ ¼ e
�j 2pf

^
etþh

^
e

� �
ð17:3Þ

where f̂e � fe and ĥe � he, the received direct signals wd tð Þ is down-converted by
the in-phase components of the local generated signals Re sLO tð Þ½ �. After low-pass
filtering, the required reference signal wP Yð Þ 1 tð Þ can be obtained which shown as
(17.4).

wP Yð Þ 1 tð Þ ¼ 1
2
wP Yð Þ tð Þ þ n tð Þ � cos 2pf̂et þ ĥe

� �
ð17:4Þ

LPF
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1
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Fig. 17.1 Schematic diagram of the QSE processing
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After that, signal ŵd tð Þ is down converted by the quadrature component of the
locally generated carrier Im sLO tð Þ½ � in the same way to extract ŵP Yð Þ 1 tð Þ as follows
(17.5):

ŵP Yð Þ 1 tð Þ ¼ 1
2
wP Yð Þ tð Þ þ n̂ tð Þ � sin 2pf̂et þ ĥe

� �
ð17:5Þ

Finally, both two correlated signals are added by QSE processing to extract P(Y)
signals and obtain noise signals n1 tð Þ simultaneously, as shown in (17.6).

ŵP Yð Þ 1 tð Þ þ wP Yð Þ 1 tð Þ ¼ wP Yð Þ tð Þ þ n1 tð Þ ð17:6Þ

n1 tð Þ ¼ n tð Þ � cos 2pf̂et þ ĥe
� �

þ n̂ tð Þ � sin 2pf̂et þ ĥe
� �

ð17:7Þ

Complementarily, the traditional coherent demodulation method can extract the
required reference signal wP Yð Þ tð Þ with in-phase channels, which got noise n2 tð Þ of
chains (e.g., [2]).

n2 tð Þ ¼ 2 � n tð Þ cos 2pf̂et þ ĥe
� �

ð17:8Þ

Therefore, by considering that the average SNR at the output of the correlator can
be simply related to the SNR of up-looking chains that would be obtained by QSE
processing method or traditional coherent demodulation. This paper defines that
SNR1 represents the SNR which is calculated by QSE processing technique, and
SNR2 is the SNR obtained by traditional coherent demodulation. As shown in (17.9).
Where Wp(Y) represents the average power of P(Y) code, Wn1 represents the average
power of noise signals n1(t), Wn2 represents the average power of noise signals n2(t).

SNR1 ¼ 10� log
Wp Yð Þ
�� ��2D E

Wn1j j2
D E

0
@

1
A; SNR2 ¼ 10� log

Wp Yð Þ
�� ��2D E

Wn2j j2
D E

0
@

1
A ð17:9Þ

Finally, we define the ratio G of SNR1 and SNR2 which is shown as (17.10):

G ¼ SNR1

SNR2
ð17:10Þ

17.3 Model of Ocean Height Precision

The model of the sea surface altimetry based on GNSS-R shows in Fig. 17.2. (e.g.,
[11, 12]) where HRs represents the distance from geocentric to GNSS receiver, HTs

is the distance from geocentric to GNSS satellite, REarth represents the radius of the
earth, hr is the angle between HRs and REarth, ht is the angle between HTs and REarth,
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hSP is the satellite elevation angle in the specular reflection point, dE is the total
delay from direct signals to reflected signal, dr is the distance from LHCP antenna
to specular point. It shown as following:

dE ¼ dr þ dt ð17:11Þ

h ¼ REarth � REarth cos hr ð17:12Þ

In condition of the shore-based or airborne, if REarth � h, the path delay time
could be calculated by subtracting the time difference between autocorrelation peak
of direct signals and the correlation peaks of the reflected signals, then we can
calculate the ocean height based on GNSS-R, as it shown in (17.13) and (17.14),
where H is the vertical distance from LHCP antenna to specular point, H0 is the
actual distance from LHCP antenna to earth surface.
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Fig. 17.2 Geometry of altimetry delay model based on GNSS-R
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HRs ¼ H þ REarth � h � H þ REarth ð17:13Þ

H0 ¼ HRs � REarth � H ¼ dE
2 sin h

ð17:14Þ

Considering with the geometric curvature, the measurement error of the average
sea level rh is a function of the path delay error rd E and the angle hSP in specular
point, which reports the precision of the ocean altimetry, It shown as following
(e.g., [13]),

rh ¼ � rd E

2 sin hSP
ð17:15Þ

However, the state of the sea is more complex, roughness of the sea surface is
changing all the time, which would be affected by the sea clutter. Also, this pro-
cedure of continued fluctuations would have an impact on the delay error [14]. It
can be measured by the standard deviation of the reflected signals power. Fur-
thermore, the changing of standard deviation would have an influence on the
forefront of the relevant power fluctuations. As a result, this affect may reduce the
precision of the ocean altimetry.

Moreover, a comprehensive model of the height precision [4] with respect to the
different parameters such as the signal-to-noise (SNR), the observation geometry,
and the speckle was also introduced in as (17.16)

rh ¼ c
2 sin hSP

� PZð0Þ
PZð0Þ0

� 1ffiffiffiffiffiffiffiffi
Ninc

p �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1

SNR

� �2

þ 1
SNR

� �2
s

ð17:16Þ

where c is the speed of light in vacuum, hSP is the elevation angle at the SP, Ninc is

the number of incoherently averaged samples, PZð0Þ and PZð0Þ0 are the averaged
power amplitude and the slope of the power waveform at the SP, and SNR is the
average signal-to-thermal noise ratio computed at the output of the correlation for
the delay of the SP.

17.4 Results and Discussion

17.4.1 QSE Performance Analysis

The aforementioned signal components extracting method, known as QSE pro-
cessing, could be easily implemented to separate the signal components. In order to
intuitively show the performance of the QSE processing technique compared with
the traditional coherent demodulation, this paper comprehensively carried out
numerical simulations with following parameters: the bandwidth of the receiver was
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45 MHz, gain of up-looking antenna and down-looking antenna ware 24 dB,
up-looking antenna noise temperature was 45 K, down-looking antenna tempera-
ture was 115 K, noise temperature of receiver was 285 K. Figure 17.3 presents the
simulations of SNR with increasing in integration time.

As shown in Fig. 17.3a, by considering coherent integration times, SNR1(see the
red curve) obtained by QSE processing technique upgrades about 2.5 dB relative to
the SNR2 (see the blue curve) which is obtained by traditional coherent
demodulation.

Figure 17.3b presents that SNR obtained by QSE processing method can be
increasing by a factor of 1.33 compared with traditional coherent demodulation,
which could achieve better height precision.

17.5 Altimetry Performance Analysis

In order to evaluate the altimetry performance of QSE processing, a simulation site
is simply adopted which is shown as Fig. 17.4. The elevation angle was from 30° to
33°, and LHCP (Left-Hand Circular Polarization) down-looking antenna has gain
of 13 dB [2, 9].

The simulation platform based on GNSS-R includes up-looking antenna which
receives direct signals, down-looking antenna which receives reflected signals from
sea surface, RF fronts and cross-collection based on QSE processing method. The
parameters for simulation are as following, wind speed is about 5 m/s, significant
wave height is 1.5 m, and the transmitting power is between 25 and 28 dB W.
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Fig. 17.3 Comparison of the up-looking chains SNR obtained by using different processing
method. a Red curve presents the SNR which is obtained by QSE technique, and blue curve is the
SNR which is obtained by traditional coherent demodulation. b The purple curve presents the ratio
G of SNR1 and SNR2
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In detail, up-looking antenna and down-looking antenna receive direct signals and
reflected signals of both GPS and BD systems separately. RF fronts are used to
quantizing above-mentioned signals into digital intermediate frequency signals.
Finally, the down-converted and Doppler compensated reflected signals are cross-
correlated with the P(Y) code which is extracted by QSE processing method from L1
band direct signals to calculate Delay Doppler Mapping (DDM) for ocean altimetry.

Afterwards, a preliminary analysis of height precision by using QSE processing
technique and traditional coherent demodulation has been performed by consider-
ing different number of the sampled signals with non-coherent accumulation, as
shown in Fig. 17.5. The black curve represents the height precision obtained by
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Fig. 17.4 Description of the simulation site based on QSE processing for ocean altimetry
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Fig. 17.5 Comparison of the altimetry precision achieved by adopting QSE processing method
and coherent demodulation
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adopting QSE technique and red curve is obtained by using traditional coherent
demodulation. It shows that the altimetry precision under QSE processing method
can be better by a factor of 1.15 compared with traditional coherent demodulation,
which has certain advantages for ocean altimetry.

17.6 Conclusion

A new method based on QSE processing has been described to extract P(Y) code
for interferometric GNSS-R ocean altimetry. This paper illustrated QSE processing
and traditional coherent demodulation for GPS L1 band signals. The comparison
showed that the QSE processing method could achieve increasing SNR by a factor
of 1.33. In these conditions, the improvement factor of the height precision obtained
by adopting QSE method as compared to the traditional coherent demodulation,
stabilizes about 1.15. By the way, this new method could be used to extracting BD
II B2AS and BD III B1A signals.

Future work will include the analysis of other available GNSS systems to
employ QSE processing method. More importantly, it’s necessary to overcome the
effect of high dynamic of specular point onboard and to improve the precision of
ocean altimetry, which needed to study deeply in the future [6, 9].
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Chapter 18
Analysis of GNSS Signals with Application
to Lunar Navigation

Xiaoliang Wang, Longlong Li, Xingyuan Han, Yansong Meng
and Lin Wu

Abstract GNSS-based navigation technology for lunar mission with more than
60,000 km above earth, which is still lack of relevant research and simulation. In this
paper, “Chang-E One” lunar mission is used with three stages of orbiting the earth,
earth-moon transfer, and around moon. A detailed analysis of feasibility of auton-
omous navigation using GPS, GALILEO navigation system alone and combination
under sidelobe signals is given. The number of visible satellites GNSS receiver to
receive, DOP value, receiving signal level and dynamic, etc. are analyzed, and
autonomous navigation algorithm design under different observation conditions
were also considered. As can be seen from the theoretical analysis and simulation
results, the use of GNSS signals fully meet user needs that realize autonomous
navigation around earth, earth-moon transfer, and around moon three-stages, which
can be considered as the foundation for future engineering applications.

Keywords GNSS signals � Weak signal � Autonomous navigation � Lunar
navigation

18.1 Introduction

Lunar navigation can be roughly divided into three stages that around the Earth,
Moon transfer and the around lunar phase. At present, basically orbit control is
achieved using ground support both in domestic and international lunar exploration
missions [1]. With the increase in the number of deep space exploration missions in
future, this way will make the ground segment becomes more and more complex,
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and cannot meet the huge demand for future space development of china. GNSS use
space-based radio positioning and timing system. If we can deployment autonomous
GNSS receiver in China’s future lunar exploration series missions, it will signifi-
cantly reduce the ground control burden, reduce spacecraft operational and main-
tenance cost, which has significant engineering value.

This paper takes the China’s “Chang’e one” lunar exploration mission as an
example, analyzed in detail that the feasibility of the spacecraft autonomous navigation
using GPS, GALILEO navigation system downlink sidelobe signal alone and in
combination. Analyzed GNSS receiver to visible satellite number, receiving satellite
Positional Dilution of Precision (PDOP value), the received signal level and dynamic.

18.2 Navigation Constellation and User Model

18.2.1 Navigation Constellation and Signal

This paper uses the GPS and Galileo constellation model. GPS using Walker 24/4/1
constellation what ephemeris from official IGS web site data [2], Galileo constel-
lation is currently still in progress, here we use the complete stage data which will
be 27 satellites in 3 orbit plane. Galileo satellite orbital semimajor axis is
29,600 km, the inclination of 56°, according to the simulation, we can get GPS and
Galileo constellation results as follows (2 days of data) (Fig. 18.1):

Generally speaking, the downlink GNSS antenna gain is a function of line of
sight angle (bore sight angle), referring to the related literature, the GPS antenna
gain data are given below (the relationship between the downlink signals from the
EIRP to the line of sight). Here we only use the Block-IIA gain data with main and
side lobes. In order to simplify, the Galileo satellite downlink antenna gain data are
considered same as GPS since lack of data (Fig. 18.2).
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18.2.2 User Orbit and Receiving Antenna

According to the actual situation of China’s rocket capability, here we use Chang-
E-One mission as an example [3]. Lunar exploration task can be roughly divided

0 10 20 30 40 50 60
0

5

10

15

20

25

30

35

Angle (deg)

B
lo

ck
 II

A
 E

IR
P

 (
dB

)
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Table 18.1 “Chang-E-One” orbit analysis

Orbit type Orbit maneuver

Orbit Earth 2007/10/24 18:00:00 Launch from Xichang Injection

Perigee 200 km, apogee 51,000 km with period of
15.8084 h

0.0319 km/s at
apogee

Perigee 600 km, with period of 15.95694 h 0.1541 km/s at
perigee

24 h orbit 0.1691 km/s at
perigee

48 h orbit –

Earth-Moon
transfer

– 0.194 km/s at
perigee

Into cislunar orbit 17 h first correction

Cislunar orbit 90 h second
correction

Cislunar orbit –

Orbit Moon – −0.3478 km/s
break

Into 12 h elliptical orbit −0.2630 km/s
break

Into 3.5 h orbit −0.2112 km/s
break

Into 127.62 min orbit, height of 200 km –
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into three stages: around the Earth, Moon transfer and the around moon phase, the
orbital parameters are provided as in table below (Table 18.1):

The following hypotheses are used for user receiving antenna: two antennas are
used according to the receiving function which includes earth pointing and zenith
pointing. The zenith pointing antenna is supposed ±8° receiving angle with 0 dB
gain; the earth pointing antenna is using the following settings (Table 18.2):

18.3 Applications

Based on the GNSS broadcast and receiving parameters introduced above, here we
first analysis around earth orbit with 16 h period (super GTO orbit geosynchronous
transfer orbit). The rocket firstly carrier probe into the super GTO orbital with
perigee height of 200 km and apogee height of 51,000 km, orbital period is

Table 18.2 Receiver antenna parameters

Orbit type Gain (dB) Beam width (°)

16 h GTO 3 ±35

24 h GTO 4 ±25

48 h GTO 5 ±15

Cislunar range < 57,400 km 3 ±35

57,400 km < cislunar range < 77,482 km 4 ±25

77,482 km < cislunar range < 127,106 km 5 ±15

127,106 km < cislunar range 10 ±7

Orbit Moon 10 ±7
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15.8084 h. After a correction maneuver, the perigee reached 600 km, which is
15.95694 h period orbit. The simulation scene as shown below (Fig. 18.3):

At this stage, the user receiving antenna beam width is ±35° with gain of 3 dB.
Through the simulation, we can get the user visible number of satellite from dif-
ferent GNSS system as follows (using just earth pointing antenna) (Figs. 18.4 and
18.5):

According to the data above, the satellite visible number for GPS+Galileo
system can be more than 8 at orbit apogee using just earth pointing receiving
antenna, PDOP value is substantially less than 10, which meet the basic needs of
autonomous positioning. However, observation vacuum occurs at orbit perigee,
which indicates the supplement of zenith antenna can effectively increase the
number of satellite observations and improve PDOP value (Table 18.3).
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Below is the user receives power statistics (antenna entrance level) during 16 h
periodic orbits for GPS system, we can see that the received power is greater than
−180 dBW all the time, which above the receiver signal acquisition and tracking
threshold. The Galileo data is similar to this that not provided here (Fig. 18.6).

After the 16 h GTO orbit, the user satellite has experienced 24, 48 h periodic
orbits and Earth-moon transfer/orbit moon phase. Because of its similar analysis
method, we no longer provided in detail. Here we just given all the statistical data
attached in the end.

18.4 Conclusions

This paper takes the “Chang-E one” lunar exploration mission as an example, detail
analyzed the receiving GPS/GALILEO navigation system signal for autonomous
navigation. Analyzed the receiving number of visible satellites, Positional Dilution
of Precision, receiving signal level and dynamic etc. From the theoretical analysis
and simulation results, it can be seen that using GNSS signal and can completely
meet the lunar exploration needs.
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Chapter 19
Experiment and Result of Precise
Kinematic Orbit Determination for LEO
Satellite

Rengui Ruan, Laiping Feng and Xianbing Wu

Abstract Function for LEO kinematic orbit determination was developed and
integrated into the SPODS software, which has been designed and developed at
Xi’an Research Institute of Surveying and Mapping. This paper presents briefly the
principle and method adopted such as observation model, error correction and
parameter estimation. Since there are so many epoch-related unknown parameters,
the position coordinates and clock offset of onboard receiver, an approach of Least-
Square method with parameter pre-eliminating is employed for parameter estima-
tion in data processing. A set of GPS data of GRACE-A/B during Sept. 01–09 2012
was collected and experiments were carried out to evaluate the performance. The
result exhibits that, by comparing with the post precise orbit product (GNV1B)
from JPL, the accuracy for R component is 0.03–0.05 m, while for T and N
components are 0.02–0.04 m.

Keywords GPS � LEO satellite GRACE � Kinematic orbit determination �
SPODS

19.1 Introduction

Low Earth Orbiters (LEO), defined as the artificial satellites orbiting the earth in an
altitude of 300–1500 km [1], take many missions for science and engineering, such
as geodesy, geophysics, oceanography and remote sensing [2]. In order to
accomplish these tasks, the orbit position of the LEOs should be accurately
determined. Some of the missions, for example gravity recovery and oceanic
altimetry, even require the accuracy of the orbit to be on the level of mm–cm.
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Therefore, precise orbit determination for the LEOs has become an interesting
research field.

Benefiting from the continuous three-dimension positioning capacity of the
Global Positioning System (GPS), the accuracy of orbit determination for LEOs has
been greatly improved during the past 3 decays. Since the age that GPS was
underbuilding, researchers have started to explore the possibility to determine the
LEO’s orbit with onboard GPS tracking data. This idea was firstly verified as the
TOPEX/Poseidon was launched in 1992 and an accuracy better than 3 cm was
achieved with the onboard psuedorange and carrier phase data, which exhibits great
potential of the precise orbit determination (POD) technique with onboard GPS data
[3, 4]. Thereafter, GPS receivers were wildly equipped on varied LEO satellites,
and the technique of “onboard GPS” became main means for LEO orbit determi-
nation, which has played a significance role in the missions of GRACE, CHAMP
and GOCE [4–6]. Meanwhile, the method for LEO orbit determination has also
enjoyed vigorous development [3, 5, 7], in addition to the traditional dynamical
method, reduced dynamical method and kinematic method have been developed
and widely employed. A mass of research indicate that the three different approa-
ches can achieve comparable orbit accuracy [3, 5, 7–10]. Among them, the kine-
matic approach does not require dynamic information and therefore can avoid the
influence of dynamical errors and has a special significance for application of
gravity recovery and aerosphere model refining [2, 11].

In the past 2 decays, several pieces of software for GPS data (including onboard
GNSS data) analysis have been developed and are famous in the geodesy and
GNSS community, such as GAMIT, Gipsy, EPOS, NAPEOS, PANDA and Ber-
nese. Be the end of 2013, a package of software named SPODS (Satellite Posi-
tioning and Orbit Determination System) [12, 13] has been developed at Xi’an
Research Institute of Survey and Mapping, Nowadays the function of kinematic
orbit determination for LEO has been fulfilled and integrated. In this paper, we will
give a brief introduction on the mathematical principles, including observation
model, error corrections and parameter estimation method, adopted by SPODS.
And the performance was evaluated with GPS data on board GRACE-A/B.

19.2 Principle and Method

19.2.1 Observation Model

In the SPODS, un-differenced carrier phase and pseudorange are taken as obser-
vations. Assuming that an onboard GPS receiver tracks satellite s on the frequency
band (i ¼ 1; 2), the observation equations for the obtained carrier phase and
pseudorange observation can be expressed as [11, 14]:
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/s
i ¼ qs þ c � dt � dtsð Þ � dsion;i þ kiN

s
i þ esi ð19:1Þ

psi ¼ qs þ c � dt � dtsð Þ þ dsion;i þ fsi ð19:2Þ

where, /s
i , p

s
i are observations of carrier phase and pseudorange respectively; qsi the

geometry distance from satellite s to the on board receive; dt and dts the clock offset
corresponding to GPST of the on board receiver and satellite s respectively; c the
speed of light in the vacuum; dsion;i the ionosphere delay; ki the wave length; N

s
i the

integer ambiguity of carrier phase; esi and fsi the measurement nose of carrier phase
and pseudorange respectively. Generally, the orbit of LEOs is higher than 200 km,
while the atmosphere layer is below 50 km, therefore the onboard GPS data is free
from the influence of atmosphere delay. Although, in the previous equation, terms
for antenna phase center correction, equipment delay, effect of phase wind-up and
general-relative effect are omitted, they should be carefully considered when data
processing [14, 15].

19.2.2 Strategy for Data Processing

It can be concluded from Eqs. (19.1) and (19.2) that there is no distinction between
observation models for the GPS observation produced by onboard GPS receivers
and ground GPS receivers. On the contrary, the former is simpler than the latter as it
does not suffer from the atmosphere delay and the site displacement due to tidal
effect. Therefore, for kinematic POD of LEO satellites with onboard GPS data, the
data processing procedure is quite similar to the way for kinematic PPP with ground
GPS data. Details for kinematic POD with SPODS are described as below:

Data processing starts with a procedure of preprocessing to detect carrier phase
cycle slip and bad observations according to the method of TurboEdit [16]. In order
to remove the influence of ionosphere delay, the Iono-Free combination of carrier
phase and pseudorange are used as observations. Instantaneous mass center of GPS
satellite is interpolated from IGS final orbit products with 9-order Lagrange method
while the instantaneous satellite clock offset is calculated from IGS final 30-s-
sampling clock product with linear polynomial. The antenna phase center offset and
variation of GPS satellite are corrected with absolute correction data from igs08.atx,
while that of onboard GPS receiver is ignored. The periodic clock variation of the
theory of relativity, the wind-up effect of carrier-phase, and gravitation delay caused
by general relativity are corrected with models. In order to take account of the
measurement noise varied with elevation angle, according to the experience from
the GNSS data analysis community, the observations are weighted according the
elevation angle with weighting function: PðeÞ ¼ sin2ðeÞ. A priori sigma for carrier
phase and pseudorange are set as 1 cm and 2 m respectively. The method of
weighted Least Square with parameter pre-eliminating is adopted to estimate the
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unknown parameters which contain the position coordinates and clock offset on
every epoch, the ambiguity for every continuous pass. The estimation procedure is
conducted in iteration to detect the remained cycle slip and outlier by scanning the
posterior residuals and ended till none is detected.

19.2.3 Parameter Estimation

The LEOs orbit the earth in a high speed, for instance, an LEO satellite with an
altitude of 500 km can orbit round the earth in 90 min. In an interval of 1 day, the
onboard GPS receiver will track a certain GPS satellite several times, so the carrier
phase observations will be divided into several continuous passes. Provided that
there is no cycle slip in every pass, there will be 1 ambiguity for each pass of each
satellite. The number of ambiguities, in a 1-day arc, is about 15 for each GPS
satellite and in total 4000–5000 for the whole GPS constellation. It is to be noticed
that the position coordinates and clock offset of the onboard receiver should be
estimated epoch by epoch. Assuming the sampling interval of the observation is
10 s, totally 8640 epochs, the total number of unknown parameters including
ambiguity parameters is about 35,000. When the traditional Least Square method
[17] is used for parameter estimation, the dimension of the normal matrix is
35000� 35000, the solution of the normal equation is quite memory and time
consuming. In the SPODS, an approach named parameter pre-elimination is
applied.

Among all the unknown parameters, the position coordinates and the clock offset
are only related to the observations of the current epoch, while a ambiguity
parameter are connected to all observations of a continuous pass, so the coordinates
and the clock could be pre-eliminated epoch by epoch.

Taking Xk ¼ dt; x; y; z½ �Tk as the correction vector of clock offset and coordinates
on the k th epoch, and Xb ¼ ½b1; b2; . . .; bm�T the vector containing all the un-
differenced IF ambiguities for the whole arc, the observation equation can be
written as:

Lk ¼ HXtHB½ � Xk

B

" #
þ V ;P ð19:3Þ

where, Lk is the observation vector, V the residual vector, P the weighting matrix.
According to the principle of the least square method: VTPV ¼ min, the normal
equation is derived as:

Nkk Nkb

Nbk Nbb

" #
X̂k

X̂b

" #
¼ Zk

Zb

" #
ð19:4Þ
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Which can be divided into two parts:

X̂k ¼ X̂0
k � N0

kbX̂b ð19:5Þ

N0
bbX̂b ¼ Z0

b ð19:6Þ

where

X0
k ¼ N�1

kk Zk

N0
kb ¼ N�1

kk Nkb

N0
bb ¼ Nbb � NbkN0

kb

Z0
b ¼ Zb � NbkX0

k

ð19:7Þ

In the procedure of parameter solution, the core information in Eq. (19.5), X̂0
k

and N0
kb, would be saved epoch by epoch for parameter recovery and the Eq. (19.6)

of each epoch would be accumulated into a total normal equation:

~NbbX̂b ¼ ~Zb ð19:8Þ

where, ~Nbb ¼
P

N0
bb;

~Zb ¼
P

Z0
b. The formation of Eq. (19.8) is carried out

recursively. The unknown vector Xb can be estimated by solving Eq. (19.8):

X̂b ¼ ~N�1
bb
~Zb ð19:9Þ

Using X̂b and the information of X̂1
k and N1

kb saved previously. The unknown
vector X̂k would be obtained by solving Eq. (19.5) epoch by epoch.

The above approach does not only applicable for kinematic POD of LEOs, but
also for GNSS network solution. In practice, one can take full advantage of the
sparse feature of the design matrix to improve the efficiency of the algorithm, and
some matrix factorization method such as the Cholesky algorithm can be used to
improve stability [17].

19.3 Experiment and Analysis

To evaluate the precision of kinematic POD with SPODS, GPS data (GPS1B) of
GRACE-A/B during Sept. 1–9 2012 are collected from ISDC of GFZ as well as the
post-processed precise orbit (GNV1B) which is of an accuracy of 2–3 cm with a
sampling of 5 s. Each daily observation file was processed with SPODS to obtain
kinematic orbit result of GRACE-A/B which was compared with the GNV1B orbit
and the differences are expressed in RTN coordinate system.

19 Experiment and Result of Precise Kinematic Orbit … 199



Figure 19.1 shows the time series of orbit differences in RTN on day Sept 1.
Obviously, the deviations are largely below 0.1 m, except that a few are bigger but
still smaller than 0.4 m. It seems that the error of kinematic orbit is not smooth
which exhibit one of the main defects of the kinematic POD approach, This is
possible due to the existence of outlier, incorrect satellite attitude model or short
observation arc.

The daily mean deviations of orbit for GRACE-A and GRACE-B are listed in
Table 19.1. It is apparent that the values are smaller than 1 cm in majority, which
indicates that there is no noticeable systematical deviation.

Figure 19.2 illustrates the daily RMS differences of GRACE orbit compared
with GNV1B, the RMS values of the three components are all smaller than 0.05 m:
in R components are between 0.03–0.05 m, in T and N components are
0.02–0.04 m. So the precision of T and N components are better than that of
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expressed in RTN compared
with GNV1B

200 R. Ruan et al.



Table 19.1 Mean deviations
of GRACE orbit compared
with GNV1B (unit: cm)

Day GRACE-A GRACE-B

R T N R T N

245 0.83 0.24 −0.12 0.41 −0.92 0.89

246 0.82 0.33 −0.50 0.39 −0.94 0.46

247 0.64 0.36 −0.49 0.49 −0.86 0.68

248 0.64 0.59 −1.23 0.37 −0.43 0.63

249 0.54 0.40 −0.69 0.68 −0.67 0.40

250 0.75 0.32 −0.87 0.22 −1.03 −0.23

251 0.81 0.35 −0.37 0.33 −0.71 1.27

252 0.94 0.41 −1.28 0.60 −0.70 0.04

253 0.62 0.37 −0.48 0.54 −0.77 −0.21
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Fig. 19.2 Daily RMS
differences of GRACE orbit
compared with GNV1B.
a GRACE-A. b GRACE-B.
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E component, which is consistent with the result obtained by other researchers. It
is easy to compute that the totally mean RMSs for the 9 days, in RTN components,
are 0.041, 0.030 and 0.028 m for GRACE-A, while 0.038, 0.030 and 0.028 m for
GRACE-B. In a whole, the kinematic orbit precision of GRACE-B is a little better
than GRACE-A, which has also been found by many researchers.

The time series of the IF carrier phase residuals are presented in Fig. 19.3. It is
obvious that the residuals are majorly smaller than 0.05 m and no systematical bias.
Which indicate that models applied in the SPODS is proper and the quality control
procedure works. It can also be found that the residual of GRACE-B is a little
smaller than CRACE-A, as daily RMS is illustrated in Fig. 19.4 which shows about
6 mm for GRACE-A and 5 mm for GRACE-B.
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19.4 Summary

The SPODS developed at Xi’an Research Institute of Surveying and Mapping not
only has the function for global GNSS network solution, but also, now, fulfills the
capability for kinematic orbit determination for LEO satellites. This paper presents
the main principle and method employed and demonstrate the performance with
onboard GPS data from GRACE-A/B. the experimental result show an accuracy of
0.03–0.05 m in Radius component and 0.02–0.04 m in Track or Normal compo-
nents is achievable by kinematic approach with SPODS. This is comparable with
the result of other GPS data processing research groups.
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Chapter 20
A GNSS Anti-spoofing Method Based
on the Cooperation of Multiple Techniques

Huiqi Tao, Hong Li and Mingquan Lu

Abstract An anti-spoofing technique based on the cooperation of multiple
detections is proposed in this paper. A GNSS receiver could detect more than one
correlation peak in one processing channel in acquisition when the spoofing signal
exists. Signal quality monitoring (SQM) can detect abnormal changes of the cor-
relation peak when spoofing attack on tracking receiver. Generally, receiver gives
up the measurements of the abnormal channel to avoid the risk of tracking fault or
spoofing signal. This decreases the number of available signals. Receiver autono-
mous integrity monitoring (RAIM) is capable of detecting and mitigating single
error but lack of dealing with multiple errors. This paper proposes a cooperation
method of these three techniques which are complementary. Detailed discussion of
the method’s procedure and performance are provided in this paper. Simulation
results demonstrate that the method is feasible and effective to detect and mitigate
multiple spoofing signals.

Keywords Anti-spoofing � Multi-peak detection � SQM � RAIM � Cooperation

20.1 Introduction

Security of GNSS applications has been paid more and more attention with the
popularization of positioning and navigation applications. As GNSS signals are
vulnerable to interferences and easy to be counterfeited, and there have been
relevant reports that devices with low cost had implemented successful spoofing.
The experiment taken by Humphreys’s team in 2013 has been widely known, they
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spoofed a yacht successfully using a GPS spoofing device, and the yacht was
tricked onto a parallel track hundreds of meters from its intended one. Therefore,
anti-spoofing technique has become a new focus in GNSS studies. There have been
many anti-spoofing techniques in different processing levels [1], such as power
monitoring in signal processing, consistency check of ephemeris in data bit level,
and comparing with other system in position solution level, etc. Some techniques
are effective but complex, for instance, spatial processing which uses multi-antenna
array is effective to detect medium spoofing that uses only one transmit antenna, but
it is too sophisticated to implement in a general GNSS receiver.

Receiver autonomous integrity monitoring (RAIM) is a practical implementation
that does not impose extensive hardware modifications to the receiver [2]. RAIM
uses the redundant information to detect and exclude the fault signal by checking
the consistency of measurements or position solution. In essence, spoofing signals
are faults to authentic signals. Therefore, RAIM is a practical anti-spoofing
implementation. Typically, RAIM is effective to defense single fault signal or
spoofing. For the purpose of improving RAIM’s performance, additional infor-
mation needs to be provided. Some extended RAIM methods take advantage of
measurements in other frequencies, constellations, and systems [3, 4], they can
detect and mitigate more than one fault signal, but they are too hard to implement in
low cost receiver.

Besides, some basic detection may be helpful to RAIM, such as power moni-
toring, multi-peak detection in acquisition, or signal quality monitoring (SQM) [5]
in tracking, etc. These techniques could detect the abnormal changes of receiver’s
processing channels, such as abnormally sharp or elevated correlation peaks. In
fact, any abnormality is likely to indicate the error, especially spoofing signal. It’s
arbitrary to give up the measurements of these channels and this would decrease the
number of available signals. On the other hand, it’s difficult to make sure that
abnormalities are caused by spoofing. For instance, multipath effects and thermal
noise may affect the performance of SQM. However, receiver could take advantage
of these techniques to detect the abnormal changes and check them using RAIM.
The cooperation of them could exclude more spoofing signals and improve the
reliability of PVT solution.

This paper researches the cooperation of these techniques to defense more than
one spoofing signal, and the cooperation is medium complexity to implement in
general GNSS receivers. The architecture of cooperation is proposed in this work.
Some spoofing scenarios are discussed, and the performance of the cooperation
solution is simulated as well. The remainder of this paper is organized as follows:
Sect. 20.2 analyzes the performance of basic RAIM under multi-spoofing signals
and discusses RAIM detection with the aids from acquisition and tracking. Multi-
peak detection and SQM which provide the aids are discussed in this section as
well. Section 20.3 provides the simulation of the cooperation anti-spoofing method
for detecting and mitigating two and three spoofing signals. The finally conclusions
are provided in Sect. 20.4.
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20.2 The Cooperation of Multiple Techniques

Anti-spoofing techniques could be classified in terms of spoofing detection and
spoofing mitigation, authors of [1] provide a brief review of them. Although each
technique plays unique role in anti-spoofing architecture, the cooperation of them
has not received enough attention. Especially, some detection techniques could find
but cannot mitigate the faults, while some mitigating techniques do not have
enough ability to deal with multiple faults. Thus, cooperation of multiple detections
is necessary to improve the performance of anti-spoofing. This section focuses on
three basic techniques and the cooperation of them. They are multi-peak detection
in acquisition, SQM in tracking, and RAIM in positioning solution. These three
techniques aim at different problems in different steps of signal and information
processing, they are complementary and easy to cooperate.

20.2.1 Multi-peak Detection in Acquisition

Compared with other techniques in acquisition such as power monitoring, multi-
peak detection does not require complex hardware and is easier to implement.
Assuming that an authentic signal and its counterfeit are mixed and received before
the victim receiver locks the authentic signal of this satellite, the received signal can
be expressed as follow

siðtÞ ¼ siAðtÞ þ siSðtÞ
¼ ffiffiffiffiffiffi

PA
p

DAðtÞCiðtÞ sinð2pftÞ þ ffiffiffiffiffi
PS

p
DSðt � sÞCiðt � sÞ sinð2pfsðt � sÞÞ

ð20:1Þ

where the subscripts A and S correspond the authentic signal and spoofing signal. P,
D, C, f, and s are the signal power, navigate data, pseudo-random code, carrier
frequency integrated Doppler shift, and code delay, respectively. Although the
power of spoofing signal maybe higher than the authentic signal, it’s very hard to
suppress the authentic signal completely. Unless the spoofer aligns the carrier
frequency and phase and code delay to the authentic signal, there would be more
than one correlation peak in the process of acquisition in the receiver. If two
correlation peaks are detected in acquisition, receiver needs to track both two
signals to avoid the risk of tracking the counterfeit signal. The authenticity of two
signals can be checked by subsequent detections such as code and phase rate
consistency check, RAIM, and so on. This strategy of acquisition and tracking
requires additional tracking channels and increases processing complexity. But in
some cases, it’s not necessary to implement this strategy for all satellites, detailed
discussion is provided in subsequent section.
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20.2.2 SQM in Tracking

If the spoofing signal attacks the receiver which is tracking the authentic signal,
abnormal changes of correlation peak may appear in the process of aligning the
spoofing signal to authentic signal. SQM is a basic technique to monitor the cor-
relation peak quality. Two detection tests, delta test and ratio test, are proposed in
[5], they are given by (20.2) and (20.3) respectively.

D ¼ IE � IL
2IP

ð20:2Þ

R ¼ IE þ IL
2IP

ð20:3Þ

where IE, IL, and IP are the respective in-phase early, late, and prompt accumula-
tions. Delta test is designed to identify asymmetric correlation peaks while ratio test
is designed to identify abnormally sharp or elevated correlation peaks. Assuming
that signal has been locked by the carrier PLL and the space of correlators is half
code chip, the nominal value of delta test is 0 while the nominal value of ratio test is
0.5. The threshold of the test is a key point because the thermal noise or multipath
effects may affect the shape of correlation peak. Discussion about threshold can be
found in [3] as well.

20.2.3 RAIM Under Multi-spoofing Signals

RAIM is a basic technique to detect and exclude single fault in GNSS receivers.
It is based on the assumption that simultaneous multiple-satellite faults occur with
an extremely small probability, but this assumption is not true in case of spoofing.
Spoofing signals are difficult to distinguish with authentic GNSS signals as the
structure of GNSS signal is known publicly. The spoofer would project the false
signals with correct signal delay and strength as far as possible for the purpose of
misleading or deceiving the victim receiver into pre-specified PVT solution. Thus,
more than one spoofing signal is possibly locked by the victim receiver.

RAIM detects the fault signal by comparing test statistic based on pseudorange
measurements with the threshold calculated using chi-square method. Least square
residual method and parity vector method are two basic RAIM algorithms and they
are equivalent [2]. Some improvedmethods based on them could deal with two faults,
such as NIORAIM [6], OWAS [7], and some other extended RAIM algorithms [8].
But they need additional information such as measurements in other frequencies or
constellations, they are too complicated to implement in low cost receivers.
A detailed theoretical analysis of RAIM under the condition of two errors has been
provided in [9], the position error vector and test statistic are given as follows.
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Eij ¼A½0; . . .; ei; . . .; ej; . . .0�
¼ ½A1iei þ A1jej; A2iei þ A2jej; A3iei

þ A3jej; A4iei þ A4jej�T
¼Ei þ Ej

ð20:4Þ

SSEij ¼
ffiffiffiffiffiffiffiffiffi
wTw

p

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Siiei2 þ Sjjej2 þ 2Sijeiej

q ð20:5Þ

Equations (20.4) and (20.5) give the PVT error vector and the test statistic of
RAIM under two errors. Ei and Ej denote the PVT errors vector corresponding to
measurement errors ei and ej respectively. Eij is the sum of vectors Ei and Ej.
As shown in (20.5), the statistic test is determined by not only the errors but also the
geometric distribution of receiver and satellites. It can be concluded that the test
statistic is related to the combination of two errors. Some combinations would be
easy to be detected and some would be hard. Assuming that one of two errors can be
detected and mitigated by RAIM, the other one can be dealt with by RAIM again.

20.2.4 The Cooperation of Three Techniques

Based on the above discussion, three techniques are located in different steps of
signal and information processing steps. Multi-peak detection in acquisition and
SQM in tracking are capable of finding spoofing signals but they cannot mitigate
the spoofing signals, while RAIM in position solution can mitigate the error but it is
lack of finding more errors. They are complementary and easy to implement the
cooperation. The procedure of cooperation anti-spoofing method based on them is
proposed as Fig. 20.1.

As shown in Fig. 20.1, multi-peak detection and SQM classify the measurements
into three sets and RAIM check the correctness of them respectively. If more than

Fig. 20.1 Procedure of cooperation anti-spoofing method
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one correlation peak is detected in acquisition, each of them is tracked by receiver
and the measurements are classified a set. Besides, SQM can detect abnormalities of
channels where spoofing signals attack the authentic, measurements of these chan-
nels are classified a set as abnormal. Each measurement of these two sets must be
check with normal measurements using RAIM respectively. The correctness of the
classification is the key of this method. In theory, every spoofing signal can be
detected and mitigated as long as the normal measurements’ number is no less than 5,
where 5 is the minimum number required by RAIM algorithms.

20.3 Simulations

The previous three techniques are simulated respectively in a software-defined GPS
receiver. The authentic signal is generated by a GPS signal generator which is
capable of generating 10 channels of GPS L1 C/A-code signals simultaneously.
Spoofing signals are the delayed sampling of authentic signals and the strength can
be falsified. The delays can simulate the pseudorange errors of spoofing signals,
especially the retransmit-spoofing signals.

Multi-peak detection in acquisition can be realized in general GPS receivers.
Figure 20.2 shows the result of multi-peak detection if an authentic signal and its
counterfeit are mixed and acquired together. The amplitude of correlation peak
relates to signal’s power. Spoofer must project the counterfeit signal with proper
strength to skip the detection based on power monitoring. The power of authentic
and spoofing signal would be similar and this is propitious to multi-peak detection.
As previously mentioned, as long as more than one peak is detected, receiver
should set up corresponding channels to track each of them.

The key point of the proposed cooperation method is to track each acquired
signal and provide the measurements to PVT solution respectively. SQM in
tracking and RAIM in PVT solution are simulated in detail. Figure 20.3 shows the
process of spoofing attack on tracking receivers.

Fig. 20.2 The change of
correlation peak in the process
of spoofing attack on tracking
receivers
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As shown in Fig. 20.3, authentic signal is locked by receiver at the start and the
spoofing signal is moving toward the authentic with the rate of 4 chips per second.
The spoofing signal’s power is 3.5 dB higher than the authentic signal’s power.
When the spoofing signal’s code phase aligns the authentic signal, both signals are
locked. Then, the receiver locks the signal with higher power, that is, authentic
signal is suppressed by the spoofing signal. There is an obvious change on the
shape of correlation peak and this change can be reflected from the SQM tests.

Figure 20.4 shows the ratio test and delta test defined as (20.2) and (20.3) in
different signal-to-noise ratio (SNR). The value of delta test is no longer equal to 0
and the nominal value of ratio test is no longer equal to 0.5 when the spoofing
signal closes to the authentic. The SNR in left figure is −10 dB and the SNR in right
figure is −15 dB. Comparing tow figures, it’s obvious that the curves of both tests
have different jitter in different SNR. However, these changes of SQM tests are
obvious and they indicate the faults. PVT solution can not employ this channel’s
measurements as normal. They are treated as distrustful and checked using RAIM
respectively in the follow-up process.

As described in Fig. 20.1, abnormalities of acquisition and tracking should be
dealt with respectively in PVT solution using RAIM. However, RAIM’s perfor-
mance without any aids under multi-spoofing is simulated, and this is meaningful to
assess the performance of cooperation anti-spoofing. Assuming that one of the two
errors can be isolated correctly using RAIM, the remainder measurements still

Fig. 20.3 The change of correlation peak in the process of spoofing attack on tracking receivers
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contain one error and this one can be detected and mitigated using RAIM again.
The simulation results of repeat RAIM in the case of two errors are provided in
detail next.

In this simulation, the signal of 9 satellites is acquired and tracked by the
software-defined GPS receiver. The constellation of 9 satellites is shown in
Fig. 20.5. Receiver extracts the pseudo-range measurements and falsifies them to
simulate the spoofing signals.

Two measurements errors are combined in simulations. The number of two
measurements combinations is 36 as the total number of satellites is 9. Table 20.1
shows 8 measurements errors add to the riginal measurements. The errors range
from 50 M–100 K. These values cover the most cases of spoofing in practice.
Accordingly, there are 64 combinations of two errors with two different satellites.
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The simulation results statistics of RAIM in two errors scenarios is shown in
Table 20.2. The number in each unit of the table corresponds to the number of
successful spoofing detection. For instance, the number in lower right unit is 29, it
means that there are 29 successful spoofing detections while 7 detections are failed.
A successful detection means both errors are detected correctly and the PVT errors
do not exceed the preset limit. Table 20.2 shows that only a few errors combina-
tions can’t be detected and mitigated completely. The units with these combinations
are colored. It is obvious that the failed detections are concentrated in the diagonal
line of the table which represents the combinations that both errors are equal.
Figure 20.6 shows the diagonal line numbers’ bar graph.

Table 20.1 Numerical value
of measurements errors Errors Value (m) Errors Value (m)

E1 5 × 101 E5 5 × 103

E2 1 × 102 E6 1 × 104

E3 5 × 102 E7 5 × 104

E5 1 × 103 E8 5 × 105

Table 20.2 The statistics of
numerical value of successful
detection for every pair of
measurements of 9 satellites

E1 E2 E3 E4 E5 E6 E7 E8

E1 36 36 36 36 36 36 36 36

E2 36 36 36 36 36 36 36 36

E3 36 36 29 35 36 36 36 36

E4 36 36 34 29 36 36 36 36

E5 36 36 36 36 29 35 36 36

E6 36 36 36 36 34 29 36 36

E7 36 36 36 36 36 36 29 35

E8 36 36 36 36 36 36 34 29
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Fig. 20.6 Bar graph of detections with equal errors for every pair of measurements of 10 satellites
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The simulation results show that RAIM performs well without any aids in most
cases of two errors. It can be concluded that cooperation of RAIM and other
spoofing detections would performs better. In fact, most unsuccessful detections are
concentrated in a few satellites combinations and a few errors combinations. In
other words, just a few combinations are easy to get wrong using RAIM repeatedly.
As mentioned previously, it’s unnecessary to implement multi-peak detection and
tracking each peak strategy for all satellites, for instance, in the case of two spoofing
signals, only a few satellites combinations need that strategy, and this is depend on
the distribution of satellites and receiver.

Combine the above simulations, it can be concluded that classification of the
measurements in Fig. 20.1 determines the performance of the proposed cooperation
anti-spoofing method. As long as the number of normal measurements is no less
than 5, every spoofing signal can be detected and mitigated. 5 is the minimum
number required by RAIM and it ensures the consistency check of the normal
measurements. The actual performance of the method can be better than this,
because repeat RAIM is capable of dealing with more than one spoofing signal
without any aids in some cases. Besides, it can ensure the precision of PVT solution
because the number of usable signals does not obviously decrease.

20.4 Conclusions

The cooperation of multiple anti-spoofing techniques is necessary as the insufficient
of each technique. This paper proposes a cooperation method of three anti-spoofing
techniques. They are multi-peak detection in acquisition, SQM in tracking, and
RAIM in position solution. They locate in different steps of signal and information
processing steps of receiver and their capabilities of spoofing detection and miti-
gation are complementary. The cooperation method does not impose extensive
hardware modifications to the receiver, it’s a feasible and effective way to detect
and mitigate more than one spoofing signal. Simulations demonstrate the validity of
this method. Nevertheless, there are some problems. As the acquisition and tracking
strategy needs more tracking channels, multipath effects and thermal noise may
increase the false-alarm probability of SQM, repeat RAIM increases the processing
complexity, it’s necessary to optimize the architecture and improve the efficiency.
Further studies could focus on them.

References

1. Jafarnia-Jahromi A, Broumandan A, Nielsen J, Lachapelle G (2012) GPS vulnerability to
spoofing threats and a review of antispoofing techniques. Int J Navig Obs, Vol 2012 Article ID
127072, 16 p

2. Kaplan ED, Hegarty CJ (2006) Understanding GPS-principles and applications, 2nd edn.
Artech House, Boston

214 H. Tao et al.



3. Brown R (1992) A baseline RAIM scheme and a note on the equivalence of three RAIM
methods. In: Proceedings of ION NTM 1992, San Diego, CA, USA, pp 127–137, Jan 1992

4. Hewitson S, Wang J (2010) Extended receiver autonomous integrity monitoring (eRAIM) for
GNSS/INS integration. J Surv Eng 136(1):13–22

5. Phelts RE (2001) Multicorrelator techniques for robust mitigation of threats to GPS signal
quality. Ph.D. thesis, Standford University, Palo Alto, Calif, USA

6. Hwang P, Brown R (2005) NIORAIM integrity monitoring performance in simultaneous two-
fault satellite scenarios. In: Proceedings of ION GNSS 2005, Long Beach, CA, USA, pp 1760–
1771, Sept 2005

7. Lee Y, Braff R, Fernow J et al (2005) GPS and Galileo with RAIM or WAAS for vertically
guided approaches. In: Proceedings of ION GNSS 2005, Long Beach, CA, USA, pp 1801–
1825, Sept 2005

8. Guo J, Lu M, Cui X, Feng Z (2011) A new RAIM algorithm for triple-frequency GNSS
receivers. In: Proceedings of ION ITM 2011, San Diego, CA, USA, Jan 2011

9. Liu JX, Lu MQ, Cui XW et al (2007) Theoretical analysis of RAIM in the occurrence of
simultaneous two-satellite faults. IEE Proc Radar Sonar Navig 1(2):92–97

20 A GNSS Anti-spoofing Method Based on the Cooperation … 215



Chapter 21
Based on Singular Spectrum Analysis
in the Study of GPS Time Series Analysis

Ronghai Qiu, Yingyan Cheng, Hu Wang and Xiaoming Wang

Abstract In this paper, using the singular spectrum analysis (SSA) method for
analysis of IGS station of ARTU time series was studied. The SSA-IQR (Singular
Spectrum Analysis-Inter Quartile Range) is used to detect gross error. Using the
method of singular spectrum iteration to fill the gaps of missing datas. This methods
can achieve high precision. Singular spectrum analysis method can extract infor-
mations effectively to complete the recognition and extraction of trend and cycle
item, and it can eliminate noise effectively, to smooth the effect. Experiments show
that: ARTU station have trends obviously. Especially the linear trend term. By
using the least square fitting the linear trend. Periodic cycle components exist in a
variety of parallel.
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21.1 Introduction

In recent years, the continuous GPS observation plays an important role in many
fields. GPS technique has been widely applied [1–2]. Many scholars have adopted
different methods to research on the site to reflect the movement characteristics of
surface deformation [3, 4, 6–8]. Singular spectrum analysis [5, 9–12] is EOF
decomposition that based on the phase space reconstruction. Firstly, it calculates the
eigenvector space since the covariance matrix of the original data delay matrix, and
then the original data later arrangement were projected onto the orthogonal space.
Finally, using principal component analysis of Method to complete the analysis for
inner structure of data in reconstruct phase space.

Singular spectrum analysis (referred to as SSA) is the earlier application in digital
signal processing field. The method in digital signal processing is also named as the
Karhunen-Loeve Biorthogonal Expansion. The first application of SSA in the
oceanographic research is Colebrook in 1978. In 1986, Fraedrich have use one
dimension time sequence in the delay space to do EOF expansion, and then through
significant test to identify a number characteristic components of meaningful, to get
climate attractor dimension estimate. This is the first application in meteorology
about SSA. This method is currently in the climate variability in the application of
gradually increasing. Interpolation theory of singular spectrum analysis is the first
proposed by Schoellhamer [10]. The method is change itself delay and covariance
matrix and principal components (Principal Components, PCs). In the calculation
process, only using existing datas, ignoring the missing datas. It can avoid to dia-
locate the covariance come from missing data. The singular spectrum analysis
method proposed by Shoellhamer applied to the missing data sequence has some
enlightening significance, which makes the application of singular spectrum analysis
is more flexible. In this paper, the singular spectrum iteration and using the singular
spectrum analysis made the following research on time series.

21.2 Data Preprocessing

This paper uses the method of SSA-IQR (Singular Spectrum Analysis-Inter Quartile
Range) and singular spectrum iteration to research ARTU station for gross error detection
and missing value imputation. The SSA-IQR method can effectively complete rejection
of gross errors. Singular spectrum iterated interpolation method has high precision.

21.2.1 The SSA-IQR Method of Gross Error Detection
and Elimination

The SSA-IQR method is used for a discrete set of time series analysis. According to
the order from small to large, the use of standardized IQR handled to the centralized
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datas and dispersed datas. The IQR is the difference between the low four fractile
and high four fractile. Lower four point value is nearly to ordered sequence of 1/4.
Higher four point value is nearly to ordered sequence at 3/4. The specific calcu-
lation formula is as follows:

Z ¼ v̂i � median ðv̂i ¼ w=2; iþw=2Þ
IQR ðv̂i ¼ w=2; iþw=2Þ

ð21:1Þ

When outlier criteria is Z ≧ 3, the confidence level is 99 %. That is to say, when
Z ≧ 3, it is considered that the point is the gross error. According to this principle, as
shown in Fig. 21.1, that is a time series of coordinate ARTU station including gross
error. The horizontal axis is time. A total of 15 years. The discontinuous parts are the
lack of datas. Using IQR method to find the gross error. Blue dots are the original time
series. The red dots represent gross error. As the Fig. 21.1 to know, the N, E direction
without gross error. There are four gross error points in U direction. It must to delete its.

21.2.2 Interpolation Iterative Method Based
on the Singular Spectrum Analysis

The time series of ARTU station is non continuous. Singular Spectrum Analysis is
used to a continuous time series of deletion. Interpolation is one of the main works.
In this paper, using the singular spectrum analysis method of interpolation. Many
papers have been mentioned. Because of space, not carefully set steps.
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Fig. 21.1 The original time series and gross error detection about ARTU station
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There are a total of 5139 days about ARTU station including 63 interpolation
datas, 800 cross validation datas and another datas. The vertical axis represents
coordinate under different epochs. The red dots represent the existing data. Greens
are interpolation datas by the use of singular spectrum method. As can be seen from
Table 21.1, Horizontal interpolation mean square error is less than 5 mm. The
height direction is less than 9 mm. The average error of horizontal direction is less
than 4 mm. The height direction is less than 7 mm. It can be get a higher inter-
polation accuracy.

Finally, the complete time series are as shown in Fig. 21.2 below. The red dots
represent original time series. Green points represent interpolation results. It can be
see that getting a good interpolation effect.

Table 21.1 ARTU station
interpolation precision Direction Mean square error (mm) Error (mm)

N 4.1 3.2

E 3.3 2.5

U 8.6 6.7
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21.3 Analysis of Trend and Cycle and Reconstruction
Based on SSA

Now, it uses singular spectrum method to analysis completion of interpolated
ARTU station time series. The embedded in the window length is 450. Getting
three directions forward 10 order Reconstructed components (Reconstructed
Components, be called RC for short) with effective information variance contri-
bution amount are shown in Table 21.2.

From the Table 21.2, we can see when the time series in the horizontal direction
with a big trend, its energy often account for more than 90 % of singular spectrum
energy. There have the periodic components of elevation direction. Firstly, the trend
components must be extracted correctly, and then go on SSA decomposition after to
remove the trend components. Last but not least, separating the oscillation and noise.

21.3.1 Trend Components Identification and Extraction
by Kendall Method

In this paper, it use Kendall test method to identify maximum trend components.
According to Vautard, if there exists the trend components in the original sequence,
it should appear in the first few time of the main components. It can use Kendall
nonparametric test to identify it. Considering the sequence about Zi; 1� i � n. If
i\ j; Zi \ Zj, then figuring out index (I, J) log with Kr. If there exists an upward
trend, the Kr is a small. There may be a trend of decline. Methods quantitative
inspection is to compute statistics:

s ¼ 4Kr

nðn� 1Þ � 1 ð21:2Þ

When the Kr do not exist trend components, the s means is zero. The mean
variance formula is as follows:

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð2nþ 5Þ
9nðn� 1Þ

s
ð21:3Þ

Table 21.2 Effective
information variance
contribution amount 10 order

Direction The trend rate
of contribution
(%)

Periodic
contribution
rate (%)

The total variance
contribution
rate (%)

N 91.17 7.88 99.05

E 91.58 7.87 99.45

U 28.56 49.22 77.78
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So if we take the confidence of a equal 0.05. When the duty falls on (−1.96,
1.96 s) outside, the null hypothesis is not established. That is to say the time series
has the trend components. When s > 1.96 s and < −1.96 s respectively correspond
to the rising and falling trend. The above test for one by one time principal com-
ponent. n = N − M + 1. The final results are that the first RC component exists
obvious trend. After extraction and by using the least square fitting, results are
shown in Fig. 21.3

Using the linear rate of least squares fitting are as follows: N direction is
0.0143 mm every day. E direction is 0.0612 mm every day. U direction is
0.0011 mm every day. Error of three directions is as follows, N direction is 2.6 mm.
E direction is 10.4 mm. U direction is 1.8 mm. The trend components of N and U
direction is linear trend.

21.3.2 Extraction and Analysis of Periodic

Periodicity is an important feature of time series. There are many methods to
analysis periodic sequence. The maximum entropy method (MEM) exhibits
excellent characteristics to analysis the periodic sequence. It can get the continuous
spectral distribution and high precision without any assumptions.
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Firstly, this paper have continue a singular spectrum analysis after removal of
time series trend. Using MEM to analyze the cycle. If two eigenvalue about
Toeplitz matrix have similar relationship, two frequency of the corresponding
feature vector must close at the same time. And the two frequency’s energy value is
large enough. Merging the RC components that they has meet the above charac-
teristics. Founding from the previous description, it can be see that the trend
components exist in horizontal direction. Elevation direction has cycle obviously.
Figure 21.4 represents the singular spectrum charts of each RC component energy
decomposition. If singular spectrum value is greater in the original sequence
information, the proportion is the larger. This paper analysis the decomposition of
the 9 order RC components of periodic after removing the trend about the ARTU
station time series. The U direction of the 9 order RC components analysis results
have drawing in this paper. As shown in Fig. 21.5. Each RC components after
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merged are also given. The frequency and period are be calculated. As shown in
Fig. 21.6, It has a multiple periodic components in this time series.

Table 21.3 gives frequency and period information about ARTU station in each
direction. There are a multiple periodic in U direction, including the annual cycle,
the half year cycle, seasonal cycle and years of periodic components. N and E
direction have a same periodic components, including annual cycle, 6 months cycle
and years of the periodic components.

The main components of ARTU station can extract correctly. Drawing on the
results shown in Fig. 21.7. It calculates the accuracy of residual sequence after
removing the trend and oscillation. The results are presented in Table 21.4. It can
see that the precision is higher. There are less 5 mm about the average error and the
error in three directions.
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Fig. 21.6 Calculation of spectrum power with MEM method

Table 21.3 The frequency
and the cycle of ARTU
station

Direction Frequency Cycle/days

N 0.284 1.065 1.988 1285 343 184

E 0.284 1.065 1.988 1285 343 184

U 0.994 0.355 1.988 2.983 367 1028 183 122
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21.4 Conclusion

SSA-IQR can effectively eliminate the gross error. Singular spectrum interpolation
can be better for interpolation of coordinate time series. The interpolation accuracy
is higher. The horizontal direction is less than 5 mm, and the height direction is less
than 10 mm.

Using Kendall non-parametric to test of trend component. It can be able to identify
and extract the trend correctly. The experimental results are as follows: the linear
trend plays an important rules on the measured trend component of ARTU station.
Using the method of least squares to fit the trend. N direction velocity is 0.0143 mm
daily, E direction velocity is 0.0612 mm daily, and U direction is 0.0011 mm.

The cycle of three directions can be extracted correctly. Sometimes RC compo-
nents have an same cycle, so it must to combine with them. Using theMEMmethod to
analysis periodic. The results show the existence of multiple periodic in the U
direction, including the annual cycle, half yearly, seasonal cycle and years of periodic
components. N and E owing to the same periodic components, the existence of year
cycle, period of 6 months and years of the periodic components
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Fig. 21.7 Reconstruction result of ARTU station

Table 21.4 The precision of
ARTU residual series Direction Average error (mm) Error (mm)

N 1.2 1.6

E 2.3 3.1

U 3.8 4.8
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Chapter 22
Initial Performance Assessment of BDS
Real-Time Relative Positioning
with Triple-Frequency Observations

Min Wang, Hongzhou Cai, Jun Liu and Anmin Zeng

Abstract Corresponding theoretical research has concluded that applying triple-
frequency observation could performance of strength of equation system and
improve the reliability of positioning result. Currently, BDS transmits navigation
signal on three frequencies which enable the performance assessment of BDS using
real triple-frequency observation. The characteristic of BDS triple-frequency
observation is analyzed in respect of signal strength, multipath level and inter-
frequency delay. Moreover, performance of BDS single-epoch relative positioning
over different baseline length is assessed with real observation. The experiment
results demonstrate that the fixed rate of triple-frequency ambiguity resolution is
higher than dual-frequency case. It has also been concluded that application of
triple-frequency observations has advantages over dual-frequency solution on
reliability of fixed solution and decreased number of incorrectly fixed epoch.

Keywords BDS � Relative positioning � Real-time

22.1 Introduction

Before and after the official launch of regional navigation service, several approaches
about the precise positioning algorithms and applications of BDS have been con-
sidered in the literatures. He et al. [4] assessed the performance of real-time kine-
matic (RTK) positioning and concluded that BDS can solely support dual-frequency
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RTK application over short baseline at centimeter level accuracy. When combing
GPS and BDS observation, the success rate of single-epoch ambiguity resolution and
positioning accuracy is improved. Especially in case of high cut-off elevation, high
success rate of single-epoch ambiguity resolution can be still maintained, which
means even under challenging environment, high accuracy relative positioning can
be acquired by combining the GPS and BDS observations. Similar conclusions are
reported by Deng et al. [2], Shi et al. [9] and Teunissen et al. [12] based on RTK
results using real observations collected in China and abroad.

It is an important feature of BDS that the entire constellation broadcast navigation
signal in three frequencies, whichmakes the assessment and study of triple-frequency
positioning technique more feasible. Experiment results with real triple-frequency
observations of BDS show the success rate of TCAR (Triple-frequency Carrier
Ambiguity Resolution) method is higher than dual-frequency case [10]. Li et al. [6]
come up a partial ambiguity resolution algorithm for triple-frequency that could
effectively decreased the computation time of ambiguity resolution procedure. Ji et al.
[5] investigates the influence of different cut-off elevation and troposphere correction
strategy on the time required to fix ambiguity for triple observation. Although the test
results vary with data set, the averaged initialization time is about 45 min.

The single-epoch ambiguity resolution test is suitable to assess the influence of
triple-frequency observation on positioning results. Because the results of single-
epoch ambiguity resolution is irrelevant with dynamic state of user station and only
depend on the satellite geometry and the accuracy of observation. Therefore, in this
paper, we use single-epoch ambiguity resolution test to identify the influence of
addition of third frequency on relative positioning result. And the triple-frequency
observations are collected with receivers form different manufacturer. The obser-
vation characteristic is analyzed in respect of signal strength, multipath level and
inter-frequency delay. Moreover, the performance of single-epoch ambiguity
resolution and positioning accuracy for dual-frequency and triple-frequency are
separately investigated.

22.2 Mathematics Model of Single-Epoch Relative
Positioning

For single-epoch relative positioning, pseudorange and phase observations from
two stations are involved in data processing. And the two stations are referred as
reference station and user station respectively. The coordinates of reference station
is fixed to true values and eliminated from observation equation system, and the
coordinates of user station are estimated as unknowns. The mathematics model and
estimation procedure are introduced as below first.
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22.2.1 Observation Model

After linearization process, the double difference phase and pseudorange and
observation can be presented as follows:

Pkq
ij ¼ ðlqj � lkj Þdxþ ðmq

j � mk
j Þdyþ ðnqj � nkj Þdz ð22:1Þ

Lkqij ¼ ðlqj � lkj Þdxþ ðmq
j � mk

j Þdyþ ðnqj � nkj Þdzþ kNkq
ij ð22:2Þ

where, P and L are the observation minus computation (OMC) terms for pseudorange
and phase observation respectively, the superscript k and q denote the satellite,
subscript i and j denote the reference station and user station respectively, dx, dy and
dz are correction values for user station coordinates, l, m and n are direction cosines
of unit vectors pointing from the receiver to the satellites, N is phase ambiguity and k
is corresponding phase wavelength. As for relative positioning over short baseline,
troposphere delay and other errors that related to signal broadcast path can be
minimized or eliminated.

At one single epoch, observations of several satellites can be modeled as follows
in matrix form:

u

P

� �
¼ K A

A

� �
a
b

� �
ð22:3Þ

where, u and P are observation vectors for pseudorange and phase respectively,
a and b are ambiguity vector and user station coordinates vector respectively, A is
coefficient matrix for user station coordinates, K is coefficient matrix for phase
ambiguity state, K ¼ diag½k1; � � � ; kn� � In, k� is the corresponding wavelength for
phase observation, n is the number of phase observation.

22.2.2 Stochastic Model

The covariance matrix of phase and pseudorange observation reads as:

D
u

P

� �
¼ Quu

QPP

� �
ð22:4Þ

where, QPP and Quu are the covariance matrix for pseudorange and phase obser-
vation vector respectively and QPP ¼ k � Quu, k is set as 104 in this paper.

Integrating the observation model and stochastic model for single-epoch relative
positioning, the float solution of a and b and corresponding covariance matrix reads:

22 Initial Performance Assessment of BDS … 229



â
b̂

� �
Qâ Qâb̂
Qb̂â Qâ

� �
ð22:5Þ

where, â is the float solution of phase ambiguity (including the original double-
difference phase ambiguity on all the frequencies), b̂ is the user coordinates vector.

If the ambiguities are fixed successfully, the fixed solution of user coordinates b
^

and
its covariance matrix Q

b
^ can be further acquired as follows [11]:

b
^ ¼ b̂�Qb̂âQ

�1
â â� a^
� �

ð22:6Þ

Q
b
^ ¼ Qb̂ � Qb̂âQ

�1
â QT

b̂â
ð22:7Þ

22.2.3 Ambiguity Search and Validation

A modified version of LAMBDA algorithm is applied for ambiguity resolution in
this paper Chang et al. [1], which is based on following minimum problem:

z^ ¼ min
z2Z

ẑ� zð ÞTQ�1
ẑ ẑ� zð Þ ð22:8Þ

where, ẑ ¼ Zâ, Qẑ ¼ ZQâZ
T, Z denotes the so-called decorrelation transform

matrix, Z indicates the set of integers. And then the widely applied ratio test is used
for ambiguity resolution validation [3]:

ratio ¼
a^sec � â

� �T
Q�1

â a^sec � â
� �

a^min � â
� �T

Q�1
â a^min � â
� � � k ð22:9Þ

where, a^min and a^sec are the optimum and second-optimum solution that meets
Eq. (22.7), k is a threshold selected according experience and test environment. If
Eq. (9) stands, then the optimum solution a^min and its corresponding variance

matrix b
^

a^min

� �
are accepted as fixed solution for the unknown states, otherwise, the

ambiguity resolution process is given up and the float solution is accepted as final
solution for current epoch.

230 M. Wang et al.



22.3 Triple-Frequency Observation Characteristics of BDS

Two data set are processed and analyzed, including a 4 km short baseline and a
56.6 km long baseline, the details of data set are given in Table 22.1.

22.3.1 Signal Strength

As shown in Fig. 22.1, for station BD, the carrier-to-noise-density ratios (C/N0) of
GPS L1 frequency is highest, the lowest is GPS L2 observation and the C/N0 gap
between two frequencies is about 20 dB-Hz. The trend of C/N0 variation of BDS
signal is more smooth than those of GPS observations. The signal strength of BDS
falls between GPS L1 and L2 signal and the C/N0 of three BDS frequencies are
close to each other, the C/N0 of BDS signal starts at 40 dB-Hz for low elevation
and 50 dB-Hz for high elevation. The B3 signal is the strongest among three BDS
frequencies. Besides, the analysis of data from other three stations indicates the
same signal strength variation pattern.

Table 22.1 Details of test data

Data set 1 Data set 2

Baseline length 4 km 56.6 km

Manufacturer Beijing Beidou Tianhui Ltd UNI Avionics Science Ltd

Station location Tianjin, China Beijing, China

Sample rate 10 s 10 s

Epoch number 1502 1300

User station F003 HH

Reference station F001 BD

Date 2013/11/11 2013/11/14
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Fig. 22.1 Carrier-to-noise-density ratio (C/N0) for BDS observations at station BD
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22.3.2 Multipath Combination

The multipath combination is an indication of multipath level of pseudorange and
observation noise. The multipath combination is composed with dual-frequency
phase and pseudorange and the multipath delay can be abstracted from pseudorange
by eliminating the ionosphere delay and geometry related items with phase
observation, which is computed as follows [8]:

MPði; j; kÞ ¼ Pi þ ðk2i þ k2kÞ
ðk2k � k2j Þ

Lj þ
ðk2i þ k2j Þ
ðk2k � k2j Þ

Lk ð22:10Þ

MPði; j; kÞ is the multipath combination of pseudorange on frequency i and
phase observation on frequency j and k, Pi and Li are the pseudorange and phase
observation on frequency i, ki is the wavelength of frequency i. The ionosphere
delay, satellite-receiver distance, satellite and receiver clock offset and troposphere
delay are eliminated during the combination process. Because the noise level and
multipath Daley of phase is far less than those of pseudorange, the multipath
combination mainly includes phase ambiguity, hardware delay, multipath delay and
noise of pseudorange. After smoothing the whole arc data, the hardware and phase
ambiguity can be further eliminated, only multipath delay and pseudorange noise
remained.

The relationship of MPð1; 1; 2Þ observation and satellite elevation for station
F001 is illustrated in Figs. 22.2, 22.3 and 22.4. Because the relative geometry of
GEO C01 and receiver is stable, the range of elevation variation is narrow. Low
frequency periodical pattern can be found in GEO multipath series, and the RMS of
C01 multipath combination of whole arc is 0.830 m. Whereas, multipath combi-
nation series of IGSO C07 and MEO C14 are dominated by high frequency variation
and the amplitude narrows as the satellite elevation increase, the RMS of multipath
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Fig. 22.2 Multipath combination for pseudorange from station F001 on B1 of GEO satellite C01
and its variation with satellite elevation over station F001
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series for C07 and C14 are 0.836 m and 1.086 m respectively. In general, the
magnitudes of multipath for three types of BDS satellite are comparable to each
other. Contributing to more rapid movement of MEO satellite and more data col-
lected at low elevation, RMS of multipath series for C14 is higher than C01 and C07.

Analyzing the RMS of multipath combination and its variation with satellite
elevation (shown in Fig. 22.5), the RMS of GPS L1 is much higher than those of
observations on other four frequencies. Among three frequencies of BDS, the
multipath level of B1 is the highest and RMS of B2 multipath combination is about
0.2 m lower. It is worthy noticing that the RMS of B3 is significantly lower than
other signals, when the satellite elevation rise above 30 , the RMS of B3 multipath
combination is less than 0.2 m.
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Fig. 22.3 Multipath combination for pseudorange on B1 of IGSO satellite C07 and its variation
with satellite elevation over station F001
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Fig. 22.4 Multipath combination for pseudorange on B1 of MEO satellite C14 and its variation
with satellite elevation over station F001
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22.3.3 Inter-Frequency Bias Analysis

An advantage of triple-frequency observation application is the phase geometry-
free and ionosphere-free combination (DIF hereinafter) is available for phase bias
and multipath analysis. By forming two independent ionosphere-free combination
and subtracting the results from each other, the DIF can be presented as follows [7]:

DIF ¼ IFð1; 2Þ � IFð1; 3Þ ¼ f 21
f 21 � f 22

� f 21
f 21 � f 23

� �
L1

f 22
f 21 � f 22

� �
L2 þ f 23

f 21 � f 23

� �
L3

ð22:11Þ

where, IFðm; nÞ denotes the ionosphere-free combination formed by phase obser-
vation on frequency m and n. The DIF mainly includes the weighted sum of phase
noise, multipath and phase ambiguity. Moreover, the DIF reflects the level of
thermally-dependent inter-frequency biases and its variation.

Comparing Figs. 22.6 and 22.7, it is noticed that the amplitude of DIF varies
with different stations, possible reason maybe different manufacturer of receiver and
observation surroundings. The RMS of DIF for C01, C07 and C14 at station BD are
4.5, 4.3 and 3.7 mm respectively and 2.7, 2.1 and 2.2 mm respectively at station
F001. There is no obvious systematic difference of DIF found between different
types of BDS satellite, which demonstrates the close phase noise level of different
BDS satellite type. Furthermore, the series of DIF are dominated by high frequency
component and their close to zero mean values indicate a good consistence of triple-
frequency phase observation of BDS.
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Fig. 22.5 RMS of multipath combination on different frequencies and its variation with elevation
for station F001

234 M. Wang et al.



22.4 Positioning Results and Analysis

The test data set for single-epoch relative positioning experiment includes a short
baseline and a long baseline. The test results are analysis in terms of ambiguity
resolution reliability and positioning accuracy and the difference of test results
between dual-frequency and triple-frequency is investigated. The true value of sta-
tion coordinate are estimated with GAMIT v10.4 software based on GPS
observation.
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22.4.1 Short Baseline Experiment

As shown in Fig. 22.8, the ratio value of ambiguity validation test for triple-
frequency is larger than dual-frequency, which indicates that the fixed ambiguity of
triple-frequency is more reliable. In, the success rate of ambiguity resolution for is
94.9 and 99.6 % for dual-frequency and triple-frequency case respectively. There is
one incorrectly resolution epoch in dual-frequency test. Whereas, all resolved
ambiguities for triple-frequency case are correct.

From the comparison of Figs. 22.9 and 22.10, we can see the a incorrectly fixed
epoch at 9:44, which makes the solution deviates from zero, whereas, the solution of
that epoch is corrected when triple-frequency observations are used. Although
influenced by the incorrectly fixed epoch, the difference RMS of dual-frequency test
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Fig. 22.8 Ratio value series for relative positioning over short baseline
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are larger than those for triple-case, there are only slim differences on other epochs
between the solution of triple-frequency and dual-frequency observation for other
epochs. These results indicate the addition of observation frequency may enhance
the reliability of ambiguity resolution, but the positioning accuracy may not be
improved.

22.4.2 Long Baseline Experiment

As illustrated in Fig. 22.11, for long baseline test, the ratio values of triple-frequency
ambiguity resolution are also higher than dual-frequency. Although the success rate
of ambiguity resolution of long baseline decreases, which is contributing to the
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weaker correlation of atmospheric error of reference station and user station as the
length of baseline increase, relatively acceptable success rate of ambiguity resolution
is obtained. The success rate of triple-frequency ambiguity resolution is 91.2 and
89.2 % for dual-frequency, and the failure number for triple-frequency ambiguity
resolution is 12 and 17 for dual-frequency.

Similar with short baseline test, the Figs. 22.12 and 22.13 show the number of
successful ambiguity resolution epoch for triple-frequency is more than dual-
frequency, but the overall positioning accuracy is not improved greatly. The error
RMS of dual-frequency solution in NEU directions are 0.026, 0.019 and 0.032 m
respectively and 0.026, 0.020 and 0.033 m for triple-frequency, the accuracy of two
solutions is close to each other.
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Fig. 22.12 Position difference for dual-frequency BDS single-epoch fixed solution over long
baseline
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22.5 Conclusions

In this paper, the characteristic of BDS triple-frequency observation are analyzed
first in respect to signal strength, multipath level and inter-frequency bias, followed
by single-epoch relative positioning test. According to the test results, following
conclusions can be drawn:

(1) The test signal strength of BDS falls between GPS L1 and L2 frequency
observation, and the B3 frequency has strongest signal strength over B1 and
B2 BDS signal. The BDS pseudorange multipath varies with types of satellite,
the multipath variation of GEO satellite is mainly composed with low fre-
quency component whereas the high-frequency fluctuation dominates multi-
path variation of IGSO and MEO satellite.

(2) The noise level of phase output by receivers from different manufacturers and
surroundings. The zero mean value of DIF indicate a good observation quality
and no obvious thermally-dependent inter-frequency bias is noticed.

(3) The single-epoch relative positioning with only BDS triple-frequency obser-
vations is achieved at centimeter level accuracy. By adopting the triple-fre-
quency observation of BDS, the reliability of ambiguity resolution is
enhanced, but the improvement of positioning accuracy should not be
expected.

Future work will include further collecting observations and investigate the
performance of single-epoch relative positioning using BDS/GPS combined
observation under different observation environments.
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Chapter 23
Unified Estimation Model of Multi-system
Biases Including BDS/GPS/GLONASS/
Galileo

Changhui Xu, Hu Wang, Yamin Dang, Hao Chen
and Longping Zhang

Abstract Beidou Navigation Satellite System (BDS) will increase the numbers of
available observations to improve the solution accuracy, reliability and availability
of precise positioning. Multi-system fusion with BDS is nowadays increasingly
paid attention. However, the multi-system fusion focuses only on loose combina-
tion model, which means that each system has their reference satellite each other.
This model will increase the probability of initialization because the reference
satellite can be often changed during the process of positioning. If multi-system
fusion has unified time and signal reference, that is, multi-system fusion selects the
same satellite as the reference satellite, the problem will be covered. Therefore, the
paper proposed an estimation model of multi-system biases for multi-system fusion.
The estimation model will investigate differential code bias (DCB) of each system
and inter-system biases (ISB) among systems. Multi-system data from IGS, MGEX
and iGMAS were collected to analyze the effects of different types of the receivers
on various biases, and then a unified multi-system biases estimation model was
proposed. The results show that there are some biases of ISBs in GNSS systems and
the biases are affected by stations. The variation of GLONASS satellites has a
unified tendency and the ISBs of BDS has a fluctuation property, which need to be
improved.
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23.1 Introduction

Beidou Satellite Navigation System (BDS), with an ability of navigation and
positioning in Asia Pacific, has been one of four global navigation satellite systems.
The integration of these four systems including BDS, GPS, GLONASS and Galileo,
can increase the numbers of available satellites to improve the positioning accuracy,
stability and availability and be able to service in a harsh environments, such as
urban area. Meanwhile, the integration of multi-systems can speed up the con-
vergence time in Precise Point Positioning (PPP) and increase the distance limi-
tation between the reference station and the rover stations in Real-time Kinematic
positioning (RTK) [1, 2].

Each GNSS system has a time system and a coordinate system. The time system
and the coordinate system of GPS are GPS Time (GPST) and WGS84, respectively;
The time system and the coordinate system of BDS are BDT and China Geodetic
Coordinate System 2000 (CGCS2000); The time system and the coordinate system
of GLONASS are GLONASS time and PZ90; The time system of Galileo are
Galileo system time and the coordinate system of Galileo can be same as the
WGS84 because the difference is little [3]. A loose integration method of four
systems can be usually used, whose solution model selects a time reference of each
system and a satellite reference of each system to deliver receiver hardware delay
among systems [4, 5]. Otherwise, there are three types of observation in different
receivers including C1/P1/P2, C1/X2 and C1/P2. For example, Rogue and Trimble
4000 receiver can receive the C1/X2 observations, and Leica/Novatel receiver can
receive C1/P2 observations [6]. When these observations are used in PPP, Differ-
ential Code Bias should be corrected because different code has a bias compared to
other codes. The solution precision will be affected if these biases are not con-
sidered. A determination method of DCB is given by Song [7].

Tight integration of multi-systems with a same unified time reference and
satellite reference should consider not only the effects of DCB between systems, but
also the effects of Inter-System Bias (ISB) between different systems and Inter-
Frequency Bias (IFB) of GLONASS system. ISB between GPS and Galileo is first
estimated with GIOVE combined observation network by Montenbruck [8]. Odijk
extracts the characteristics of ISB with GPS/GIOBE model and analyze the its
effects on ambiguity resolution [9]. On the base of Odijk’s model, Paziewski
improves the model to analyze the biases and their effects on PPP [10]. Chen
investigates the ISB between GPS and GLONASS and analyzes the effect factors,
such as station [11]. With the development of DCB, ISB and IFB, PPP has
developing. Multi-system integration will provide more observations to obtain the
more stable and reliable solution without the increment of estimation parameters.

A unified estimation model of four systems is proposed. Section one gives the
estimation model of multi-system integration. Section two analyzes the difference
and factors of different system and the products can be used for PPP and other
applications. Section three obtains some conclusions according to the results.
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23.2 Unified Estimation Model of Multi-system Bias

Un-difference carrier phase and pesudorange equations of GPS are given by

uG ¼ qG þ dtGr � dtGs þ dhGr � dhGs þ kGðuG
r � uG

s þ NGÞ þ dmG þ eG ð23:1Þ

PG ¼ qG þ dtGr � dtGs þ dhGr � dhGs þ dmG þ eG ð23:2Þ

where, the superscript G denotes GPS system, uG is measurement of GPS un-
difference carrier phase, qG is geometric distance between satellite and receiver, dtGr
and dtGs are receiver clock and satellite clock, respectively, dhGr and dhGs are carrier
phase hardware delay of receiver and satellite, respectively, kG is wave length of
GPS, uG

r and uG
s are initial phase of receiver and satellite, NG is ambiguity of GPS

carrier phase, dmG is the sum of other errors including tropospheric delay, iono-
spheric delay, phase wind, antenna phase center offset and variation of receiver and
satellite, relativistic effect, solid earth tide, and so on. eG is noise of carrier phase,
PG is pseudorange of GPS un-difference carrier phase.

Un-difference carrier phase and pseudorange measurement equations of BDS are
similar as that of GPS, but the integration of GPS and BDS should be under a
unified time reference when two systems are combined because GPS uses GPST
and BDS uses BDT. There are two methods for unifying time reference. One is to
select BDST as an estimation parameter; another is to select the difference between
GPST and BDT as an estimation parameter. The integration results of GPS and
GLONASS show that the difference as an estimation parameter is better than
GLONASS time as an estimation parameter because the difference will eliminate
the accumulation of GLONASS time [12]. Un-difference carrier phase and
pseudorange measurement of BDS is written as

uC ¼ qC þ dtCr � dtCs þ dhCr � dhCs þ kC uC
r � uC

s þ NC
� �þ dmC þ eC ð23:3Þ

PC ¼ qC þ dtCr � dtCs þ dhCr � dhCs þ dmC þ eC ð23:4Þ

where, superscript C denotes BDS, other variable symbols are similar as the
measurement equations of GPS, dtGC is the difference between GPST and BDT.

The single difference between GPS satellites selected a GPS satellite as reference
satellite can be found in references. The single difference between GPS and BDS
can be written as

uGC ¼ qGC � dtGCs � dhGCs þ kC uC
r � uC

s þ NC
� �

� kG uG
r � uG

s þ NG
� �þ dmGC þ tGC þ eGC

ð23:5Þ

PGC ¼ qGC � dtGCs � dhGCs þ dmGC þ tGC þ eGC ð23:6Þ
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where, dhGCs ¼dhCs � dhGs is defined as carrier phase ISB of single difference between
GPS and BDS, dhGCs ¼ dhCs � dhGs is defined as pseudorange ISB of single difference
between GPS and BDS. Similarly, symbol E denotes Galileo satellite and be instead
of symbol C in un-difference carrier phase and pseudorange measurement of BDS,
the single difference equation between Galileo and GPS is obtained by:

uGE ¼ qGE � dtGEs � dhGEs þ kE uE
r � uE

s þ NE
� �

� kG uG
r � uG

s þ NG
� �þ dmGE þ tGE þ eGE

ð23:7Þ

PGE ¼ qGE � dtGEs � dhGEs þ dmGE þ tGE þ eGE ð23:8Þ

GPS, BDS and Galileo satellites use Code Division Multiple Access (CDMA)
technique and each system has a same frequency, while GLONASS satellites use
Frequency Division Multiple Access (FDMA) technique and each satellite has a
unique frequency according to the satellite channel. Satellite frequency can be
calculated by L1 ¼ 1602þ k � 0:5625MHz and L2 ¼ 1246þ k � 0:4375MHz,
where, k denotes the GLONASS satellite channel, which can be found in the
website (http://glonass-iac.ru/en/GLONASS/). Symbol R is assumed as GLONASS
satellite and be instead of symbol C, the single difference equation between
GLONASS and GPS is expressed by:

uGR ¼ qGR � dtGRs � dhGRs þ kR uR
r � uR

s þ NR
� �

� kG uG
r � uG

s þ NG
� �þ dmGR þ tGR þ eGR

ð23:9Þ

PGE ¼ qGE � dtGEs � dhGEs þ dmGE þ tGE þ eGE ð23:10Þ

The above equations are combined for ISB estimation of four systems. Least
squares or Kalman filtering is employed to estimate parameters through weighting
different value because measurements of each system have a different precision.

23.3 Experiments and Results

23.3.1 Data Processing Strategy

The experiment data includes more than one hundred international IGS stations,
seventy MGEX stations, tens of iGMAS stations and tens of Wuhan university
network stations. These data all come from iGMAS analysis center (CGS)—Chi-
nese Academy of Surveying and Mapping. The data time is from 322nd to 351st,
2014. The station distribution of 322nd as an example is given in Fig. 23.1. The
stations including four systems of MGEX and iGMAS will be used according to the
global uniform distribution principle. DCB products are estimated through CGS
analysis center strategy.
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23.3.2 Differential Code Bias (DCB)

Chinese Academy of Surveying and Mapping analysis center (CGS) provides most
IGS products of GPS/GLONASS and related products of BDS. Multi-system DCBs
are a part of multi-system biases. CGS has provided DCB of GPS satellite P1C1,
P1P2 and P2C2 and DCB of GLONASS satellite P1P2 and P2C2. DCBs from IGS
CODE analysis center are selected as the reference, our products compared to these
products and the results are shown in Fig. 23.2. The difference between GPS P1C1
and GPS/GLONASS P2C2 are under 0.3 ns. This precision can be satisfied for
variable applications.

23.3.3 Inter-system Bias (ISB)

There are ISBs between GPS/BDS, GPS/Galileo and GPS/GLONASS if GPS is
selected as a reference system. ISBs usually are in the range of −30 * 30 m except
several more than 100 m. The trend is given in Fig. 23.3. ISBs of one station consist
of a constant bias and disturbing term. The disturbing terms are different because
the quality of observations is not same as each other. Otherwise, there is also a
systematic bias between stations. For example, some stations fluctuate around −6 m
and some around 8 m.

Fig. 23.1 Distribution of solved tracking stations
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ISBs of GPS/Galileo are given in Fig. 23.4. The ISBs has the same trend with
that of GPS/BDS. ISBs of one station has a constant bias and there is a systematic
bias between stations.

The signal frequencies of GLONASS satellites are different. Three stations from
MGEX, IGS and iGMAS are selected randomly to give the results in the paper,
such as CEBR (MGEX), GUUG (IGS) and CNYR (iGMAS). ISB of a GLONASS
satellite is stable and the trend of all GLONASS satellites is consistent (Fig. 23.5).
ISBs of CEBR station are tight and little, but that of GUUG station are divergent.
The reason is that the measurement quality of GUUG station is less than that of
CEBR station. However, there is a jump and interruption of a satellite at the same
time in both CEBR station and GUUG station because the GLONASS satellite has
a fault during the time. Twelve days data of CNYR station is processed because
iGMAS is being established and there is no other data. The results show that ISBs
of GLONASS satellites are consistent.

GNSS receivers of IGS, MGEX and iGMAS are divided into different types
according to manufacturer, such as TRIMBLE, LEICA, JAVAD, ASHTECH,
SEPT, TPS and JPS. In these receivers, TRIMBLE, SEPT and JPS can receive BDS
signals and Galileo signals. ISBs of BDS and Galileo from three types of receivers
are shown in Fig. 23.6. The receivers receiving BDS signals are mainly from
TRIMBLE manufacturer. BDS ISBs of all stations fluctuate around a constant.
Galileo ISBs is more stable than BDS ISBs. Galileo ISBs of TRIMBLE have almost
no constant bias, but SEPT receivers have some constant biases.
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23.4 Conclusions

(1) Satellite DCBs and station DCBs from CGS analysis center meet the
requirement and can be used in PPP;

(2) ISBs of same BDS satellites or Galileo satellites can be divided into a constant
bias and a fluctuation around the constant bias if GPS satellite is selected as a
reference. The ISBs can be corrected by a model. ISBs of different GLONASS
satellites have the same trend and a constant bias.

(3) Galileo ISBs is more stable than BDS ISBs. Galileo ISBs of TRIMBLE
receivers are well modelled, but BDS ISBs is to be improved because BDS is
developing;

(4) ISBs of all systems are not only related with stations, but with receivers and
manufacturer.
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Chapter 24
The Study on Ocean Ice Intensity
Surveyed by GNSS-R Signal on the Coast

Fuyang Ke, Fangyuan Chen and Yunchang Cao

Abstract Intensity and thickness of sea ice are the basic parameters of ocean ice
disaster monitoring. Compared with other detection methods, GNSS-R with high
spatial and temporal resolution, lower cost, abundant sources, etc. has huge
potential. Based on electromagnetic theory, the principle of GNSS-R inversion
technology of sea ice intensity and thickness will be systematically studied on.
Then the experiment of surveying ice thickness and intensity by GNSS-R was
performed at Bohai Gulf in Tianjin of China from 17 to 18 in January 2014 in order
to study the relation between the polarization ratio (between direct and reflected
signal) and ice intensity. The result of the experiment has shown that the relation
between polarization ratio and ice intensity is existent.

Keywords GNSS-R � Polarization ratio � Sea ice intensity � Sea ice thickness

24.1 Introduction

At present, it has been a hot spot to obtain the physical information of the cryo-
sphere by the Global Navigation Satellite Positioning System Reflected signal
(GNSS-R), which has been an important signal source of remote sensing applica-
tion in recent years [1]. Therefore in order to verify the feasibility of detection of
sea ice information by GNSS-R, the theory and method of detection of sea ice
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information by GNSS-R will be studied on, and the GNSS-R sea ice experiment
carried out at the Bohai Bay of China in 2014 year will be introduced as following.

24.2 The Detection Principle of Sea Ice Information
by GNSS-R

24.2.1 The Characteristics of Reflected Signal

The principle of GNSS-R remote sensing is to detect the state of the target by GNSS
reflected signal from the target, which can be called as L band microwave remote
sensing. The amplitude and phase characteristics of GNSS signal from the GNSS
satellites through the atmosphere to the earth surface will change, because GNSS
signal is effected by the soil moisture, sea water salinity and another environmental
factors. Ground based, airborne and space borne (Low orbit satellite) GNSS
receiver can respectively receive the direct signal through the atmosphere and the
signal reflected by the earth surface, which mainly come from mirror reflection and
the first Fresnel Zone Scattering of it. The average dielectric properties of sea ice in
the mirror reflection point can be regarded as a smooth surface and meet the Final
reflection. The reflected and refraction signal in the particular conditions of the
satellite elevation angle, can be used to estimate the atmospheric and surface fea-
tures of the earth. Under the Finel hypothesis, the reflected signal can be simply
expressed as the product of polarization matrix and the incident signal:

Ei
R

ES
L

� �
¼ URR ULR

URL ULL

� �
ð24:1Þ

where E is GNSS signal, R and L are respectively the polarization direction of
antenna (right and left), i and s are respectively the direct and reflected signal, U is
the Fresnel reflection coefficient of smooth surface waves, the polarization matrix
composed by them is

URR ULR

URL ULL

� �
¼ 1

2
TV þ Th TV � Th
TV � Th TV þ Th

� �
ð24:2Þ

where the Finel Coefficients are respectively

Th ¼ sin c�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
er � cos2 c

p
sin cþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
er � cos2 c

p ð24:3Þ

TV ¼ er sin c�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
er � cos2 c

p
er sin cþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
er � cos2 c

p ð24:4Þ
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where c is glancing angle, er is the complex dielectric constant of sea ice, it can be
computed by

er ¼ e
e0

� j60kr ð24:5Þ

where e is the dielectric constant of sea ice, r is the conductivity, e0 is the dielectric
constant in vacuum, k is the wavelength, i is the imaginary unit of the plural.

The transcendental equations of complex dielectric constant are respectively:

thlLg
lLg

¼ kg
j2pLg

�
1� js tan 2p

kg

� �
d0

s� j tan 2p
kg

� �
d0

ð24:6Þ

er ¼ k20
1
4a2

� uLg
2pLg

� �2
" #

ð24:7Þ

where l ¼ bþ ja is the transmission coefficient of Full filled dielectric waveguide,
Lg is thickness of medium, kg is waveguide wavelength, s is the ratio of the
standing wave, d0 is the distance from the first point of the minimum voltage to the
dielectric surface, k0 is the wavelength in free space, a is the size of the broadside
of waveguide, εr ¼ ε0 � jε00 ¼ E0 1� j tan dð Þ, e0 is the real part of the complex
dielectric constant, tan d is loss tangent.

It can be calculated by formulas (24.6) and (24.7) as following:

e0 ¼ k0
2p

� �2 p
a

� �2
�b2 þ a2

� �
ð24:8Þ

tan d ¼ 2ab

p=að Þ2�b2 þ a2
ð24:9Þ

The complex dielectric constant of sea ice and other medium can be obtained by
Newton Iteration by formulas (24.8) and (24.9).

24.2.2 The Correlation Function of Reflected Signal

In a GNSS receiver, the correlation function of the local PRN duplication code at t0
moment and the receiver antenna output signal u + n at t0 + τ is [2]:

Y t0; s; fcð Þ ¼
ZTi
0

u t0 þ t0 þ sð Þa t0 þ t0ð Þ exp 2pifc t0 þ t0ð Þ½ �dt0 þ n ð24:10Þ
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where n is additive white Gauss noise, thee mean E[n] = 0, B is the equivalent noise
bandwidth:

D n½ � ¼ E n� E n½ �2
� �h i

¼ E n2
	 
 ¼ KTB ð24:11Þ

where Ti is integral time, fc is the Doppler frequency shift of the compensation
received signal, formula (24.10) is the signal expanding process. The navigation
and positioning can be carried out by obtaining the distance between transmitter and
receiver by the delay time of direct signal. But the scattering signal is more com-
plex, its correlation function can be deducted as following [3–5]:

Y t0; s; fcð Þ ¼ exp 2pifct0ð ÞTiA Z
D t0; rð ÞK D t0; rð Þ½ �S Df t0; rð Þ½ �g t0 þ s; rð Þd2r þ n

ð24:12Þ

24.2.3 The Relevant Power of Reflected Signal

The relevant power model of reflected signal is [6, 7]:

Y s; fcð Þj j2
D E

¼ A2T2
i

ZZ
D2 rð Þ � ^2 Ds rð Þ½ � � S Df rð Þ½ �j j2

4pR2
t rð ÞR2

r rð Þ r0ðrÞd2r þ n2 ð24:13Þ

where τ is time delay, n2 is noise power, r0ðrÞ ¼ pjRðrÞj2 q4

q4z
� ppdf

q?
qz

� �
. In the

formula, the contribution of scattering signal mainly comes from the cross regional
of four regions, which are respectively the antenna coverage area, delay area,
Doppler district and the irradiated area. They are respectively decided by D2(r), Λ2,
|S|2 and Ppdf.

The reflectivity of GNSS reflected signal can be calculated by direct power Pi

and reflected power Pr as following:

r ¼ Pr=Pi ð24:14Þ

24.3 GNSS-R Ice Experiment at the Gulf of Bohai

24.3.1 The Introduction of the Experiment

The GNSS-R Ice Experiment was carried out to verify the feasibility of detecting
the ice concentration and thickness by GNSS-R at the Dashentang bay in the
vicinity of Tianjin Binhai New District from January 17 to January 18 in 2014
[8–10]. In the experiment, the GNSS-R receiver is NewStar210MGPS produced by
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Beijing OLinkStar Company, which has 4 channels respectively connected with the
right-hand circular polarization to receive direct signal and with the left-hand cir-
cular, horizontal line, vertical linear polarization antenna to receive the reflected
signal. The right-hand circular polarization antenna was set up towards the zenith
direction to receive the direct signal of GPS L band. The Left-hand circular
polarization antenna was set up inclined towards the sea to receive the reflected
signals from the sea. The antenna in the experiment was set up near the sea surface
and at the open coast, shown as Fig. 24.1.

24.3.2 The Experiment Data Processing

In the experiment, the GNSS signal was processed and analyzed mainly from
January 17 to January 18 in 2014 year. On January 17 in 2014 year, the sea was
covered by plenty of sea ice, but the sea was without sea ice cover on January 18 in
2014 year. Because the antenna installation position is more favorable for receiving
GNSS signal, the satellites can be used to obtain the GNSS data whose elevation
was from 0° to 90°, azimuth was from 75° to 225°. The star diagram of GPS at
15:00 on January 17 in 2014 year was shown as Fig. 24.2. In the period, there were
10 visible GPS satellites, including PRN5, PRN14, PRN15, PRN18, PRN21,
PRN22, PRN24, PRN26, PRN27 and PRN28. Based on the time length of visi-
bility, elevation and azimuth, PRN12 was selected to study the sea ice information

Fig. 24.1 Equipment and GNSS receiving data
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by GNSS-R method, whose running track was shown as Fig. 24.2. Accordingly,
PRN24 was selected on January 18 in 2014 year.

During carrying out the GNSS-R Sea Ice experiment, the cover of sea ice was
visually observed at the same time. In the different elevation range, the Fresnel
coefficient of left-hand circular reflection of sea water was more than the sec ice. On
January 17 in 2014 year, there were a large number of sea ices on the sea surface,
shown as the left in Fig. 24.3. But there were almost no sea ice on January 18 in
2014 year, shown as the right in Fig. 24.3. Therefore, the polarization ratio on
January 17 in 2014 year was greater than that on January 18 in 2014 in theory.

12

Fig. 24.2 The satellite maps and the traces of PRN12 at 15:00:00 on January 17 in 2014

Fig. 24.3 Sea conditions from January 17–18 in 2014

256 F. Ke et al.



GNSS-R Receiver started to receive GNSS signal at 2 min interval at 15:00:12
on January 17 in 2014 year, and stopped at 17:08:58. Then the data process soft-
ware was used to process the GNSS direct signal to obtain the change of the power
of the direct and reflected signal, shown as Fig. 24.4. Because of the environment
constraints, the quality of some data was low and the jump of some point was
greater. But the change trend was obvious.

The polarization ratio of the left-handed circular reflected and right-handed
circular direct signal can be used to judge the state information of sea surface.
Therefore, the average polarization ratio of PRN12 was 0.560 and the change trend
was shown as Fig. 24.5 on January 17 in 2014.

On January 18 in 2014 year, there were almost no sea ices on the sea surface.
According to the best conditions, the data of GPS satellite PRN24 was selected to
process in order to acquire the power change of left-handed circular reflected signal
and right-handed circular direct signal shown as Fig. 24.6 and the polarization ratio
change shown as Fig. 24.7.
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Fig. 24.4 The left-handed reflected and right-handed direct signal power variation of PRN12 on
17 January 2014. a The right-handed direct signal. b The left-handed reflected signal
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Fig. 24.5 The polarization ratio of PRN12 on 17 January in 2014
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Fig. 24.6 The left-handed reflection and right-handed direct signal power variation of PRN24 on
18 January 2014. a The right-handed direct signal. b The left-handed reflected signal
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The polarization ratio of PRN24 was 0.629 on January 18 in 2014 year. The ratio
of the average polarization ratio between January 17 and January 18 in 2014 year
was 0.89 to 1. By visual observation, there were no sea ice on the sea surface in
January 18, but the concentration of sea ice was about 90 percent on January 17 in
2014 year. Obviously, it has been proved that GNSS-R used to detect the con-
centration of sea ice is feasible. And the feasibility of detecting sea ice concen-
tration by GNSS-R has been verified.

24.4 Conclusions

Based on the theory of electromagnetic field, the GNSS reflected signal correlation
function and power model was studied, and the GNSS-R detecting sea ice infor-
mation model was set up in theory. At last, the GNSS-R sea ice experiment was
carried out at Dashentang of the Gulf of Bohai in China. In the sea ice monitoring
activity and sea ice disaster prevention, not only the concentration of sea ice should
be acquired, but also the coverage and thickness of sea ice must be determined.
Therefore, how to determine coverage and thickness of sea ice by GNSS-R should
be further studied on.
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Chapter 25
Research on Tracking Technology of High
Sensitive BD Signals

Zheng Zhao and Li Li

Abstract With the increasingly demanding for navigation and positioning about
BD second generation satellite system, many users’ applications are in the city,
jungle, interior and complex environments, such as the battlefield of human dis-
turbance. Therefore the requirement for receiver becomes more and more high, in
order to meet the demand of the application of complex environment, high sensitive
receiver has become a hot topic in the current navigation of receiver in the field of
technology. In this paper we propose the algorithm of weak signal, the main content
include studying on fine acquisition, coherent integral for long time, EKF tracking
and a synchronous and related techniques so on.

Keywords Code tracking � Carrier tracking � Coherent integral

25.1 Introduction

When received signal is influenced by the circumstance of serious occlusion and
attenuation or interference, signal arriving to the receiver will become very weak,
usually only −140 dBm to −160 dm. In this case Navigation receiver has lost the
function of positioning.

Signal tracking is the key problem that determining whether the receiver can
work normally in the circumstance of very weak signals, it includes carrier tracking
and code tracking. By combination with the frequency of the input signal, carrier
loop can adjust its local carrier frequency and phase timely, code tracking loop can
constantly adjust its initial phase of the local code according to the input BD signal.

This paper first analyzed the basic structure of carrier tracking loop and the code
tracking loop and their position in the receiver, combining the characteristic of BD
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signal which modulated from BOC(15,2.5). We proposed the algorithm of carrier
tracking and the algorithm of the code tracking, which complete the function of
carrier tracking and code tracking in weak signal based on EKF technique.

25.2 Signal Tracking

25.2.1 The Position of Signal Tracking in the Receiver

The procedure baseband signal processing can be divided into acquisition, tracking,
bit synchronization, frame synchronization of four stages [1]. Taking one BD signal
channel as example, the relationship of block can be showed as follows (Fig. 25.1):

After the acquisition state, the receiver can get the rough Doppler of frequency
and code phase, and then send the rough Doppler of frequency and code phase to
tracking loop. Basing on the rough Doppler of frequency and code phase generated
by acquisition, the tracking loop will constantly adjust its own frequency and phase
generated from local carrier NCO, and the code phase and frequency of code NCO
according to BD signal, making the modulated signal generated by local and real
BD signal to max correlation. The signal output from tracking loop only contain the
navigation message while carrier and spreading code is peeled off, The beginning
position of each data bit would be find in these signal during the bit synchronization
occurred in the next stage, and the beginning of frame can be found in the frame
synchronization, then go into the block which is used to decode the navigation
message.

25.2.2 The Structure of Tracking Loop

The carrier tracking [2] is to built the frequency tracking loop, thus making the
difference between the frequency of local carrier and input signal keep a certain
rage. The carrier tracking loop include frequency locked loop and phase locked
loop. Take the phase locked loop for example it is made up of composed of five

Acquisition tracking

Doppler and code phase

Bit
synchronization

frame
synchronization

navigation
message

IF data signal

Fig. 25.1 The four stages of signal channel processing
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parts: mixer Coherent integrator phase discriminator loop filter numerically con-
trolled oscillator (NCO).

Code tracking loop is used to track the phase changing of spread spectrum code,
make the local spread spectrum code and the spread spectrum code become
alignment. Code tracking loop is made up of five parts: mixer Coherent integrator
code phase discriminator the loop filter of code loop local code generator.

The carrier tracking loop and code tracking loop are usually used together, as
shown below:

For the carrier tracking loop, the frequency of input signal is (Fig. 25.2)

fin ¼ fif þ fd ð25:1Þ

Among them, fif is the representative of mid frequency which does not consider
the Doppler. fd represents Doppler frequency shift, and fin represents frequency of
the input signal including Doppler, then

yðtÞ ¼ ACðtÞDðtÞ cosð2pfintÞ ð25:2Þ

where DðtÞ is modulation of the navigation message and CðnÞ is the spread spec-
trum code of satellite, mixing carrier produced by local carrier generator and the
input digital intermediate frequency signal, When the input signal and the local
code is aligned, by mixing with I channel carrier cosð2pflnþ hÞ, we get the fol-
lowing formula

Mixer
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Fig. 25.2 The tracking loop of receiver

25 Research on Tracking Technology of High Sensitive BD Signals 263



ADðtÞ cosð2pfltÞ � cosð2pfint þ hÞ
¼ 1

2
ADðtÞ cosð2pfet þ hÞ

þ 1
2
ADðtÞ cosð2pflt þþhÞ ð25:3Þ

Similarly, Q channel can get the following formula:

ADðnÞ cosð2pfltÞ � sinð2pfint þ hÞ
¼ 1

2
ADðnÞ sinð2pfet þ hÞ

þ 1
2
ADðnÞ sinð2pflt þþhÞ ð25:4Þ

And then through the coherent integrator, filtering the high frequency compo-
nent, it gains:

IP ¼ A
XN�1

n¼0

1
2
DðtÞ cosð2pfet þ hÞ ð25:5Þ

QP ¼ A
XN�1

n¼0

1
2
DðtÞ sinð2pfet þ hÞ ð25:6Þ

Then through the phase discriminator, can be gain:

he ¼ tan�1ðQp

Ip
Þ ð25:7Þ

When Qp is minimum and Ip is maximum, he is minimum. When the tracking reach
stability after, channel contains the navigation message, since more than one phase
discriminator, this paper here only give an example. The loop filter is a low pass
filter and is used to smooth the value of he. The results of loop filter are then input to
a local carrier generator, to control sine and cosine function of the output of local
carrier generator.

For the code tracking loop, local code generator produces three groups of local
code of advanced, instant and lag, three sets of initial code phase half a chip or 1/4
chip. Taking advanced code corresponding to the channel for example, the correlative
results of correlation output lag after the mixing iE and qE can be expressed as

iE ¼ ADðnÞRðsEÞ cosð2pfet þ hÞ ð25:8Þ

qE ¼ ADðnÞRðsEÞ sinð2pfe=fsnþ hÞ ð25:9Þ
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After coherent integrator

IE ¼ A
XN�1

n¼0

DðnÞRðsEÞ cosð2pfet þ hÞ ð25:10Þ

QE ¼ A
XN�1

n¼0

DðnÞRðsEÞ cosð2pfet þ hÞ ð25:11Þ

After the code loop phase discriminator, then is obtained

dcp ¼ 1
2
ððIE � ILÞIP þ ðQE � QLÞQPÞ ð25:12Þ

dcp represents the difference between the initial phase of local instantaneous code
estimated and the initial phase of input signal, and the code loop discriminator are
also more than one. dcp effects on local code generator obtained the results after
filtering through the loop filter of the code loop finally.

25.3 Tracking Algorithm of Weak BD Signals
by BOC(15,2.5) Mode

For the weak signals of BOC(15,2.5) debug mode, tracking needs to pay attention
to two issues: 1. The autocorrelation function produces multi peak phenomenon
owing to BOC(15,2.5) debug mode, therefore, if according to the conventional
way, tracking loop will not be able to effectively track signal. 2. Weak signal
affected by noise is relatively large. The paper will design algorithms according to
the above two problems.

25.3.1 The Initial Frequency Selection of Local Carrier NCO

Said f0 ¼ 1:023 MHz to be a fundamental frequency, for BOC(15,2.5) modulated
signal, said fsc is subcarrier frequency, fca is a fundamental frequency, then
fsc ¼ 15f0, fca ¼ 2:5f0. Its frequency is expressed as below (Fig. 25.3).

Its autocorrelation function as shown below (Fig. 25.4).
Visible from above, there are many side lobe In the wave of both sides,

assuming Df is Doppler Captured, if initial frequency of the local carrier fl ¼
fif þ Df which is unable to carry out normal tracking. Effects of subcarriers
therefore must be cancelled, and the local carrier frequency must consider the
subcarrier frequency, if taking the upper sideband:
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fl ¼ fif þ Df þ fsc ð25:13Þ

Taking the lower sideband

fl ¼ fif þ Df � fsc ð25:14Þ

25.3.2 Tracking Technology Based on EKF

EKF mainly includes the prediction and correction. The output of the coherent
integration which

Fig. 25.3 The power
spectrum of BOC(15,2.5)

Fig. 25.4 The
autocorrelation function of
BOC(15,2.5)
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I, Q channels corresponding instantaneous code enter the tracking loop based on
EKF carrier as the measured value. Four channels which advanced code, delay code
corresponding enter the code tracking loop act as the measured value of the cor-
rection module either. as shown in Fig. 25.5.

Among them, X/ represents the posteriori difference estimation made by the
carrier phase of the received signal and the carrier phase of local carrier; X̂sk
represents the posteriori estimation of delay which comes from code phase.

25.3.2.1 The Carrier Tracking Technology Based on EKF

The carrier phase, magnitude are estimated in carrier tracking loop based on EKF.
According to accumulating the correlation value made by input signal and repro-
ducing signal, we can draw:

IkðdÞ ¼
XikþNk

i¼ik

yCncoðti þ d� tncokÞ cosð2pflt þ /ðtiÞÞ ð25:15Þ

QkðdÞ ¼
XikþNk

i¼ik

yCncoðti þ d� tncok Þ sinð2pflt þ /ðtiÞÞ ð25:16Þ
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Fig. 25.5 The structure of EKF in tracking loop
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Among them, IkðdÞ, QkðdÞ identify the accumulated value of in-phase signal and
the orthogonal signal. Nk represents the number of sampling Every millisecond;
CncoðtiÞ represents the local repetition code; tncok is the starting time for the local
spread spectrum code; /ncoðtiÞ is the reproduction value of carrier phase. After
coherent integrator module, we can draw:

Ikð0Þ ¼ 1
2
Nk�AkDk cosðD/kÞRðDtkÞ þ nIk ð25:17Þ

Qkð0Þ ¼ 1
2
Nk�AkDk sinðD/kÞRðDtkÞ þ nQk ð25:18Þ

In the above formula, �Ak is the mean value of carrier in the whole cumulative
time; Dk is the value of navigation data; Dtk is the mean value of input signal and
reproducing signal in the cumulative time;

Dtk is the phase difference at the end of cumulative period; RðDtkÞ is the auto-
correlation function of spread spectrum code; nIk and nQk mean the Gauss white
noise uncorrelated sequence which is zero mean and its variance is Nkr2v=2.

Taking the Carrier phase difference as the state variables, and the state variables
of the system become:

Xk ¼ ½X/ Xx Xa A �Tk
Among them, X/ represents the difference between the carrier phase of received

signal and the phase of local reproduced carrier; Xa represents the difference
between the carrier frequency of received signal and the frequency of local
reproduced carrier; Xa means the Frequency difference rate. A is amplitude of the
signal in tk moment. And the equation of state of carrier tracking loop for EKF can
be shown as follow:

X/

Xx

Xa

A

2
666664

3
777775
k

¼
1 DT DT2

2 0

0 1 DT 0

0 0 1 0

0 0 0 1

2
6664

3
7775

X/

Xx

Xa

A

2
666664

3
777775
k�1

þ

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

2
666664

3
777775
wk ð25:19Þ

Among them, the initial value of X/, Xx, Xa, A can be provided from fine
acquisition algorithm in front of tracking loop.
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Taking IkðdÞ and QkðdÞ as the measured value, and code phase error is beyond
thinking in carrier tracking, the loop measurement equation [3] can be shown as:

Ikð0Þ
Qkð0Þ

� �
¼ 1

2
NkAkDk

cosðD/kÞ
sinðD/kÞ

� �
þ nIk

nQk

" #
ð25:20Þ

According to

D/k ¼ 1 DT
DT2

2

� � X/

Xx

Xa

2
64

3
75þ 0 0 0 1½ �wk ð25:21Þ

�Ak ¼ Ak þ Akþ1

2

Among them, D/k represents the estimated value of phase difference. Mark
Zk ¼ h½Xk; vk� and Taylor measurement equations can be expanded as:

Zk ¼ h½X̂�
k ; 0� þ

@h
@vT

����
X̂�
k ;0

vk

þ @h
@XT

����
X̂�
k ;0

�ðXk � X̂�
k ; 0Þ

ð25:22Þ

25.3.2.2 The Code Tracking Technology Based on EKF

In this paper we estimate the code delay error in the code tracking model based on
EKF. Selecting the code delay error as the state variables and the equation of state
is:

Xsk ¼ UXsk�1 þ wsk ð25:23Þ

Among them, Xsk is code delay error U ¼ 1; wsk is Gauss white noise.
We select the integral accumulation value which made by received signal and

advance code with delay code as observation vector during the code tracking
loop. And can be express as follow:

Zk ¼ ½ IkðdÞ QkðdÞ Ikð�dÞ Qkð�dÞ �T ð25:24Þ
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And then

IkðdÞ ¼ 1
2
Nk�AkDk cosðD/kÞRðDsk þ dÞ þ nIk ð25:25Þ

QkðdÞ ¼ 1
2
Nk�AkDk sinðD/kÞRðDsk þ dÞ þ nQk ð25:26Þ

Ikð�dÞ ¼ 1
2
Nk�AkDk cosðD/kÞRðDsk � dÞ þ nIk ð25:27Þ

Qkð�dÞ ¼ 1
2
Nk�AkDk sinðD/kÞRðDsk � dÞ þ nQk ð25:28Þ

Characteristic of the spread spectrum code autocorrelation function is

RðsÞ ¼ 1� sj j
Tchip

ð25:29Þ

And

@RðXs þ dÞ
@Xr

¼ � 1
Tchip

ð25:30Þ

@RðXs � dÞ
@Xr

¼ � 1
Tchip

ð25:31Þ

Among them, Tchip represents the length of a chip.

25.4 The Results of Simulation and Analysis

We generate the B3_C signal modulated by BOC(15,2.5) using Matlab, and set the
power of the signal −160 dBm. Doppler is set to 2200 Hz, code phase is set to 500.
The simulation of tracking process is for 500 times, and we carry on simulation
using the code phase and Doppler of carrier generated by acquisition. In this paper
we mainly simulated static and low dynamic condition. The follow picture shows
the result of traditional code tracking loop and carrier tracking loop.

The result of the method in this paper is shown as follow:
Judging from Figs. 25.6, 25.7 and 25.8, tracking loop using EKF can make

precision of carrier tracking loop greatly improve compared with the traditional
method, and make the precision of tracking from 5 Hz of traditional method to
0.5 Hz proposed by our method; And Judging from Figs. 25.7, 25.8 and 25.9, code
tracking loop using EKF, we can make precision of code tracking loop greatly
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Fig. 25.6 The result of
traditional carrier tracking
loop

Fig. 25.7 The result of
traditional code tracking loop

Fig. 25.8 The result of
carrier tracking loop in this
paper
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improve compared with the traditional method, and make the precision of tracking
from 0.25 chip of traditional method to 0.05 proposed by our method.

25.5 Conclusion

As can be seen from the simulation results that though standard DLL/PLL has
strong function, because of nonlinear of phase discriminator, the dynamic changes
of the signal phase and the increasing of the bit error rate, PLL is easily to lose lock
in low carrier to noise ratio. With the time recursive properties, by linearization the
expectation and variance, the extended Kalman filter can easily solve the problem
of nonlinear phase discriminator and dynamic changing caused by signal phase, and
then eventually get better result of tracking.
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Chapter 26
Characteristic Analysis for Regional
Traffic Data Using Random Matrix
Theory

Haichun Liu, Changchun Pan, Genke Yang, Chunxia Zhang
and Robert C. Qiu

Abstract Traffic regional feature analysis of city is an important problem in the
study of macro transportation system. The analysis of the current traffic regional
feature of the city is mainly through the floating car data, such as velocity’s average
or variance to characterize the features of different regions. But with the increasing
scale of the traffic data in sampling and storage, the average (or variance) velocity
as the evaluation of city traffic regional feature such as distinguishing urban and
suburb has no significant through our analysis. Therefore, in this paper, we use the
Random Matrix Theory (RMT) to analysis traffic data, which is based on floating
car position data’s distribution of singular value equivalence matrix eigenvalue to
distinguish different region such as urban and suburban. By using 1 week’s floating
car data, we verify the data’s eigenvalue of singular value equivalent matrix dis-
tribution is better than the velocity’s average or variance in indicating the regional
feature of city traffic.

Keywords RMT � Big data � Spectral analysis � Data mining

26.1 Introduction

It can give strong support to the intelligent transportation system to looking for the
regular pattern of traffic data, the regional traffic feature analysis of city is an
important problem in the study of macroscopic transportation system [1]. The main
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purpose of traffic data mining is to ease the traffic congestion, optimize traffic road
network traffic and promote the healthy and stable development of traffic [2].

Knowing and understanding the city bus movement law is of great significance
to improve the comprehensive management ability of city traffic environment and
resources, while more and more abundant data collection methods of the moving
bus provides more accurate data source for the study of mobile behaviour of city
public traffic bus. Floating car technology, also known as the “Rover (Probe Car)”,
is one of the advanced technological means to obtain traffic information in the
international intelligent transportation system (Intelligent Transport System ITS) in
recent years. Floating car generally refers to the buses and taxis which install the
GPS bus positioning device and drive in the city on the main road. If there’re
sufficient number of floating car in the city, and periodically, real-time transmit the
position information of these floating car data to the processing centre through the
wireless communication system. By the comprehensive process of the information
centre, we can obtain the whole city’s dynamic, real-time traffic congestion infor-
mation [3, 4].

The random matrix theory (RMT), based on the random variables as the ele-
ments of the matrix, through the comparison of random multidimensional time
series statistical properties, can reflect the correlation of real data and the degree of
deviation from a random distribution properties, and reveal the behaviour charac-
teristic of the whole actual data. It is a unique angle of view that is different from the
traditional methods, RMT is widely applied in the fields of financial, physical,
biological statistics, computer science, etc. [5–9]. Based on the RMT, in the study
of large radar antenna array signal transmission, it’s found that eigenvalue distri-
bution which uses antenna as sensor nodes to construct random matrix, can well
describe the correlation between each antenna nodes flow, and can make rapid
response to the emergence of abnormal signals in the transmission process [10]. In
the financial field, through the analysis, the researchers found the trend of America
stock maximum eigenvalue of correlation matrix in 1962–1979 years, analysed
American stock character when the market crashed in 1987 [11].

Compared to the taxi, the bus traffic data has the feature of wide coverage and
stable travel time, can be used as a reliable source of data to reflect the current
situation of the regional feature. So this paper uses random matrix theory to study
the bus (floating car) traffic data, and finds the obvious feature of region. Compared
to the difference of distribution of the equivalent matrix between floating car data
with random data in the singular value spectrum, it’s found that floating car’s traffic
data singular value equivalence matrix eigenvalues deviate significantly from ran-
dom data’s matrix eigenvalue distribution. It points out that this deviation is caused
by the correlation between the floating car data, regional traffic feature of city is the
embodiment of the correlation between the bus, floating car data matrix eigenvalue
distribution can reflect the regional feature of city traffic.
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26.2 Floating Car Data and Spectral Analysis
of Random Matrix

26.2.1 Data Source and Composition

The data this paper used is provided by the laboratory of intelligent traffic of
Shanghai Sciences Academy, from April 1, 2014 to April 7, 2014, all traffic data of
buses belongs to Pudong Public Bus Company. The data of the region is shown in
Fig. 26.1. Regional scope was located 121.462483-121.717873 east longitude and
31.270335-31.172713 north latitude.

The standard GPS data can be got by analysis of the original data, contains the
longitude, latitude, time, license plate number, operation route. Correlation analysis
is made according to the matrix of the bus position information in this paper. In the
spatial scale, each bus as the sensor node, within the interest region, randomly
selected N buses. On a time scale, GPS system collects data once every 10 s, so
according to the sampling window size, each car can collect T data. The position
information includes the longitude and latitude, taking longitude as the real part,
latitude as the imaginary part, storing each coordinate in the form of complex
numbers, so as to obtain a matrix of N × T.

Fig. 26.1 Floating car data source’s area
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26.2.2 Spectral Analysis of Random Matrix

Compared with traditional probability theory, random matrix is defined as a random
variable for the elements of the matrix. If the random matrix dimension tends to
infinity, it is called Large Random Matrix. Let rectangular matrix HN�T , when
N ! 1;T ! 1, and N=T ¼ c ! r, r is fixed. The large random matrix row and
column tends to infinity, but the rank of the ratio is kept constant. Then, the large
random matrix empirical spectral distribution (ESD) of this case has many proven
characteristics, like Semicircular Law [5] , Marčeko-Pastur (M-P) Law [6], and the
latest Circle Law [9].

Random matrix theory according to the element distribution characteristics can
be divided into: Gauss random matrices, Wishart random matrix, Haar-unitary
random matrix. The research method is based on a variety of mathematical theory:
the classical limit theory, free probability, mathematical transform, information
theory. Several theorems which are given below are more important in RMT, this
study is based on the following theorem.

Theorem 26.1 Let the entries of the N × T matrix An, Then the Stiletjes transform
of spectral distribution FAn of An surely to be:

mAn zð Þ ¼
Z

1
x� z

dFA xð Þ ¼ 1
n

Xn
i¼1

1
ci � z

¼ 1
n
Tr An � zI�1

n

� � ð26:1Þ

wherein x represents a random variable, its distribution is asymptotically ESD of
matrix An.

Theorem 26.2 Let the entries of the N × T matrix X be independent identically
distributed entries with zero mean and variance 1/N. Then the empirical singular
value distribution of X converges almost surely to the limit given by.

f xð Þ ¼ maxð0; 1� bÞd xð Þ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4b� ðx2 � 1� bÞp

xp
I

1�
ffiffi
b

p�� ��; 1þ
ffiffi
b

p�� ��� � ð26:2Þ

As N ! 1;T ! 1, and N=T ¼ c ! r, r is fixed.

Theorem 26.3 Making a special transformation of random variable Y ¼ X2,
gives:

f ffiffiffiffiffiffiffi
XXH

p xð Þ ¼ 1
2pxcr2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b� xð Þ x� að Þ

p
ða � x � bÞ ð26:3Þ

As a ¼ r2ð1� ffiffiffi
c

p Þ2; b ¼ r2ð1þ ffiffiffi
c

p Þ2; c ¼ N=T , which is known as Marčeko-
Pastur Law. The covariance matrix of X is calculated as: A ¼ XXH , If the entries of
A are i.i.d, A has same approximate limiting distribution as (26.2), within
boundaries a and b.
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The exact spectrum distribution of A is unknown. To estimate the spectral
density of X, a standard non-parametric method popularly known as kernel density
estimation is used. Supposing the observations X1 � � �Xn are i.i.d random variables
with unknown density function f̂ xð Þ and probability distribution FnðxÞ, the kernel
density estimate of fðxÞ is:

f̂n xð Þ ¼ 1
Nh

XN
i¼1

K
x� ci
c

� 	
ð26:4Þ

where h ¼ n
�n2
5 is the bandwidth used to calibrate the smoothing properties.

Theorem 26.4 Let the entries of the N × T matrix X be i.i.d with zero mean,
variance 1/N, then the empirical eigenvalue distribution of the singular value
equivalent of X converges almost surely to be:

fXu zð Þ ¼ 1=cp
0


 ffiffiffiffiffiffiffiffiffiffiffi
1� c

p
\ zj j � 1 ð26:5Þ

As N ! 1;T ! 1 and N=T ¼ c ! r, r is fixed. When ratio of N=T ¼ c is
fixed, the radius of the inner circle is

ffiffiffiffiffiffiffiffiffiffiffi
1� c

p
. The singular value equivalent matrix

of X is defined as Xu:

Xu ¼ U
ffiffiffiffiffiffiffiffiffi
XXH

p
ð26:6Þ

where U is a N × N Harr-Unitary matrix.

26.2.3 Ring Law for Rectangular Random Matrix

The theorems in Sect. 2.2 meet the conditions: XN�T and N ! 1;T ! 1. In
practical applications, the matrix rows and columns won’t satisfy the condition
tends to infinity, The following which is proved the results will also approach when
N and T is large but not infinity through the simulation.

Let the entries of the N × T matrix X be independent identically distributed
entries with zero mean and variance 1/N. Given N = 300, T = 1200, according to
Theorem 26.4, can be obtained:

The theoretical value of inner diameter is r ¼ ffiffiffiffiffiffiffiffiffiffiffi
1� c

p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 3=4

q
¼ 0:866. As

shown in Fig. 26.2 (left), all features are almost uniformly distributed in the ring, in
which the minimum eigenvalue of 0.8433, which is very close to the theoretical
value of diameter. That in the random matrix X of N and T does not satisfy the
conditions tend to infinity, its eigenvalues distribution approximately conform to
the theoretical distribution.
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Still using the matrix X, according to Theorem 26.3, we can obtain Fig. 26.2
(right). Where the blue curve shows the density distribution function of a random
matrix X is obtained by the Marčeko-Pastur law of the eigenvalues of the theo-
retical value, the red curve represents the eigenvalue probability density function
(PDF) of random matrix X which obtained by kernel density method of the value, is
also the matrix of the eigenvalue of X actual density distribution. That in the
random matrix X of N and T does not satisfy the conditions tend to infinity, its
eigenvalue density distribution is approximately the theoretical distribution.

26.3 Regional Feature of City Traffic

26.3.1 Analysis of Low Dimensional Regional Feature

The degree of traffic congestion is the main manifestation of city regional traffic
feature, but how to quantify the degree of traffic congestion, the metric of every
country in the world is not unified. The bus velocity is used to measure the traffic
congestion degree standard in the United States, Japan and China.

Provisions of the Ministry of public security of our country issued “urban traffic
management evaluation index system in the 2012 edition”: the average travel
velocity of bus on urban trunk road is used to describe the traffic congestion degree,
and there’s related quantitative indicators.

However, with the development of computer technology, traffic data which
reflects floating car traffic grows massively. With the increase of the statistical
sample, the average velocity of each region won’t gradually reflect the differences
of every region.

According to the data of Sect. 26.2.1, we selected two block region in the urban
and suburban, as Fig. 26.3. The urban contains Lujiazui and Century Avenue, the
suburban contains Chuansha and Zhangjiang. Randomly selected 800 buses on
each region, randomly selected 2400 GPS data of each bus within a week, and then

Fig. 26.2 Eigenvalues distribution and empirical eigenvalue density function
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calculated the average velocity of these region. As shown in Fig. 26.4 (left), in the
urban: the average velocity of Lujiazui and Century Avenue was 16.45 and
9.78 km/h, in the suburbs: the average velocity of ChuanSha and ZhangJiang
respectively was 16.08 and 11.88 km/h. It was shown that in such a scale statistical
sample space, the difference in average velocity of each region showed a random
distribution. Our subjective understanding conditions that urban is more congested
than suburb, which can’t be reflected in the data, so the average velocity can’t be
used as an index to distinguish traffic feature of city region. And the velocity
variance can’t reflect the significant differences, either Fig. 26.4 (right).

26.3.2 High Dimensional Spectral Analysis of Traffic Data

The statistical average velocity of each city region will be different from the actual
road situation, sample floating car velocity has large discreteness, and contribution

Fig. 26.3 Select the regions from urban and suburban areas respectively

Fig. 26.4 Velocity’s average and variance distribution in urban and suburban
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degree to the road conditions of every floating car driving behavior on the road is
also different, the average or variance of velocity is difficult to be used as the index
to reflect difference of city regions. The actual situation of city traffic is the
reflection of interaction between buses. The spectral analysis of RMT analyses on
the correlation between data. In Sect. 26.3.1, using the Lujiazui regional data as an
example, according to Theorem 26.4, it show as Fig. 26.5.

The conditions of Theorem 26.4 is: N × T matrix X be independent identically
distributed entries with zero mean and variance 1/N. N and T conditions have been
discussed, does not tend to infinity, the result of Theorem 26.4 will be infinite
approximation. The traffic data discussed in this paper are identically distributed but
not completely independent. When all buses are totally static, we can think that the
traffic data are independent. Once the buses are in driving state, inevitably there are
correlations between them. The performance of the city traffic condition is to
understand the correlation among buses, based on spectral analysis of RMT is can
discover and quantify this correlation.

Comparing Figs. 26.5 and 26.2, if all buses within the sample space are static,
then the traffic data of random matrix eigenvalue distribution will be reflected like
Fig. 26.2, it can be understood as the situation of the traffic situation is completely
paralyzed. If all buses within the sample space is in the running state, if they are
perfectly correlated, then the eigenvalues of the matrix will be concentrated in the
center of the circle, this is the extreme state completely smooth traffic conditions.
From Fig. 26.5, the correlation between buses was quantified as the distribution of
eigenvalues, and which are distributed in the upper and lower bounds. Because the
normalized reason, the upper bound is equal to one, then the lower bound to
become the main parameters concerned. Therefore, the floating car data random
matrix eigenvalue distribution can be a kind of index to describe the regional traffic
feature of city.

Fig. 26.5 Eigenvalues
distribution of Lujiazui
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26.3.3 Distribution Pattern of City Regional Feature

In the situation that the average or variance of velocity is unable to determine city
regional distribution pattern, based on the above deduction, we use eigenvalue
distribution of the traffic data random matrix as the classification index of city
regional distribution pattern, respectively carry out spectrum analysis to the data in
Sect. 26.3.1.

We should notice that in Fig. 26.6, diameter of eigenvalue distribution in the
urban (Lujiazui and Century Avenue) is larger than the suburban (Chuansha and
Zhangjiang). According to the objective understanding, urban traffic will be more
complex than the suburban, and congestion will be more obvious. The traffic
condition is more congested in urban. Its diameter should also be larger in spectrum
analysis, this is also in line with the objective reality. At the same time, in the
distribution of eigenvalues, the smallest eigenvalue can be uniquely determined,
this can provide a clear indicator to the quantitative analysis of the regional division
of city traffic.

Fig. 26.6 Eigenvalues distribution in urban and suburban
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26.4 Conclusions

Study on random matrix theory has been quietly rising in recent years, many
domestic and foreign scholars pay attention to it. With the development of data
storage, data needed to be processed is so huge. When traditional method cannot be
applied in increasing data gradually, spectrum analysis method based on random
matrix theory can transfer data analysis into matrix analysis, carry out data mining
through various feature of random matrix.

In this paper, by using random matrix theory, we study the bus (floating car)
traffic data, and find the obvious feature of different regions. Compared to the
difference of distribution of the equivalent matrix between floating car data with
random data in the singular value spectrum, it’s found that floating car’s traffic data
singular value equivalence matrix eigenvalues deviate significantly from random
data’s matrix eigenvalue distribution. It pointed out that this deviation is caused by
the correlation between the floating car data, regional traffic feature of city is the
embodiment of the correlation between the buses, floating car data matrix eigen-
value distribution can reflect the regional feature of city traffic. For the distribution
difference, this paper tries to give a possible understanding and interpretation.
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Chapter 27
Impact Analysis of Differential Code
Biases of GPS Satellites on the Kinematic
Precise Point Positioning

Shoujian Zhang and Lei Zhao

Abstract When the IGS precise orbits and clocks are used to carry on kinematic
PPP, it is necessary to make DCB correction according to different types of GPS
receivers. Currently, it is well known that DCB has little influence on static PPP, but
there is still much work to do about the influence of DCB on kinematic PPP. This
paper has a thorough evaluation on that and compares the kinematic results with the
P1P2 type receiver by processing observation data from 20 IGS tracking stations.
The results show that the accuracy of kinematic PPP of the NONCC receiver
reporting C1 and P2 types has improved after DCB correction, but is still lower than
that of the NONCC receiver reporting P1 and P2 types, especially in the zenith
direction and the difference can reach more than 2 cm. The results indicate that there
is a need to improve the accuracy of DCB published by IGS analysis center.

Keywords GPS � Kinematic PPP � DCB

27.1 Introduction

Precise Point Positioning (PPP) by just processing a single station’s observation
data can achieve high-precision location, which has been widely used in many
areas, such as photogrammetry survey [1], crustal deformation monitoring [2] and
orbit determination of low-earth-orbiters [3].
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When carrying on PPP, one will first use the IGS precise orbits and clocks,
which are referenced to a P1 and P2 ionosphere-free combination [4]. So it’s
necessary to make Differential Code Biases (DCB) correction when the pseudor-
ange reported by some types of receivers is not compatible with P1 or P2, otherwise
DCB may influence the realization of high-precision location.

Kouba and Heroux [5] (2001, 2009) pointed out that it is indeed necessary to
take DCB into consideration on the implementation of PPP. Huang et al. [6] (2010)
has studied the impact of DCB on static PPP, and analyzed the positioning
difference before and after DCB correction with the use of kinematic data. In spite
of the knowledge of the influence of DCB on static positioning, there is still much
room to discuss about whether the accuracy of kinematic PPP of the NONCC
receiver reporting C1 and P2 types after DCB correction can reach that of the
NONCC receiver reporting P1 and P2 types.

This paper compared the accuracy of kinematic PPP between C1P2 type
receivers with P1P2 type receivers, both of which belong to non-cross-correlation
(NONCC) type receiver and made a qualitative assessment about the influence of
DCB correction on kinematic PPP of C1P2 type receivers, which may provide
bases and supports for the further improvement of the accuracy of C1P2 type
receivers’ positioning.

27.2 Mathematic Models

The P1 and P2 based ionosphere-free combination observable equation is as
follows:

P3 ¼ qþ Cðdtr � dtsÞ þM � TZTD þ eP3 ð27:1Þ

where:
P3 is the ionosphere-free pseudorange measurement;
q is the geometric distance between satellite and station;
c is the speed of light;
dtr is the receiver clock offset;
dts is the satellite clock offset;
M is the mapping function;
TZTD is the zenith troposphere delay;
eP3 stands for the influence of code multipath and measurement noise;

As one can notice, there are no biases between P1 and P2 being considered in the
equation above, because the same observation combination as the one used by IGS
to estimate satellite clocks is being used, and the receiver code biases are absorbed
by the receiver clock parameter (dtr in the equation above) [4].

If one is using C1 measurements rather than P1 for positioning, the P1-C1 bias
should be considered:
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P3 ¼ qþ cðdtr � dtsÞ þM � TZTD þ a � bP1C1 þ eP3 ð27:2Þ

where the additional terms:

a can be computed as a ¼ f 21
f 21 �f 22

;

bp1c1 is the satellite instrumental bias between P1 code and C1 code;
Current research indicates that the bias between P1 and C1 can reach �1 ns

(30 cm) [4]. So the magnitude of a � bP1C1 can be as large as more than 70 cm. It’s
necessary, therefore, to take P1-C1 bias into consideration if one expects that
kinematic PPP can achieve high-precision location.

The pseudorange reported by receiver relies on the inner technique of the
receiver itself. At present, GPS receivers can be basically divided into two types;
one is cross-correlation (CC) receiver, and the other is non-cross-correlation
(NONCC) receiver [7]. CC receiver reports C1 and P2, pseudorange observables,
both of which need DCB correction in order to be compatible with IGS standard
types. As for NOCC receiver, this kind of receiver generally reports P1 and P2
pseudorange observables, which are the standard observables used by IGS, but it
has been recognized that among this kind there are some receivers reporting C1 and
P2, which means that DCB correction is needed for C1 pseudorange observable to
be compatible with P1.

Given that most of the IGS GPS receivers are the NONCC receiver, this paper
concentrated on the influence of DCB on kinematic PPP of NONCC kind receivers
reporting C1 and P2 (simply called C1P2 type receiver). The rest of NONCC kind
is similarly called P1P2 type receiver here.

27.3 Experiments and Analysis

27.3.1 The Influence of DCB on Kinematic PPP

In order to have a further understanding of DCB’s influence on kinematic PPP, this
part of experiment randomly chose ten IGS stations all equipped with C1P2 type
receiver and simulated kinematic PPP, then analyzed the accuracy difference of
kinematic PPP before and after DCB correction. We used a 30 s sampling obser-
vation data of this ten stations from DOY (day of year) 300 to DOY 302 in 2013
and developed special software to carry on kinematic PPP analysis. The input
products of precise orbits and clocks and DCB are all from CODE analysis center of
IGS. The samples of precise clocks are also taken at 30 s to agree with the
observation files.

Firstly, we directly used the observation data of the ten stations and implemented
simulated kinematic PPP without the consideration of DCB in a forward and back
mode of kalman filter. The results RMS in north, east and up direction are as
follows. Obviously, the accuracy of the zenith direction of the results is relatively
low, which can be as large as 8 cm, and the positioning results are not consistent
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among the ten stations, for example, the good one can achieve about 3.5 cm
accuracy in zenith direction (Figs. 27.1 and 27.2).

To see the DCB’s influence on positioning, we made DCB correction for C1
pseudorange observable of these stations and implemented simulated kinematic
PPP again. The results are as follows. Figure 27.3 shows the difference of posi-
tioning before and after DCB correction, which makes it clear to see the influence
of DCB.

From Fig. 27.3, we can see for most of the stations DCB correction can help
improve the accuracy of kinematic PPP, such as TCMS station, the accuracy in
zenith direction has improved by 36 %; Whereas for some station, DCB correction
seems meaningless, such as MAUI. On the whole, the accuracy of kinematic PPP
after DCB correction has obviously improved, except for few stations. Table 27.1

Fig. 27.1 The RMS of PPP
for 10 stations with C1P2
receiver

Fig. 27.2 RMS of PPP
results for 10 stations with
DCB corrections
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lists the improvement percent in N E U direction after DCB correction, which
indicates that DCB has more influence on the positioning results in N and U
direction.

27.3.2 Comparision of Kinematic PPP Between C1P2
Type and P1P2 Type Receiver

The results based on the experiment above show that the influence of DCB on the
accuracy of kinematic PPP varies with stations, which means that for some stations
the influence of DCB on kinematic PPP is meaningless while for other stations this
impact can not be neglected when kinematic PPP is implemented. Besides, after
DCB correction, the results of the kinematic PPP among these stations don’t per-
form in a consistent way. In order to know whether the accuracy and stability of the
kinematic PPP of C1P2 type receiver can reach that of P1P2 type receiver, again we
chose ten IGS stations equipped with P1P2 type receiver and repeated the procedure
above. The results of simulated kinematic PPP are as follows:

Compared Figs. 27.2 and 27.4, we can easily see these two phenomena: (1) the
kinematic PPP results of these ten stations with P1P2 type receiver perform in a
very consistent way, which indicates high stability of this kind of receiver in

Fig. 27.3 RMS difference of
PPP before and after DCB
correction

Table 27.1 The improved RMS values of the kinematic PPP after applying the DCB correction

Direction Max improvement (cm) Max improvement
percent (%)

Average improvement (cm)

N 1.6 36 0.5

E 1.5 28 0.2

U 3.4 42 0.4
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kinematic PPP. (2) in terms of the zenith direction, the accuracy of the results of
P1P2 type receiver’s positioning is still higher than that of C1P2 type receiver’s
positioning after DCB correction on the whole, and for the numerical example, the
disparities are separately 0.6, 0.9 and 0.8 cm in N E U direction. According to the
analysis above, we can draw the conclusion that even DCB correction is taken into
account, the accuracy of the kinematic PPP results of C1P2 type receiver is still
lower than that of P1P2 type receiver, which indicates that there is a need to
improve the accuracy of DCB monthly published by CODE (Table 27.2).

27.4 Conclusions

This paper has a thorough analysis of the influence of DCB on kinematic PPP by
processing observation data from 20 IGS tracking stations. After taking the DCB
monthly published by CODE into consideration, the accuracy of kinematic PPP of
C1P2 type receiver is significantly improved and the maximum improvement value
can be 3.4 cm in magnitude and 36 % in percent, as for the average improvement of
these ten stations equipped with C1P2 type receiver, the values are separately 0.5,
0.2 and 0.4 cm in N E U direction. Besides, this paper finds that even DCB
correction is taken into account, the accuracy of the kinematic PPP results of C1P2

Fig. 27.4 PPP results of 10
GPS tracking stations with
P1P2 receiver

Table 27.2 Comparison of
the kinematic PPP between
C1P2 receiver after DCB
correction and P1P2 type
receiver

Receiver type Average accuracy of kinematic
PPP (cm)

N E U

C1P2 2 2.5 4.9

P1P2 1.4 1.6 4.1
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type receiver is still lower than that of P1P2 type receiver, especially in the zenith
direction, the maximum difference can be 3 cm more and the average differences in
N E U direction are separately 0.6, 0.9 and 0.8 cm. Therefore, further improvement
of the accuracy of DCB monthly published by CODE is needed, which provides a
new direction about improving the kinematic PPP accuracy of C1P2 receiver.
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Chapter 28
Performance Improvements of Combined
Satellites Navigation System with System
Time Offset

Longxia Xu, Ye Ren, Xiaohui Li and Dandan Li

Abstract The time offset between different navigation systems are called the
system time offset. It can be calculated either at user receiver, monitored by the
public institutes or broadcast via the navigation message by navigation system.
Currently, the research topic about system time offset is focused on how to accu-
rately obtain its value. However, this paper will pay attention to the application of
system time offset in combined navigation systems. The performance improve-
ments of positioning accuracy and availability especially in the case of limited
satellite visibility will be analyzed in this paper. According to the distribution of
azimuth of visible satellites, ten different circumstances are simulated to implement
the following researches. The first aspect is to analyze the improvements on PDOP
and positioning accuracy with the application of system time offset. And the second
aspect is to study the advancement in the ability of fault detection and exclusion
with system time offset. The results indicate that the effects in improving avail-
ability and integrity become more obvious with the aggravating of obscured
satellite visibility. Besides, the length of time that PDOP is smaller than 6 increases
at most 3 h, equivalently 22 % improvements of availability. And the positioning
accuracy in East direction enhances 41 %, North direction 61 % and Up direction
46 %. Meanwhile, the MDB of GPS satellites meanly decrease 17 m and coefficient
decreases 0.24 in the worst condition with the system time offset.
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28.1 Introduction

With the development of multiple Global Navigation Satellite Systems, the navi-
gation based on the combination of more than one satellite navigation system will
be the important development direction in the future. Users can obtain service of
high accuracy, reliability and integrity with combined navigation system. However,
since every GNSS has their own time reference system, the time differences
between any two navigation systems need to be determined. Currently, it can be
obtained through calculating by users or monitoring by the public institutes [1, 2].

The research topic about system time offset is mainly focus on how to acquire it.
However, research on how to use the system time offset is rarely. As the time
difference of different time scales of navigation system, there is much valuable
information contained in it. If can be properly applied, system time offset will
become a promising tool for combined navigation systems. Its potential application
will impel the development of Beidou navigation system with other GNSS. This
paper will analyze the impact of system time offset on availability and integrity of
combined navigation systems.

28.2 Analysis of Availability on Combined Navigation
System with System Time Offset

28.2.1 Method of Improving Availability with System Time
Offset

Availability, measuring the ability of providing service of navigation system in
specific area, means the time percentage that providing normal service [3]. The
availability of a navigation system contains the availability of SIS and the avail-
ability of service [4]. The availability discussed in this paper is the service avail-
ability which can be expressed mathematically as:

rp ¼ DOP � rUERE ð28:1Þ
Service is considered to be unavailable when the value of PDOP exceeds six [3].

Taking the combined GPS/GLONASS system for example, the direction matrix of
users to determine the system time offset between GPS and GLONASS systems is

H0 ¼

a11 a12 a13 1 0
..
. ..

. ..
. ..

. ..
.

1 0
1 1

..

. ..
. ..

. ..
. ..

.

an1 an2 an3 1 1

2
66666664

3
77777775

ð28:2Þ
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The solved system time offset is used to deduct the system time offset directly
from the pseudo-ranges of different navigation systems and finally synchronizing to
a common time reference. Then the four parameters solution is calculated. The
corresponding direction matrix is as following [5, 6]:

H1 ¼

a11 a12 a13 1
..
. ..

. ..
.

1
..
. ..

. ..
.

1
an1 an2 an3 1

2
6664

3
7775 ð28:3Þ

According to Eqs. (28.2) and (28.3), we have Eq. (28.4):

H0 ¼ H1 h½ � ð28:4Þ

where, h ¼ 0 � � � 0 1 � � � 1½ �T is a column vector. And then

D0 ¼ inv HT
0 �H0

� �
¼ inv

HT
1 �H1 HT

1 � h
hT �H1 hT � h

 !

¼ inv
A D

C B

� �

¼ A�1 þ A�1DD�1CA�1 A�1DD�1

�D�1CA�1 D�1

 !
ð28:5Þ

Given A ¼ HT
1 �H1; D ¼ HT

1 � h; C ¼ hT �H1; B ¼ hT � h; D ¼ B� CA�1

D,then:

PDOP2
0 � PDOP2

1 ¼ sum A�1DD�1CA�1� �
1 : 3; 1 : 3ð Þ� � ð28:6Þ

Compared with PDOP1, PDOP0 has a small increment which results to the
accretion of PDOP without the system time offset.

28.2.2 Improvements of PDOP with System Time Offset

The positions of satellites that visible for a specific user are usually described with
azimuth and elevation in site-centric coordinate system. The probability density of
azimuth of visible satellites at a given position is related with the geographical
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latitude [7]. Figure 28.1 shows the curve of probability density of GPS and
GLONASS satellites that are visible at Lin’tong station under the elevation of 10°.

It can be seen from the figure that the azimuth angle of GPS satellites distributes
mainly in the ranges (40°, 60°) and (305°, 320°) and GLONASS satellites in (25°,
40°) and (320°, 340°). Therefore, the azimuth angles mainly lie in (25°, 60°) and
(305°, 340°) in the combined GPS/GLONASS systems. Based on the different
combination of elevation and azimuth angles, several circumstances are established
to simulate the signal blocked by the ground objects which are listed in the left
column of Table 28.1.

The analysis is based on the one-day length GPS/GLONASS pseudo-ranges that
observed at Lin’tong station. The ionosphere delay is deducted from the pseudo-
ranges with the dual-frequency correction method.

Fig. 28.1 Distribution of
azimuth of GPS/GLONASS
satellites that visible in
Lin’tong

Table 28.1 Variation of moments that smaller than 6 with and without the GPS/GLONASS
system time offset under the elevation of 30°

Shielded azimuth Shield area Before After Percentage (%)

– – 1296 1354 4

(25, 40) R1 1209 1312 8

(40, 60) G1 1180 1288 9

(25, 60) G1 + R1 1051 1205 15

(0, 25) GR 1205 1276 6

(305, 320) G2 1171 1272 9

(320, 340) R2 1215 1271 5

(40, 60) and (305, 320) G1/2 977 1143 17

(25, 40) and (320, 340) R1/2 1120 1205 8

(25, 60) and (305, 340) R1/2 and G1/2 658 800 22
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Table 28.1 lists the variation of moments after using the system time offset. It
can be seen that the moments that PDOP is smaller than six after applying the
system time offset increase at least 1 h, at most 3 h and the service availability
maximally enhance 22 %. The denser the azimuth area is shielded the more obvious
of the improvements after using system time offset especially the dense range of
GPS visible satellites. The PDOP performs the same but un-conspicuous when the
elevation is 10°.

28.2.3 Improvements of Positioning Accuracy with System
Time Offset

This section intends to analyze the impact of system time offset on positioning
accuracy. The positioning results are expressed with the RMS of positioning error
in East, North and Up direction. The variation of positioning accuracy with system
time offset under the elevation of 10° and 30° is shown in Figs. 28.2 and 28.3.
According to the results of Table 28.2, the positioning accuracy in up direction
improves meanly four percent and five percent in north direction after with system
time offset. However, the improvements in east direction are not obvious.

According to the results of Table 28.3, the positioning accuracy in up direction
improves meanly 41, 61 % in north direction and 46 % in up direction with system
time offset.

Fig. 28.2 MDBs of GPS/
GLONASS in different
circumstances without system
time offset (Ele = 10°)
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28.3 Analysis of Integrity on Combined Navigation System
with System Time Offset

28.3.1 Method of Improving Integrity with System Time
Offset

Currently, there is two ways to improve the integrity of combined navigation
system with system time offset. The known system time offset can be used to
correct the pseudo-ranges of different navigation systems and then implement the
traditional RAIM. The corresponding direction matrix is given by Eq. (28.3).
Another way can refer to the paper [8].

Fig. 28.3 MDBs of GPS/
GLONASS in different
circumstances without system
time offset (Ele = 30°)

Table 28.2 Positioning
accuracy before and after
using the system time offset
under the elevation of 10°

Shielded azimuth Positioning error (RMS: m)

E (be/af) N (be/af) U (be/af)

– 2.0 2.0 1.2 1.2 1.6 1.5

(25, 40) 2.2 2.2 1.4 1.3 1.7 1.6

(40, 60) 2.4 2.3 1.7 1.6 1.6 1.6

(25, 60) 2.5 2.5 1.9 1.8 1.7 1.7

(0, 25) 2.1 2.1 1.3 1.2 1.6 1.5

(305, 320) 2.3 2.3 1.3 1.3 1.6 1.5

(320, 340) 2.0 2.0 1.3 1.3 1.7 1.6

(40, 60) and (305, 320) 2.7 2.5 1.8 1.7 1.7 1.5

(25, 40) and (320, 340) 2.3 2.3 1.4 1.4 1.9 1.8

(25, 60) and (305, 340) 3.7 3.7 2.1 1.8 1.9 1.9
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According to the first method, the pseudo-ranges after correction can be
expressed as following:

‘G1
..
.

..

.

‘Gn

2
6666664

3
7777775
¼

‘G1
..
.

‘Gm
‘Rmþ1

..

.

‘Rn

2
66666664

3
77777775
�

0
..
.

0
1
..
.

1

2
66666664

3
77777775
‘T ð28:7Þ

‘T is the time offset between GPS and GLONASS system. ‘Gi represents the
GPS pseudo-ranges and ‘Ri represents that of GLONASS. The left side of this
equation is the pseudo-range that correct to the GPST. If v is position residual, then
the test statistic is given as:

T ¼ vTP�1v
�
r20 ð28:8Þ

This statistic is used to test whether there is a bias in the measurements.

28.3.2 Improvements of Fault Detection Ability with System
Time Offset

MDB, Minimal Detectable Bias, is the indicator of fault detection ability of integrity
for a navigation system. Each satellite correspond a MDB value at each moment
which can be obtained with the following equation [9]:

Table 28.3 Positioning
accuracy before and after
using the system time offset
under the elevation of 30°

Shielded azimuth Positioning error (RMS: m)

E (be/af) N (be/af) U (be/af)

– 5.3 5.0 4.7 2.5 4.1 3.3

(25, 40) 17.3 6.2 32.2 3.1 20.8 4.9

(40, 60) 6.5 5.5 5.9 2.9 4.4 3.3

(25, 60) 17.4 6.6 32.5 4.3 20.5 3.6

(0, 25) 6.4 5.7 5.3 3.1 4.6 3.8

(305, 320) 9.5 5.4 7.7 2.6 5.2 3.2

(320, 340) 10.1 5.6 6.3 2.8 5.4 3.5

(40, 60) and (305, 320) 13.2 6.0 8.8 3.1 7.8 3.1

(25, 40) and (320, 340) 10.8 6.2 4.4 3.0 4.7 3.7

(25, 60) and (305, 340) 31.7 9.5 18.6 4.7 20.0 4.0
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MDBi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k0r20
ðPQVPÞi;i

s
ð28:9Þ

QV and k0 can be determined by Eqs. (28.10) and (28.11).

QV ¼ P�1 �H HTPH
� ��1

HT ð28:10Þ

v21�PFA;f ¼ v2PMD;f ;k0 ð28:11Þ

The smaller the computed MDB is, the higher the capability of fault detection.
The integrity indexes of non-precision approach are considered. The False Alarm
Probability is 1/15,000 and the Miss Detection Probability is 0.001. The UERE of
GPS and GLONASS is uniformly taken as 1.4 m.

Figures 28.2 and 28.3 respectively show the MDB curves of GPS/GLONASS
satellites when the elevation is 10° and 30° in ten different circumstances without
the known system time offsets. The number that is smaller than 33 are GPS sat-
ellites and the others are GLOANSS satellites.

Figure 28.4 is the mean curve of MDB difference with and without the system
time offset under the elevation of 30°. Figure 28.7 shows the similar results
obtained under the elevation of 10°. The results indicate that the difference of MDB
without system time offset is relatively greater than that with system time offset.

Figures 28.5 and 28.6 respectively show the MDB curves of GPS/GLONASS
satellites when the elevation is 10° and 30° in ten different circumstances with
system time offsets. It is obvious that the maximal of MDB reduces with system
time offset. And the badly the azimuth are shielded, the notable effect with system
time offset.

Fig. 28.4 Mean of difference
between MDBs under
elevation of 30° and 10°
without system time offset
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All the results show that the use of system time offset indeed improves the
capability of fault detection. The application of system time offset meanly reduces
the MDBs of GPS satellites by 0.6 m and GLONASS satellites 1.2 m under the
elevation of 10°. Besides, the MDBs of GPS satellites meanly decrease 17 m and
GLONASS satellites 8.3 m under the elevation of 30° (Fig. 28.7). There is another
benefit with the application of system time offset. It reduces the requirement of
visible satellites to implement the RAIM.

Fig. 28.5 MDBs of GPS/
GLONASS in different
circumstances with system
time offset (Ele = 10°)

Fig. 28.6 MDBs of GPS/
GLONASS in different
circumstances with system
time offset (Ele = 30°)
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28.3.3 Improvements of Fault Exclusion Ability with System
Time Offset

As the only navigation system, one not only can detect fault but also exclude the
fault. The coefficients between test statistics reflect the ability of fault exclusion [10,
11]. The coefficient of one-dimension test statistics can be computed as following:

qij ¼
PQV i; jð ÞPffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

PQV i; ið ÞPp ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PQV j; jð ÞPp ð28:12Þ

The smaller the qij is, the weaker the relation between satellites i and j.
Therefore, the smaller the qij is, the high ability of fault exclusion.

Figure 28.8 shows the variation of coefficients with and without system time
offset in two circumstances. The elevation is 10° and the shielded azimuth is (25,
60) and (305, 340) in the first condition while in the second condition, the elevation
is set 30°. The four curves in figure eight demonstrate that the coefficients that
nearby zero sharply increase after using the system time offset. This indicate that the
use of system time offset improve the distribution of coefficients. The improve-
ments become obvious with the aggravation of the visibility of satellites.

The coefficient meanly decrease 0.13 after the application of system time offset
in the first condition and 0.24 in the second condition. Besides, the distribution of
coefficients after applying the system time offset is comparative with the coefficient
that obtained without the assistant of system time offset.

Fig. 28.7 Mean of difference
between MDBs under
elevation of 30° and 10° with
system time offset
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28.4 Conclusions

The paper analyzes the improvements of system time offset on the availability and
integrity of combined navigation system. Taken the GPS/GLONASS combined
navigation system for example, we have the following conclusions.

Firstly, the application of system time offset can enhance the PDOP value of the
combined navigation system. The moments that PDOP is smaller than 6 increases at
most 3 h and the service availability enhance maximal 22 % in the worst
circumstance.

Secondly, the application of system time offset can improve the positioning
accuracy of the combined navigation system. The positioning accuracy in east
direction meanly improves 41, 61 % in north direction and 46 % in up direction
with the system time offset in the worst condition.

Thirdly, the application of system time offset can advance the ability of fault
detection of the combined navigation system. The MDB of GPS satellites averagely
reduce 17 m and GLONASS satellites averagely reduce 8.3 m in the setting that
elevation is 30° and the azimuth range, (25, 60) and (305, 340), is shielded.

Lastly, the application of system time offset can enhance the ability of fault
exclusion of the combined navigation system. The coefficient meanly reduces 0.24
after using the system time offset in the worst circumstance.

All in all, all these conclusions become more rational with the aggravation of
limited visibility of satellites. Therefore, it is strongly recommended to apply
system time offset in limited visibility of satellites.

Fig. 28.8 CDFs of coefficient
ρbefore and after using the
system time offset in two
circumstances
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Chapter 29
Modeling and Multi-state Analysis
for Availability of a Navigation
Monitor Network

Zhuopeng Yang, Feng Xue, Jinjing Wang and Heng Zheng

Abstract For characteristics of reliability, maintainability, supportability and
multi-state about a navigation monitor network under real environment, Petri net
(PN) and Bayesian network (BN) are applied integrated to availability modeling
and analysis of a navigation monitor network in this paper. The relationship of
equipments and MTBF, MTTR, MADT, sufficiency, MSRT of spaces are com-
bined for availability modeling of monitor stations by PN. According to normal,
degraded and failed states of monitor stations, availability modeling of the monitor
network are obtained by BN. By analysis, nominal availability, degraded avail-
ability and failed state probability of the monitor network and weakness of monitor
stations are confirmed. The multiple schemes are proposed and compared for
improving availability. The result shows, improving sufficiency plays a more role in
improving availability under real environment, and this method can be used for
availability modeling and analysis.

Keywords Availability � Multi-state � Petri net � Bayesian network

29.1 Introduction

The navigation monitor network plays an important role in a satellite navigation
system, and its working states have close relationship with user services perfor-
mance. Availability is a measure of the degree to which a navigation monitor
network is in an operable state and can be committed at the start of a mission when
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the mission is called for at an unknown (random) point in time, and it is a key
parameter about working states of the navigation monitor network.

There exist some interesting papers about navigation monitor networks. The
history and tendency of monitor stations are introduced in [1]. The function and
structure of monitor stations are described in [2, 3] and [4]. The distribution of
monitor stations and their failed effects on services performance are analyzed in [5].
But papers considering reliability, maintainability, supportability (RMS), and state
probability analysis (normal availability, degraded availability and failed state
probability) of navigation monitor networks, have not been presented.

In view of the issues discussed above, Petri net (PN) and Bayesian network (BN)
are proposed for availability modeling and analysis of a navigation monitor network
in this paper. By analysis, the weakness of monitoring stations is confirmed, and the
multiple schemes are put forward and compared for improving availability.

Fig. 29.1 The flow chart of modeling and analysis for a navigation monitor network
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29.2 The Organization of Modeling and Analysis

The availability of a navigation monitor network is influenced by RMS of equip-
ments, the working states of monitor stations, the combinations of faults and dis-
tribution of monitor stations. There is a complicated network relationship among
monitor stations. On the one hand, there is a ‘normal—fault—administrative delay
time—waiting spares—restoration’ sequential relationship, which can be described
by process definition language, in monitor stations. On the other hand, due to the
fault of monitor stations, there is a multi-state and network relationship, which can
be modeled by network method, in monitor network.

PN is a typical process definition language for asynchronous and concurrent
system, and BN is a method for describing uncertainty relation, multi-state and
dependent failure. Therefore, PN and BN are applied respectively to availability
model and analysis of monitor stations and the navigation monitor network in this
paper. The organization of modeling and analysis is shown in Fig. 29.1.

29.3 Availability Modeling and Analysis of a Navigation
Monitor Network

29.3.1 Data Chains of a Monitor Station

According to update frequencies and data paths, the chains of a monitor station can
be divided into navigation chain and integrity chain [6, 7]. The navigation chain,
which calculates satellite ephemeris and clock error, consists of monitoring
receivers, data fusion facilities, receiving and pretreatment facilities, orbit and
synchronisation processing facilities. Its update time is 10 min. The integrity chain,
which analysis and compares integrity data, includes monitoring receivers, data
fusion facilities, message generation facilities, wide area difference and integrity
validation facilities. Its update time is 1 s.

29.3.2 Availability Modeling and Analysis of a Monitor
Station Based on PN

29.3.2.1 Behavior of a Monitor Station

The working states of a monitor station is decided by state of each chain, without
considering a common cause failure due to power supply system, giving time
system and inner communications network. The behavior of a monitor station can
be divided into system behavior and chain behavior, as shown in Fig. 29.2.
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Defining the failure criterion of a monitor station:

• Normal state: both chains are in normal
• Degraded state: only one chain is failed
• Failed state: both chains are failed.

The parameters of a monitor station states are classified as: normal availability,
degraded availability, and failed states probability. Figure 29.3 shows the trans-
forms about states based on PN. In Fig. 29.3, places SNormal; SDegraded and SFailed
(drawn by a circle) model states, token (drawn by a black dot) represents value, and
Tn ðn ¼ 1; 2; . . .; 6Þ, which are triggered by each chain, are immediate transitions.

Fig. 29.2 Description of a
monitor station

Fig. 29.3 Behavior of a
monitor station
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29.3.2.2 Availability Modeling and Analysis of a Chain

The maintenance and support procession consists of Mean Time To Restoration
(MTTR), Mean Logistics Delay Time (MADT), sufficiency and Mean Supply
Response Time (MSRT) of spares, as illustrated in Fig. 29.4. In Fig. 29.4, places
PNormal and PFailed are states, TMADT is MADT, TSS(TSS ¼ f ) is sufficiency of spares,
TUSS (TUSS ¼ 1� f ) is percentage of spares, TMSRT is MSRT, and TMTTR is MTTR.

When the maintenance and support delay rate lSum is considered to follow an
exponential distribution, it is expressed as follows:

lSum ¼ 1
TMADT þ ð1� f Þ � TMSRT þ TMTTR

ð29:1Þ

Taking into account facilities and their data, the availability of a chain is
modeled, as shown in Fig. 29.5. In Fig. 29.5, TSum ¼ 1=lsum is maintenance and
support delay, and TMTBFn, (n ¼ 1; 2; 3; 4) is MTBF of each facility respectively.

When the time-to-failure and time-to-repairs of facility follows an exponential
distribution (TMTBFn ¼ 1=kn, n ¼ 1; 2; 3; 4), the fault rate and repair rate of a chain
can be calculated by the following formula.

Fig. 29.4 Maintenance and support of a chain

Fig. 29.5 Availability model
of a chain based on PN
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kTotal ¼ k1 þ k2 þ k3 þ k4
lTotal ¼ lSum

(
ð29:2Þ

The instantaneous availability and steady-state availability can be given.

Achain tð Þ ¼ lTotal
kTotal þ lTotal

þ kTotal
kTotal þ lTotal

e�ðkTotalþlTotalÞt ð29:3Þ

Achain 1ð Þ ¼ lTotal
kTotal þ lTotal

ð29:4Þ

29.3.2.3 Availability Modeling and Analysis of a Monitor Station

Figure 29.6 shows the availability model of a monitor station. As can be seen from
Fig. 29.6, TMTBFij(i ¼ 1; 2 ; j ¼ 1; 2; 3; 4) is MTBF of each facility.

The initial condition of Petri network, as shown in Fig. 29.6, is:

ðSNormaL; SDegraded; SFailed ; S0; S1;PNormal1; PFailed1; P11; PNormal2; PFailed2; P21Þ
¼ ð1; 0; 0; 0; 0; 1; 0; 0; 0; 1; 0; 0Þ ð29:5Þ

And there is three tokens represent the states of system and chains, thus

SNormal þ SDegraded þ SFailed ¼ 1 ð29:6Þ

PNormal1 þ PFailed1 ¼ 1 ð29:7Þ

PNormal2 þ PFailed2 ¼ 1 ð29:8Þ

Fig. 29.6 Availability model of a monitoring station based on PN
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The normal availability, degraded availability and failed state probability can be
expressed.

PðMNormalÞ ¼ PðSNormalÞ ð29:9Þ

PðMDegradedÞ ¼ PðSDegradedÞ ð29:10Þ

PðMFailedÞ ¼ PðSFailedÞ ð29:11Þ

where Pð�Þ is probability, and MNormal, MDegraded and MFailed represent states of a
monitor station. Moreover the following relationship can be obtained.

PðMNormalÞ þ PðMDegradedÞ þ PðMFailedÞ ¼ 1 ð29:12Þ

29.3.3 Availability Modeling and Analysis of a Navigation
Monitor Network Based on BN

29.3.3.1 Failure Criterion and Availability Modeling of a Navigation
Monitor Network

The navigation monitor network is composed of several monitor stations, and there
is a complicated relationship among them.

Referring to Galileo system, the failure criterion of the navigation monitor
network is defined as:

• Normal state: all the monitor stations are in normal, or only one monitor station
is on degraded state.

• Degraded state: only one monitor station is failed, or any two monitor stations
are degraded simultaneously.

• Failed state: two or more monitor stations are failed simultaneously, or any three
or more monitor stations are degraded, or more than one (including) monitor
station is failed and more than one (including) monitor station is degraded
simultaneously.

The availability model is established based on BN, as shown in Fig. 29.7. The
root nodes represent the monitor stations (basic events) which input values are
PðMNormalÞ, PðMDegradedÞ and PðMFailedÞ. The leaf node represents the navigation
network, which the input value is from failure criterion of a navigation monitor
network. The output value of leaf node is different state values. In this paper, 8
monitor stations are selected and named as Mi, i = 1, 2,…, 8.
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29.3.3.2 Multi-state and Weakness Analysis

According to the rules of BN [8, 9], the state values can be calculated.

PðNNormal;M1;M2;M3;M4;M5;M6;M7;M8Þ
¼ PðNNormal M1;j M2; M3; M4; M5; M6; M7; M8; Þ
� PðM1Þ � PðM2Þ � PðM3Þ � PðM4Þ � PðM5Þ � PðM6Þ � PðM7Þ � PðM8Þ

ð29:13Þ

PðNDegraded;M1;M2;M3;M4;M5;M6;M7;M8Þ
¼ PðNDegraded M1;j M2; M3; M4; M5; M6; M7; M8; Þ
� PðM1Þ � PðM2Þ � PðM3Þ � PðM4Þ � PðM5Þ � PðM6Þ � PðM7Þ � PðM8Þ

ð29:14Þ

where NNormal is normal state and NDegraded is degraded state.
Assuming the failed of the navigation monitor network has been observed, the

posterior probability of Mi (i ¼ 1; 2; . . .; 8) can be calculated by the following
formula.

PðMiDegraded NFailedj Þ ¼ PðNFailed MiDegraded

�� ÞPðMiDegradedÞ
PðNFailedÞ ð29:15Þ

PðMiFailed NFailedj Þ ¼ PðNFailed MiFailedj ÞPðMiFailedÞ
PðNFailedÞ ð29:16Þ

Fig. 29.7 Availability model of a navigation monitor network based on BN
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Table 29.1 Data of M1

Facility MTBF
(h)

MTTR
(h)

MADT
(h)

f MSRT
(h)

Monitoring receiver 1500 2 3 0.8 65

Data fusion facility 580 2 3 0.8 65

Orbit and synchronisation processing
facility

620 2 3 0.8 65

Wide area difference and integrity validation
facility

550 1.5 5 0.8 68

… … … … … …

Fig. 29.8 Multi-state
availability of M1, a the
general drawing, b normal
state, C degraded and
failed states
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29.3.4 Improvement Schemes

Taking Eqs. (29.1) and (29.2) into (29.4), and defining kTotal ¼ 1=TMTBF , we get

Achain 1ð Þ ¼ TMTBF

TMTBF þ TMADT þ ð1� f Þ � TMSRT þ TMTTR
ð29:17Þ

It is shown from Eq. (29.17), TMTBF has little affect on availability due to
presenting itself on numerator and denominator simultaneously. Generally, the
values of TMTTR and TMADT are small (less than 5 h), and also as TMTBF . TMSRT is
related to the transportations of spares, and its value normally big (more than 24 h),
thus availability can be improved by f .

Table 29.2 Multi-state availability of monitor stations

No. Normal state (%) Degraded state (%) Failed
state

M1 81.91 17.19 0.0090

M2 84.36 14.97 0.0067

M3 84.70 14.67 0.0063

M4 82.87 16.34 0.0079

M5 81.51 17.55 0.0094

M6 84.76 14.61 0.0063

M7 82.61 16.56 0.0083

M8 83.23 16.01 0.0076

Table 29.3 Multi-state availability of a navigation monitor network

Time slices Normal state (%) Degraded state (%) Failed state

0 100 0 0

5 88.94 6.39 0.0467

10 75.07 12.44 0.1249

15 67.69 14.90 0.1741

20 64.00 15.94 0.2006

25 62.17 16.40 0.2143

30 61.25 16.62 0.2213

35 60.78 16.73 0.2249

40 60.56 16.78 0.2266

45 60.43 16.81 0.2276

50 60.38 16.82 0.2280
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29.4 Case Study

According to actual survey and simulation of monitor stations, and supposing
sufficiency of spares is same, the data of M1 are given in Table 29.1.

The availability of a monitor station is modeled through the data of Table 29.1.
Figure 29.8 shows the multi-state availability of M1 during 50 time slices.

Fig. 29.9 Multi-state
availability of the navigation
monitor network, a the
general drawing, b normal
state, c degraded and failed
states
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Similarly, availability of other monitor stations can be calculated. The avail-
ability at the 50th time slice is shown in Table 29.2. Table 29.3 shows multi-state
availability of the navigation monitor network every 5 time during 50 time slices.

Figure 29.9 shows the multi-state availability of the navigation monitor network
during 50 time slices.

Comparing Figs. 29.8 and 29.9, it is shown that availability of any monitor station
is more than the navigation monitor network due to rigorous failure criterion.
Figure 29.9 shows availability is decreasing with time. The availability is descended
observably at beginning and kept smoothwhich is about 60.4% at end. Different from
the relationship PðMDegradedÞ[PðMFailedÞ of each monitor station, PðMDegradedÞ
\PðMFailedÞ of the navigation monitor network from the 10th time slice.

Fig. 29.10 State probability of each monitor station

Fig. 29.11 Availability of different schemes
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When there is failed of the navigation monitor network, failed and degraded state
probability of each monitor station can be calculated, as is shown in Fig. 29.10.

Figure 29.10 shows, the failed state probability sequence of the first five monitor
stations is M5 [M1 [M7 [M4 [M8, and the degraded state probability
sequence is M2 [M3 [M5 [M7 [M4. Thus, it is determined that M5 is the
weakness of monitor stations.

Two schemes for M5 are put forward and compared to improve the availability.
The first scheme is increasing MTBF of facilities by 5 %. Renew computing, the
result shows the availability of M5 raising 3.3 %, and the navigation monitor
network raising 1.4 % at the 50th time slice. The second scheme is increasing
sufficiency of spares by 5 %. Renew computing, the result shows the availability of
M5 raising 11.8 %, and the navigation monitor network raising 4.7 % at the 50th
time slice. It is known that sufficiency of spare play a more important role than
MTBF. Figure 29.11 shows availability of original, the first and the second scheme
during 50 time slices.

In this paper, the sufficiency of spare (f ) is equal to 0.8, but according to
engineering experience, sufficiency of spare is normally between 0.80 and 0.99.
Thus, availability of the navigation monitor network can be improved by increasing
f , as is shown in Fig. 29.12.

In Fig. 29.12, there exists a directly proportional relationship between suffi-
ciency of spare and availability, when f � 0:92, then PðNNormalÞ � 80 %, when
f � 0:98, then PðNNormalÞ � 90 %.

29.5 Conclusions

BN and PN have been applied together to modeling and analysis for availability in
this paper.

(1) Multi-level modeling of availability. Combing reliability, maintainability, and
supportability, instantaneous and steady-state availability of a monitor station
are calculated based on PN. The availability of the navigation monitor network

Fig. 29.12 Availability under
different spares sufficiency
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is modeled based on BN, and normal, degraded, and failed state probability are
obtained.

(2) Confirming the weakness. By diagnosis, the weakness of monitor stations is
confirmed using BN.

(3) Improving and comparing. Two schemes are approved for improving avail-
ability. The result shows: sufficiency of spare plays a more important role than
MTBF under the same condition for improving availability.
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Chapter 30
A GNSS Multipath Detecting Method
Based on Antenna Arrays

Min Li, Wei Zhao, Liang Yuan and Qinli Liu

Abstract Although most GNSS monitoring stations located in open and clear
places, multipath effects by surrounding environment could not be avoided, which
leads to severely degraded observations of GNSS monitoring stations. This paper
proposed a multipath detecting method based on antenna arrays, benefiting from
different arriving angles of the multipath signal and the satellite signal. This method
firstly computes the arriving angle of the satellite signal based on prior information
such as satellite ephemeris, the coordinate of the monitoring station, etc. Then the
steering vector of the satellite signal is obtained referring to the relative position of
the array element. We design the array weights according to the steering vector, so
as to minimize the satellite signal power of the array output. Therefore, if there is
multipath in the received signal, the correlation peak could be detected in the array
output, otherwise could not be detected. So we connect the array output to a GNSS
receiver. When the receiver gives out observations such as pseudo-ranges and
carrier phases, we predicate multipath to be existed in the received signal. When the
receiver is not able to capture the satellite signal, there is no multipath which could
affect the observations. Simulations based on software receiver show that the
proposed method is able to detect multipath in the received signal quickly and
effectively. The results could be used either in evaluating the signal quality of the
monitoring stations, or in eliminating the multipath.

Keywords GNSS � Monitoring station � Antenna array � Array weights �
Multipath detecting

M. Li (&) � W. Zhao � L. Yuan � Q. Liu
Beijing Satellite Navigation Center, Beijing 100094, China
e-mail: limin_nudt@126.com

© Springer-Verlag Berlin Heidelberg 2015
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2015
Proceedings: Volume I, Lecture Notes in Electrical Engineering 340,
DOI 10.1007/978-3-662-46638-4_30

319



30.1 Introduction

Although most GNSS monitoring stations located in open and clear places, mul-
tipath effects by surrounding environment could not be avoided, which leads to
severely degraded observations of GNSS monitoring stations. Multipath detection
performed in the monitoring station, which assists GNSS system to determine the
quality of observations in the station, has significant meaning in improving the
service performance of GNSS systems. For example, GPS system use the obser-
vations from multiple stations and ionosphere correcting module, GPS precise orbit
calculating module, GPS satellite clock correcting module to determine the integrity
of each satellite and differential information. If observations affected by multipath
can be effectively detected in GPS monitoring stations and taken into account in the
integrity determination process, then the accuracy of integrity determination could
be improved obviously.

Currently, the multipath detecting methods could be divided into three categories:
The first category operates multiple correlations to obtain a complete correlation
function curve [1−3], and multipath signal parameters are determined according to
the shape of the correlation function curve; The second category combines multi-
frequency pseudoranges or carriers to detect and evaluate the multipath signals [4, 5];
The third category uses multiple antennas (antenna array) to form a directional beam
to the satellite signal and suppress the multipath, for example [6] designed a multi-
path detection and correction system composed by a parabolic antenna, an omni-
directional multipath-suppressing antenna and a 16-element antenna array, and
compared the observations of the monitoring station and the correction system to
evaluate the multipath environment of the monitoring station.

Considering the multipath signals and the satellite signals reach the receiving
antenna from different angles, this paper proposed a new multipath detecting
method based on antenna arrays. Different from the conventional method which
points the main beam of the antenna array to the satellite signal, this method points
the “nulling” of the antenna array to the satellite signal, thereby eliminating satellite
signal in the received signal, and then detects the correlation peak of the array
output to determine the presence or absence of the multipath signal.

30.2 Multipath Signal Model

30.2.1 Received Signal of Single Antenna

Suppose there’s only one receiving antenna in the monitoring station. It receives a
signal r(t) composed by the direct signal s(t), the multipath signal m(t), noise and
interference. Received signal gets through the antenna, the low noise amplifier and
the down-convertor, leads to the baseband form which is [7] (noise and interference
are ignored here):
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rðtÞ ¼ sðtÞ þ
XN
n¼1

mnðtÞ

¼ a0e
�j/0xðt � s0Þe�j2pfcs0 þ

XN
n¼1

ane
�j/nxðt � snÞej2pfnt

ð30:1Þ

where,
x(t) is the complex envelope of the navigation signal;
fc is the carrier frequency;
fn is the reflected frequency of multipath relative to carrier frequency;
α0 is the amplitude of the direct signal;
αn is the amplitude of the n-th multipath signals;
τ0 is the propagation delay of the direct signal;
τn is the propagation delay of the n-th multipath signal;
Φ0 is the carrier phase of the direct signal;
Φn is the carrier phase of the n-th multipath signals

When the relative movement of the satellite, scattering body and the receiver is
different from the relative movement between the satellite and the receiver, Doppler
shift of the multipath signal is different from the direct signal; however, when the
Doppler shift difference is quite large (greater than the reciprocal of the coherent
correlating accumulation time), the received multipath signal and the direct signal is
substantially uncorrelated, so it is not correlated to local reference signal which is
tracking the direct signal. Therefore fn is often ignored, and the amplitude, delay
and carrier phase of the multipath signal are focused.

When the multipath delay is large (for example, BPSK modulated signal,
multipath delay is greater than twice of the symbol period), it is easy for the receiver
to resolve the multipath. As long as the receiver is tracking the direct signal (always
arrives earlier than any multipath), then the multipath is resolvable. However, the
arrival time of the multipath may be a little shorter than the direct signal (e.g. tens or
hundreds of nanoseconds), then the correlation function of the local signal and the
direct signal plus the multipath signal is distorted, and also leads to the distortion of
composed phase of the received signal, thus introducing errors in the pseudo-range
and carrier phase observations.

30.2.2 Received Signal of Antenna Array

The element spacing of antenna array is usually set to half of the carrier wavelength.
For the K-element antenna array, select one of the elements as a reference element.
Compared to the signal received by the reference element, the received signal of the
k-th element (the k-th signal) arrives just a few tenths of nanoseconds earlier or
later, but the carrier phase difference between them could not be ignored. Thus, the
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received satellite signal of the antenna array (the direct signal) can be represented
by a K-dimension vector:

sðtÞ
sðtÞejh2

..

.

sðtÞejhK

2
6664

3
7775 ¼

1
ejh2

..

.

ejhK

2
664

3
775s tð Þ ¼ a0s tð Þ ð30:2Þ

where, a0 is called the steering vector of the direct signal, which could be calculated
based on prior information such as the antenna array geometry, the elevation and
azimuth of the satellite signal [8].

Similarly, take an as the steering vector of the n-th multipath signal, then the
direct signal plus multipath signal received by the antenna array is:

r tð Þ ¼ a0s tð Þ þ
XN
n¼1

anmn tð Þ ð30:3Þ

In the above formula, the steering vector of the multipath signal an is not
calculable, because the arrival direction of the multipath signal is not only related to
the complex environment, but also closely related to the satellite motion. When the
orientation of the satellite to the antenna of the monitoring station is changed, the
number and direction of the multipath signals are very likely to change.

30.3 Multipath Detecting Method Based on Antenna
Arrays

The architecture of the antenna array receiver is shown in Fig. 30.1. K received
signals of the antenna array get through the RF front end and to an intermediate
frequency, then converted by A/D samplers into digital signals.

Within each satellite signal channel, the carriers of the K received signals are
simultaneously wiped off, and weighted in baseband. The summation of the
weighted signals is formed into the array output signal, which is fed into the
correlator acquisition and tracking, then we can measure the pseudo-code phase and
carrier phase.

The traditional antenna array adjusts the weights to form a main beam towards
the satellite signal. The multipath detecting method proposed by this paper is just
the contrary. It forms a “nulling” in the direction of the satellite signal to eliminate
the received satellite signal, so as to determine whether there’s multipath in the
received signal.
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Assuming the vector of the array weight is w:

w ¼ ½w1;w2; . . .;wK �T ð30:4Þ

Then, based on the above architecture of the antenna array receiver, the output
signal after weighted by w and summed can be expressed as:

y tð Þ ¼ wTr tð Þ ¼ wTa0s tð Þ þ
XN
n¼1

wTanmn tð Þ ð30:5Þ

Choose a weighting vector to minimize the power of the satellite signal, which
means the array weight w satisfies:

min
w

wTE½a0sðtÞs�ðtÞaH0 �w� ¼ min
w

wTRssw� ð30:6Þ

where Rss represents the array autocorrelation matrix of the satellite signal.
Then, the main part of the array output y(t) is the multipath. If the receiver is able

to capture the satellite signal, it proves the existence of multipath in the current
received signal; if the receiver is failed to capture the satellite signal, it proves that
multipath does not exist in the current received signal, even if there is multipath, the
power of the multipath is too weak to affect the observations of the receiver.

Take dual-element array (K = 2) for example. Assume that based on prior
information such as satellite ephemeris, antenna coordinate of each element, we
calculate the steering vector of the satellite signal:
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Fig. 30.1 Architecture of antenna array receiver
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a0 ¼
1
ejh2

� �
ð30:7Þ

Take the array weight vector is:

w ¼ �1
e�jh2

� �
ð30:8Þ

Substituting formulas (30.7) and (30.8) into formula (30.5), the array output
signal can be obtained as follows:

y tð Þ ¼ wTa0s tð Þ þ
XN
n¼1

wTanmn tð Þ

¼
XN
n¼1

wTanmn tð Þ
ð30:9Þ

It can be seen that only the multipath signal mn(t) is left in the array output
signal. When the amount of the multipath signals N = 1, one can estimate the
strength, delay and phase of the multipath according to CNR, pseudo-range and
carrier phase measurements; When the amount of the multipath signals N > 1, the
parameter of N multipath signals is difficult to estimate, but still very easy to
determine the presence of multipath, which means multipath detection is not a
problem in any case.

30.4 Simulations

Consider the following typical scenario of navigation signals: There are 8 visible
GPS satellites: SVN45, SVN47, SVN15, SVN54, SVN26, SVN36, SVN39 and
SVN33. The corresponding pseudo-random sequence numbers (PRN) were 21, 22,
15, 18, 26, 6, 9 and 3. The plot of visible satellites is shown in Fig. 30.2.

Based on the software-defined GPS receiver [9], we verified the multipath detec-
tion method proposed in this paper. Receiver IF frequency is 9.548 MHz, A/D
sampling frequency is 38.192Msps, and the number of quantization bits is 4 bits. The
antenna array adopts the most simple dual- element antenna array, spacing by half of
the carrier wavelength. According to the array signal model in Sect. 30.2.2, regardless
of array channel mismatch, the amplitude of the two signals received by the antenna is
equal, and there’s only carrier phase difference between the two signals.

Based on the above scenario, one multipath signal and N multipath signals
(N > 1) were added separately for satellite PRN21. We examined the multipath
affect on pseudo-range measurements, and the multipath detecting results based on
the antenna array.

324 M. Li et al.



30.4.1 One Multipath Signal

From 10 to 25 s, one multipath signal is added to the basic scenario. Assuming the
amplitude of the multipath signal is equal to the direct signal, and the multipath
signal arrives 105 ns later than the direct signal, then the propagation distance of
multipath signal is 31.4 m more than the direct signal. Simulations are conducted
based on software receiver, and pseudo-range measurements when multipath signal
is present and not present are shown in Fig. 30.3a, and the difference between the
two is shown in Fig. 30.3b.

As shown in Fig. 30.3, for single-antenna receiver, the pseudo-range when
multipath is present shows a bias compared to the actual pseudo-range (when there
is no multipath). The measurement error is 15.7 m. Understandably, because there’s
only one multipath, when the multipath signal and the direct signal are added, the
position of the correlation peak falls between the pseudo code phase of the direct
signal and pseudo code phase of the multipath signal. The amplitude of the direct
signal and the amplitude of the multipath signal are equal, therefore the measure-
ment error is just half of the propagation delay (31.4 m), which is 15.7 m.

An antenna array receiver is used to detect the multipath signal. Firstly calculate
the steering vector of satellite signal based on prior information such as the satellite
ephemeris, element coordinates of the antenna array, then design the array weight
according to the steering vector, which aims to null the power of satellite signal at
the array output. Multipath detection result of the antenna array receiver is shown in
Fig. 30.4a, b.
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As shown in Fig. 30.4, from 10 to 25 s, the antenna array receiver detects the
multipath signal and outputs tracking results of the multipath signal. Except for 11 s
the pseudo-code tracking loop has not completely tracked the multipath, multipath
detection results of the rest period are coincident to the scenario setup, which has a
difference of −31.4 m from the actual pseudo-range. Combined with the amplitude
estimate of the antenna array, the detecting result could be directly used in pseudo-
range correction.

30.4.2 N Multipath Signals (N > 1)

From 12 to 30 s, two multipath signals are added to the basic scenario. Assuming
the amplitude of each multipath is equal to the direct signal, the propagation delay
of the multipath signals are 105 and 131 ns longer than the direct signal. Then the
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propagation distances of two multipath signals are 31.4 and 39.3 m more than the
direct signal separately. Simulations are conducted based on software receiver, and
pseudo-range measurements when multipath signals are present and not present are
shown in Fig. 30.5a, and the difference between the two is shown in Fig. 30.5b.

As shown in Fig. 30.5, for single-antenna receiver, the pseudo-range when
multipath is present shows a bias compared to the actual pseudo-range (when there
is no multipath). The measurement error jumps between 15.7 and 23 m. Due to the
presence of two multipath signals, when the multipath signal and the direct signal
are added, two peaks appear in the correlation curve, so the pseudo-code tracking
loop sometimes locks at the front correlation peak, sometimes locks at the back
correlation peak, therefore pseudo-range measurement jumps back and forth.

An antenna array receiver is used to detect the multipath signal. Firstly calculate
the steering vector of satellite signal based on prior information such as the satellite
ephemeris, element coordinates of the antenna array, then design the array weight
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according to the steering vector, which aims to null the power of satellite signal at
the array output. Multipath detection result of the antenna array receiver is shown in
Fig. 30.6a, b.

As shown in Fig. 30.6, from 12 to 30 s, the antenna array receiver detects the
multipath signals and outputs tracking results of the multipath signals. As there are
two multipath signals, the pseudo-code tracking loop sometimes locks at one
multipath signal, sometimes locks at the other multipath signal, therefore the
multipath detecting results jumps between −31.4 and −39.3 m, which is coincident
to the scenario setup. Based on this detecting result, pseudo-range measurement can
be corrected in the monitoring station. However, since the amount of multipath is
big, the amplitude, propagation delay of each multipath signal are likely to change.
The process of estimating the parameters of each multipath signal is more complex.

5 10 15 20 25 30 35 40
2.0732

2.0732

2.0732

2.0733

2.0734

2.0734

2.0734

2.0735

2.0736 x 10
7

ps
eu

do
-ra

ng
e 

(m
et

er
s)

pseudo-range measurement when multipath not present
pseudo-range measurement when multipath present

5 10 15 20 25 30 35 40
0

5

10

15

20

25

30

time (seconds)

time (seconds)

ps
eu

do
-ra

ng
e 

m
ea

su
re

m
en

t e
rro

r (
m

et
er

s)

pseudo-range measurement error

(a)

(b)

Fig. 30.5 a Pseudorange
observations of single antenna
when there are N = 2
multipath signals.
b Pseudorange observation
error of single antenna when
there are N = 2 multipath
signals

328 M. Li et al.



30.5 Conclusion

This paper proposed a multipath detecting method based on the antenna array.
Since the arrival angle of the multipath signal is different from the satellite signal, if
satellite signal is eliminated in the signal processing of antenna array receiver, then
the multipath can be detected according to the output pseudo-range. Theoretical
analysis and simulation experiments show that the method could quickly and
efficiently detect the multipath signal in the received signals. The elimination of the
multipath depends on the specific multipath environment. If only one multi-path
signal exists, the multipath detecting result could be directly used to correct pseudo-
range measurements in monitoring stations; If there are multiple multipath signals,
the process of estimating the parameters such as the amplitude, the propagation
delay is complex. Further research will be conducted in this area.
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Chapter 31
Reliability Allocation Method of Satellite
Navigation System Based on Dynamic
Simulation

Heng Zheng, Haisheng Li, Chang Li, En Xue, Zhuopeng Yang
and Peipei Gong

Abstract A reliability allocation method of satellite navigation system based on
dynamic simulation is proposed in this paper. First, Bayesian network is used for
allocating the service availability and continuity to a slot. Then, the dynamic col-
ored Petri net is applied to modeling the navigation information flow, which
describes the availability and reliability associating the slot with the satellite,
control center, mission up-link station and sensor station. Meanwhile, Monte Carlo
simulation method is used to determine the availability and reliability index of key
functional units. Finally, under conditions of the allocation availability and reli-
ability index, the service availability and continuity is got with the bottom-up
approach. Results are consistent with the original allocated values, which verify the
validity of the proposed method.

Keywords Availability � Reliability � Simulation allocation � DCPN � Bayesian
network

31.1 Introduction

Compared with other global satellite navigation system, the core of BeiDou navi-
gation satellite system with high reliability is to realize the equal level or even better
availability, continuity and integrity index. Scientific and rational allocation of
reliability index is an important premise for the development of the satellite navi-
gation system. How to convert the top-level reliability index such as service
availability, continuity and integrity to each system’s reliability and maintainability
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index is an important basis for the guidance and constraints of each system
reliability work.

For satellite navigation system such typical complex dynamic network, the
reliability index allocation technology is very complex. And the traditional reli-
ability allocation methods are difficult to apply, which requires the use of sophis-
ticated modeling and simulation technology. A reliability allocation method of
satellite navigation system based on dynamic simulation is proposed in this paper.
To highlight the simulation allocation idea, it is focused on the service availability
and continuity index allocation process. First, the service availability and continuity
index is allocated to slot availability and continuity. Then, the dynamic colored
Petri net is applied to modeling the navigation information flow, which describes
the availability and reliability associating the slot with the satellite, control center,
mission up-link station and sensor station. Meanwhile, Monte Carlo simulation
method is used to determine the availability and reliability index of key functional
units. Finally, under conditions of the allocation availability and reliability index,
the service availability and continuity is got with the bottom-up approach. Results
are consistent with the original allocated values, which verify the validity of the
proposed method.

31.2 Reliability Allocation Method

31.2.1 Service Availability Allocation to a Slot

31.2.1.1 Service Availability Model

For generality, assuming the constellation as non-uniform configuration, then each
state will have a different impact on the service performance. And the service
availability can be calculated by the constellation state probability and the con-
stellation value [1]. There is:

A ¼
XM
k¼0

XCk
N

n¼1

Pk;n � ak;n ð31:1Þ

where M is the total number of satellites, Ck
N is the combination number of k failure

satellites of N satellites, Pk;n is the constellation state probability with k failure
satellites in n combination case, ak;n is the constellation value.

According to GPS experience, the constellation value (referred to as CV) is
chosen as the objective function to evaluate the constellation performance. CV
which reflects the constellation geometry characteristics and continuous visibility is
an important manifestation of the constellation performance.
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CV is calculated as:

CV ¼

Pt0þDT

t¼t0

PL
i¼1

boolðDOPt;i �DOPmaxÞ � areai

DT � Area
� 100% ð31:2Þ

where DT is the total simulation time, t0 is the initial time, L is the total number of
grid points, boolðxÞ is Boolean function, when x is true, boolðxÞ ¼ 1, when x is
false, boolðxÞ ¼ 0, DOPt;i is the DOP value of the i grid point at time t, Area is the
total service area, areai is the area of the i grid point.

Pk is defined as the constellation state probability of k failure satellites. It
determines the availability of each satellite and all combinations, and there must beP

Pk ¼ 1. As the availability of each satellite is different, the constellation state
probability with different failure satellite combination is also different. There is:

Pk ¼
XCk

N

n¼1

Pk;n

Pk;n ¼
YN�k

m¼1

pn;m

 ! YN
i¼N�kþ1

ð1� pn;iÞ
 !

8>>>>><
>>>>>:

ð31:3Þ

where Ck
N is the combination number of k satellites in N, Pk;n is the constellation

state probability of n case with k failure satellites, pn;m is the availability of each
satellite of the ðN � kÞ satellites, and ð1� pn;iÞ is the corresponding failure
probability.

31.2.1.2 Slot Availability Calculation

Figure 31.1 shows the service availability model by using the Bayesian network [2].
It can be seen that each satellite is a parent node, and the availability of each

Fig. 31.1 Service availability model based on Bayesian network
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satellite is the marginal probability. Every node points to the “service availability”
child node, and CPT (conditional probability tables) is the constellation value of
different failure satellites.

According to the GPS experience, to describe the constellation performance and
hot spare satellites, a slot is used instead of a satellite. Since the slot availability is
coupling relationship with other parameters, it is difficult to use analytical methods
to get the slot availability; therefore, the simulation technology is required.

Based on the actual availability of operational satellites of BeiDou regional
system, Monte Carlo simulation is used to sample spreadsheet. After several rounds
of iterative improvement, the best required slot availability index is got.

31.2.2 Service Continuity Allocation to a Slot

Service continuity (CN ) is relevant to the slot continuity, availability, CV, and
continuity criterion. On the basis of knowing the slot availability, CV, and conti-
nuity criterion, the slot continuity will be calculated. There is:

CN ¼
XN
k¼m

Pk �
Xk
x¼0

Qk;x � 1
k
x

� � X
k
x

� �

n¼1

bool Rnðl; tÞf g

0
BBBBB@

1
CCCCCA ð31:4Þ

where N is the number of satellites visible to the user, m is the minimum number of
satellites required to satisfy the continuity, Pk is the probability of k user-visible
satellites that is associated with slot availability p, Qk;x is the conditional probability
which another x satellites are interrupted on the basis of k visible satellites,

1

k
x

� �P
k
x

� �
n¼1 bool Rnðl; tÞf g is the corresponding availability, Rnðl; tÞ is the service

availability on location l at time t.
Then, Qk;x is represented with the slot continuity c, there is

Qk;x ¼ k
x

� �
� ck�xð1� cÞx ð31:5Þ

On the basis of slot availability p, Qk;x can be got from service continuity CN ,
thus, slot continuity is obtained.
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31.2.3 Slot Availability and Continuity Allocation
to Each System

31.2.3.1 Index Allocation Thinking

First, dynamic colored Petri net is applied to modeling the navigation information
flow, which describes the availability and reliability associating the slot with the
satellite, control center, mission up-link station and sensor station. Meanwhile,
Monte Carlo simulation method is used to determine the initial availability and
reliability index of key functional units. Then, combined with reliability and
maintenance information of engineering operation, and by adjustment and opti-
mization of operating conditions and iterative improvement, the optimal availability
and reliability index of critical functional units are determined.

31.2.3.2 Model of Slot Availability and Continuity

1. Introduction to Petri net
Petri net is described with a circular (library), rectangular (changes) and the arrow
mark (arc) graphical representation. Arc is located between places and transitions.
Library represents a discrete mode or condition, and changes represent transfor-
mation behaviour between conditions [3]. When a token (indicated by dots) that
resides in the corresponding library, it means conditions satisfied. Petri net can have
multiple tokens, indicating mixing conditions. Ordinary and extended Petri nets
have many outstanding advantages including graphical representation, etc. So that it
is possible in a higher level of observation or simulation of all system components,
which is suitable for the dynamic process modeling. In this paper, dynamic colored
Petri net (DCPN) is used to modeling analysis; and DCPN has its precise mathe-
matical form definition [4, 5].
2. Information Flow Process Description
Basic navigation service is as the example to describing the navigation data
information flow among the satellite, control center, mission up-link station and
sensor station. Figure 31.2 shows the information flow process.
3. Top Model of Slot Availability and Continuity
According to the navigation information flow process, the slot availability and
continuity is modeled by using the dynamic colored Petri net, which simulates the
availability and reliability of functional units affecting to the slot availability and
continuity. The information flow varies with the performance of functional units.
Information includes availability of signal in space (referred as SIS, available or
unavailable) and quality of navigation information (correct, incorrect or unavail-
able). Figure 31.3 shows the top model of slot availability and continuity.

It can be seen from Fig. 31.3 that the model includes a satellite, control center,
mission up-link station and sensor station, which is described by the complex
changes. After double-click changes, model can be expanded. And data flow model
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is represented by the circle library. Model assumptions are as follows: (1) Only
content related to navigation service is considered; (2) System boundaries are SIS
level, not including the user receiver; (3) External environmental events are not
considered; (4) Short-term scheme outage is not considered (satellite orbital
maneuvering, etc.); (5) Long-term scheme outage is not considered (planned
replacement satellite end of life).
4. Petri Net Model of a Satellite (Fig. 31.4)
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Sub-systems

Precise orbit determination 
and time synchronization

Precision timingControl center data

Communications network

Satellite

Sensor 
Station

Control Center

Mission 
Up-link 
Station

Navigation data

Operation management 
and control

Signal in space

Satellite platform

Power and protection

Sub-systems

Signal receiver

Time generatingInter-satellite link

Fig. 31.2 Information flow of satellite navigation
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Fig. 31.3 Petri net model of slot availability and continuity
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5. Petri Net Model of a Control Center (Fig. 31.5)
6. Petri Net Model of a Mission Up-link Station (Fig. 31.6)
7. Petri Net Model of a Sensor Station (Fig. 31.7)
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31.3 Simulation Examples

Without loss of generality, the non-uniform constellation is chosen for simulation.
Assuming that there are 32 satellites of different orbits (e.g. 20MEO + 6GEO +
6IGSO). Reliability index allocation is based on this constellation in this paper.

31.3.1 Service Availability and Continuity Index
Requirements

The basic navigation service availability is assumed to be 0.9, and the service
continuity is set to be 0.92, which is as the top index requirements to be carried out
the allocation.
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Communications network MUS-lMission up-link 
station location

Mission up-link station 
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Sub-systemsMUS-l

Incorrect DownNormal Down

Fig. 31.6 Petri net model of a mission up-link station
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Fig. 31.7 Petri net model of a sensor station
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31.3.2 Allocation Results of a Slot Availability and Continuity

Considering the large number of satellite constellations, the following processing is
made to solve state explosion problem: The three kinds of satellites are each as a
node, which is divided into four states 0, 1, 2, 3; where 0 represents no failure
satellites, 1 represents a failure satellite, 2 represents two failure satellites, 3 rep-
resents other cases. Figure 31.8 shows the model of service availability and con-
tinuity. It can be seen that PGk, PIk and PMk (k = 0, 1, 2, 3) respectively represents
the constellation state probability of GEO, IGSO and MEO satellite nodes under the
conditions of k failure satellites.

It also can be seen from Fig. 31.8 that αk in the conditional probability tables
shows the constellation value of three nodes various state combinations. Figure 31.9
shows the constellation state probability of MEO satellites. According to k/n model,
the slot availability and continuity can be got.

Based on the above Bayesian network model, the slot avail availability and
continuity index is calculated as follows: the slot availability index is 0.93, and the
corresponding continuity index is 0.95.
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31.3.3 Allocation Results of Key Functional Units

The availability and reliability allocation results of key functional units of a satellite
are shown in Table 31.1. And the corresponding ground station availability and
reliability allocation results are shown in Table 31.2.

31.3.4 Reliability Index Simulation Verification

Taking the MTBO and MTTR of functional units of a satellite (as shown in
Table 31.1) and a ground segment (as shown in Table 31.2) as input, based on the
dynamic colored Petri net information flow model, the slot availability and conti-
nuity are calculated to be 0.9327 and 0.9576. Then, combined with the constellation
performance simulation results, by using Bayesian network model to obtain the
service availability is 0.9118, and the service continuity is 0.9235. That is better
than the original planned allocation index: the service availability is 0.9, the service
continuity is 0.92. Results show that, the reliability and availability index allocated

Table 31.1 Reliability allocation results of a satellite

No. Functional units Mean time between outages
(MTBO) (h)

Mean time to repair
(MTTR) (h)

1 Signal receiver 2,190 20

2 Time generating 3,285 20

3 Signal generation and
broadcast

3,285 20

4 Inter-satellite link 2,190 20

Table 31.2 Reliability allocation results of a ground segment

No. Ground
segment

Functional Units Mean time between
outages (MTBO) (h)

Mean time to
repair
(MTTR) (h)

1 Control
center

Precise orbit determination
and time synchronization

4,380 18

2 Precision timing 3,285 18

3 Operation management and
control

4,380 18

4 Sub-systems 4,380 18

5 Mission up-
link station

Communications network 4,380 18

6 Sub-systems 4,380 18

7 Sensor
station

Monitoring and receiving 3,285 18

8 Communications network 4,380 18
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to the key functional units of a satellite, control center, mission up-link station and
sensor station can meet the requirements of top-level service availability targets.

31.4 Conclusions

Scientific and rational allocation of reliability index is an important premise for the
development of the satellite navigation system. For the reliability allocation prob-
lem of satellite navigation systems such typical complex dynamic network, this
paper presents a reliability allocation method based on dynamic simulation. First,
Bayesian network is used for allocating the service availability and continuity to a
slot. Then, the dynamic colored Petri net is applied to modeling the navigation
information flow, which describes the availability and reliability associating the slot
with the satellite, control center, mission up-link station and sensor station.
Meanwhile, Monte Carlo simulation method is used to determine the availability
and reliability index of key functional units. Finally, under conditions of the allo-
cation reliability index, the service availability and continuity is got with the bot-
tom-up approach. Results are consistent with the original allocated values, which
verify the validity of the proposed method. The allocation method for the user-
oriented top-level reliability index can be decomposed to key functional units of
each engineering system, which can provide an input and guidance to carry out
reliability work for them.
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Chapter 32
A Study on Measuring Channel Bias
in GNSS Receiver

Hailong Chen, Wen Li, Xin Liu and Wenhai Jiao

Abstract The Channel Bias of GNSS Receiver affects the precise measurement of
navigation signals. It is important to correct the channel bias of GNSS Receiver for
precise orbit and clock products in multi-GNSS data analysis. Based on the refined
pseudorange observation error mode, the paper proposes a new method of mea-
suring channel bias of GNSS Receiver by using GNSS simulator, which can
measure the bias in the same frequency of the same system, between the different
frequencies, between the different systems. Finally, this paper uses this method to
test three types of iGMAS receivers, the results show that the channel bias in the
same frequency is about 0.01 ns, while that in the different frequencies and the
different systems is about 0.1 and 20 ns respectively, and all these bias are related
with the receiver type.

Keywords GNSS receiver � Channel bias � iGMAS � GNSS simulator

32.1 Introduction

The channel bias in multi-system receiver is not the same for the same frequency,
the different frequencies of the same system and the different systems [1], because
of the influence of RF front-end filters, pseudo-code generator, correlators and
tracking loop performance. The existence of the inter-receiver bias could affect the
GNSS receiver observation data application performance in high precision
application.
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Numerous studies have been carried out to investigate the influence of L1/L2
channel biases on the ionospheric delay corrections. Gao has made a comprehensive
study on this issue. Dual-frequency pseudorange measurements have been used to
derive ionospheric delay corrections. The differential delays derived from the L1 and
L2 measurements, however, are deteriorated by receiver channel biases. Obtaining
accurate absolute ionospheric corrections requires that these bias values be removed
from the ionospheric measurement or estimated along with ionosphere parameters
[2]. Various research results have indicated that the biases are constant over a
relatively long time span such as a month. According to Wilson and Mannucci, the
inter-frequency receiver channel biases are constant at the 0.1 ns level [3]. A similar
result has also been reported by Schaer [4]. Gao proposed that the receiver channel
biases can be estimated through a Least Squares adjustment procedure [2]. Donny
uses Kalman filter to measure the inter-frequency receiver channel bias which is
applied to data processing of GPS Monitor Station Network [5].

The precise positioning could also be improved by correcting the receiver
channel bias. Dhital et al. addresses the problem of receiver channel biases by
presenting various biases, such biases could be removed from the measurement,
leading to an improvement in the position solution [6].

However these studies are based on a single system receiver. The paper proposes
a new method of measuring channel bias of GNSS Receiver by using GNSS
simulator, which can measure the bias in the same frequency of the same system,
between the different frequencies, between the different systems. This method was
used to test the GNSS receivers in the international GNSS Monitoring and
Assessment System (iGMAS for short).

32.2 Observation Error Model

The receiver channel bias is caused by path dependent delay of the GNSS signal
through hardware, so as to increase the error to observation measurements. Each
aspects of the receiver signal processing could be equivalent to some filters. The
signal response delay of filters is related to the signal frequency. The bias must be
considered in mutil-GNSS data combination analysis. As concluded by Hansen [7],
there are two ways to estimate such a bias:

1. By manufacturing a device that could directly measure the bias for each receiver
in real time.

2. By fitting a model to separate the bias from the model.

The latter approach will be used in the paper, because it can be implemented in
software and is operationally feasible. By assuming that any channel of receiver
could be configured to track any signal from any satellite, the range measurements
on single frequency n between a receiver and a satellite can be described by the
following equations:
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qm;nðjÞ ¼ rðjÞ þ cðtr � tsðjÞÞ þ dsðjÞ
þ TðjÞ þ InðjÞ
þ dmultðjÞ þ dr;m;nðjÞ
þ eðqm;nðjÞÞ

ð32:1Þ

where
qm;nðjÞ is the measured pseudorange on frequency (n) receiver and the satellite

(j) by receiver channel (m).
rðjÞ is the geometric range between receiver and the satellite (j).
c is the speed of light.
tr is the receiver clock error in the measured pseudorange.
tsðjÞ is the satellite clock error in the measured pseudorange.
dsðjÞ is the channel delay of the satellite (j).
TðjÞ is the tropospheric delay in the measured pseudorange.
InðjÞ is the ionospheric delay in the measured frequency (n) pseudorange.
dmultðjÞ is the multipath effect in the measured pseudorange.
dr;m;nðjÞ is the receiver channel (m) delay in the measured frequency (n)

pseudorange between receiver and satellite (j).
eðqm;nðjÞÞ is the measured pseudorange noise.

The above equations have considered all possible error/bias source from signal
generation, propagation to reception. The paper’s method is based on this obser-
vation model.

32.3 A Method to Measure Channel Bias in GNSS Receiver

When GNSS receiver tracks the same signal or signal on the different frequency or
signal from the different system by different channel, the channel delay is not the
same.

It is difficult to measure the receiver channel bias with actual observation data,
because large errors in the measurements make it impossible to measure the much
smaller channel bias. This can be done by using a GNSS simulator. Some errors in
equations could be set to zero by using a GNSS simulator, such as satellite clock,
tropospheric delay, ionospheric delay, multipath error. And the channel bias in
GNSS simulator could be corrected. Equation (32.1) can be simplified to:

qm;nðjÞ ¼ rðjÞ þ ctr þ dr;m;nðjÞ
þ eðqm;nðjÞÞ

ð32:2Þ
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32.3.1 The Method to Measure the Bias in Same Frequency

Currently, the receiver generally tracks the satellite signal in the dynamic manner,
the receiver has not been track the same signal all long by identify channel. The
tracking channel will be changed. Because of channel hardware features, the same
signal through different channels has different delay. This method is to measure the
bias in same frequency by setting all channel of receiver to track the identify signal
in the same frequency from the same satellite. The GNSS simulator is set to zero out
the satellite error, tropospheric error, ionospheric error, multipath error.

According to Eq. (32.2), differencing the pseudorange measurements in same
frequency from any two channel (k, l) of the receiver to eliminate the geometric
range rðjÞ and receiver clock error tr,

qk;nðjÞ � ql;nðjÞ ¼ dr;k;nðjÞ � dr;l;nðjÞ
þ eðqk;nðjÞÞ � eðql;nðjÞÞ

ð32:3Þ

Equation (32.3) becomes,

dk�l;nðjÞ ¼ dr;k;nðjÞ � dr;l;nðjÞ
þ eðqk;nðjÞÞ � eðql;nðjÞÞ

ð32:4Þ

Calculate the maximum value of all dk�l;nðjÞ

dnðjÞ ¼ maxfdk�l;nðjÞg
¼ dr;p;nðjÞ � dr;q;nðjÞ
þ eðqp;nðjÞÞ � eðqq;nðjÞÞ

ð32:5Þ

Equation (32.5) only remains the channel bias and pseudorange observation
noise. Pseudorange noise could be reduced by time average, because the noise is
random noise.

32.3.2 The Method to Measure the Bias in Different
Frequency

The receiver channel bias is not the same, when tracking the signal in different
frequency from the same satellite, because of the different hardware and filters. The
paper proposes a method to measure the bias in the different frequency by setting all
channel of receiver to track the signals in the different frequency from the same
satellite. The GNSS simulator is set to zero out the satellite error, tropospheric error,
ionospheric error, multipath error.

346 H. Chen et al.



According to Eq. (32.2), differencing the pseudorange measurements in different
frequency (w, x) from any two channel (k, l) of the receiver to eliminate the
geometric range rðjÞ and receiver clock error tr,

qk;wðjÞ � ql;xðjÞ ¼ dr;k;wðjÞ � dr;l;xðjÞ
þ eðqk;wðjÞÞ � eðql;xðjÞÞ

ð32:6Þ

Equation (32.6) becomes,

dk�l;wxðjÞ ¼ dr;k;wðjÞ � dr;l;xðjÞ
þ eðqk;wðjÞÞ � eðql;xðjÞÞ

ð32:7Þ

Calculate the maximum value of all difference between channel k and l, that is
dk�l;wxðjÞ,

dwxðjÞ ¼ maxfdk�l;wxðjÞg
¼ dr;p;wðjÞ � dr;q;xðjÞ
þ eðqp;wðjÞÞ � eðqq;xðjÞÞ

ð32:8Þ

Equation (32.8) only remains the channel bias between different frequency (w, x)
and pseudorange observation noise. Pseudorange noise could be reduced by an time
average, because the noise is random noise.

32.3.3 The Method to Measure the Bias in Different System

When measuring the channel bias between different system, the geometric ranges
could be firstly eliminated, because the geometric ranges are different for tracking
the different satellite.

The paper proposes a method to measure the bias in the different system by
setting some channels of receiver to track the signals from a satellite of certain
system, for example GPS, other some channels to track the signals from identify
satellite of certain system, for example BDS. The GNSS simulator is set to zero out
the satellite error, tropospheric error, ionospheric error, multipath error.

Firstly, the geometric range is subtracting from the measured pseudoragne of
each system, the value comes from the GNSS simulator, so the Eq. (32.2) becomes,

Dqm;nðjÞ ¼ ctr þ dr;m;nðjÞ þ eðqm;nðjÞÞ ð32:9Þ

Then, differencing Dqm;nðjÞ from any two channel (k, l) of the receiver to
tracking two system (w, x) to eliminate receiver clock error tr,
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Dqk;wðjÞ � Dql;xðjÞ ¼ twx þ dr;k;wðjÞ � dr;l;xðjÞ
þ eðqk;wðjÞÞ � eðql;xðjÞÞ

ð32:10Þ

where,
twx is the system time offset between systems (w, x), this offset could be obtained

from satellite ephemeris.
After eliminating the system time offset, the Eq. (32.10) becomes,

Ddk�l;wxðjÞ ¼ dr;k;wðjÞ � dr;l;xðjÞ
þ eðqk;wðjÞÞ � eðql;xðjÞÞ

ð32:11Þ

Calculate the maximum value of all difference between channel k and l, that is
Ddk�l;wxðjÞ,

DdwxðjÞ ¼ maxfdk�l;wxðjÞg
¼ dr;p;wðjÞ � dr;q;xðjÞ
þ eðqp;wðjÞÞ � eðqq;xðjÞÞ

ð32:12Þ

Equation (32.12) only remains the channel bias between different system (w, x)
and pseudorange observation noise. pseudorange noise could be reduced by an time
average, because the noise is random noise.

32.4 The Testing Environment and Results

32.4.1 The Testing Environment

The paper tests the channel bias by using three type receivers from the manufac-
turers UNICORECOMM, CETC54 and CETC20. Those are quad-system eleven-
frequency high precision BDS/GPS/GLONASS receivers and can track fourteen
satellites for each frequency at the same time. Details are given in Table 32.1. The
quad-system GNSS simulator is produced by National University of Defense
Technology [8], and its channel biases have been corrected.

Table 32.1 GNSS receiver equipment

Manufacturer Model Available Note

UNICORE UR4B0 BDS: B1I, B2I
GPS: L1CA, L2Y
GLO: G1CA, G2CA
GAL:E1B, E5aI, E5bI

UNICORECOMM

CE54 GMR-4011 CETC54

CE20 gnss-ggr CETC20
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There is Rubidium clock to provide frequency standard to three type receivers
and simulator together. The testing configuration is shown in Fig. 32.1

The GNSS simulator is set to dynamic simulation scene mode and is set to zero
out the satellite error, tropospheric error, ionospheric error and multipath error. The
simulator can output the B1I and B2I of BDS, GPS’s L1 C/A and L2Y, G1CA and
G2CA of GLONASS, E1B and E5aI of GALILEO, E5bI. The signal power is
attenuated to minimum signal power, which is defined by each system’s Interface
Control Document.

The three receivers are set to assign fourteen channels to track each signal in
each frequency from each system respectively. For each system, the receivers only
track one satellite.

32.4.2 The Testing Results

The paper have tested the channel bias in the same frequency, the different fre-
quencies, and the different systems through using the method introduced in the third
section.

The test results of channel bias in same frequency are shown in Table 32.2. This
results show that the channel bias is between 0.001 and 0.008 ns. Because UR4B0

GNSS Simulator

Rubidium clock

Attenuator

Splitter

UR4B0 GMR-4011 gnss-ggr

Navigation Signal

Navigation Signal

Navigation SignalNavigation Signal Navigation Signal

10MHz and 1pps

10MHz and 1pps

10MHz and 1pps 10MHz and 1pps

Fig. 32.1 Test configuration
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receiver adopts a chip architecture, its bias is smaller than that of the GMR-4011
and gnss-ggr. The two type receivers use FPGA plus DSP or ARM architecture.

The test results of channel bias in the different frequency are shown in
Table 32.3. This results show that the channel bias is between 0.02 and 0.3 ns.

The test results of channel bias in the different system are shown in Table 32.4.
This results show that the channel bias is between 2 and 18 ns. And then this exits
difference among receiver by various Manufacturers.

Table 32.2 Channel bias in
same frequency (Unit ns) System Frequency

B1/L1/G1/E1 B2/L2/G2/E5a E5b

UR4B0 BDS 0.0017 0.0017 —

GPS 0.0017 0.0017 —

GLO 0.0017 0.0017 —

GAL 0.0017 0.0017 0.0017

GMR-4011 BDS 0.0022 0.0024 —

GPS 0.0026 0.0069 —

GLO 0.0016 0.0040 —

GAL 0.0027 0.0040 0.0010

gnss-ggr BDS 0.0026 0.0046 —

GPS 0.0080 0.0074 —

GLO 0.0062 0.0041 —

GAL 0.0020 0.0010 0.0020

Table 32.3 Channel bias in
different frequency (Unit ns) System Frequency

B1-B2, L1-L2
G1-G2, E5a-E5b

UR4B0 BDS 0.0181

GPS 0.0183

GLO 0.0185

GAL 0.0182

GMR-4011 BDS 0.1947

GPS 0.2036

GLO 0.1310

GAL 0.1782

gnss-ggr BDS 0.1879

GPS 0.2077

GLO 0.1647

GAL 0.1774
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32.5 Conclusions

The channel bias in GNSS receiver will affect the high precise application and
mutil-GNSS data combination analysis. The paper introduced a new method of
measuring channel bias of GNSS Receiver by using GNSS simulator, which can
measure the bias in the same frequency of the same system, between the different
frequencies and between the different systems. Three types of iGMAS receivers are
tested using this method. The results show that the channel bias in the same fre-
quency is about 0.01 ns, while the channel bias in the difference frequencies is
about 0.1 ns and the channel bias in the different system is about 20 ns. But all these
bias are depended on the receiver type. In particular, the bias in the different
systems reaches 20 ns if not corrected, and it will affect the accuracy of multi-
system data fusion process.

In the future, more researches will be done about how to measure the channel
bias in the GNSS receiver with actual observation data and how the channel biases
exiting between various receiver influences data processing for those receivers used
in the same tracking station network.
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Chapter 33
The Development, Test and Application
of New Technology on Beidou/GPS
Dual-Mode Pseudolites

Xingli Gan, Baoguo Yu, Lei Chao and Shi Liu

Abstract Satellite navigation signal was easy to be influenced by urban canyon,
highway tunnel, indoor and underground garage. In view of this shading problem, the
Beidou/GPS dual-mode pseudolites was developed in China. Firstly, the composition
and technical characteristic of pseudolites was introduced. Secondly, Pseudolites
compatible with Beidou/GPS signal, navigation message and anti near-far effect was
described, then put forward a new high precision time synchronization algorithm
between pseudolites and Beidou/GPS. Thirdly, the range stability, navigation chip
compatible reception ability, signal coverage and the positioning accuracy was tested
in the infield and outfield environment. Test results showed that: by the new time
synchronization algorithm, the properties of rubidium clock or crystal oscillator to
drive the pseudolites was basically the same, so this pseudolites could use a cheap
crystal as the time frequency unit. Under the combined solution between pseudolites
and Beidou/GPS, pseudolites could improve the geometric distribution and the
positioning accuracy of the navigation system from 10m up to 5m. Finally, Verifying
the enhanced capabilities of pseudolites in the Mountain valley environment through
the practical application data of Jiuzhaigou National Park, the related research results
will improve the high availability of China’s Beidou satellite navigation system.

Keywords Pseudolites � Beidou � GPS � Time synchronization � Joint positioning

33.1 Introduction

Satellite navigation system was difficult to provide seamless navigation service, due
to the environment of shading effect at urban canyon, indoor and valleys, etc.
Pseudolite was used to solve the problem [1–4]. In the Galileo project, The EU
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(European Union) was putting forward GILT [5], developing indoor and outdoor
Galileo pseudolites and Europe communication management committee (ECC) had
begun to issue the Galileo pseudolite management framework and the unity stan-
dard of the Galileo indoor and outdoor pseudolites [6], which allowed pseudolites
to use E1 signal. Japan promoted indoor positioning systems which was called
IEMS for GPS. IMES signal interface has been written to QZSS interface control
documents and bring [7].

In this paper, Firstly, the function and technical characteristics of Beidou/GPS
dual-mode pseudolites system was introduced, Secondly, the pseudolites signal,
navigation message, near-far effect, time synchronization algorithm and positioning
algorithm were described in detail. Finally, crystal oscillator and rubidium clock
had the same performance under the new time synchronization algorithm, so we
could use cheap crystal as pseudolites’ time-frequency units, and improve geo-
metric distribution, the level of positioning accuracy in the navigation system from
10 up to 5 m.

33.2 Beidou/GPS Dual-Mode Pseudolites System

Under the support of China National science and technology project-“Intelligent
navigation search and rescue terminal and region application system” (Item no.:
2011BAH05B00), we had developed the BD/GPS dual-mode pseudollites. The
composition of this system was shown in Fig. 33.1, which included the signal
transmitters of pseudolites (20 cm × 20 cm × 10 cm), transmitting antenna and
receiving antenna. The technical features as follows:

Beidou/GPS dual-mode pseudolites

Pseudolites 
host

Receiving 
antenna

Transmitting 
antenna

Time 
synchroniz
ation loop

Pseudolites host

Portable installed in 
the roof

Combined positioning of Beidou, GPS and 
Pseudolites

Navigation chip support
Pseudolites

Pseudolites
signal

Fig. 33.1 System composition of Beidou/GPS dual-mode pseudolites
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• Pseudolites signal and Beidou/GPS signal were highly compatible.
• Using the closed-loop high-precision time synchronization technology.
• Using the crystals drives pesudolites, low cost and miniaturization.
• Pulse signal resistant the near-far effect.
• Positioning accuracy was better than 5 m (95 %), when pseudolites combined

with Beidou/GPS.

33.3 Signal and Key Technology of the Beidou/GPS
Pseudolites

33.3.1 Beidou/GPS Pseudolites Signal Design

The signal parameters of pseudolites were shown in Table 33.1. It was shown that
center frequency, code length and code rate, data rate, modulation mode, polari-
zation mode of pseudolites were the same as GPS and Beidou. The spread spectrum
code of pseudolites was using the extension code of Beidou and GPS ICD, it was
stated that PRN33-PRN37 of GPS were used for ground transmitter [8].

Navigation message of Beidou/GPS pseudolites was shown in Fig. 33.2. Each
pseudolite navigation message frame consists of five subframes, the first subframe
was subframe type 1, carrying pseudolite location data. The second to fifth sub-
frames were subrame type 2, supporting pseudorange differential data for six
satellites.

33.3.2 Near-Far Effect

The pulse signal modulation of Beidou/GPS pseudolites was an important tech-
nology to overcome the near-far effect [9–12]. Pseudolites pulse plan was recom-
mended by RTCM SC-104 committee, it was defined as pulse duration is 1/11 of

Table 33.1 Signal parameters between pseudolites and Beidou/GPS

GPS Beidou Pseudolites

GPS L1 Beidou B1

Frequency (MHz) 1575.42 1561.098 1575.42 1561.098

Spread spectrum code 1–32 1–32 33–37 33–37

Code rate (MHz) 1.023 1.023 1.023 1.023

Code length (ms) 1 1 1 1

Data rate (bps) 50 50 50 50

Modulation method BPSK BPSK BPSK BPSK

Polarization mode RHCP RHCP RHCP RHCP
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code cycle. The continuous and pulse signal spectrum of BD/GPS dual-mode
pseudolites were showned at Fig. 33.3a was showed pseudolite signal spectrum
under the condition of the pulse signal, Fig. 33.3b was showed pseudolite signal
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spectrum under the condition of continuous signal. The continuous signal spectrum
was more smooth than pulse signal, which was mainly caused by the random
distribution of the pulse signal energy.

33.3.3 New Method Of Time Synchronization

In order to realize the combined position of pseudolites and navigation satellites, the
technical of high precision time synchronization need to be solved. Figure 33.4 was
a diagram of the closed-loop time synchronization. The Beidou/GPS and pseudo-
lites signal was received by a synchronous receiver in pseudolites. The specific
methods were introduced:

Building the pseudorange measurement equation between the synchronous
receiver and the signal transmitter:

qmi ¼ Pm
i þ c� dti � dtmð Þ ð33:1Þ

Among them, qmi was the pseudorange between the synchronous receiver to the

transmitter; Pm
i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xmð Þ2 þ yi � ymð Þ2 þ zi � zmð Þ2

q
was the geometric dis-

tance; dti was the clock error of synchronous receiver; dtm was the time deviation of
pseudolites; c was the speed of light.

Building the pseudorange measurement equation of the pseudolites synchronous
receiver for GPS and Beidou:
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qji ¼ Pj
i þ c� dti � dt j

� �þ dqR þ dqI þ dqT þ e ji ð33:2Þ

Among them, qji was the pseudorange of the synchronous receiver for GPS and

Beidou; Pj
i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � x jð Þ2 þ yi � y jð Þ2 þ zi � z jð Þ2

q
was the geometric distance

between synchronized receiver to a navigation satellite; x j; y j; z jð Þ was the position
of satellites; xi; yi; zið Þ as the position of the synchronous receiver; dqR was the error
of ephemeris; dqI was the ionosphere error; dqT was the troposphere error; dt j was
the time deviation for GPS or Beidou.

We could calculate Beidou or GPS satellite clock correction,

Mj ¼ qji � Pj
i ¼ c� dti � dt j

� �þ dqR þ dqI þ dqT ð33:3Þ

Among them, Mj was the clock correction of GPS or Beidou.
Calculating the clock correction for pseudolites,

Mm ¼ qmi � Pm
i ¼ c� dti � dtmð Þ ð33:4Þ

Among them, Mm was the clock correction of pseudolites.
The formula (33.3) and (33.4) were used to calculate the clock difference cor-

rection as the navigation message parameters, which was sent to the receivers.

33.3.4 Jointing Positioning of Pseudolites/Beidou/GPS

Building the pseudorange measurement equation of Beidou and GPS:

qjk ¼ Pj
k þ c� dtk � dt j

� �þ dqRk þ dqIk þ dqTk ð33:5Þ

Among them, qjk was the pseudorange values of the user receiver to GPS and

Beidou; Pj
k ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xk � x jð Þ2 þ yk � y jð Þ2 þðzk � z jÞ2

q
was the geometric distance

between the user receiver to GPS and Beidou; x j; y j; z jð Þ was the position of the
navigation satellite; xk; yk; zkð Þ was the position of the user receiver; dqRk was the
ephemeris error; dqIk was the ionosphere error; dqTk was the troposphere error; dtk
was the time deviation of user receiver; dt j was the time deviation of GPS or
Beidou.

Building the pseudorange measurement equation of pseudolites signal
transmitter:

qmk ¼ Pm
k þ c� dtk � dtmð Þ ð33:6Þ

Among them, qmk was the pseudorange values of user receiver to the pseudolites;
Pm
k was the geometric distance between user receiver to pseudolites; xm; ym; zmð Þ
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was the position of pseudolites; xk; yk; zkð Þ was the position of the user receiver; dtm

was the pseudolites time deviation.
Pseudorange measurement equation of GPS or Beidou was as follows:

qjk � qji � Pj
i

� �
¼ Pj

k þ c� dtk � dt j
� � þ dqRk þ dqIk þ dqTk � c

� dti � dt j
� �� dqR � dqI � dqT ð33:7Þ

Because dqRk � dqR, dqIk � dqI and dqTk � dqT, the pseudorange measure-
ment equation of GPS or Beidou was turn into:

qjk ¼ Pj
k þ c� dtk � dtið Þ þ qji � Pj

i

� �
ð33:8Þ

Pseudorange measurement equation for pseudolites was as follows:

qmk ¼ Pm
k þ c� dtk � dtið Þ þ qmi � Pm

i

� � ð33:9Þ

The measurement equation of Beidou, GPS and pseudolites was combined,
which was used to position by the least square method.

q1k ¼ P1
k þ c� dtk � dtið Þ þ q1i � P1

i

� �
q2k ¼ P2

k þ c� dtk � dtið Þ þ q2i � P2
i

� �
. . .. . .. . .

qnk ¼ Pn
k þ c� dtk � dtið Þ þ qni � Pn

i

� �
qmk ¼ Pm

k þ c� dtk � dtið Þ þ qmi � Pm
i

� �

8>>>><
>>>>:

ð33:10Þ

the clock difference of measurement equation c� dtk � dtið Þ only matter with the
user receiver and the synchronous receiver of pseudolites. Therefore, this digital
synchronous method eliminates the navigation satellite clock error, orbit deviation
and the influence of the ionosphere and troposphere. Then the Positioning accuracy
of pseudolites and GPS/Beidou was improved.

33.4 Key Indicator Test of the Beidou/GPS Dual-Mode
Pseudolites

33.4.1 Range Stability Test of Pseudolites Signal

Figure 33.5 were the 10 h test on the range stability of Beidou/GPS pseudolites. the
mean value of pseudolites B1I channel was 2979.03 m, the standard deviation was
0.0068 m, the maximum deviation was 0.0267 m, while the mean value of
pseudolites L1I channel was 3519.15 m, the standard deviation was 0.0054 m, the
maximum deviation was 0.0276 m.
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33.4.2 Using CC50F—BG Chip to Receive the Pseudolites
Signals

Using navigation chip to receive the pseudolites pulse signal was shown at
Fig. 33.6. In the indoor environment, pseudolites connects with the adjustable
attenuator and, by adjusting attenuation values of the attenuator, CC50F-BG chip
was able to receive the pulse signal. It was enough to prove that the design of the
high compatibility between the pseudolites signals and navigation chip.

33.4.3 Anti Near-Far Effect Test

Figure 33.7 was pseudolites pulse signal Anti near-far effect test. Test result was as
follows: Putting a mobile phone near the pseudolites antenna (about 30 cm), in
5 min, the mobile phone positioning was realized. It was proved that pseudolites’
pulse signals could effectively solve the near-far effect, in “near effect zone” did not
interfere with the positioning function of Beidou/GPS chip.
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Fig. 33.5 The 24 h test results on the range stability of Beidou/GPS dual-mode pseudolites. a L1
C/A channel 10 h stability, b B1 C/A channel 10 h stability

Fig. 33.6 Using CC50F-BG chip receive the pseudolites signals
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Figure 33.8 was the pseudolites signals transmitted power and coverage test
environment, the Olinkstar’s CC50F-BG chip was used as a test terminal.

Table 33.2 was the test results of pseudolites signals transmitted power, it could
be seen in the table that pseudolites signals made CC50F-BG chip which had been
in a saturated state.

33.4.4 Positioning Accuracy Test

Figure 33.9 was the result of pseudolites positioning accuracy by using rubidium
standard or crystals, Fig. 33.9a was the result of pseudolites positioning accuracy by
rubidium standard, Fig. 33.9b was the result of pseudolites positioning accuracy by

Fig. 33.7 Anti near-far effect test of pseudolites pulse signal

Pseudolite test receiver 
(embedded CC50F - BG chip)

200m

Fig. 33.8 Beidou/GPS pseudolites signals transmitted power and coverage test

Table 33.2 The test results
of pseudolites signals
transmitted power

Distance (m) GPS (C/N0) BD (C/N0)

1 15 43 47

2 25 43 47

3 65 43 47

4 200 43 47
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crystals. By the test results could be seen in the graph, Beidou or GPS single point
positioning results relative to the coordinate point had some bias, and Horizontal
position precision was in line with its nominal value (about 10 m). After joining
pseudolites, positioning accuracy was improved (better than 5 m), and Anchor
points were concentrated in the known point.

The results expressed in the form, as shown in Table 33.3. It could be seen that:
(1) Positioning performance was basically the same between rubidium standard or
crystals, therefore, under the support of the new time synchronization algorithm,
pseudolites time-frequency units could chosen crystal. (2) Under the combination of
pseudolites and Beidou/GPS, HDOP value would be decreased, the advantages of
geometric distribution was improved.

33.5 The Applications of the Beidou/GPS Dual-Mode
Pseudolites

The pseudolites has been installed Jiuzhaigou national park, as shown in Fig. 33.10.
According to the test results, the number of navigation satellite was decreased, and
geometric distribution was significantly worse, which made Beidou or GPS posi-
tioning precision in 30 m(95 %), had a same direction deviation relative to the
known point, then we found that the deviation was mainly due to constellation
geometry deformation in canyon area. After by adding the pseudolites signals,
positioning accuracy was improved significantly, better than 8 m (95 %).

Fig. 33.9 The result of pseudolites positioning accuracy by rubidium standard or crystals.
a Pseudolites positioning accuracy by rubidium, b pseudolites positioning accuracy by crystals

Table 33.3 The statistics of pseudolites positioning accuracy by rubidium standard or crystals

Positioning mode HDOP Rubidium standard Crystals

Single point positioning 2.37 10 m (95 %) 10 m (95 %)

Pseudolites + Beidou + GPS 1.73 4.78 m (95 %) 4.95 m (95 %)
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33.6 Conclusion

The algorithm of pseudolites compatible Compass/GPS signals, navigation message
and anti near-far effect was described in paper, and proposed the new high precision
time synchronization technology. By the infield and outfield test environment,
pseudo range stability, navigation chip compatible reception ability, signal coverage
and the positioning accuracy was tested. The test results show that: rubidium clock
and crystal oscillator to drive the pseudolites had the same performance by using
this closed-loop time synchronization algorithm. In the combination of pseudolites/
Beidou/GPS, pseudolites could improve the geometric distribution, the positioning
accuracy of the navigation system from 10 up to 5 m.

To facilitate the seamless positioning capability of Beidou satellite navigation,
the Beidou/GPS pseudolites was developed, which was using a new closed-loop
time synchronization and pseudolites/Beidou/GPS combination positioning tech-
nology. In the follow-up, we need to strengthen the research of Beidou pseudolites
signals and indoor positioning technology [13–17].
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Chapter 34
Study on Judgment Method of Signal
Correlation Performance Based
on Complex Correlation Vector

Ying Wang, Zhe Su, Yansong Meng and Xiaoxia Tao

Abstract For a long time, the satellite navigation signals are performed in a rel-
atively simple BPSK or QPSK modulation of pseudo code and data for loading data
information and time information. However, since the USA GPS modernization, the
European Galileo satellite navigation system begins to demonstrate, new ideas and
new methods for design and receiving signal appear continuously. With the use of
AltBOC baseband signal form, we urgent need more complete presentation of a
signal related performance. In this paper, the processing of traditional signal and the
complex baseband signal was analysed. And the method of complex correlation
vector diagram was studied for judgment signal correlation performance. The
correlation vector analysis method is given in the process of receiving the actual
signal. The method and result provides performance analysis guide for receiving the
navigation signals by jointing I and Q branch and receiving full bandwidth AltBOC
signal.

Keywords Correlation � Satellite navigation � Navigation signal

34.1 Introduction

GPS played a groundbreaking role in the field of navigation and positioning by using
the pseudo code ranging system based on time of arrival measurement. Since then, the
satellite navigation signals are performed in a relatively simple BPSK or QPSK
modulation of pseudo code and data for loading data information and time informa-
tion. However, since the USAGPSmodernization, and the European Galileo satellite
navigation system begins to be deployed, the thought of design for signal and
receiving methods are more abundant. Expression of real signal has not accurately
represented the signal content. Various methods and new ideas about navigation
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signal design and receiving such as AltBOC are constantly appeared. With the use of
AltBOC and other complex signal form, a more reliable method is needed to com-
pletely demonstrate the navigation signal correlation performance [1–4].

Radio frequency (RF) signals are generally real signals, after receiving by
antenna and down conversion, it becomes intermediate frequency (IF) real signals.
When the carrier stripped, the distortion such as signal spectrum shape asymmetry
makes the baseband signal into complex signal containing I, Q two components. In
the present study, the complex correlation vector method was discussed by
receiving and analysing of complex signal methods.

34.2 Model Analysis

For general navigation signal received, omitting the intermediate frequency mod-
ulation step, the signal can be expressed as

sðtÞ ¼ Re½cðtÞej2pft� ð34:1Þ

where, cðtÞ is the baseband signal that can be pure real or complex signal. When
cðtÞ is purely real, in the baseband signal vector circle, the clockwise and coun-
terclockwise rotation of two vectors is showed, the synthetic vector is always real
vector. When cðtÞ is a complex signal, it always can be written as

cðtÞ ¼ AðtÞ\uðtÞ ¼ xðtÞ þ jyðtÞ ð34:2Þ

The signal vector can be clockwise rotation or counterclockwise rotation. There
are two kinds of correlation tracking method: One is based on independently
tracking x or y; another method is based on the orthogonality of x and y by tracking
x (or y) and assisting another. Both methods have the advantages of simple
structure, so now a lot of receivers use these methods for tracking signal. For the
signal, there is a limit condition: the signal energy must be focused on the I branch.
When the receiver stable tracking, the Q branch is mainly the noise component.
This treatment is correct and reasonable for ordinary real baseband signal. But for
the complex baseband signal, the Q branch has always existed signal energy. It
means that this part of the energy will be treated as noise, as a result, it reduced the
energy of signal and the relative increased the noise energy, causing greater loss of
carrier to noise ratio (C/N0).

When signal becomes complex signal, it has the following circumstances:
1. The Ideal Signal is Real Signal
After modulation, affected by the non-ideal factors of the channel, the real signal

amplitude and phase become imbalance. After down conversion, the signal itself
becomes complex signal. At this time, the complex signal characteristic shows the
influence of the characteristics of channel. The analysis contributes to the under-
standing of the channel characteristics and improving that.

366 Y. Wang et al.



In addition, the influence caused by the factors such as local clock which makes
the carrier removal not clean, and even the introduction of additional dynamic turn
this signal into complex signal. The characteristics of the complex signal show the
performance of signal and the tracking performance of the receiver.

When the receiver acquisition, usually the square of I and Q integral results is the
control variable to eliminate the influence of the interpretation of the results of the
acquisition phase. In fact this uses Q branch energy and alleviates the effect of
external factors on signal.

In addition, there is another form for (34.2)

cðtÞ ¼ AðtÞ\uðtÞ ¼ xðtÞ � jyðtÞ ð34:3Þ

When x or y individually tracked, the signal is exactly the same with the signal
(34.2). But for the complex signal receiver jointed x and y, there is a completely
different character. According to the correlation operation

rmnðlÞ ¼
X1
k¼�1

mðkÞnðk � lÞ; l ¼ 0;�1;�2; . . . ð34:4Þ

rc1c1ð0Þ ¼
X1
k¼�1

c1ðkÞc�1ðkÞ ¼
X1
k¼�1

x2ðkÞ þ y2ðkÞ� �

¼
X1
k¼�1

c2ðkÞc�2ðkÞ ¼ rc2c2ð0Þ
ð34:5Þ

where, c1ðtÞ is cðtÞ of (34.2), c2ðtÞ is cðtÞ of (34.3). The signal cross-correlation

rc1c2ð0Þ ¼
X1
k¼�1

c1ðkÞc�2ðkÞ

¼
X1
k¼�1

xðkÞ þ jyðkÞð Þ xðkÞ þ jyðkÞð Þ

¼
X1
k¼�1

x2ðkÞ � y2ðkÞ þ j2xðkÞyðkÞ� � ð34:6Þ

The subtraction of x and y component makes correlation peak become lower.
While the cross-correlation properties of x and y sequence will make the imaginary
part of the accumulated energy is very small. Eventually, the ability of two signals
mutual demodulation does not exist. We can also see that when the local signal is
only x (or y), namely the signal is real signal, the situation that it cannot be
demodulated does not exist in this case.

2. The Ideal Signal Itself is a Complex Signal
The more significance of complex baseband signal design lies in the spectrum

shifting. When the center frequency of two signals is far apart, generally,
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independent RF channel of frequency conversion, filtering and amplification is
deployed. In order to make effective use of equipment on satellite, we can combine
the signals which frequencies are closer to each other for sharing RF channel. The
AltBOC signal of Galileo satellite navigation system is a typical realization method.
At this time, because of the asymmetry of the signal content of both sides of the
center frequency, when the baseband signal generated, we must use the complex
signal generation method. When signal being received, more common method of
receiving is respectively using RF channel, including filtering, down conversion. If
the receiver tracking at its real center frequency, this method requires increasing the
RF channel number. Another way is to use broadband receiver and complex signal
tracking method. With the local signal generated by complex signal method, the
receiver can track signal by complex correlation calculation. There are some
characteristics such as the larger signal bandwidth, the higher demands on the RF
devices, but the main processing volume increased is in the digital domain and easy
to control the scale.

The complex correlation vector consists of the vector shape accumulated by two
signals. Similar to correlation curves, it can be expected that, complex correlation
vector mainly focus concentrated in a few aspects:

• Symmetry.
Today, the satellite navigation signal correlation peaks are symmetrical structure,

so the symmetry reflects the distortion degree of correlation peak. In the environ-
ment of multipath interference and channel characteristics influence, the symmetry
are subject to different degrees of damage. At this time, the complex correlation
vector can clearly reflect this kind of influence.

• The sharp characteristics of the peak.
Correlation peak shape reflects the performance of narrow correlation: the shape

more smooth, narrow correlator performance worse.
In addition, the complex correlation vector is characterized:
• Carrier phase difference.
It embodies in the rotated relation between complex correlation vector diagram

and ideal vector diagram.
• I, Q orthogonality.
For real baseband signal, the area enclosed by complex correlation vector show

I, Q orthogonality in a statistical sense. 0 shows a complete orthogonal relation. For
the complex baseband signal demodulation, both the symmetry and the graph have
influence.

At the same time complex correlation vector graph reflects the gliding movement
characteristics of two signals correlation, this motion characteristics can guide the
receiver discriminator design.

The key of navigation signals correlation is the estimation of time delay using
correlation peak curve, based on the cross correlation function:
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Rx1x2ðsÞ ¼ E x1ðkÞx2ðk � lÞf g ¼ aRssðs� DÞ ð34:7Þ

where, two independent signals:

x1ðtÞ ¼ sðtÞ þ n1ðtÞ ð34:8Þ

x2ðtÞ ¼ asðt � DÞ þ n2ðtÞ ð34:9Þ

where, sðtÞ is the source signal; n1ðtÞ and n2ðtÞ are noise; D is the time delay; a is
the attenuation coefficient; Time delay estimation becomes the estimation of the
maximum position of (34.7). We need s which makes Rssðs� DÞ maximum.

In band limited conditions, correlation peak becomes smooth, so that reduce the
accuracy of estimation of time delay. We can make the peak position convert to
zero crossing detection using Hilbert transform, to obtain the exact time delay
estimation.

~Rssðs� DÞ ¼ H Rssðs� DÞ½ � ¼ 1
p

Z
Rssðt � D� nÞ

n
df ð34:10Þ

where, H½� is Hilbert operator, defined as

~xðtÞ ¼ H xðtÞ½ � ¼ 1
p

Z
xðt � nÞ

n
df ð34:11Þ

Hilbert transform will also transform zero for the peak, that can be applied to the
use of modulated signals (such as BPSK signal) zero crossing detection delay.

34.3 Complex Demodulation for Real Baseband Signal

After a signal was received, the first thing is to remove carrier

sðtÞej2pf1tþju1 ¼ Re½cðtÞej2pftþju�ej2pf1tþju1 ð34:12Þ

When the baseband signal for real signals

sðtÞej2pf1tþju1 ¼ cðtÞ cosð2pft þ uÞej2pf1tþju1

¼ cðtÞ
2

ej2pðfþf1Þtþjðuþu1Þ þ ej2pð�fþf1Þtþjð�uþu1Þ
h i ð34:13Þ

The frequency component of ‘+’ will be removed, and the residual component of
frequency and phase difference will be passed on to subsequent demodulation
process. From (34.8), when the frequency is constant, the absolute value has
nothing to do with the complex component.
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Obviously, when the carrier frequency and phase aligned, the complex com-
ponent will be 1, so

sðtÞej2pf1tþju1 ¼ cðtÞ
2

ej2pð�fþf1Þtþjð�uþu1Þ ¼ cðtÞ
2

ð34:14Þ

Then correlation operation with local codes

X
sðtÞej2pf1tþju1c1ðtÞ ¼

X cðtÞc1ðtÞ
2

ð34:15Þ

In Fig. 34.1a, the correlation vector shows the amplitude of I is larger and the
amplitude of the Q approximate to 0. It indicated that the imaginary part of cor-
relation function is very small. At this time the absolute value of the vector is the
relative peak height.

Adding noise, the signal mobile and its range of complex correlation vector is
the representation of the correlation value feature of the real part. In Fig. 34.1b
When the signal is the QPSK signal, due to the actual implementation of the
process, there may be I, Q modulated quadrature error, which is equivalent to the
introduction of the baseband signal I, Q offset.

34.4 AltBOC Signal Complex Correlation Vector

When the baseband signal is complex signal, such as the AltBOC signal of Galileo
satellite navigation signal, the baseband signal is a complex expression [2].

The autocorrelation of ideal baseband signal as shown in Fig. 34.2a, and the
complex correlation vector as shown in Fig. 34.2b.
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The conventional autocorrelation is not conducive to the analysis of the
relationship. It shows symmetry about Q = 0 in the complex correlation vector. In
fact, the symmetry is mainly determined by the symmetry properties of real part
symmetry and antisymmetric imaginary part. The complex correlation vectors of
some signals are shown in Fig. 34.3.

In the vector diagram in Fig. 34.3a, the majority points are concentrated in the
vicinity of the origin point; little part is located elsewhere, indicating the existence
of correlation peak. The vector approximation on a line of symmetry, the angle of
the axis of symmetry and the axis of I, Q coordinates is phase difference. In
Fig. 34.3a, the vector diagram presents a more complex rotating pattern, and any
rotation are not like Fig. 34.3a that makes I larger (Q less) or Q larger (I smaller).
This indicates that the signal itself is a complex signal containing complex sub-
carrier. The existence of subcarrier makes the more correlation peaks appear. At this
time, the ideal signal autocorrelation actually as Fig. 34.4, and the band limited
makes the correlation vector vertex become smooth, changing to Fig. 34.2b. It is
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seen from Figs. 34.3b and 34.4, two paths from the origin, starting along any path,
will return to the origin from another path. It shows the process of the two signal
slip correlation. The line formed by two path intersection points is a symmetry axis,
and the angle with the axis of I, Q is the phase error.

From Fig. 34.4, Complex correlation vector showing the nested polygons, with
exact symmetry, the vertex and the intersection point of trajectory have relationship
strictly.

Two kinds of signal complex correlation vector pattern measured show in
Fig. 34.5a, b. The Fig. 34.5a shows a complex correlation vector in the presence of
BPSK modulation in the Q branch. In Fig. 34.5b, the complex correlation vector of
signal containing complex subcarrier is shown. At this time the constellation and
the spectrum are shown in Fig. 34.6.
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Figures 34.5b and 34.6 in fact expressed Galileo E5a signal, receiving and
demodulation in the center frequency of 1191.795 MHz. In the actual constellations
vaguely we can distinguish QPSK constellation points, but it mainly shows the
rotational characteristics of subcarrier.

34.5 Conclusions

Based on the analysis of the demodulation process of satellite navigation signal, the
paper points out the deficiency of the traditional correlation method in the analysis
of signal correlation performance. Then we put forward the method using complex
correlation vector to describe signal component relationship. This method is
especially suitable to the complex signals received. Because of the side peaks of
AltBOC signal correlation function, which showed more discrepancy with BPSK
real signal, and is more suitable for signal analysis using the complex correlation
vector analysis method.
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Chapter 35
The Analysis of GNSS SIS Accuracy

Shuai Liu, Xiaolin Jia and Zhuoxi Ma

Abstract With the rapid development of the global navigation satellite system
(GNSS), to build the corresponding GNSS monitoring and evaluation system, has a
great realistic significance to the operation condition of the BDS satellite navigation
system and various performance indicators for monitoring and evaluation. At
present, the International GNSS Monitoring And Assessment Service (iGMAS)
launched by China in the world is building in an orderly way. This article direct at
GNSS navigation space signal, use the four system’s precise ephemeris data and
hybrid broadcast ephemeris data from January to October in 2014 to calculate and
analysis; Direct at the characteristics of single and mixed constellation, derivation
the calculation formula of the SISURE (Signal-in-Space User Range Error); Do
statistical analysis and accuracy evaluation to the broadcast ephemeris data based
on the four system precise ephemeris data. The calculation results and analysis
shows that: the SISURE accuracy of the four systems by broadcast ephemeris is
better than 2.5 m.

Keywords GNSS � URE/SISURE � Broadcast ephemeris � Precise ephemeris �
Signal-in-Space

35.1 Introductions

At present, the global navigation satellite system (GNSS) has obtained remarkable
achievements in worldwide, as the four major global navigation system: GPS,
GLONASS, BDS and Galileo comprehensive integration development, as well as a
variety of regional system (such as Japanese QZSS, India IRNSS) and enhance the
system (such as WAAS and EGNOS, MSAS) is completed. GNSS is entering a
new milestone, a multiple, mode and means; High accuracy, high alignment
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and fast, efficient combination system are rapidly improve [1–5]. Due to the
participation more navigation system, the navigation system compatible with
interoperability between the similarities and differences and performance index
parameters has become a new research field.

The space of the satellite navigation system signal is connected to the satellites,
ground users and the core of the station chain, the analysis of the spatial signal
information is a major topic in the field of monitoring and evaluation. Among them,
the accuracy of signal-in-space is our service performance evaluation of satellite
navigation system is a key index, satellite navigation and positioning accuracy and
system integrity monitoring is one of the key factors [6–9]. GNSS Signal-in-Space
User Range Error (SISURE) is Space User Range Error Signal, it can be real
reaction of navigation information prediction Error, [10, 11] Space inside the GPS
SPS PS has GPS Signal User Range Error (URE) for the definition and model of the
corresponding deduction, define User Range Error Signal into the Space satellite
ephemeris Error and forecast the clock difference of two parts, because of the
abbreviations are not clear. In this paper, we use URE show satellite ephemeris
Error caused by User Range Error, and use SISURE show satellite ephemeris Error
and forecast Space Signal Error together.

In this article, first we introduce some assessment of the commonly used method,
spatial signal and precise ephemeris evaluation method, combining with the char-
acteristics of four GNSS system of satellite and deduced the corresponding space
information accuracy evaluation model, then using January to October in 2014
single day broadcast ephemeris and precise ephemeris data, the precision of
broadcast ephemeris of four system calculation and processing, finally by pro-
cessing the results of the corresponding space information accuracy evaluation
conclusions are given. A large number of measured ephemeris data obtained by
ftp://cddis.gsfs.nasa.gov/.

35.2 GNSS Space Signal Accuracy Evaluation Method

35.2.1 Observation with Stars to Distance Comparison
Method

Observation distance comparison method with the stars usually divided into those
methods: SLR comparison method, star to two-way time synchronization pseud-
orange observation and monitoring stations dual-frequency pseudorange observa-
tion comparison method. The basic core principle of the method is by observing
quantity comparing with star to distance. Among them, the observed quantity need
preprocessing, a variety of processes such as error correction; Star distance by
the broadcast ephemeris parameters and station coordinates are calculated. The
difference between those methods is using the different observation [12–14].
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35.2.2 Precise Ephemeris Data Comparison Method

Using the precise ephemeris data broadcast ephemeris precision evaluation method
is different from the star to ground observation quantities comparison method, its
evaluation is not only the radial direction of the error, but the evaluation of
broadcast ephemeris in three dimensional directions: radial (R), tangential (T, or
trace), and normal (N), and the URE/SISURE.

Precise ephemeris can be obtained by the international GPS service in the form
of post-processing content [15], it contains a fixed time interval on the timing of the
satellite three dimensional coordinate parameters, speed and clock error parameters,
and can be directly assess the precision of broadcast ephemeris parameters. If the
broadcast ephemeris and precise ephemeris do not agree on the time scale, it can be
solved through the corresponding difference method and get on the parameter value
used in the comparison at the same time. Obtained the broadcast ephemeris and
precise ephemeris direction difference in XYZ coordinate, conversion to the RTN
coordinate direction and get the radial, tangential, normal and clock offset error,
through the URE/SISURE formula to calculate the SIS user range error [16].

This section mentioned four spatial signal accuracy evaluation method, the first
three belong to the same type, they used to evaluate the broadcast ephemeris radial
error, calculation principle, use different observation, and this has led to the error
precision. Precise ephemeris assessment method, can be all the time for all satellite
space signal accuracy assessment, although the precise ephemeris has its own error
to be the standard, but use this method to do the comprehensive assessment of the
three dimensional position error and clock difference has the advantages of the
former three methods, thus became the universal applicability method of spatial
signal accuracy evaluation method now.

35.3 GNSS Space Signal Accuracy Evaluation Method

In space signal error, have four processing error, we need to consider the RTN three-
dimensional direction error and the satellite clock error (the timing error), SPS PS in
GPS (DoDUS, 2008) is given in the correspondingGPS satellites in SISURE formula
(35.1), we get the calculate formula with the four error contribution factor [17]:

SISURE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðSR � R� C� DTÞ2 þ STNðT2 þ N2Þ

q
ð35:1Þ

Regardless of the clock error, only consider orbit error caused by user range
error formula:

URE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðSR � RÞ2 þ STNðT2 þ N2Þ

q
ð35:2Þ
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Among them, C is the speed of light, DT is the radio clock error, R is the
broadcast ephemeris radial error, T and N is the broadcast ephemeris tangential and
normal error, SR is the contribution of the radial error factor, STN for the contri-
bution of the tangential and normal error factor, why we need the contribution
factor, it is just because of the difference of RTN direction and clock error of spatial
signal accuracy range is different. For different types of satellite, because of the
different altitude, the contribution of the RTN direction factor is different size. For
GPS, GLONASS, and Galileo system, the main components are MEO satellites, so
although slight deviation altitude but the size of the contribution factor is almost the
same, but BDS is composed of hybrid constellation. BDS not only contains MEO
satellite, but also contains GEO/IGSO satellites at high altitude, so the corre-
sponding contribution factor needs to be calculated [18, 19].

As shown in Fig. 35.1, we establish coordinate system as follows, assuming that
the earth is an ideal sphere, RS is the distance from satellite to earth, RE is the radius
of the earth, D is a certain point on the surface of the earth, O is the mass center of
the earth, and we connect the earth’s center of mass and the mass center of satellite
S, to point the positive direction of the satellite orientation (R direction) is to
establish the Z axis, with satellite flight direction (T direction) to establish the X
axis, according to the right-hand rule to establish the Y axis.

Position of the satellite signal coverage area are assumed to be evenly distrib-
uted, known position to density function of the weight function is qðaÞ/ sin a,

Cover Angle range as follows:

ð0� b� 2p; 0� a� amax ¼ cos�1ðRE=RSÞÞ

R
S
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D

O

X

Y

Z

α
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S
V

Fig. 35.1 Satellite schematic
in space coordinate system
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The corresponding precision contribution factor:

SR ¼ 1
D

Zamax

0

Z2p

0

RS �RE cos affiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
E þR2

S �2RE RE cos a
p sin ad bd a ð35:3Þ

STN ¼ 1
D

Zamax

0

Z2p

0

R2
E sin

2 a cos2 b

R2
E þR2

S �2RE RE cos a
sin ad bd a ð35:4Þ

Among them, D ¼ 2pð1� cosðamaxÞÞ is the satellite coverage per unit area.
Table 35.1 lists the calculation formula of the four systems of URE the contribution
factor in numerical [20]. As you can see, when the satellite orbit height is higher,
the radial error contribution to URE is greater, tangential and normal error con-
tribution to URE is smaller.

35.4 Broadcast Ephemeris Precision Evaluation
and Analysis

Based on the four systems a great deal of broadcast ephemeris and precise
ephemeris data from January to October in 2014, independent program is used to
calculate the corresponding steps, process considering the problem of eliminate
observation gross error; incomplete data extrapolating data deviation to eliminate
problem; unhealthy satellites to eliminate problems. About the statistical methods of
single satellite URE, generally divided into two categories, one is the 95 % URE
statistics, to calculated all sampling time URE according to the absolute value of
error from small to large, and get the 95 % points locus corresponding value as the
95 % URE precision statistics; Another is the RMS statistics, is the root mean
square error of the mean and the standard deviation, formula is as follows:

rms �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ l2

p

In this article, we use the RMS statistical method, this method better reflects the
average data and data deviation.

Table 35.1 URE contribution factor of the GNSS four satellite systems

系统 GPS GLONASS BDS Galileo

High (km) 20200 MEO 19100 MEO 35786
GEO/IGSO

21528 MEO 23222 MEO

Contribution factor SR STN SR STN SR STN SR STN SR STN
Number 0.979 0.143 0.978 0.149 0.992 0.089 0.981 0.136 0.984 0.128
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Add clock difference in SISURE error information, due to considering the
broadcast ephemeris and precise ephemeris clock error using different time
benchmark. So first we calculate the single difference between broadcast ephemeris
clock and precision clock for all satellites in the same epoch, then take the average
value as the reference value, next make difference between the reference value and
the single difference, use this double difference value as DT to calculate. This kind
of treatment, eliminate the time reference inconsistency problem between the
broadcast ephemeris clock error and the precise ephemeris clock error. URE/SI-
SURE statistical methods using all epoch single satellite RMS, the unit is meter, the
above treatment methods used in this paper for the four systems, repeat no more in
this article.

35.4.1 GPS Broadcast Ephemeris Evaluation Results

GPS systems use the IGS precise ephemeris data in 2014. Because in the unhealthy
state, G26 satellite ephemeris information has been dropped.

Figure 35.2 is the result of GPS system, the value can be seen from Table 35.2,
after joining difference of clock error of all GPS satellite, SISURE compared with
URE the average deviation is about 0.48 m, and different satellites have small
change.
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Fig. 35.2 The URE/SISURE accuracy evaluation results of GPS
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35.4.2 BDS Broadcast Ephemeris Evaluation Results

BDS use WUM precise ephemeris data in January to June, use GBM precise
ephemeris data in July to October. Because in the unhealthy state, C13 satellite
ephemeris information has been dropped (Table 35.3).

Figure 35.3 is the BDS processing result, as we can see in this figure, after
joining the clock difference error, the SISURE compared with URE average
deviation is about 0.75 m and deviation between different satellite also has big and
small.

35.4.3 GLONASS Broadcast Ephemeris Evaluation Results

GLONASS systems use the IGL precise ephemeris data in 2014. The results is
shown in Fig. 35.4 (Table 35.4).

The processing result shows that GLONASS satellites joining in the clock error
information, SISURE compared with URE change is very small, the average
deviation is about 0.036 m. That illustrate GLONASS satellites forecast clock
difference error after eliminating system deviation is very small.

Table 35.2 The URE/SISURE accuracy of GPS satellites

PRN G01 G02 G03 G04 G05 G06 G07 G08 G9 G10 G11
URE 1.098 0.236 1.006 0.977 0.192 1.068 0.214 1.000 1.112 0.993 1.495
SISURE 1.366 0.603 1.509 0.978 0.439 1.178 0.484 1.695 1.664 1.389 2.608
G12 G13 G14 G15 G16 G17 G18 G19 G20 G21 G22 G23
0.266 1.581 1.581 0.230 1.627 0.301 1.558 0.210 1.576 1.551 0.235 0.203
0.541 2.531 2.436 0.370 2.354 0.736 2.538 0.430 2.432 2.359 0.972 0.334
G24 G25 G26 G27 G28 G29 G30 G31 G32 平均 – –

1.104 1.092 – 1.082 1.482 0.268 1.021 0.226 0.985 0.889 – –

1.727 1.342 – 1.305 2.835 0.702 1.069 0.690 0.908 1.372 – –

Table 35.3 The URE/SISURE accuracy of BDS satellites

PRN C01 C02 C03 C04 C05 C06 C07 C08

URE 2.452 1.162 0.799 1.318 0.861 0.615 0.647 0.645

SISURE 2.621 3.488 1.210 1.520 1.417 2.072 1.286 1.127

C9 C10 C11 C12 C13 C14 平均 – –

0.681 0.672 0.664 0.656 – 0.612 0.657 – –

1.620 1.080 1.190 1.512 – 1.644 1.409 – –
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Fig. 35.3 The URE/SISURE accuracy evaluation results of BDS
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35.4.4 Galileo Broadcast Ephemeris Evaluation Results

Galileo systems use the TUM precise ephemeris data in 2014. The results is shown
in Fig. 35.5 (Table 35.5).

Galileo satellite navigation system is still in experimental debugging stage now,
for the time being only four satellites and often in a state of unhealthy. Looking
from the processing results, after joining the clock difference SISURE compared
with URE the average deviation is about 0.43 m.

35.4.5 Comprehensive Evaluation Results

Comprehensive the four systems processing data, URE/SISURE statistics in
months, the three kinds of BDS satellites statistics respectively. Figure 35.6 is the
URE/SISURE statistics for the four systems.

Table 35.4 The URE/SISURE accuracy of GLONASS satellites

PRN R01 R02 R03 R04 R05 R06 R07 R08

URE 2.300 2.305 2.293 2.264 2.317 2.312 2.310 2.303

SISURE 2.385 2.366 2.341 2.369 2.404 2.367 2.243 2.244

R09 R10 R11 R12 R13 R14 R15 R16 R17

2.397 2.868 2.348 2.325 2.348 2.740 2.975 2.385 2.304

2.466 2.967 2.449 2.480 2.201 2.941 3.071 2.496 2.370

R18 R19 R20 R21 R22 R23 R24 平均

2.438 2.352 2.829 2.390 2.322 2.335 2.363 2.422 –

2.509 2.303 2.690 2.388 2.403 2.306 2.225 2.458 –
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Fig. 35.5 The URE/SISURE
accuracy evaluation results of
Galileo

Table 35.5 The URE/
SISURE accuracy of Galileo
satellites

PRN E11 E12 E19 E20 平均

URE 1.115 1.094 1.101 1.072 1.095

SISURE 1.680 1.378 1.532 1.509 1.525
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Through the statistics difference of four systems URE/SISURE, we can generally
reflect the relative relationship of four system clock error, in order to response four
systems difference error of the clock more intuitively. We also use the RMS sta-
tistical method to processing clock error DT , notice the GBM ephemeris clock
difference accuracy is poor, we only use the first 6 months of BDS data. The
corresponding four system processing result is shown in Fig. 35.7, the numerical
units is ns:
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Fig. 35.6 Four systems monthly URE/SISURE accuracy evaluation results

Fig. 35.7 Four systems SIS timing error evaluation results
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35.5 Conclusion

1. As we see the GNSS four systems signal in space accuracy in general, URE overall
accuracy is better than 2.5 m;GPSURE average accuracy is better than 0.9m;URE
of GLONASS system accuracy is poorer, the average is better than 2.5 m; Galileo
system URE average precision is better than that 1.1 m; BDS system GEO\IGSO/
MEO satellite URE accuracy is slightly different, GEO satellite URE average
precision is better than 1.4 m, IGSO/MEO satellite average precision is better than
0.7 m; The precision of GEO below IGSO/MEO satellite URE precision. Among
them, the error of C01 satellite is larger, C04 and C05 two satellites position is
deviating from the asia-pacific region, setting station situation is bad, so that
together lead to big URE of GEO satellite. Taken together, GNSS URE precision
exactly ranking for the four system are: BDS, GPS, Galileo and GLONASS.

2. As we see the GNSS four systems signal in space accuracy in general, SISURE
overall accuracy is better than 2.5 m; GPS satellite SISURE precision is better
than 1.4 m; GLONASS system SISURE precision is better than 2.5 m; Galileo
satellite SISURE reach the precision of better than 1.6 m; By use the first
6 months WUM precise ephemeris produced by wuhan university, BDS’s
IGSO/MEO satellites SISURE accuracy even better than the accuracy of GPS
satellite, the average accuracy is better than 1.3 m, GEO satellite relative
accuracy is lower, the average is better than 2 m. When we use the latter
4 months GBM precise ephemeris, the SISURE results is much bigger, this may
be due to problems of the foreign setting station and receiver clock difference
caused by data is not good. So taken together, GNSS SISURE precision exactly
ranking for the four system are: GPS, BDS, Galileo and GLONASS.

3. Timing error processing results with the deviation between SISURE and URE get
consistency. GLONASS system timing error is minimum, and overall is better
than 1.7 ns on the one hand is due to its satellite clock performance is superior, on
the other hand is due to GLONASS ephemeris transmit epoch radio frequency for
30 min, more than 2 h of GPS and BDS for 1 h. GPS timing error is about 3 ns in
whole, but the ephemeris transmit time interval is the longest. BDS timing error
on average is about 4.5 ns, and large differences among different satellites. Galileo
satellite timing error is about 3.5 ns, but its ephemeris transmit frequency is
highest at the present stage. Because the four systems’ ephemeris transmit
frequency is different, so we don’t qualitative comparison of the timing error size.
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Chapter 36
BeiDou Satellite Multipath Characteristics
Research-From the “Micro” Parameters
Point of View

Xin Chen, Xiaoran Fang, Yuze Wang, Yanhong Kou, Le Cai,
Peilin Liu and Wenxian Yu

Abstract Multipath is one of the most important factors that affect the positioning
accuracy of GNSS receivers. Traditionally, the Code-Minus-Carrier Multipath
Observable (CMO) is used to study the characteristics of GPS multipath errors,
which takes on period fluctuations. However, BeiDou System comprises of three
types of satellite—MEO, IGSO and GEO, the orbits of which differ a lot with each
other. The standing multipath observed in GEO multipath causes the fluctuation
phenomenon obscure, making the research with CMO technique hard to continue.
Up till now, only a few literatures focused on studying the characteristics of
multipath ‘micro’ parameters like delay, attenuation, carrier phase and number with
real-world signal data. Those parameters indeed reflect the behavior of multipath
more straightforward. Therefore, the Code Amplitude Delay Lock Loop (CADLL)
technique is used at this paper to decompose the multipath at its signal parameter
level. The experiment results reveal that even the GEO multipath can also vary
slowly because of the satellite perturbation. The GEO multipath fading period can
be a few hours. However, the IGSO and the MEO multipath do not show much
distinct difference. The specular multipath fading period of both IGSO and MEO is
normally a few minutes, while the diffused multipath parameters take on steady
behavior but last very short time. It is found as well that the multipath signal of all
kinds of satellites bears the nature of limited existing time. Thus, the concept of
multipath life-time is proposed in this paper to describe the statistical distribution of
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multipath lasting time as well as the multipath power variation feature during its
life-time. Those models are useful for simulator design to emulate more precise
multipath scenario.

Keywords Multipath estimation � CADLL � Life time of multipath � Specular
multipath � Diffused multipath

36.1 Introduction

Multipath is a major factor that affects the performance of GNSS receiver to be
degrading. Since multipath is closely related to application environments, RTK
technique cannot remove the positioning errors caused by multipath. Many mul-
tipath error mitigation methods have been proposed so far, including choke ring
antenna, pseudorange measurement filtering, special code tracking loop design and
so on. However, none of them is able to fully resolve the problem. Thus, the
research on multipath characteristics of GNSS signal is still an urgent demand.

According to the multipath tap-delay model, a multipath signal can be uniquely
expressed by its code phase delay s, amplitude attenuation a and the changing rate
of multipath carrier phase df . df is also called multipath error fading frequency
since it can caused multipath error to periodically change. At static scenario,
multipath error fading frequency depends on the movement of satellite. Literature
[1] studied the relationship between multipath error fading and satellite orbits.
Traditionally, the Code-Minus-Carrier Multipath Observable (CMO) technique was
used to study the features of GPS multipath error [2]. The magnitude of multipath
error is able to be measured by manipulating the statistics of CMO [3]. But CMO
technique is not so efficient to standing multipath which often appears in WAAS
system and SBAS system because the standing multipath error is prone to stay
constant. Besides, CMO technique is unable to observe the high frequency part of
multipath error [4, 5].

BeiDou system comprises of three types of satellites—GEO, IGSO and MEO, so
it has more complex multipath errors. In contrast with CMO, we want to study the
multipath characteristics more straightforward from the “micro” parameters point of
view, such as multipath delay, power attenuation, carrier phase changing rate,
lasting time, etc. Unfortunately, there have only been a few papers so far studying
the features of those “micro” parameters of real multipath signal. This is partly due
to the complexity of multipath parameter estimation algorithm. But some research
entities have designed their multipath estimation methods and been studying the
multipath channel of GPS [6].

The authors of this paper proposed a multipath estimation and mitigation
algorithm named Coupled Amplitude and Delay Lock Loops (CADLL) in 2011. It
is able to detect and estimate multipath with intermediate frequency (IF) sampling
data. The parameters of those detected will be continuously tracked and recorded.
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In this paper, we used the GNSS Application-defined Software Receiver-multipath
mining (GSAR-mm) to process the IF data sampled at two multipath spots, and
present the multipath features and models that was found during these experiments.

36.2 Multipath Mathematic Model

36.2.1 Multipath Signal Mathematic Expression

A multipath ray can be uniquely determined by its code phase delay s, power
attenuation a2, carrier phase u and the carrier phase changing rate df ¼ du=dt. All
those parameters are measured with respect to direct line-of-sight signal (DLOS).
Those signal rays that go into the antenna at multipath scenario are expressed as:

s tð Þ ¼ AD tð Þ
XM
n¼0

anc t � snð Þ cos 2pft þ unð Þ ð36:1Þ

where A is the DLOS amplitude, D tð Þ is the navigation bit, c t � snð Þ is the spreading
code. n ¼ 0 means the DLOS. By default, DLOS has a0 ¼ 1, s0 ¼ 0, u0 ¼ 0. The
multipath error fading frequency df is due to the change of delay caused by the
relative movement between satellite and receiver. The relationship of multipath,
DLOS and the composite signal can be illustrated by the phasor diagram (Fig. 36.1).

The positive multipath ( unj j � 90�) will increase the composite signal’s power,
but the negative multipath ( unj j[ 90�) will reduce the composite signal’s power.
Both of them can affect the accuracy of pseudorange measurement, thus leading to
positioning errors.

36.2.2 Multipath Signal Propagation Geometric Model

There are mainly two types of multipath: specular multipath and scattering multi-
path. Specular multipath is normally produced by the reflection of DLOS on a plain,

Fig. 36.1 The phasor diagram of multipath signal and DLOS signal
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which follows the mirror reflection law. Scattering multipath occurs when the
DLOS goes incident into an irregular scattering point or the intersection line of two
plains. This kind of multipath can be modeled as propagating at a certain direction
angle from the scattering point. The propagation models of both specular and
scattering multipath are shown in Fig. 36.2:

In Fig. 36.2a, A is the reflection plane; h is the perpendicular distance from
antenna to plane A;~r is the normal vector of plane A; h is the reflection angle. The
multipath delay of specular geometric model is:

Lspecular ¼ 2h cos h ð36:2Þ

In Fig. 36.2b, P is the scattering point; d is the distance from antenna to P; h is
the included angle between multipath and DLOS. The delay of scattering mode is:

Lscatter ¼ d 1� cos hð Þ ð36:3Þ

If we denote the carrier wavelength as k, the multipath carrier phase can be
deduced from the delay:

un ¼ 2pL=kþ Du ð36:4Þ

where Du is the phase abrupt change induced by reflection or scattering. Du is
normally constant as long as the material property of the reflection plane or scat-
tering point does not change.

At static scenario, the movement of satellite will cause the change of multipath
delay, then leading to the change of multipath carrier phase. Therefore, the mul-
tipath error fading frequency can be computed from the derivative of phase:

dfn ¼ dun=dt=2p ¼ dL=dt=k ð36:5Þ

Fig. 36.2 Multipath propagation geometric model. a Specular multipath model. b Scattering
multipath model
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36.2.3 Coupled Amplitude and Delay Lock Loops

The structure diagram of CADLL algorithm is shown in Fig. 36.3. It is able to
detect and estimate multipath with IF sampling data. This architecture exploits the
“turbo principle” to separately track the Line Of Sight (LOS) signal and multipath
signals in order to mitigate the effects of the multiple reflections. The Delay Lock
Loop (DLL) and the Amplitude Lock Loop (ALL) are two basic elements in the
structure. DLL is in charge of estimating and tracking the code delay of a specific
ray in the incoming signal while ALL is in charge of estimating the corresponding
amplitude. A pair of DLL and ALL makes a Unit, devoted to track LOS or a
multipath signal. Several Units are incorporated in the CADLL structure, and then
able to track the different component rays from the overall incoming signal. The
feedback architecture and special working strategy of CADLL boost the perfor-
mances of the parameter estimation accuracy.

The working procedure of CADLL is also very important. It first uses a con-
ventional tracking loop to lock onto the incoming signal, getting a rough estimation
about position of LOS’ code phase; then it activates two units to try to track a
multipath signal. If it fails, it means there is no multipath in the incoming signal; if
it succeeds, it will continue trying to insert a new unit into this feedback loop to
look for a new multipath component. The monitor block is governing the process of
searching a new multipath component by checking the tracking results of the new
unit. If it is considered that there is no new multipath component, the trial unit will
be shut down by the monitor block. The process will not stop until there is no new
multipath found or the number of enabled units reaches the maximum number MM,
which is pre-defined according to available resources. Following this specially
designed working procedure, CADLL actually has the ability of estimating the
number of multipaths and adjusting its structure to match it. The detailed intro-
duction and performance about CADLL can be found in [7, 8].

Fig. 36.3 Block structure of CADLL
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We used the GNSS signal analyzing receiver GSARx-mm to process the real
signals sampled at two representative multipath spots. One is at Shanghai Jiao Tong
University (SJTU) and the other is at Beijing Beihang University. The results are
shown in the next section.

36.3 Multipath Signal Analyzing Campaign

36.3.1 SJTU Multipath Data Processing Results

The first experiment place is at the patio of Weidianzi Building of SJTU Minghang
campus. Two pieces of IF data were sampled at two different time. The specification
about the sampling device and the field picture are listed in Table 36.1.

By processing SJTU data1, a multipath was clearly found in the BDS GEO4
signal. This multipath existed about 6805 s in this data. Its delay was about 24.6 m
and the carrier phase was mostly staying at −150°, which means a typical standing
multipath. However, its power attenuation kept increasing, from the initial −8 dB to
the final −16 dB. This explains why the variances of multipath delay and carrier
phase estimations kept increasing. The estimation results of the delay, carrier phase,
power attenuation and the correlation shapes are shown in Fig. 36.4. From the
correlation shape figure, it can be seen that the original signal’s correlation shape,
which is denoted by the black line was distorted by multipath, while the correlation
shape of the restored DLOS signal shows a good symmetry.

In order to figure out how and where the multipath in BDS GEO4 was generated,
we surveyed the surrounding buildings of the antenna by using Huace company’s
high-performance receiver model N71 which can give centimeter level positioning
results. The surveyed points for determining the plains of the surrounding buildings
are those on the roof of the buildings and with open view of sky, so no multipath
interference is in there. In order to determine the plane of the patio, we chose the
points at the southeast edge of the patio where is far from other reflection planes and
we also checked the signals with GSARx-mm and excluded the possible multipath
interference. When all the geometric models about the experiment environment are

Table 36.1 Experiment situations at SJTU

Place At the patio of Weidianzi
Building, SJTU Minghang
campus

Time Data 1: sampled at 3:00 p.m. on Nov.
15th 2014, length of about 2 h

Data 2: sampled at 21:36 on Nov. 25th
2014, length of about 1 h and 6 min

Sampling
parameters

Sampling freq.: 62 MHz Field
pictureRF bandwidth: 40 MHz

Quantization: 8 bit

Sampling mode: Complex
sample
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established, the geodetic coordinates of the antenna is also able to be obtained by
measuring the distance from the antenna point to all other surveyed points. The
surveyed geodetic coordinates of the antenna is (31.0250N, 121.4396E, 23.7953H).

It is needed to clarify that although the receiver N71 can give us centimeter level
accuracy when determining the relative geometric models of the buildings, the
geodetic coordinates of those surveyed points can have consistent biases of even a
few meters. This is because the CORS networks we used is not so reliable (built by
Huace company itself) and the baseline is comparatively far (>30 km). But these
errors will not cause any significant effects on our experiments.

By combining the antenna coordinates, surrounding buildings’ geometric models
and the GEO4 satellite orbit information, we constructed a local level coordinate
system with the antenna as the origin and computed the possible multipath
reflection paths. The results are shown in Fig. 36.5. It is found that Plane N2 does
not meet the reflection condition for GEO4 signal. The delays produced by the
reflection path of Plane N1 and the reflection path of Plane W1 are 11 and 3.96 m
respectively, which is quite different from the estimated delay (24.6 m) shown in
Fig. 36.4. It can be concluded that the multipath detected in the data1 is not
produced by those one-reflection paths.

Fig. 36.4 BDS GEO4 B1 multipath signal’s phase degree, delay, attenuation and correlation
shape of SJTU data1
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Figure 36.5d shows a double-reflection multipath model, firstly by Plane W1 and
then by Plane N1. The delay produced by this path is about 20.1 m. Considering the
estimation noise effects and the surveyed errors of the buildings, it can be deduced
that this double-reflection model is consistent with the detected one in the experi-
ment. This experiment tells us that under complex multipath scenario the power of
one-reflection multipath is even weaker than that of double-reflection multipath.
The polarization of one-reflection multipath is normally left-handed, whereas the
double-reflection multipath is changed back to right-handed polarization, so this
change makes the selectivity of GNSS antenna invalid for it.

The processing results of SJTU data2 are shown in Fig. 36.6. It is found that
there is a multipath in MEO12 signal, whose delay is about 25 m. Because of the
movement of MEO satellite, the delay takes on an incremental trend. The curve
fitting result for the multipath carrier phase shows that its multipath carrier phase
change rate is approximately 0.00264 Hz (6.31 min/cycle). So the delay increases
by about 6.2 wavelengths during the entire data time length. It is also noted that
there are interruptions of the tracking onto this multipath. It is because the materials
of the reflection plane are not homogeneous, so it will cause reflection power fading
during the satellite’s movement. This phenomenon also appears in the Beihang
university experiment data (Table 36.2).

Fig. 36.5 Theoretical reflection paths by the surrounding buildings. a Possible reflection path by
North1 plane. b Possible reflection path by West1 plane. c Possible reflection path by West2 plane.
d Possible double reflection path by West1 and North1 planes
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36.3.2 Beihang Multipath Data Processing Results

By processing Beihang data, we found that there are multipaths in both GEO5 and
IGSO10 signals. Figure 36.7 illustrates the parameter estimation results of the
GEO5 multipath. Its delay is about 81 m and has a decreasing trend. Because of the
permutation of GEO satellite, the multipath still has a minor fading frequency of
−4.083e-5 Hz (6.8 h/cycle). Because we did not get the surveyed information about
this experiment environment, we could not build the corresponding multipath
geometric model, but it is able to speculate from the field picture that the multipath
might be produced by the nearby glass wall.

Fig. 36.6 BDS MEO12 B1 multipath signal’s phase degree, delay, attenuation and correlation
shape of SJTU data 2

Table 36.2 Experiment situations at Beihang University

Place On the roof of New Building F
Section of Beihang University
Campus

Time Sampled at 9:03 a.m. on Sept.
3rd 2014, length of about 1 h
and 20 min

Sampling
parameters

Sampling freq.: 100 MHz Field
pictureRF bandwidth: 40 MHz

Quantization: 12 bit

Sampling mode: RF sampling
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Apart from GEO5, IGSO10 is detected to have several multipath signals as well.
During 0–180 s, there exist tens of detectable multipath pieces, which belong to three
groups of reflection sources. Among all the multipath signals in Fig. 36.8, the red one
lasts more than 1500 s and its delay is about 85 m. Its carrier phase and delay curve
fitting results prove that these detected pieces belong to one multipath signal, but the
power attenuation fluctuation causes the tracking interruptions. The fading frequency
is −0.0078 Hz (2.14 min/cycle). The green one’s and the yellow one’s delays are
about 40.5 and 25 m respectively. They have comparatively short delays, slow
multipath fading, and short lasting time, so it can be speculated that they are produced
by the nearby small dimensional specular reflection/scattering sources.

In Fig. 36.8, we find the discontinuous multipath tracking phenomenon again. It is
caused by the heterogeneous material of the reflection plane. Take the Beihang
experiment spot as an example, the reflection plane is composed of glass and coarse
bricks. When the satellite is moving, the reflection point for the same multipath is
actually moving on the plane as well, according to the multipath propagation model
in Fig. 36.2. Therefore, if the reflection point is on the glass wall, the reflection power
is strong and it is easier for the software to detect the multipath. However when the
reflection point moved to the brick wall, scattering might happen and the attenuation
is increased, so it might be too weak for the software to track the multipath.

Fig. 36.7 BDS GEO5 B1 multipath signal’s phase degree, delay, attenuation and correlation
shape of Beihang data
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36.3.3 Some Conclusions from the Experiments

Some rules about BDS multipath can be drawn from the above experiment results:

(1) The perturbation of GEO satellite can make its multipath parameter slowly
change as well, even if the antenna is at static. GEO multipath carrier fading
period is within a few hours to tens of hours.

(2) IGSO and MEO multipath exhibits fast carrier phase fading frequency. The
fading period is within a few minutes to tens of minutes.

(3) At complex multipath scenario, the multipath might experience more than
once reflection before entering antenna (like the case in Fig. 36.4). Normally

Fig. 36.8 BDS IGSO10 B1 multipath signals’ phase degrees, delays, attenuations and correlation
shapes of Beihang data
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the multipath experiencing one reflection has left-handed polarization, and the
one with twice reflections has right-handed polarization again. As a result,
such kind of multipath is able to cause much larger errors.

(4) All kinds of multipath have the feature of limited life time which means that
none multipath can last forever even if for GEO. Both the limited dimension of
the reflection/scattering source and the movement or perturbation of the sat-
ellites could cause the power of multipath decrease or even disappear, making
any multipath signal with limited life time. The GEO multipath has the longest
life time, normally a few hours. The specular multipath of IGSO and MEO has
a life time of tens of minutes to 1 h. The scattering multipath of IGSO and
MEO has the shortest life time, often tens of seconds.

(5) For IGSO or MEO multipath, there might happen multipath tracking inter-
ruptions even if during their life time period. This is caused by the hetero-
geneous property of the reflection material.

36.4 Multipath Life-Time Probability Distribution Model

Since multipath signal is closely related to the surrounding environment, the
characteristics of those “micro” parameters of multipath are often described by
some probability distribution models. According to the research results in [9], the
delay of multipath s follows an exponential distribution:

f sð Þ ¼ 1
s0

e�
s
s0 ð36:6Þ

The multipath power attenuation a2 follows an exponential function with the
delay s as variable.

S sð Þ ¼ S0e
�ds ð36:7Þ

where s0 is the decay factor in the delay model, d is the decay factor in the power
attenuation model, and S0 is the average multipath attenuation with respect to
scenario.

However, none of papers have clearly described the life-time concept about
multipath signal so far. At this paper, we propose the multipath life-time parameter
which will express the time for a multipath from emerging to extinction. Table 36.3
lists the existing time of all multipath signals detected in the above experiments.

It can be seen from Table 36.3 that at static scenario, the life time of GEO
multipath is often greater than 1 h; the life time of IGSO/MEO specular multipath is
normally within 1 h; while that of IGSO/MEO scattering multipath is often lying
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between 30 s and 5 min. We construct a modified Gamma probability distribution
model to describe the life time of different multipaths:

Tmp � d�Gamma a; bð Þ ¼ Tmp � d
� �a�1

e�
Tmp�d

b

baC að Þ ð36:8Þ

where a is the shape factor, b is the scale factor, and d is the offset factor.
Figure 36.9 shows the three kinds of multipath life time distributions with Gamma
functions. In Fig. 36.9 the life time of GEO multipath is in units of hour, expressed
at the bottom axis; while the life time of IGSO and MEO multipath is in units of
minutes expressed at the top axis.

It can be observed from the experiments that multipath power will decrease at
the end of its life time. This trend will continue until it is deemed as disappeared.
Regarding to this property we construct a logarithm function to model the power
variation behavior:

S tð ÞjdB ¼ S sð ÞjdB � 5 log 1þ e2
t

Tmp

� �2n
 !

ð36:9Þ

where S sð Þ is the multipath power attenuation obtained from Eq. (36.7), Tmp is the
multipath life time obtained from Eq. (36.8), e and n are the model parameters
related to the types of multipath.

Figure 36.10 shows the comparisons between the estimated multipath power
attenuations from the data and the model curves from Eq. (36.9) of four repre-
sentative multipaths selected from Table 36.3. Multipath No1 and No2 are GEO’s.
They take on slow changing behavior because of the slow movement of GEO
satellites. Multipath No12 and No11 are the MEO specular multipath and the IGSO

Table 36.3 Multipath life-time

No Satellite type Multipath type Life-time (s) Multipath fading frequency (Hz)

1 GEO Specular >6800 <1.389e-5

2 GEO Specular >4710 −4.083e-5

3 IGSO Specular 1570 −0.0078

4a IGSO Specular 1150 −0.0056

5a IGSO Specular 900 −0.0097

6 IGSO Scattering 180 <1.528e-4

7 IGSO Scattering 25 −0.005

8 IGSO Scattering 70 −0.00283

9 IGSO Scattering 180 <2.78e-6

10 IGSO Scattering 55 4.028e-4

11a IGSO Scattering 75 <3.472e-4

12 MEO Specular 2360 0.00264
a Stands for those multipaths without plotted at this paper
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Fig. 36.9 GEO/IGSO/MEO multipath life-time probability distribution models

Fig. 36.10 Multipath attenuation evolution in its life time
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scattering multipath respectively. So their power curves have much faster
decreasing at the end of life time. Comparing the specular multipath and scattering
multipath, we can also find that the scattering one have much larger attenuation than
the specular reflection one.

Equations (36.6)–(36.9) can be used to design static multipath scenarios for
GNSS simulators. It can help the developers to know how the tested receivers will
perform under real applications. However, those models proposed at this paper are
still needed to be improved because the limited number of multipath samples
obtained from the experiments prevents getting more reliable model parameters.
Besides, we also need to have more experiments to model the tracking interruption
behaviors for the IGSO/MEO specular multipath.

36.5 Conclusions

In this paper, two real multipath signal experiments and analyzing campaigns were
conducted respectively at Shanghai and Beijing. Multipaths are observed in GEO,
IGSO and MEO signals and include both specular reflection multipath and scat-
tering multipath. By extracting the “micro” parameters, it is found that apart from
the delay, attenuation and carrier phase change, multipath also has the property of
life time and time-variant power attenuation.

Because of the perturbations, the parameters of GEO multipath have very slowly
time-variant changing behavior. Whereas there is not much characteristic difference
between IGSO multipath and MEO multipath although these two kinds of satellite
are quite different in orbits. Specular reflection multipath and scattering multipath
show much distinct difference in power attenuation, carrier phase changing rate and
life time. Scattering multipath has more attenuation, shorter life time and slower
carrier phase changing rate. In the experiments, the multipath with double reflec-
tions is also observed. This kind of multipath has even more effects on receiver
because their polarization might become right-handed again.

The multipath life time probability distribution model is proposed in this paper
to model the statistical property of multipath existing time. Besides, the time-variant
power attenuation function is built to precisely model the multipath power change
during its life time. These models will be helpful for the GNSS simulator designs.

The future work about this research will focus on more extensive multipath
scenarios’ data analyzing to build more accurate models. And the dynamic multi-
path channel at urban areas will also be studied.
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Chapter 37
Analysis and Evaluation Method
of Multiple-Access Interference
in Navigation Satellite Communication
System

Chenglong He and Baoguo Yu

Abstract The reliability of monitoring and control directive communication is a
crucial factor of GNSS control segment. As several high-speed communication
links of CDMA system in a limited bandwidth of navigation satellite, the MAI
(Multiple-Access Interference) would serious prejudice the stability and effective-
ness of system. Traditional evaluation method simply based on C/N0 has a large
error on BER for the particularity of MAI in limited bandwidth, which could hardly
apply in control segment evaluation. To satisfied the need of the system stability
and design of communication signal, put forward an accurate modeling and analysis
which obtain a result of worst and best signal status of MAI, and put forward a
analysis and evaluation method based on signal parameters included of PRN, code
phase, polarization phase, cross-correlation distribution estimated parameter and so
on. A test system of GNSS limited band communication was established, the test
results prove the effectiveness of the method, and achieve the BER in the auxiliary
of multi-user detection method of multi-channel high-speed communication system.
The research achievements provide the basis for TT&C (telemetry tracking and
command) of BeiDou control segment.

Keywords High-speed data transmission � MAI � Signal parameters �
Evaluation � Distribution parameter

37.1 Introduction

The control segment of GNSS comprises a ground-based network of several master
control stations, data uploading stations and monitor stations which installed over
global area for system monitoring, adjusting, data updating and control [1–3]. The
reliability of control and monitoring data transfer link of navigation satellites,
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communication satellites and special Internet is a crucial factor of system stability
and its navigation performance. In a limited bandwidth satellite-based CDMA
system without time division measurement, a ground station would receive several
even tens of high-speed data communication signals which at same or close fre-
quency and have a same modulation pattern, which lead to serious MAI and
irreparable loss of communication performance. For the MAI of limited bandwidth
link has several characters different from white noise in BER performance, tradi-
tional analysis and evaluation method could hardly evaluate the MAI performance
accurately. The paper focuses on analysing each parameter’s influence pattern,
putting forward a targeted evaluate method and proving its reasonableness through
hardware test.

37.2 MAI of Satellite-Based Data Transfer Link

The satellite-based link is used for data transfer among ground stations as showed in
Fig. 37.1. If consider the satellite transponder and transfer link’s influence on signal
quality lightly, the received signal from another station could described as
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Fig. 37.1 Satellite-based data transmission link
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sðtÞ ¼ Aidiðt � TidÞciðt � TidÞ cosð2pfit þ uiÞ ð37:1Þ

In Eq. (37.1), Ai is the amplitude of signal, Tid is the signal transfer delay,
diðt � TidÞ and ciðt � TidÞ are the data and PRN of signal, fi is center frequency, and
ui is the carrier phase shift.

37.2.1 Influence of MAI

If a station received several signals at close frequency from M stations through one
satellite link, the received signal could be described as

rðtÞ ¼ sðtÞ þ JðtÞ
sðtÞ ¼ A1d1ðt � T1dÞc1ðt � T1dÞ cosð2pf1t þ u1Þ
JðtÞ ¼PAmdmðt � TmdÞcmðt � TmdÞ cosð2pfmt þ umÞ
m ¼ 2�M

8><
>:

ð37:2Þ

If not consider of the loop tracking error, the multi-access signals after receiver
code correlation process would become

XM
m¼2

AmEðuÞ
Z1
�1

d1dmða� TmdÞRcmc1ðTmd � T1dÞhðt � aÞda ð37:3Þ

In this equation, EðuÞ is the mean fading of MAI due to frequency and code
phase difference, which could be described as

EðuÞ ¼ 1
Tc

ZTc
0

cos½u1 � um þ ðf1 � fmÞt�dt ð37:4Þ

Tc is the correlation time. If the signals have a same center frequency, it could
simply described as EðuÞ ¼ cosðu1 � umÞ.

As Eq. (37.3), the MAI is the influence of signals’ added cross-correlation value
on auto-correlation peak composed of amplitude, phase shift and cross-correlation
distribution, and these parameters are determined by PRN, power, code and carrier
phase:

• Relative power Am and carrier phase shift difference u1 � um determine the
amplitude gain of MAI;

• Cross-correlation Rcmc1 determine the cross-correlation peaks and its distribution;
• Code phase shift difference Tmd � T1d determine the added cross-correlation

value.
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Due to the signal parameters’ influence, MAI affect the signal performance in
three ways: the added correlation curve lead to the ranging error; serious MAI lead
to the loop loss tracking and mistake acquisition; added value lead to bit error. For
high-speed data transfer link, the influence of MAI on system stability and BER are
the main factor.

37.2.2 Traditional Evaluation Method and Its Limitation

In Eq. (37.3), if signals relative delay, carrier phase shift difference and data are all
independence random variables and have the shape of uniform distribution, the
added cross-correlation value Rcmc1ðTmd � T1dÞ satisfied the equation

Rcmc1ðTmd � T1dÞ�U �maxðRcmc1Þ;þmaxðRcmc1Þ½ � ð37:5Þ

At same center frequency:

XM
m¼2

E2ðuÞ � 0:5 ð37:6Þ

The approximate variance of MAI would be frequency (37.7) if all signals have
same received power:

VarðMAIÞ � ðM � 1ÞT2
c =6N ð37:7Þ

N is the length of PRN in Tc. As a result, the SNR (Signal to Noise Ratio) of
multiple-access channel would be [4, 5]

SNRMAI � M � 1
3N

þ 0:5ðE=N0Þ�1
� ��1=2

ð37:8Þ

Equation (37.6) is the traditional evaluation method while it has many applicable
conditions: first it need all parameters except the power should be independence
uniform distribution shape random variables which is tenable in condition that all
signal sources are all in motion separately and independently relative to receiver;
and the cross-correlation value should be ideal value which means that used a better
PRN such as Gold/Kasami code in channel; MAI have no influence on signal
tracking. If satisfied all the conditions the MAI would approach the same intensity
of white noise and evaluate the system performance.

The Eq. (37.7) has a satisfied evaluate performance in satellite navigation sys-
tems and communication systems, while the limited bandwidth satellite-based link
has a certain signals condition, intercepted PRN with bad cross-correlation
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distribution so MAI could hardly be evaluated as white noise. On the other hand,
the design work should focus on the worst signal conditions to avoid instability
signal factors rather than system average performance.

37.3 Evaluation Method of MAI of Limited Bandwidth
Link

The limited bandwidth data transfer link means the half-bandwidth to data transfer
speed ratio is relative small which means that the signal has a short PRN sequence
in each data symbol. In this signal condition the MAI would has different affect
pattern.

37.3.1 Worst and Best Signal Conditions of Data Link

According to Eq. (37.3), detailed analysis of signal parameters’ influences on MAI
are showed as below.

(1) Carrier Phase
Carrier phase shift difference is a main factor of gain of MAI. If phase difference

satisfied u1 � um ¼ 90�=270� the channel would have no MAI for signals compose
the QPSK modulation. If u1 � um ¼ 0�=180�, the gain reach the max value for
signals all in same BPSK modulation phase. These are the carrier phase ultimate
limit conditions without considering the tracking error.

(2) Code Phase
The code chip width and code phase difference in a chip are described as

Tcode ¼ Tc=N
a ¼ mod Tmd � T1d; Tcodeð Þ

�
ð37:9Þ

If the signal condition satisfied Rcmc1ðkTcodeÞ 6¼ Rcmc1ðkTcode þ TcodeÞ, signals
used same period PRN sequences and static phase difference (same center fre-
quency), and Rcmc1ðkTcodeÞRcmc1ðkTcode þ TcodeÞ are positive and negative values,
when

a ¼ Tc
Rcmc1ðkTcodeÞ

Rcmc1ðkTcodeÞ � Rcmc1ðkTcode þ TcodeÞ ð37:10Þ

the added cross-correlation value would be 0. If the system used non-periodical
PRN, there have no condition that the added value is 0, and
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E Rcmc1ðkTcodeÞ þ a
Tcode

½Rcmc1ðkTcode þ TcodeÞ � Rcmc1ðkTcodeÞ�
� �

¼ 0

D Rcmc1ðkTcodeÞ þ a
Tcode

½Rcmc1ððk þ 1ÞTcodeÞ � Rcmc1ðkTcodeÞ�
� �

� 2a2 � 2aTcode þ T2
code

Tcode
DðRcmc1Þ

ð37:11Þ

According to Eq. (37.11), if a ¼ Tcode=2 the variance reach the minimum and
symmetry value, while if a is 0 or Tcode, the variance reach the max value. We could
draw a conclusion that the code phase shift couldn’t change the mean value of
added cross-correlation value obviously but that could reduce the MAI variance for
the condition dispersed the cross-correlation peaks.

(3) Doppler
The MAI gain would be statics in the condition that signals have a same center

frequency. Doppler shift would lead the code phase and carrier phase become
variable:

DTcðtÞ ¼ Tc � ð fcfm �
fc
f1
Þ ¼ Tcfc

f1fm
ðf1 � fmÞ

DuðtÞ ¼ Tc � ðf1 � fmÞ � 2p

�
ð37:12Þ

fc is the PRN code speed. The cross-correlation value gains of different PRN length
in Doppler condition are showed in Fig. 37.2.

As showed in Fig. 37.2, signal used short PRN length would suffer low Doppler
Effect. For limited bandwidth high-speed data transfer link,

f1 � fm
f1fm

	 0:1 ð37:13Þ

G
ai

n

10%

Doppler Shift/fc

5%
0

-5%
-10%

1.5
0.75

0
-0.75

-1.5 Code Phase

Difference/Tcode

10%

Doppler Shift/fc

5%
0

-5%
-10%

1.5
0.75

0
-0.75

-1.5 Code Phase

Difference/Tcode

N=100/80

G
ai

n

N=60/40

Fig. 37.2 Cross-correlation attenuation of intercepted PRN of N = 100/80/60/40

408 C. He and B. Yu



so the Doppler have a ignorable influence on the code correlation in such a channel,
Doppler would mainly affect the MAI by carrier phase.

As a result, the three parameters compose the ultimate limit signal conditions: if
all signals have same received power and the carrier and code phase differences are
uniform distribution shape, each channel have a similar MAI condition; if all other
signals satisfied u1 � um ¼ 90�=270� the expected signal reach the best MAI
performance while all signals satisfied u1 � um ¼ 0�=180�, a = 0 or close to Tcode,
signals would all reach the worst MAI condition and performance.

37.3.2 Cross-Correlation of PRN and Its Influence on MAI

According to Eq. (37.3), PRN with different pattern has different cross-correlation
Rcmc1 value limits and distribution which lead different MAI condition. Usually
limited bandwidth high-speed data link used intercepted PRN which have a great
lose in correlation performance than integrated PRN sequence for the peak value
and its distribution are all increase which increase the MAI variance leading the
system suffer worse MAI condition. For example, PRN sequences with different
intercepted length from 1023 Gold code have different cross-correlation value
distribution showed in Fig. 37.3.

As showed in Fig. 37.3, the intercepted PRN not only lead different distribution
but also lead the peak value spread phenomenon which could hardly evaluate the
system by Eq. (37.3) and the added correlation value is not the uniform distribution
shape, which means the white noise evaluation method is not suitable for the link.

Additionally, the spread phenomenon would lead a higher added correlation
value and affect the signals’ tracking and acquisition, for example, if N = 50 the
cross-correlation peak between two signals would approximately reach 0.5, which

Fig. 37.3 Cross-correlation distribution of intercepted PRN of N = 1023/500/200/100/50
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means the acquisition mistake or period increase would happen when there exist at
least 3 signals and the influence increased by signal number.

37.3.3 MAI Evaluation Method for Limited Bandwidth Link

An evaluation method for satellite-based limited bandwidth high-speed data link is
showed as below. The method built a cross-correlation distribution factor e to
improve the evaluate performance, the factor is calculated in process showed in
Fig. 37.4.

In data fitting process, the logarithmic value of the distribution is approximately
close to a quadratic function of correlation value:

10� log10 PðRcmc1;NÞ ¼ �f ðe;NÞR2
cmc1 þ gðe;NÞ ð37:14Þ

In this equation, f ðe;NÞ and gðe;NÞ are the fitting spread function and mean
value function. Using the factor a in Eq. (37.9), fitting factor e and its fitting
function, Rcmc1ðTmd � T1dÞ in Eq. (37.3) could change to

Rcmc1ðTmd � T1dÞ ¼ E Pðm;NÞm� Pðn;NÞn½ � a
Tcode

¼ a
Tcode

Z1
�1

Z1
�1

mPðm;NÞ � nPðn;NÞdmdn¼ a
Tcode

Gðe;NÞ
ð37:15Þ

Integrated PRN

Intercepted N1

…
…

Distribution 
Statistics

Intercepted N2

Intercepted N3

Intercepted Nm

Distribution 
Statistics

Distribution 
Statistics

Distribution 
Statistics

Distribution Data 
Fitting

Factor ε of N 

Signals Certain Delay
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In Eq. (37.15), Gðe;NÞ is the distribution fitting function determined by factor e
and PRN sequence length N. Then we could reach the evaluation results include
ultimate limits performance, mean performance, acquisition mistake and period
increasing probability.

The ultimate limit performances (worst performance) evaluate equation:

v ¼ PM
m¼2

Am
R1

�1
Gðe;NÞhðt � aÞda

SNRMAI � DðvÞ þ 0:5ðE=N0Þ�1
h i�1=2

8>><
>>: ð37:16Þ

The mean performances evaluate equation:

v ¼ PM
m¼2

cos p
M

� �
Am
M

R1
�1

Gðe;NÞhðt � aÞda

SNRMAI � DðvÞ þ 0:5ðE=N0Þ�1
h i�1=2

8>><
>>: ð37:17Þ

The acquisition mistake and period increasing probability equation:

Pe ¼ P 1� Kc �
XM
m¼2

Amamdm cosðum � u1Þ;N
 !YM

m¼2

Pðam;NÞ ð37:18Þ

In Eq. (37.18), Kc is the acquisition threshold of receiver. If there is no need to
calculate accurately, the probability could be estimating by Welch limit:

Pe ¼
XM

i¼1
2 Mþ 1ffiffi

N
p þ1

	 
 12Ci
M ð37:19Þ

In this evaluation method, the evaluate results are in the condition that MAI have
no influence on tracking loop and the carrier and code tracking error are all zero,
which need the condition that receiver embedded an efficient tracking algorithm in
multiple-access data link, pilot assist and frequency synchronization. MAI would
lead the tracking loop instable if hardly satisfied the condition, which added extra
error in u1 � um and Tmd � T1d leading the method has a great error in performance
evaluation.
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37.4 Evaluation Method Testing and Validation

37.4.1 Testing Method and Data Processing

We built a hardware testing and validation platform to proving the exactness of the
evaluation method. The component and data processing are showed in Fig. 37.5.

The attenuator was used for analogizing the fade of transfer link and antennas;
the noise temperature was measured at first; the signal source could transmit signals
in certain ranging and carrier phase shift to reappearance the ultimate limits and
mean signal conditions. The test environment is showed in Fig. 37.6.

37.4.2 Testing Result

The test results for targeted link condition are showed below. The results include
the multi-user detection algorithms’ influence [6, 7]. The evaluate and hardware
results haven’t include the loop tracking assist algorithm (Table 37.1).

It could be seen that evaluation method have a satisfied evaluate results for the
max Eb/N0 evaluate error is 0.2 dB; the BER evaluate error is better when Eb/N0
increasing. So the evaluation method is of good suitability for limited bandwidth
high-speed data transfer link.

Limited Bandwidth High-
speed Link Source

Range Carrier Phase

Attenuator

Down-conversion Module 

Receiver

Code and carrier phase 
difference

Cross-correlation evaluation

Link noise Eb/N0 and BER evaluation

Received Eb/N0 and BER Results comparison

PRN, N

multi-user 
detection

multi-user 
detection

Fig. 37.5 Test system structure and data processing
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37.5 Conclusion

The reliability and stability of satellite-based data transfer links are key factors for
satellite navigation system. Ensuring the high-speed data transferring in limited
bandwidth link should use accurate evaluation methods to improve the effectiveness
of signal structure, tracking algorithm and multi-user detection algorithm [8–12]
design. The analysis and evaluation method for limited bandwidth link putted

Fig. 37.6 Hardware of the MAI performance test system

Table 37.1 Hardware test results and evaluation results

Ouput Eb/
N0 (dB)

Output
BER (log10)

Evaluation
Eb/N0 (dB)

Evaluation
BER (log10)

Acquisition mistake and period
increasing probability (%)

− − 0.2700 −1.2096 24.1758

1.0 −1.7 1.2016 −2.1305 17.8755

2.2 −6.9 2.3748 −7.2099 12.9670

3.2 −8.5 3.1672 −8.3321 8.1132

3.7 None 3.8588 −10.1013 5.7855

4.8 None 4.7743 <−12 3.8828

6.8 None 6.8157 <−12 0

8.5 None 8.5103 <−12 0

10.9 None 10.8737 <−12 0
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forward in this paper is added the ultimate limits signal conditions and intercepted
PRN fitting algorithm to traditional method to achieve accurate evaluate results in
targeted link condition. The results could provide some technical experiences for
BeiDou navigation system.

The evaluation method has weakness that it haven’t evaluate the MAI influence
on code and carrier loop tracking so it could hardly applied in much serious transfer
link and receiver conditions. The loop influence and related performance evaluation
will be analyzed in future.
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Chapter 38
Research Progress on TWSTFT Mobile
Calibration Station

Guoyong Wang, Ya Liu, Xiaohui Li and Chen Shi

Abstract To achieve more precision calibration between two any signal system’
ground stations of two-way satellite time and frequency transfer (TWSTFT), a new
TWSTFT calibration method is proposed based on two TWSTFT mobile stations to
calibrate systematic error of time comparison between any two ground stations.
Two TWSTFT mobile stations are developed. To measure the systemic error
between the two mobile stations, a zero baseline comparison experiment is
designed. The standard deviation of equipment delay of two mobile stations are
respective 0.102, 0.038 ns. The standard deviation of systematic error of zero
baseline comparison is 0.124 ns. To validate function of two mobile stations, a long
baseline comparison experiment is designed between two ground stations at Tianjin
and Lintong. The result is highly consistent with GPS Common-View comparison
between two stations. To farther validate performance of two mobile stations, a
long baseline comparison experiment be designed between two ground stations at
Changchun and Lintong. The result is shown that the standard deviation of clock
difference of two ground stations is 0.347 ns after moving the drift of cesium atomic
clock at Changchun. The two TWSTFT mobile stations can implement calibration
of systematic error of time comparison between any two ground stations.

Keywords Two-way satellite time and frequency transfer (TWSTFT) � TWSTFT
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38.1 Introduction

Two-way satellite time and frequency transfer (TWSTFT) is one of the most
accurate means of long-distance time comparison. The time uncertainty of the
method is better than 1 ns [1]. Advantages of TWSTFT comparison is that the
signal propagation paths are approximate symmetrical, so that additional iono-
spheric delay, tropospheric refraction delay, geometric path delay, etc. almost is
counteracted [2, 3]. TWSTFT ground station equipment delay is the main com-
ponent of a two-way systematic error, it is essential to accurate calibrate it.

International general method is to use a mobile station to calibrate systematic
error between two ground stations. Firstly mobile station and ground station A are
measured based on a zero baseline measurement. A equipment delay difference
between the two stations is got, then the mobile station and the ground station B to
compare for getting the equipment delay difference of two stations. The two ground
stations delay difference between A and B is got by subtracting the two equipment
delay difference. Combined with TWSTFT formula, the clock difference of two
ground stations can be calculated [4–6]. Disadvantages of international general
calibration method are: the baseband device of mobile station and the calibrated
ground station must be the same, uplink and downlink signal Must correspond to
same band in the same satellite transponder.

At present, there are mainly three TWSTFT baseband device, the signals are
mainly C-band and Ku-band in China. In accordance with general calibration
method using a mobile station, it needs to develop six kinds of mobile stations for
each band and baseband devices in order to meet our calibration. If you use multiple
devices to calibrate equipment delay, not only cost is too high but also the systematic
error among mobile stations is difficult to calibrate. To solve the difficulty of our
country TWSTFT calibration, we propose the method that two mobile stations to
calibrate the systematic error of time comparison between any two ground stations.

38.2 A Summary of Dual Mobile Stations Calibration
Method

Dual mobile stations calibration method is to calibrate two ground stations clock
difference using two mobile stations. Specific calibration process is shown in
Figs. 38.1 and 38.2. Where M1 is mobile station 1, M2 is mobile station 2, G1 is
ground station 1, G2 is ground station 2. The first step two mobile stations are placed
at site A to make a zero baseline calibration to obtain the systematic error of two
mobile stations (containing mainly equipment delay difference); the second step two
mobile stations are respectively placed in site A and B to make a long baseline
calibration. By TWSTFT calculation between mobile stations 1 and 2, combined
with the result of the first step, the clock difference of two ground stations is got.
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Fig. 38.2 The second step of two mobile stations calibration method
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Compared with a single mobile station method, the advantage of dual mobile
stations method is that can get rid of the restraint of the ground station signal
system, not compare with the ground stations, can calibrate systematic error of any
time comparison method between any two ground stations.

38.3 Zero Baseline Test

38.3.1 The Principle of Experiment

In this experiment, a method of common clock based on zero baseline is used,
shown in Fig. 38.3. A frequency and phase offset generator HROG-10 is used as a
common clock which provides 10 MHz and 1 pps signal for mobile station 1 and
mobile station 2. National Time Service Center’s master clock provides 10 MHz
and 1 pps signal to HROG-10. Systematic error of zero baseline test contains of
equipment delay of the two mobile stations, the satellite transponder delay, the
signal spatial transmission delay etc. The mainly delay is equipment delay, the other
delay can be ignored. Testing time is two days.

HROG-10

Cesium
 clock

1pps

M1

10MHz 1pps

10MHz
1pps

M2

SatelliteFig. 38.3 The principle of
zero baseline comparison
experiment
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38.3.2 The Results of Experiment

Equipment delay of station 1 is sum of transmitter delay Tx1 and receiver delay Rx1
of station 1. Equipment delay of station 2 is sum of transmitter delay Tx2 and
receiver delay Rx2 of station 2. Systematic error means −[(Tx1-Rx1)−(Tx2-Rx2)]/2.
From Table 38.1, Figs. 38.4, 38.5 and 38.6, standard deviation of equipment delays
of Station 1 and 2 are respectively 0.102, 0.038 ns. Standard deviation of systematic
error is 0.124 ns.

Table 38.1 The results of zero baseline comparison experiment

Results Mean (ns) Standard deviation (ns)

Equipment delay (station 1) 355.816 0.102

Equipment delay (station 2) 351.611 0.038

Systematic error 0.911 0.124
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Fig. 38.4 Equipment delay
of mobile station 1

0 0.5 1 1.5 2

x 10
5

351.5

351.55

351.6

351.65

351.7

351.75

351.8

351.85

Data Point,1/1s

E
qu

ip
m

en
t d

el
ay

/n
s

Fig. 38.5 Equipment delay
of mobile station 2

38 Research Progress on TWSTFT Mobile Calibration Station 419



38.4 Long Baseline Experiment

38.4.1 Lintong-Tianjin Long Baseline Experiment

38.4.1.1 The Principle of Experiment

The principle of Lintong-Tianjing long baseline comparison test is shown in
Fig. 38.7. The mobile station 1 is placed at Lintong. National Time Service Center’s
master clock provides 10 MHz and 1 pps signal to HROG-10 for mobile station 1.
The mobile station 2 is placed at Tianjin. The reference signals of mobile station 2
is provided by rubidium clock’ 1 pps and 10 MHz. The rubidium clock is reined by
associated control soft and algorithms. So there is no one-way drift. Lintong-
Tianjin’ baseline length is about 905 km.

38.4.1.2 The Results of Experiment

The red curve represents the results of TWSTFT test, the blue curve represents the
results of common view test. As can be seen in Fig. 38.8 and Table 38.2, the results
of TWSTFT and common view are highly consistent. It reflects the correctness of
TWSTFT results. The limit of Rubidium clock’ performance and control method
due to poor results of TWSTFT and common view.
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Fig. 38.7 The principle of Lintong-Tianjin long baseline comparison experiment
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Table 38.2 The results of
Lintong-Tianjing long
baseline comparison
experiment

Results Mean (ns) Standard deviation (ns)

TWSTFT −0.472 22.382

Common view −2.601 22.325
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38.4.2 Lintong-Changchun Long Baseline Experiment

38.4.2.1 The Principle of Experiment

The principle of Lintong-Changchun long baseline comparison test is shown in
Fig. 38.9. The mobile station 1 is placed at Lintong. A frequency and phase offset
generator HROG-10 is used to provide 10 MHz and 1 pps signal for mobile station
1. National Time Service Center’s master clock provides 10 MHz and 1 pps signal
to HROG-10. The mobile station 2 is placed at Changchun. Changchun’ cesium
clock output’ 10 MHz and 1 pps to provides a 1 pps and 10 MHz reference signal
for mobile station 2. Test data is about 3 h.

38.4.2.2 The Results of Experiment

It can be seen from Fig. 38.10 that Changchun’ OSA3035B cesium clock is run
independently, that is to say, the cesium clock is not controlled. Clock difference of
two stations has a linear drift. Everyday drift is about 24 ns compared with UTC
(NTSC). The result is shown in Fig. 38.11 after removing clock difference linear

HROG-10

10MHz

Cesium
 clock

1pps

M1

10MHz

10MHz

M2

satellite

Cesium
clock

1pps

1pps

ChangchunLintong

Fig. 38.9 The principle of Lintong-Changchun long baseline comparison experiment
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drift. As can be seen from Table 38.3. After removing the clock difference linear
drift, the standard deviation of Lintong and Changchun stations’ systematic error is
about 0.347 ns.
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Fig. 38.10 The systematic error of Lintong and Changchun
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Fig. 38.11 The systematic error of Lintong and Changchun after removing the drift

Table 38.3 The results of Lintong-Changchun long baseline comparison experiment

Measured results Mean (ns) Standard deviation (ns)

Result of removing clock difference drift 932.796 0.347
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38.5 Conclusions

In this paper, the performance of TWSTFT mobile stations were tested. The results
show: When zero baseline calibration, standard deviation of two mobile station
equipment delays are respectively 0.102, 0.038 ns, the standard deviation of the
systematic error is about 0.124 ns. The results Lintong and Tianjin Station common
view and TWSTFT is highly consistent. It reflects the correctness of TWSTFT
results. Lintong and Tianjin test results show that after removing the clock differ-
ence linear drift, the standard deviation of Lintong and Changchun stations’ sys-
tematic error is about 0.347 ns. The two-way mobile station can be used to calibrate
systematic error of any two TWSTFT sites.

Acknowledgments Thank the National Astronomical Observatory of Changchun Satellite
observatory and Wuqing station to support and help for our work. This work was supported by the
National Natural Science Foundation of China (No. 61127901).
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Chapter 39
Analysis of BeiDou Signals
on the Accuracy of Common-View
Time Transfer

MeiJun Guo, Hua Lu, Yun Xiao, YiJun Mo and XiaoGang Liu

Abstract The BeiDou navigation satellite system is being in the initial period of
providing service. Currently, this system is broadcasting three signals, narrow
correlation, wide correlation and anti-multipath, on both I and Q branches of B1, B2
and B3 frequency. One can get the pseudo-range measurements publicly on the
civil frequency with a corresponding receiver. This paper firstly analyzed the
influence of different satellites types, GEO, MEO and IGSO in BeiDou constella-
tion, on the precision of common view time transfer. The conclusion indicates that
the one can achieve the best precision of common view time transfer with GEO
satellites among the three different satellites types. Based on this conclusion, this
paper further analyzes the impact of different observation types, C/A measurements
on any frequency and assembled dual frequency observations of any two fre-
quencies, on the precision of common view time transfer. The results of common
view time transfer are evaluated with stability, accuracy and standard deviation of
residuals. Except the combination of B2 and B3 and the wide correlation combi-
nations of dual frequency, the results obtained from the other combinations of dual
frequency observations perform better than that from any single frequency. The
result of B1IA is better than other single frequency, the residual standard deviation
is 2.32, the stability of million seconds is 3.18e-13 and the accuracy is 4.16e-13.
Among the results of all the dual frequency observations, the combination of B1IA
and B2IA provides the best precision with the standard deviation of residuals being
1.36, the stability of million seconds being 2.11e-13 and the accuracy being
5.71e-13.

Keywords Common view time transfer � BeiDou � Single frequency � Dual
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39.1 Introduction

Currently, BeiDou navigation satellite system has enter the era of providing service
globally. Except the three main functions of high precision timing, positioning, and
navigation, it also can provide service of short messages communication which will
play an important role in China’s economic construction and national security
[1–3]. BeiDou navigation system has the unique constellation that consisted of
GEO, IGSO and MEO satellites. To guarantee the global coverage, the technique of
inter-satellite link is adopted [4, 5]. Currently, BeiDou has launched 5 GEO
satellites, 5 IGSO satellites and 4 MEO satellites.

BeiDou signal system adopts the same technique of binary offset carrier
modulation as that of GPS system. Currently, BeiDou is broadcasting three types of
signals which are the narrow correlation N, wide correlation W and anti-multipath
A on B1, B2, and B3 frequency.

At present, GPS common view time transfer is the main way for international
time comparison. With the rapid development of BeiDou navigation satellite sys-
tem, a series of questions need to be answered, such as whether the way of common
view time transfer based on GPS satellites is suitable for that of BeiDou satellites?
Which kind of satellites types can provide the better precision of time transfer?
Whether the errors in the common view time transfer based on BeiDou satellites
have any changes? Among the different observations, which kind of observations
performs best? This paper intends to answer some of these questions.

Currently, there is no specification for BeiDou common view data processing.
Therefore, all the analysis in this paper is based on the raw data of pseudo-ranges
with sample rate being one point per second. After the application of error cor-
rections to the raw data, the half-hour common view results are obtained with
polynomial fitting.

39.2 Structure of BeiDou Navigation Signal

The navigation signal of BeiDou will adopt the modulation technique of BOC in the
third development stage of BeiDou navigation satellites system. Comparing with
the techniques of BPSK and QPSK that adopted in the precious stage, this tech-
nique has the advantages of multiplexing of signal frequency, reducing signal
interference, enhancing the precision of pseudo-range measurements and separating
the civil and military signals. Now a days, BeiDou has completed the plan of the
second stage and enters the third stage which aiming at providing timing, posi-
tioning and navigation service globally until the year of 2020. Table 39.1 list the
parameters of signal of the second stage and Fig. 39.1 shows the signal spectrum of
the third stage [5, 6].
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39.3 Common View Time Transfer Based on BeiDou
Satellites

39.3.1 Principle of BeiDou Common View Time Transfer

The principle of common view time transfer based on BeiDou satellites is the same
as that based on the other GNSS satellites. The principle is shown as Fig. 39.2.

Two stations, A andB, simultaneously observe the same BeiDou satellites.We can
get the time difference between the local time of station A and the BeiDou navigation

Table 39.1 BeiDou navigation signal of second stage

Signal Carrier (MHz) Code
rate (MHz)

Frequency
band (MHz)

Modulation
type

Service

B1IN 1561.098 2.046 4.092 QPSK Public

B1QN Authorized

B1IW Public

B1QW Authorized

B1IA Public

B1QA Authorized

B2IN 1207.14 2.046 24 Public

B2QN 10.23 Authorized

B2IW 2.046 Public

B2QW 10.23 Authorized

B2IA 2.046 Public

B2QA 10.23 Authorized

B3IN 1268.52 10.23 Public

B3QN Authorized

B3IW Public

B3QW Authorized

B3IA Public

B3QA Authorized

1191. 795MHz
AltBOC(15, 10)

1176. 45 MHz

B2ay

1207. 14 MHz

B2by

1268.52MHz
BPSK(10)

BOC (15, 2. 5)
1253. 175 MHz

BOC (15,2.5)
1283. 865 MHz

TMBOC (6, 1, 4/33)
BOC( 1, 1) + BOC( 6, 1)

BOC(14,2)
1589. 742MHz

BOC(14, 2)
1561. 098MHz

B1cy
1575. 42 MHz

B3x B3x

B3y B3y

B3z

B1cz B1cz
B1cxB2ax B2bx

Fig. 39.1 BeiDou navigation signal spectrum of the third stage
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system time. Similarly, station B can get the time difference between its local time and
the BeiDou navigation system time. After the data exchange via network, the time
difference between the local time of station A and B are obtained [7].

It is easy to find out that the complete impact of satellites clock instability and
part impact of ionosphere delay, troposphere delay and ephemeris error are can-
celed in the process described above. The time difference between these two sta-
tions can be expressed as:

DTABðTAÞ ¼ 1
c
½qSBðTBÞ � qSAðTAÞ� þ ½sSAðTAÞ � sSBðTBÞ�

¼ 1
c
½qSBðTBÞ � qSAðTAÞ� þ ½sRA � sRB� þ

1
c
½qgeoSA ðTAÞ � qgeoSB ðTBÞ�

¼ 1
2
ðsionSA � sionSB Þ þ

1
2
ðstroSA � stroSBÞ þ

1
2
ðsplmSA � splmSB Þ þ 1

2
ðsgtideSA � sgtideSB Þ

¼ 1
2
ðsrelSA � srelSBÞ þ

1
2
ðseccenSA � seccenSB Þ þ 1

2
ðscomSA � scomSB Þ ð39:1Þ

Time and Frequency 
signal of A

BD Time Transfer 
Component

Time difference 
between A and BDT

RS232 Data Output

Computer

Time and Frequency 
signal of B

BD Time Transfer 
Component

Time difference 
between B and BDT

RS232 Data Output

Computer

10MHz 1PPS 10MHz 1PPS

Data exchange

Fig. 39.2 The principle of BeiDou common view time transfer
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sRA and sRB are respectively the time delay of the station A and B. qgeoSA ðTAÞ and
qgeoSB ðTBÞ are the geometric distance which is from common view satellite to the

observation station A and station B. sionSi , s
tro
Si , s

plm
Si , sgtideSi , srelSi , s

eccen
Si and scomSi are

respectively the ionospheric delay correction, tropospheric delay correction, motion
of station correction, earth solid tide correction, relativistic correction, receiver
phase center correction and satellite phase center correction.

The correction of the relativistic effect for GEO satellites of BeiDou navigation
system is different to that of the IGSO and MEO satellites. For GEO satellites, the
effect of the Sagnac can be obtained with formula (39.2) [7],

Sagnac ¼ � x
c2

R cos aAðr þ RÞ sinðkS � kAÞ ð39:2Þ

where aA and kA are the latitude and longitude of observation stations and kS are the
longitude of satellites in WGS84 coordinate system.

39.3.2 Process of BeiDou Common View Data

Figure 39.3 shows the processing diagram of BeiDou common view data. The
detailed steps are as following [8].

• Read the original data of the two stations, detect the gross data in the pseu-
do-range observations, and then remove these data;

• Load the broadcast ephemeris, calculate the satellites positions at the corre-
sponding time of observations with the correlative parameters;

Read pseudo-range 
observation of code

Gross error remove

Get same pseudo-
range observation of 

two station

Correct station 
coordinates

Load broadcast 
ephemeris

Computer satellite 
position

Every delay 
calculation

 Time difference gross 
data remove

Fitting time difference 
data

Get common view 
result

Fig. 39.3 The data process
flow of BeiDou common view
data
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• Calculate all the correction in formula (39.1) and remove them from the raw
pseudo-range measurements;

• Find the BD satellites in common view of two stations, match these data of the
same time;

• Finally, calculate the time difference between the local time of these two
stations.

39.4 Experiment and Results

39.4.1 Experiment

The data from two stations, A and B being apart from about 1200 km, are used to
carry out the experiment. With BeiDou receivers setting up at both of these two
stations, we can get the raw pseudo-range measurements at three frequencies and
further obtain the time difference between the local time of two stations and the
BDT.

Basing on the data from two stations, this paper aims to carry out two aspects of
researches.

Firstly, the common view results between these two stations based on single and
dual frequency observations of MEO, GEO and IGSO satellites are computed.

Secondly, the common view results between these two stations based on I
branches of B1, B2 and B3 frequency of GEO satellites are calculated.

Five days data from 1th December, 2013 to 5th of two receivers at two stations
are used. The precision of common view results are evaluated with stability, ac-
curacy and standard deviation of the residuals. Stability reflects the stochastic error
of the results and the smaller of this index the more stable of the results. And the
accuracy characterizes the systematic error of the results. Finally, standard deviation
characterizes the fluctuation of the results.

39.4.2 Impact of Satellite Types on the Results

The analysis of this part is based on the data from the five GEO satellites, five IGSO
satellites and two MEO satellites that in orbit currently. The common view results
respectively based on single frequency of B1, B2 and B3 and combination of dual
frequency are computed. The indexes of accuracy, standard deviation and mil-
lion-second stability are calculated.

Taking the anti-multipath signal for example, Figs. 39.4, 39.5 and 39.6 re-
spectively shows the three indexes of each satellite under three different observation
types, B1A, B2A and their combination. According to these results, we can get the
following conclusions.
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Firstly, it is obvious that all the three indexes of GEO satellites are better than the
other two type satellites. And GEO 3 and IGSO 6 have the best results among the
same type of satellites.

Secondly, the results of B1 single frequency basically better than that of B2
frequency.

Thirdly, the results based on combination pseudo-ranges of B1 and B2 of GEO
and IGSO satellites are better than that based on single frequency of B1 and B2. It is
reverse for the MEO satellites.
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Lastly, under the combination dual frequency pseudo-ranges of B1IA and B2IA
of satellite GEO 3, the standard deviation and million-second stability perform the
best, respectively being 1.36 ns and 2.11E-13. And the index of accuracy, being
4.16E-13, achieves the best value with the single B1IA pseudo-range
measurements.

39.4.3 Impact of Signal Types of GEO Satellites
on the Results

According to the conclusion of the precious section, the results based on mea-
surements of GEO satellites have better results. For the measurements of GEO
satellites, this section mainly experiments which kind of signal type performs best.
There are, three frequency and 6 different types signals on each frequency, totally
18 kinds of measurements are tested. Figures 39.7, 39.8 and 39.9 gives three
indexes of each signal type and Table 39.2 gives the values of each index.

The following conclusions can be summarized. Firstly, the three indexes that
evaluating the results based on the observations of B1 I branch superior to that on B2
and B3. Secondly, the results based on the measurements of anti-multipath signal
performs superior to other type of signal among the single frequency measurements.
Thirdly, the worst results appear under the combination of wide correlation signals
on B2 and B3 and the combination anti-multipath signals on B1 and B2 is best
among all the dual frequency combinations. When comparing the results of single
frequency and dual frequency, results based on the combinations of narrow and wide
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correlation signals are worse than the corresponding observations on the single
frequency. However, the results based on the combinations of measurements of
anti-multipath signals on B1/B2 and B1/B3 is better than that on single frequency.
Lastly, the best results are get under the combination of dual frequency of an-
ti-multipath signals with std deviation being 1.36, million second stability being
2.11e-13.
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39.4.4 Analysis of the Results

Now let us analyze the results that obtained in the previous two sections. As far as
we known, the orbit altitude of GEO satellites are nearly two times of that of the
MEO satellites. And the GEO satellites are almost stationary above the earth
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Table 39.2 The value of
common view clock base on
GEO 3 satellite

PRN FRE STD (ns) Stability Accuracy

GEO3 B1IN 2.37 3.3E-13 4.16E-13

B2IN 4.02 4.99E-13 9.56E-13

B3IN 3.75 3.72E-13 6.54E-13

B1IW 2.93 4.26E-13 1.21E-12

B2IW 5.68 6.51E-13 1.86E-12

B3IW 3.77 3.76E-13 6.83E-13

B1IA 2.32 3.18E-13 4.16E-13

B2IA 3.62 4.58E-13 5.77E-13

B3IA 3.6 3.72E-13 5.87E-13

B1IN + B2IN 2.4 3.69E-13 1.27E-12

B1IN + B3IN 3.36 5.6E-13 1.24E-12

B2IN + B3IN 13.57 2.32E-12 6.41E-12

B1IW + B2IW 6.72 8.43E-13 3.65E-12

B1IW + B3IW 5.76 9.12E-13 3.24E-12

B2IW + B3IW 31.75 4.7E-12 1.71E-11

B1IA + B2IA 1.36 2.11E-13 5.71E-13

B1IA + B3IA 2.43 3.71E-13 7.32E-13

B2IA + B3IA 9.19 1.21E-12 2.38E-12
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equator. Therefore, stations locating in China can see the BeiDou GEO satellites
almost 24 h a day. Although the orbit altitude of IGSO satellites are the same as that
of GEO, but its trajectory on the earth likes the character of “8”. The time period
that they can be viewed is short. Otherwise, the correlation between ionospheric
delays in the paths from common view satellite to two stations becomes weaken
when the satellites for common view time transfer is GEO. All these reasons
explain the conclusions in Sect. 39.4.2.

As the ionosphere delay is related with the signal frequency and proportional to
the inverse of frequency square. So, B1 frequency has the smaller ionosphere delay
among the three BeiDou frequencies. This can interpret the results that based on B1
frequency is better than those on the other two frequency.

The combination of measurements on wide correlation signals indeed eliminates
the effect of ionosphere delay. However, the noise is also amplified. Taken the
combination of B2 and B3 for example, m2 is the noise on B2 frequency while m3
is the noise on B3 frequency, and the noise after combination is m [9, 10].

m ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

f 23
f 23 � f 22

m2
3 þ

f 22
f 23 � f 22

m2
2

s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð10m3Þ2 þ ð9:6m2Þ2

q ð39:3Þ

According to Eq. (39.3), the noise level of the combination is 14 times larger
than that of single frequency when the noise level on B2 and B3 are the same. This
is why we can get the conclusion in Sect. 39.4.3.

The anti-multipath signal reduces the impact of multipath on the measurements.
Therefore, the combination of B1IA and B2IA has better results than other
combinations.

39.5 Conclusions

This paper tries to answer some questions about the BeiDou common view time
transfer. There are several conclusions. Firstly, the results get from B1IA is the best
in terms of time transfer based on measurements of single frequency. The standard
deviation is 2.32 ns, million seconds stability is 3.18E-13 and accuracy is 4.16E-13.
Secondly, the results based on the combination of B1IA and B2IA is the best in
terms of dual frequency combination. The standard deviation is 1.36 ns, million
seconds stability is 2.11E-13 and accuracy is 5.71E-13.

These conclusions can provide reference for the selection of satellites type,
measuring frequency and signal type for BeiDou common view time transfer.
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Chapter 40
Assessment of BDS Signal-in-Space
Accuracy and Standard Positioning
Performance During 2013 and 2014

Gucang Chen, Zhigang Hu, Guangxing Wang, Guo Chen,
Zhaoying Liu and Qile Zhao

Abstract At the end of 2011, BeiDou Satellite Navigation System (BDS) moved
into the phase of experimental operation, indicating that BDS, after GPS and
GLONASS, became the third satellite system providing free service of PNT. In this
paper, the positioning performance of BDS from Jan, 2013 was assessed. The data
sources, as well as the generation of precise orbit and clock, were described, and the
precisions of broadcast orbit, clock and signal in space for GEO/IGSO/MEO sat-
ellites were analyzed. The civil signal B1I of BDS was utilized to assess the
accuracy of single point positioning (SPP) with code measurements. It is illustrated
that the precision of URE for BDS could reach 1.5–2.0 m, and that the both
horizontal and vertical precision of SPP reach 10 m in service area.

Keywords BeiDou � Broadcast ephemeris � Signal-in-space � URE � SPP �
Performance assessment

40.1 Introduction

Based on the success of BeiDou I experimental satellite system, the building of
Beidou II was kicked off in 2004, and the first medium-earth-orbit (MEO) satellite
was launched 3 years later. In 2011, three satellites in the geostationary orbit (GEO)
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and four in the inclined geosynchronous orbits (IGSO) were properly deployed,
possessing the capacity of regional navigation and positioning. At the end of 2011,
the initial operation of BeiDou (BDS) regional satellite system was announced
officially. Up to the end of the year 2012, five GEO satellites, five IGSO and four
MEO ones had been deployed, and BDS began to formally provide positioning,
navigation and timing (PNT) service in Asia-Pacific area. In June, 2014, BDS had
been operating for 18 months, and the information of its constellation is shown in
Table 40.1.

The performance of signal in space is one of the critical factors in positioning
precision and integrity monitoring of GNSS [1]. Signal in space range error
(SISRE) or user range error (URE) is the difference between the real position and
clock of the satellites and their values in predicted ephemeris, reflecting the pre-
cision of ephemeris and finally affecting the positioning accuracy for real-time user.
In this paper, the performance of SISRE and positioning of BDS during Jan, 2013
and Jun, 2014 was assessed. Firstly, the method of determining the assessment
standards, i.e. the precise orbit and clock products, was described, and SISRE
equations tailored to BDS was proposed. The performance of SISRE and PNT
service for BDS was then analyzed.

Table 40.1 The components and specifications of satellites for BDS regional constellation

Orbit
types

Satellite
name
(PRN)

Launch
date

Altitude (km) Inclination (°) Longitude (°) Status

GEO G01(C01) 2010.01.17 35,786 <1 140.00E Normal
G02 2009.04.14 35,786 – – Inactive
G03(C03) 2010.02.06 35,786 <1 110.50E Normal
G04(C04) 2010.11.01 35,786 <1 160.00E Normal
G05(C05) 2012.02.24 35,786 <1 58.75E Normal
G06(C02) 2012.10.25 35,786 <1 80.00E Normal

IGSO I01(C06) 2010.01.08 35,786 55 101–136E Normal
I02(C07) 2010.12.18 35,786 55 Normal
I03(C08) 2011.04.10 35,786 55 Normal
I04(C09) 2011.07.26 35,786 55 79–112E Normal
I05(C10) 2011.12.02 35,786 55 Normal

MEO M03(C11) 2012.04.29 21,528 55 −180 to
180E

Normal
M04(C12) 2012.04.29 21,528 55 Normal
M05(C13) 2012.09.18 21,528 55 Unavailable

since Jan,
2014

M06(C14) 2012.09.18 21,528 55 Normal

438 G. Chen et al.



40.2 BDS Data Collection and Precision Orbit
Determination

According to the development plan, BDS is becoming fledged and the tracking
network is expanding. In this paper, the observables were collected from about 20
sites of BeiDou experimental tracking stations (BETS), all of which were equipped
with GPS/BDS dual-system and quad-frequency (i.e. GPS L1/L2 and BDS B1I/B2I)
Unicore receivers. At present, BDS constellation is composed mainly of GEO and
IGSO satellites covering Asia-Pacific area. As is shown in Fig. 40.1, the 14 stations in
this area are able to track seven to nine BDS satellites at 95 % of the time.

The prerequisite of the assessment of BDS ephemeris is the precise orbit and
clock, which is not officially provided. The upgraded GNSS precision processing
software developed by Wuhan University is able to compute precise orbit and
conduct positioning [2]. Considering the uneven and sparse distribution of stations,
the similar strategy for GIOVE-B [3] precise orbit was employed for precision orbit
determination of BDS. Firstly, PPP was conducted using GPS precise orbit and
clock to obtain station coordinates, receiver clocks and ZTDs with high precision,
which would be fixed in the next step. Slightly different from strategy in [3], the
inter-system bias between GPS and BDS were estimated simultaneously [4]. Ion-
osphere-free observable combination with 30 s sampling interval was processed in
batch, and each arc covered 3 days.

Fig. 40.1 Distribution of satellite coverage strength and the sub-track
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In order to assess precision of orbit, the overlap of the first and third arcs of three
successive arcs are compared. Shown in Fig. 40.2a–c is the average precision of
GEO/IGSO/MEO satellites, respectively, during Jan and Oct in 2013. The precision
of GEO satellites in along-track (A), cross-track (C) and radial (R) direction is 1.00,
0.12 and 0.10 m, respectively. Those for IGSO satellites are 0.36, 0.21 and 0.09 m,
while MEO 0.33, 0.15 and 0.07 m, respectively. The above results show that the
along-track precision of G01 is the worst, which can be explained by its weak
geometry and the uneven distribution of stations [4]. It is worth noting that the
radial precision, which affects positioning the most, for all three types of satellites
are better than 10 cm.

The precision of orbit could also be verified by SLR observables through the
external consistency. G01 and I03 and M03 are all equipped with laser reflecting
prisms, and the SLR checking results for the three satellites are 0.24, 0.12 and
0.12 m, respectively. Shown in Table 40.2 are the internal and external consis-
tencies for all three satellites.

The above precise orbit with precision better than 10 cm in radial direction, as
well as the corresponding clock, is taken as the “real value references”.

Fig. 40.2 Difference of GEO/IGSO/MEO precise solutions (Jan–Oct, 2013)
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40.3 Method of Assessment

40.3.1 Preprocessing

Station navigation ephemeris files of BETS network are merged into one file which
contains all satellites ephemeris information, some error data caused by receiver
(e.g. failure decoding) are removed [5]. On the other hand, navigation satellites with
orbit maneuver and/or integrity alert information are excluded [6], and the health
flag in navigation ephemeris is used to decide whether a satellite is usable or not [7].
Since the master control stations of BDS are in native region, the GEO and IGSO
satellites will be tracked in most of the time, the corresponding satellites navigation
information can be updated conveniently and in time (every 1 h). The AOD (age of
data) of these satellites’ ephemeris is 1 h, shorter than that of GPS. The case is
different for MEO satellites, which only can be tracked for a short time in 1 day, so
the MEO satellites ephemeris with a relative longer AOD with a not perfect pre-
diction position accuracy. In this paper, only the ephemeris with AOD smaller than
1 h is employed in statistics. Considering that the BDS constellations are still in
construction, some satellites are unavailable. Overall, the availability rate of data
from GEO and IGSO satellites is over 90 %, while the MEO satellites usable
ephemeris is only 70–80 %. Finally, the data with difference between precise orbit
and broadcast ephemeris larger than 50 m are excluded in statistics and this
assumption is reasonable, considering that 50 m is larger than 30 times of standard
deviation for signal in space range error.

40.3.2 Comparison Between Precise and Predicted Orbit

As mentioned above, the precise orbit accuracy of BDS is between 10 and 50 cm,
much better than the broadcast ephemeris, so it is taken as reference value and the
difference between precise orbit and broadcast ephemeris is considered the
broadcast satellites position error. Meanwhile, noting that the precise orbit and
broadcast one is not in the same reference frame, the reference frame must be
unified before comparison. The computation of BDS precise orbit is under
ITRF2008, while the broadcast ephemeris is under CGCS2000 (China Geodetic
Coordinate System 2000). Theoretically, position under CGCS2000 should con-
verse to ITRF2008 by seven transformation parameters (three for translation, three

Table 40.2 Average
precision of BDS precise orbit
(Jan–Oct, 2013)

Satellite type Overlap precision (m) SLR check (m)

A C R

GEO 1.00 0.12 0.10 0.24

IGSO 0.36 0.21 0.09 0.12

MEO 0.33 0.15 0.07 0.09
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for rotation, and one for scale) [8]. Given that the difference between CGCS2000
and ITRF1997 or ITRF2008 is only several centimeters [9, 10], the transformation
between CGCS2000 and ITRF2008 is not considered in this paper.

40.3.3 Comparison Between Precise and Predicted Clocks

When determining the satellite orbit, the satellite relative clock is computed by a
selected reference clock, and the selected reference clock can be either a receiver
clock or a satellite clock. The different reference clock used has no impact on the
user navigation and positioning as the bias existing in the same satellite clock can
be absorbed in receiver clock estimation. The BDT is maintained by military time-
frequency equipment, while the independent receiver clock is used for orbit
determination. Under this condition, a method with second-order differencing is
used for broadcast clock assessment instead of first-order differencing. What is
more, the predicted clock bias of BDS is based on frequency B3I, so the TGD
(group delay timing) correction in broadcast ephemeris between B1I and B3I
should be taken into account when assessing the satellite predicted clock bias on
B1I. The satellite predicted clock error can be computed by the below formula:

Dti ¼ dti � l ð40:1Þ

where, dti ¼ Ti � ti is the first-order difference between precise satellite clock bias

and broadcast clock bias, l ¼ Pn
i¼1

dti=n is the mean of all satellites and used as the

datum difference between precise and broadcast satellite clock.

40.3.4 Calculation of URE for BDS

According to ref. [11], if a receiver with known position is synchronized to navi-
gation system time, then the expectation of the difference between pseudo range
(the range between satellite position broadcast by satellites and receiver location)
and measured range by receiver is IURE (Instantaneous User Range Error). IURE
only consists of ephemeris error caused by space and control Segments, ranging
error caused by user segment (e.g. troposphere delay, multipath error and noise) is
not included in IURE. The main error for IURE comes from prediction satellites
position error and satellites clock error. IURE is a function of time and space. In
practical statistics, the RMS (root mean square) of IURE is considered the precision
of IURE [12]. There are some differences about RMS URE computation between
GPS and BDS:
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• BDS include three different kinds of satellites, i.e. MEO, IGSO and GEO sat-
ellites. Generally, the higher the orbit altitude is, the larger the impact of satellite
radial direction position error on user ranging error is [7]. The projection factor
for MEO is 0.98 and 0.99 for IGSO/GEO, while the impacts of cross and normal
direction position error are much smaller, i.e. 0.0078 and 0.0204 for the cross
position projection and the normal position projection, respectively. This means
the satellite position error in cross and normal direction is less than 1/11 of radial
direction. For MEO satellites, the position error projection factor is 0.98 and
0.0185 in radial direction and cross/normal direction, respectively.

• Noting the property of GEO/IGSO satellites, the coverage region area is dif-
ferent from MEO satellites, so the RMS of IURE for IGSO/GEO is regional
other than global level.

• Satellites position error and clock error is correlative [11]. Results from GPS
SPS show that the satellite radial direction position error has significant negative
correlation and the coefficient is −1.0. GPS satellites position and clock error are
computed by pseudo-range measurements. BDS satellites position is predicted
by the same way, while the satellites clock is obtained through time-two-way
comparison method. The correlation coefficient is smaller than GPS, RMS of
IURE is computed as

rms UREBDS ðGEO; IGSOÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:99Rð Þ2þT2 þ 1

127
ðA2 þ C2Þ

r
ð40:2Þ

rms UREBDS ðMEOÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:98Rð Þ2þT2 þ 1

54
ðA2 þ C2Þ

r
ð40:3Þ

40.4 Assessment Results and Analysis

With the above-mentioned method, the SISRE, ionosphere model and positioning
accuracy of BDS during Jan, 2013 and Jun, 2014 were assessed.

40.4.1 Precision of Broadcast Orbit

Shown in Fig. 40.3a–c are the results for GEO (C01-C05), IGSO (C06-C10) and
MEO (C11-C14) satellites, and the “mean” in each panel references the average of
all 14 satellites. Comparing among the three types of satellites, it can be found that
the radial precision of GEO satellites are marginally higher than the average pre-
cisions of GEO/IGSO/MEO satellites and the precisions of GEO satellites are more
or less the same. The radial precision for C02 is the best, while the along-track
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Fig. 40.3 Precision of broadcast orbit for BDS satellites (Jan, 2013–Jun, 2014). a Precision of
broadcast orbit for GEO satellites (2013). b Precision of broadcast orbit for IGSO satellites (2013).
c Precision of broadcast orbit for MEO satellites (2013). d Precision of broadcast orbit for GEO
satellites (2014). e Precision of broadcast orbit for IGSO satellites (2014). f Precision of broadcast
orbit for MEO satellites (2014)
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Fig. 40.3 (continued)
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precision for C01 the worst. The radial precisions for most satellites could reach
0.5–0.8 m, and the cross-track precisions are better than 2.0 m. The along-track
precisions are significantly different from satellite to satellite. Those for most GEO
satellites are greater than 5.0 m. The along-track precision for C01 even reaches 10–
20 m, while those for IGSO and MEO satellites are about 2.0–3.0 m.

Compared with the year 2013, the BDS broadcast ephemeris in 2014 shows the
equivalent precision in along-track direction, but shows better precisions in cross-
track and radial direction. The along-track precisions of GEO satellites keep stable
in the 2 years, the precisions of IGSO satellites slightly improve in all three
directions. The radial precisions of MEO satellites stay at around 0.5 m, and the
along-track and cross track 1.5–2.0 m.

40.4.2 Precision of Broadcast Clocks

Normally, the broadcast ephemeris for GEO and IGSO satellites are updated every
hour. Frequently updating could help improve the precision of predicted orbit and
clocks. Shown in Fig. 40.4a, b are the standard deviations of differences between
broadcast and precise clocks for BDS satellites during 2013 and 2014, most of
which fall between 2 and 6 ns. In 2013, the clocks of BDS satellites are relatively
stable. The precisions of broadcast clocks of GEO satellites are 4–8 ns, slightly
worse than those of IGSO and MEO satellites. The precisions for IGSO satellites
are around 2–3 ns. Since the ages of assessment data for MEO satellites are longer
than 1 h, their precision are around 4 ns, marginally inferior to those of IGSO
satellites.

The broadcast clocks of 2014 are around 4 ns, generally consistent with those of
2013. However, the precisions of most GEO and IGSO satellites improve by 1 ns,
and they are stable from month to month. The precision of broadcast clocks for
MEO satellites are 3–5 ns, consistent with those of 2013.

40.4.3 Signals-in-Space Precision

The calculation of SISRE for BDS satellite is not only different from GPS satellite,
but also different for different types of BDS satellites, due to the orbit altitudes.
With the tailored equations, the SISREs of BDS satellites during 2013 and 2014 are
analyzed, and the results are shown in Fig. 40.5.

Generally speaking, the monthly average UREs of all BDS satellites are rela-
tively stable in 2013, falling between 1.5 and 2.0 m, as shown in Fig. 40.5a. The
standard deviation of URE GEO satellites is the greatest, which is mainly caused by
the weak geometry and sparse stations. The along-track precision for GEO satellites
as C01 and C04 could reach several or even tens of meters, and the precision of
clocks are also affected. The precisions of IGSO satellites (C06-C10), with better
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geometry, could stay in 2–3 m in along-track and cross track directions, and less
than 1 m in radial direction. In addition, the broadcast ephemeris of IGSO satellites
update every hour, which helps reduce the extrapolating error and thus improve the
URE precision indirectly. However, the MEO satellites are not as fortunate.
Although they have equally good or even better observing geometry in Asia-Pacific
area, they depend on the extrapolation when wandering outside this region. The
longer they are extrapolated, the lower the precision will be. When the abroad part
of MEO ephemeris is taken into account, the URE will definitely decrease. This is
why the URE of MEO satellite is worse than IGSO satellite in Fig. 40.5. Anyway,
the URE precision of MEO satellite, falling in 1.5–1.8 m, is better than GEO
satellite.

Fig. 40.4 Statistical results of broadcast clocks precisions for BDS satellites (Jan, 2013–Jun,
2014). a Broadcast clocks for BDS satellites in 2013. b Broadcast clocks for BDS satellites in
2014
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The general trends of URE in 2014 and 2013 are similar, with an average of
1.8 m. The URE precision of IGSO is the best and GEO the worst. The URE
precisions for C02 and C06 are relatively low, due to their bad clocks. Glitches
occurred with C13 in 2014, so their UREs are not analyzed here.

40.4.4 Analysis of Positioning Precision with BDS
Pseudoranges

To investigate the influence of BDS constellation addition, the time period was
divided into three phases, which is shown in Table 40.3. With the number of

Fig. 40.5 URE precisions for BDS satellites (Jan, 2013–Jun, 2014). a URE precision for BDS
satellites in 2013. b URE precision for BDS satellites in 2014
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satellites increasing in the year 2011 and 2012, the dilution of precision (DOP) was
significantly improved between 75°E and 135°E (see Fig. 40.6), and the PDOP
between 30°S and 30°N could reach 2–4 (95 %). When the coverage expanded to
the whole Asia-Pacific area, the PDOP is still less than 8. Since the current 14
satellites include GEO, IGSO and MEO ones, the distribution of PDOP in Asia-
Pacific area is not even. Three typical stations in the region are selected to analyze
the precision of SPP, and the station information is shown in Table 40.4.

Shown in Figs. 40.7, 40.8, 40.9 and 40.10 are the results of SPP with B1I code
measurements of BDS. The addition of BDS constellation is of great significance in

Table 40.3 The composition
of BDS constellation in
different periods

No. Constellation Periods

1 3G+4I 2012.01.01–2012.02.06

2 3G+5I 2012.02.07–2012.04.15

3 4G+5I 2012.04.16–2012.06.29

4 4G+5I+2 M 2012.07.01–2012.10.31

5 5G+5I+4 M 2012.11.28–present

Fig. 40.6 Distribution of PDOP (95 %) for BDS (5GEO+5IGSO+4MEO)

Table 40.4 Station information for SPP

Station ID Observables types Latitude Longitude Receiver types

BJF1 B2I
B1I

+40.0 116.3 UNICORE

CHDU +30.7 +104.1 UNICORE

SIGP +1.4 +103.9 UNICORE

PETH −31.9 +115.8 UNICORE
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improving PDOP. When the constellation contained three GEO and five IGSO
satellites, the PDOP at the above three stations are greater than 5. The precision of
positioning (95 %) with BDS single frequency was about 10 m in horizontal and
15 m in vertical. After the fifth GEO satellite was added, the observing geometry
improved significantly. The precision of positioning (95 %) with BDS single
frequency was better than 5 m in horizontal and almost 10 m in vertical. When the
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Fig. 40.7 Positioning precision for station BJF1
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first two MEO satellites were added, no significant improvement was seen in the
observing geometry and positioning precision. After another two MEO satellites
were added in Nov, 2012, the precision of SPP was improved significantly to better
than 6 m (95 %) in horizontal and better than 10 m (95 %) in vertical. According the
above results, the precision of SPP with BDS single-frequency measurements can
reach 10 m both in horizontal and vertical.
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Fig. 40.9 Positioning precision for station SIGP
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Fig. 40.10 Positioning precision for station PETH
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40.5 Conclusions

Some conclusion can be obtained based on the above statistics for the signal in
space error and navigation performance on civil frequency B1I:

(1) There are some small differences among GEO, IGSO and MEO satellites
prediction position error. Generally, the position precision is about 0.5–0.8 m
for radial direction and better than 2.0 m in normal direction, while for cross
direction, the GEO satellites is larger than 5 m in most cases, especially for
G01 (the precision is about 10–20 m). The precision of IGSO and MEO
satellite orbits is at the same level and the average RMS is about 2.0–3.0 m.

(2) For BDS satellites broadcast clock error, the mean RMS value of all satellites
is about 2–6 ns and the clock performance are stable in 2013. Some differences
can be found in three different types of satellites: GEO satellites broadcast
clock error is worse than IGSO and MEO satellites, with the RMS about 4–
8 ns; it is about 2–3 ns for IGSO satellite; since some MEO broadcast
ephemeris AOD are larger than 1 h, the precision of MEO satellites clock is at
the level of 4 ns, not as good as IGSO.

(3) The SISA (signal in space accuracy) of BDS GEO/IGSO/MEO is about 1.5–
2.0 m. The same case holds for position and clock precision. The GEO sat-
ellites have the worst value, i.e. about 1.5–2.0 m, while it is 1.0 and 1.7 m for
IGSO and MEO satellites, respectively.

(4) With the optimization of BDS constellation structure, i.e. from 3 GEO and 4
IGSO satellites to 5 GEO, 5 IGSO and 4 MEO satellites, BDS navigation per-
formance is improved significantly. The horizontal positioning accuracy (95 %)
is improved from 10 to 6 m, and 15–10 m for vertical direction. The navigation
results of typical stations in service region show that BDS can provide 10 m
navigation service in both horizontal and vertical direction in Asia region.
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Chapter 41
Design and Implementation of Distributed
Simulation Testbed for GNSS
Experimentation

Long Yang, Yufei Yang and Jinping Chen

Abstract Global navigation satellite system (GNSS) is a complex astronautic
project of great size. There are several steps in the construction process including
system design, equipment development and system test procedure. The system
design output such as system interface, operation flow and key performance will be
validated with simulation experiment in the system design procedure. The real
system interface implementation and key performance will be tested in the equip-
ment development and system test procedure. A distributed simulation testbed is
provided for the simulation experiment and system test. The simulation testbed
structure, key technology, system implementation and applications are described in
the paper.

Keywords Global navigation satellite system � Distributed simulation testbed �
Simulation experiment � System test

41.1 Introduction

Global navigation satellite system (GNSS) is a complex astronautic project of great
size which consists of satellite constellation, ground segment and user receivers [1].
The satellite constellation generally contains about 30 medium to high orbit sat-
ellites which broadcast navigation signal to ground continuously. The ground
segment generally contains monitor stations, uploading stations and master control
stations. The monitor stations are responsible for receiving the satellite navigation
signal, generating pseudorange and carrier phase measurements and sending these
measurements to master control stations. The master control station then make data
processing based on these measurements, including precise orbit determination,
satellite clock error determination, ionosphere delay estimation and integrity
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parameter processing. The precise orbit, satellite clock error, ionosphere delay
parameters and integrity parameters are then send to the uploading stations via
communication network and uploaded to the satellite constellation by means of
uploading radio signal. The satellites modulate these parameters on their navigation
signal and broadcast to the user receivers. User receivers accomplish the positioning
task with these parameters and pseudorange measurements. The whole process of
GNSS operation is shown in Fig. 41.1.

From the GPS, GLONASS and Galileo systems experience it can be seen that
the construction of satellite navigation system will be a long-term process. There are
several stages in the process including system design, equipment development and
system test. It usually lasts for decades. In order to ensure the success of the system
construction the system design output such as system interface, operation flow and
key performance should be validated with simulation experiment in the system
design stage. The system interface, operation flow and key performance should also
be tested in the equipment development and system test stage with test tools.

A distributed simulation testbed is developed to meet the GNSS simulation
experiment and test need. With this platform the GNSS experiment can be
accomplished in the system design stage and the system test can also be accom-
plished in the equipment development and system test stage. It is a technology base
for the construction GNSS.

The testbed structure, key technology, implementation and applications of the
testbed are provided in the paper. The conclusion is also presented lastly.

41.2 Testbed Structure

The simulation experiment testbed is implemented with software based on the
distributed simulation platform. The interface between GNSS components, data
stream flow and management control function can be experiment validated and
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Fig. 41.1 The whole process of GNSS operation
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tested. The key performance of the system can also be experiment validated and
tested.

41.2.1 Block Diagram

The testbed block diagram is shown in Fig. 41.2. It consists of the simulators of the
GNSS components, the experiment management control subsystem and the test and
validation subsystem. The simulators of the GNSS component include constellation
simulator, monitor station simulator, uploading station simulator, master control
station simulator. Every simulator implements the completed input and output
interface and can accomplish the key processing function. The testbed can simulate
the operation and processing of the real GNSS system. All the simulator and
subsystem run on the same simulation platform.

The experiment management control subsystem include task management
module, simulation model management module and simulation data management
module. The test and validation subsystem include interface test and validation
module and performance test and validation module.

Every simulator subsystem includes input and output module, display and
human-computer interaction module. The constellation simulator is also includes
satellite orbit generation module, Atmospheric delay simulation module. The
monitor station simulator includes measurement generation module. The uploading
station simulator includes measurement generation module, uploading simulation
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module. The master control station simulator includes measurement generation
module, data processing module, system management simulation module.

41.2.2 Logical Structure

The testbed employs the layered logical structure which include basic support layer,
general service layer and simulate application layer.

The basic support layer is composed of hardware and basic software. The
hardware include workstation, network and storage device etc. the basic software
include operating software, database software etc. The basic support layer provide
the running environment for the testbed.

The general service layer is composed of several dynamic link library including
network data transfer software module, time management software module and data
formation software module.

The simulate application layer is composed of several executable program and
dynamic link library including experiment management control program, simula-
tion calculation library, test and validation program, GNSS component simulator
program. And the GNSS component simulator program is built on the simulation
calculation library.

The testbed logical structure is shown in Fig. 41.3.
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41.2.3 Physical Components

The testbed physical components are deployed on independent computer which is
shown in Fig. 41.4.

The testbed physical equipment is composed of servers, workstations, network
and storage device. The software which requires high performance computation is
deployed on servers such as database and time management. The GNSS component
simulators, experiment management control program and test and validation pro-
gram are deployed on the workstation. The detailed software deployment scheme is
shown in Fig. 41.5.

41.3 Key Technologies

There are many key technologies in the development of the testbed. The navigation
satellite orbit modeling and simulation technology, precise global ionosphere delay
simulation technology and flexible system interface customization technology is
described in the following chapters.

41.3.1 Navigation Satellite Orbit Modelling and Simulation

The navigation satellite orbit modeling and simulation technology is mainly used in
the constellation simulator which generates the position, velocity of the navigation
satellite.
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Among all the forces acting on the satellite the earth gravity is the main part [2,
3]. If the earth gravity is 1 the other forces are less than 10−5. Among all the
perturbations the earth albedo radiation perturbation, the earth rotation deformation
perturbation and attitude control force are lesser. Not all the forces acting on the
satellite shall be considered in the orbit simulation.

The earth nonspherical perturbation, lunisolar gravitational perturbation, solar
radiation perturbation, air drag perturbation, tidal perturbation, relativistic pertur-
bation are calculated for the GEO, IGSO, MEO and LEO satellites. These results
are compared to determine which perturbation will be considered in the navigation
satellite orbit simulation.

Let e ¼ Fe=F0, in which Fe is one of the perturbations and F0 is the earth
gravity. Table 41.1 presents the GEO, IGSO, MEO and LEO satellite perturbations.

If the perturbation less than 10−9 will not be considered only the earth non
spherical perturbation, lunisolar gravitational perturbation and solar radiation per-
turbation will be computed in the satellite orbit simulation according to the
Table 41.1.
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41.3.2 Precise Global Ionosphere Delay Simulation

Currently, there are many global ionospheric models such as the GPS Klobuchar
model, Galileo NeQuick model, international IRI model, and the Europe CODE-
GIM model. The accuracy of these models is vary [4–6].

The Klobuchar model is firstly presented by American researcher in 1976 and is
adopted in GPS. It is assumed that all the electrons are distributed in a thin layer
350 km high above the ground in this model. The characteristic of the day variety of
ionosphere delay is expressed as cosine function. The parameters of the model can
represent the variety of amplitude and phase. It is mean delay of ionosphere in time.

The NeQuick model is a half experience ionosphere delay model. It is presented
by several Europe research institutions. It is a time varied and three dimension
model of ionosphere electron density. The total electrons from the satellite to
ground station in any time can be computed with this model. A method is presented
for describing the ionosphere delay in this model.

The IRI model is the most effective half experience ionosphere delay model.
Several atmosphere parameter models are adopted in this model. The solar activity
and the monthly average of the geomagnetic direction parameter AP are also con-
sidered. The monthly average of electron density and temperature, ion temperature
and composition at any point and in any time can be computed with this model.

The CODE-GIM model is expressed as spherical harmonic function. The global
TEC grid is generated with the everyday GIM data. The ionosphere delay can be
computed with the TEC grid.

A simulation experiment has been done for the Klobuchar model, NeQuick
model, IRI model and CODE-GIM model. The accuracy is that Klobuchar 60 %,
Neqiuk 70 %, IRI 80 % and CODE-GIM better than 80 %. Table 41.2 presents the
detailed results.

41.3.3 Flexible System Interface Customization

The interface between the components of GNSS is very complex and will been
upgraded with the system development. The flexible system interface customization

Table 41.1 Perturbations of several typical orbits

Perturbations GEO IGSO MEO

Earth non spherical 3.68 × 10−5 4.0 × 10−5 9.27 × 10−5

Solar gravitation 1.05 × 10−6 7.42 × 10−6 2.96 × 10−6

Lunar gravitation 2.20 × 10−5 2.10 × 10−5 5.73 × 10−5

Solar radiation 4.49 × 10−8 4.49 × 10−8 1.93 × 10−8

Tidal 3.19 × 10−10 1.69 × 10−10 4.01 × 10−10

Relativistic 3.17 × 10−10 3.17 × 10−10 4.82 × 10−10

Air drag 5.04 × 10−21 5.42 × 10−15 7.20 × 10−15

41 Design and Implementation of Distributed Simulation … 461



technology can simplify the software upgrade work due to system interface mod-
ification [7, 8].

The flexible system interface customization technology adopts the XSD (XML
Schema Definition) to describe the interface data format. The interface software will
pack or unpack the data stream according to the definition of XSD file. Whenever
the data field modification is made only the XSD file is modified. The software
remains unchanged. The correctness of the system interface definition can also been
validated with the XSD file.

41.4 Implementation and Applications

41.4.1 Implementation

The hardware of the testbed have been constructed and the software have been
tested according to the system structure. The constellation simulator, monitor sta-
tion simulator, uploading station simulator and master control station simulator are
shown in Figs. 41.6, 41.7, 41.8 and 41.9.

Table 41.2 Accuracy of the
ionospheric models Ionosphere model Accuracy (%)

Klobuchar 60

Neqiuk 70

IRI 80

CODE-GIM 80

Fig. 41.6 Constellation simulator
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Fig. 41.7 Monitor station simulator

Fig. 41.8 Uploading station simulator
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41.4.2 Applications

The testbed has a wide application prospect. The validation experiment of con-
stellation design, system interface design, system data stream design and system
key performance have been done on this testbed. The test of satellite interface,
monitor station interface and performance, uploading station interface and perfor-
mance, master control station interface and performance have be done with this
testbed. The experiment and test results are close to the real system.

41.5 Conclusion

The risk of constructing GNSS is large. A lot of simulation experiment is necessary
in the design stage. In order to ensure the quality of the system a full debugging and
test process is also necessary in equipment development and installation stage. The
testbed presented in this paper can meet the requirements of this two aspects. It can
support the development of the GNSS in a long period.

Fig. 41.9 Master control station simulator
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Chapter 42
High Precision and Difference
Measurement of Inter-element Amplitude
and Phase Bias Errors Based on Channel
Multiplexing

Ke Zhang, Huaming Chen, Xiangwei Zhu and Guangfu Sun

Abstract Modern satellite navigation system receiver use adaptive antenna array
to suppress the RF interference and mitigate multipath signals in different directions
from signals of interest. The inter-element amplitude and phase bias errors can
cause performance degradation in the receiver. This paper presents a measurement
with high precision in anechoic chamber, where channel multiplexing, difference
measuring is used to decrease bias error caused by too many measuring data. And
calibrating equation is put forward based on the three-dimensional rotating turn-
table, so that inter-element wave-way difference can be removed. Analyses show
that the measuring precision can be increased by nearly double with low complexity
and high efficiency. Then an automatic measuring system is designed, and data is
measured by a multichannel vector network analyzer. A four elements array are
measured, comparison between the measuring and simulating results demonstrates
that the phase error is less than 8° while the efficiency is improved by nearly 4 times
to conventional measurement.

Keywords Antenna array � Amplitude and phase bias error � Difference
measuring � Wave-way difference calibration � Channel multiplexing

42.1 Introduction

With the continuous development of modern satellite navigation system, navigation
system plays a very important role in the national defense and economic field.
However, the navigation receiver often suffer from intentionally or unintentionally
RF interference [1]. In order to improve anti-interference ability, adaptive
antenna array technology was put forward and even became standard device of
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anti-jamming receiver. In recent years, the antenna array also began to emerge in
high-precision navigation applications, to be used for monitoring and suppression
multipath signals [2].

Adaptive antenna array tend to form a null in direction of interference, while
normally receives signal in other direction by the way of pattern control [1]. As the
size of receiver is limited, edge effect and mutual coupling between array elements
get worse, so that there is amplitude and phase errors between array elements in
spatial range. In addition, material and process error of antenna has further exac-
erbated the errors between the array elements. The literature [3] pointed out that
performance of the element position and mutual coupling caused the direction-
finding antenna system decreased or even failure; He in [4] analyzed the effect of
channel error including antennas on the algorithm for antenna system robustness,
convergence speed. Therefore, the high accuracy measurement and calibration of
amplitude and phase errors is very important to enhance overall performance of
antenna array. So O’Brien and Gupta [5] and Kim et al. [9] had studied the cali-
bration of adaptive antenna array induced bias errors.

Measurement of antenna array can be divided into numerical simulation, outdoor
measurement and the anechoic chamber measurements. The literatures [6, 7] had
researched into the amplitude and phase pattern based on different kinds of antenna
models. Otherwise many microwave simulation software can be used to accomplish
this task, such as HFSS and CST. The outdoor measurement required the differ-
ential navigation receiver platform with high precision [8, 9], the results also
include RF channel errors. Moreover, it is limited by the time synchronization
accuracy, the baseline length between antenna array elements and some other
factors. Anechoic chamber measurement is stable and all-weather [11]. Reference
[10] used anechoic chamber to measure the phase center of the antenna accurately,
but only for a single antenna.

Numerical value of Antenna array amplitude and phase error is relative, so it
does not require the absolute value of the array element amplitude and phase
characteristics by precise measurement. The traditional measurement in anechoic
chamber exist more drawbacks like too many error sources and too large the
amount of measuring data. This paper presents the application of multiple channels
multiplexing method in transmission segment to reduce the error source, and using
differential measurement method in the receiving segment to reduce the amount of
measuring data. And then the wave path difference between array elements caused
by the three-dimensional rotating turntable are eliminate through the calibration
equations. Thus, a high-precision measurement of amplitude and phase error of
antenna elements was achieved. At last, a fast automatic measurement system based
on the presented method are designed.
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42.2 Inter-element Amplitude and Phase Bias Errors

Adaptive antenna array technology can be divided into adaptive spatial array and
space-time adaptive array. Space-time adaptive array which increased adaptive time
domain filter, providing more freedom in signal processing when comparing to
spatial array. The block diagram of a space-time adaptive array showed in Fig. 42.1.

The space-time adaptive array consists of M antenna elements. The signals
received by each antenna element is down-converted to base band by low noise
amplifier, filters, mixers, etc. and then multiplied by a set of P weights. Finally,
signals from various taps of all antenna elements are summed to form the adaptive
array output.

In Fig. 42.1, DT is the inter sample period. Let Hai(f, θ, φ) be the in situ response
of the ith antenna element at frequency f and in direction (θ, φ) and Hi(f) be the
response of the front end electronics following the ith antenna element. Then the
frequency response of the adaptive antenna system in a satellite signal direction (θ,
φ) can be written as

Hðf ; h;uÞ ¼
XM
i¼1

Hiðf ÞHaiðf ; h;uÞ
XP
l¼1

wile
�j2pf ðn�1ÞMT ð42:1Þ
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Fig. 42.1 The block diagram of a space-time adaptive array
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According to formula (42.1), it can degrade to the expression of adaptive spatial
array when p = 1. Because wired measurement is mature technology, so that all the
channels Hi(f) can be equalized. And the weights depends on different adaptive
algorithms. We simplify formula (42.1) as follows:

Hðf ; h;uÞ ¼ Ha1ðf ; h;uÞ
XM
i¼1

H�
i ðf ÞDHaiðf ; h;uÞ ð42:2Þ

where H�
i ðf Þ has no relationship with the incoming signal direction. Then define the

inter-element amplitude and phase bias errors as the following formula, and assume
the first element be the reference.

DHaiðf ; h;uÞ ¼ Haiðf ; h;uÞ
Ha1ðf ; h;uÞ ; i ¼ 1; 2. . .M ð42:3Þ

Obviously, effects of radiation characteristics of the antenna array on null and
beam forming direction is mainly cause by the inter-element amplitude and phase
bias errors once the adaptive algorithms was chosed. Considering that the inter-
element amplitude and phase bias errors is minuteness while the effects is large, it is
necessary to improve the measuring precision.

42.3 Principle of High Precision Measurement

42.3.1 Measuring Equation of Antennas Array

When measuring the radiation characteristics of the antenna array in anechoic
chamber, each channel is divided into three parts: the transmitting segment, free
space segment and the receiving segment. Firstly, in the transmitting segment, a
single carrier signal Xs was generated by vector signal generator, transmitted by the
RF cable to a transmitting antenna, and transmitting antennas had in situ response
denoted by Hs. Free space segment caused a free space loss Lci of signal Thirdly in
the receiver, channel included receiving antenna in situ response Hai, receiving RF
cable loss Lri and received signal Xpi in the receiving device. General measuring
equation for the channel is:

Hai ¼ Xpi � Xsi � Hsi þ Lci þ Lri; i ¼ 1; 2. . .M ð42:4Þ

Then we enumerate the error sources as follows:
rs transmitting signal precision, comprises transmitting signal precision from the

signal generator and transmission cable loss precision;
rc free space loss precision, comprises distance measurement precision, the

antenna mounting precision and the turntable rotation precision;
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rr receiving signal precision, comprises receiving cable loss precision and
measuring precision of the receiving device.

While using conventional measurement to measure the inter-element amplitude
and phase bias errors, a complete measurement of each antenna in all the radiation
direction need to figure out firstly, namely that the need to measure all the data in
formula (42.4). Then the results can be get by minus one by another. Because of
serial measurements, the precision is

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�ðr2s þ r2c þ r2r Þ

p
. When measuring a single

antenna, Zhang in [10] figure out that rc was larger than rs and rr.

42.3.2 Difference Measurement Based on Channel
Multiplexing

According to the analysis of formula (42.2), the antenna array pay more attention on
bias error measuring precision in one direction, but for different directions mea-
suring precision is loose. In order to reduce the amount of error sources and
measuring data, the measuring equation of the antenna array can be optimized as
follows:

• Use the channel multiplexing method, the antenna array shared the transmitting
signal Xs, the transmitting antenna Hs and free space segment Lc to achieve
parallel measurements. Compared to the traditional method, it reduce the two
error sources and three sets of measurement data;

• Receiving channel differential measurements to eliminate errors of equal
amounts appearing in the measurement process after the channel multiplexing,
while reducing the amount of measured intermediate. The residual difference of
free space is the wave-way difference relative to the reference array elements,
only related to element spacing and the incoming wave directions, and it can be
calibrated.

Set the first element to be the reference, the new equation is

DHa21

DHa31

..

.

DHaM1

2
6664

3
7775 ¼

DXp21

DXp31

..

.

DXpM1

2
6664

3
7775�

DLc21
DLc31

..

.

DLcM1

2
6664

3
7775þ

Lr2
Lr3
..
.

LrM

2
6664

3
7775� Lr1

1
1
..
.

1

2
664

3
775 ð42:5Þ

In the followed formula, the amplitude and phase bias errors caused by wave-way
difference is DLc ¼ DLc21 DLc31 � � � DLcM1½ �T , and the channel differential
results by receiving device isDXp ¼ DXp21 DXp31 � � � DXpM1½ �T , then the inter-
element amplitude and phase bias errors we have to measure is DHa ¼
DHa21 DHa31 � � � DHaM1½ �T .
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According to difference measurement based on channel multiplexing, measuring
data only comprises DXp and the receiving cable loss Lr, so the measuring precision
is

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�r2r þ r2c

p
. When the wave-way difference DLc is calibrated, rc can be lower.

Assume that rc � rr, the measuring precision can be improved by nearly double
when compared to conventional measurement.

42.3.3 Calibrating Inter-element Wave Path Difference
Caused by Rotating Turntable

Figure 42.2 showed the relationship between incident wave and measured antenna
array plane. When incident wave was not perpendicular to the array plane, the
transmission distance of the array element was different which caused inter-element
wave path difference between each other. In this study, assume that the phase center
of element shared the same bias to the geometric center.

Solving the wave path difference was mainly based on the transformation
between coordinates as shown in Fig. 42.3.

The origin O is located in the turntable rotation axis, Z axis was formed by
pointing emission antenna geometric center to turntable axis, axis X was vertical to
ground and upward, which constitutes the fixed right-handed coordinate XYZ in
anechoic chamber. When the turntable rotated around the X axis which namely
means that change the elevation angle in the condition of constant azimuth angle,
the formation of elevation angle rotation coordinates Xr

*Yr
*Zr

* was done, of which the
origin and Xr

* axis was the same with the origin and X axis of XYZ coordinate, Zr
*

axis was vertical to the measured antenna array plane. Based on it, when the
turntable rotated around Zr

* axis, the azimuth angle rotating coordinates XrYrZr was
constituted. Both Xr

*Yr
*Zr

* and XrYrZr coordinate were fixed relative to the measured
antenna array, and the initial state was superposed to XYZ.

Assumed that the coordinate of antenna array element i in the XrYrZr coordinate
was (xir, yir, zir), so in XYZ coordinate the coordinate (xi, yi, zi) is

r3 r2
r1

(x1,y1)

o

xr

zr

yr

single carrier signal

Fig. 42.2 The incoming wave direction relative to measured antenna array

472 K. Zhang et al.



xi ¼ xir � cosuþ yir � sinu
yi ¼ ðyir � cosu� xir � sinuÞ � cos hþ zir � sin h
zi ¼ zir � cos h� ðyir � cosu� xir � sinuÞ � sin h

ð42:6Þ

In general measurement, it’s defined that the direction of incoming wave is
parallel to the Z axis, thereby defining the measured antenna array should remain in
the range of quiet zone in anechoic chamber. The projection of element i on the Z
axis is coordinate zi which is wave path difference. When measure phase error, have

DLci1ðPhaseÞ ¼ 2p � zi=k ð42:7Þ

In the process of gain measuring, assume that the distance between transmitting
antenna phase center and measured antenna array geometry center is d, and it meets
zi � d in the far field test environment. The free space transmitting loss expression
can be simplified using Taylor series, and it is:

DLci1ðAmplitudeÞ ¼ 20 � zi=d ð42:8Þ

42.4 Measurement Application

42.4.1 Automatic Measurement System

The automatic system is showed in Fig. 42.4. Vector signal generator generated a
single carrier signal, then signal was radiated by the transmitting antenna, following
by the free space propagation, and radiation signal reached the receiver antenna
array aperture at last. Signal received by measured antenna array transmit to the
multi-channel vector network analyzer through low stable phase coaxial cable for
data comparison. Selected a channel as the reference channel and other channels

o

y*r

z*r

z

y

x

θ

θ

(x*r)

o

yr

(zr)

xr

φ

φ

x*r

y*r

z*r

(a) (b)

Fig. 42.3 Turntable rotating coordinates. a Elevation angle rotation coordinates. b Azimuth angle
rotating coordinates
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error can be obtained directly. The measured antenna array mounted on turntable,
with the computer precision control turntable can meet the traversal in different
azimuth angle and elevation angle of the antenna array. The host is set to respec-
tively control vector signal generator, multi-channel vector network analyzer by
GPIB, and three-dimensional turntable through the serial port, so to realize auto-
matic measurement. Also, the host has to record the real-time measuring data and
then output the measuring results after calibration.

42.4.2 Examples and Results

Experiments are carried out using a B3 antenna array in BD2 satellite navigation
system. Right-hand circularly polarized B3 antenna element in orthogonal fed is
shown in Fig. 42.5a, and Wilkinson power divider was brought into realize two
signals with equal amplitude and 90° phase difference.

Assuming the center element (Ant-A) as the reference element as shown in
Fig. 42.5b, the error of other three element relative to the reference element were
expressed as B/A, C/A and D/A. Simulating and measuring results of the phase
error in different elevation between array elements are shown in Fig. 42.6.
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Fig. 42.4 Automatic measurement system
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Fig. 42.5 Antenna geometry. a Antenna element. b Photo of array

Fig. 42.6 Simulating and
measuring results of four
elements array. a Elevation
8°. b Elevation 20°
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In Fig. 42.6 it can be obtained that variation of array phase error of the
simulating results and measuring results agree well in the difference elevation.
Assuming that the relationship can be expressed as:

Phase ¼ Po � sinðx � hþ uoÞ þ /o ð42:9Þ

Obviously, value ω of simulation and measured results was equal. φo had small
deviation, and error mainly came from the different azimuth 0° between the turn-
table and simulation platform. /o was fixed error, on one hand the transmission line
in feed network of antenna element had different lengths, on the other hand it also
contained the delayed phase calibration error of channel from antenna to network
analyzer. Table 42.1 show the main analysis of Po in formula (42.9).

Comparing the three sets of data, error of each array element was not equal.
Measuring results of D/A was very close to the simulating results, but C/A had the
largest error, this difference was mainly due to the difference of the mutual coupling
between array elements. In addition, the phase bias error of each channel was less
than 8° at all the range of elevation. The error by simulation of array element has
only result from the array boundary conditions and mutual coupling, while the
actual production of the array including the production process, materials and other
factors. Considering the real antenna has kinds of degradation in circular polari-
zation, not roundness, phase center stability, mutual coupling and so on, so the
larger error in Table 42.1 is reasonable.

42.5 Conclusion

The high precision and difference measurement of amplitude and phase bias error
based on microwave anechoic chamber was studied in this paper. The error sources
and the amount of measuring data were reduced by using channel multiplexing and
differential measurement method. And then, the wave-way difference between
elements can be eliminate by three-dimensional turntable-based calibration equa-
tion. The measurement precision is nearly doubled than conventional methods.
Design a fast and automatic measuring system based on high-precision measure-
ment, the simulation and measured phase bias error results of a four-element array

Table 42.1 Comparison of
Po between the simulating and
measuring results

Po (°) B/A C/A D/A

Simulated results Elevation 8 31.6 30.4 27.1

Elevation 20 62.9 62.3 55.5

Measured results Elevation 8 25.6 22.5 25.7

Elevation 20 57.7 55.0 60.0

Phase error Elevation 8 −6 −7.9 −1.4

Elevation 20 5.2 7.3 −4.5
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are within 8°, while the efficiency is increased nearly four times, so verify that the
method has high precision and high efficiency. The high precision differential
measurement based on channel multiplexing method is simple, and it can be
directly applied on the project for all kinds of small antenna array, so as to provide
reliable data to support amplitude and phase calibration for adaptive array. In
further study, inner link between physical array and electronic array as well as the
effect on adaptive algorithms will be searched based on measuring data.
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Chapter 43
A High-Precision and Flexible Array
Antenna Signal Simulator Based
on VFD Filter

Hai Sha, Han Mu and Hui Zhang

Abstract An array antenna signal simulator based on VFD filter is presented. To
offer the design structure and make delay control more flexible, the VFD filter,
which is suitable for changing the delay time, is used to control the delay of
different channels. To improve the group delay precision of VFD filter, a design
method in group delay minimax sense is proposed, instead of the variable frequency
response criterion. The experimental results indicate that, in the DOA simulation,
the elevation simulation accuracy of the new designed array simulator is better than
2°, the azimuth simulation accuracy is better than 1°.

Keyword Keywords are separated by half-angle origin

43.1 Introduction

Antenna array has been widely applied in communications, radar, Global
Navigation Satellite System (GNSS) receiver, and so on [1–5], due to its excellent
anti-interference characteristics. The array anti-interference technology distin-
guishes the desired signals from interference according to spatial characteristics,
and can effectively suppress intentional or unintentional interference coming from
different directions of the desired signals [6, 7].

The microwave anechoic chamber is usually the most important testbed for
antenna arrays test, but its cost is very expensive, and it is difficult to control the
delay accuracy of simulated direction of arrival (DOA). Thereby, the array signal
simulators and antenna array test systems are in need. Presently the air force
research laboratory [8], Spirent company [9] and CRS company [10, 11] have all
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developed many antenna array test systems. With the concerns of going public,
these companies may choose to keep their core technologies confidential as trade
secret. In [12], a simulation method based on cable delays was proposed, but this
way is low precision and inflexible.

In this paper, a new design method on array antenna simulator was presented,
which control the delay of different channel by the variable fractional delay (VFD)
digital filter. The VFD filter not only can achieve the high precision fractional
sampling delay, but also change the delay flexibility [13, 14]. Meanwhile, the group
delay of VFD filter in array simulator plays an important role, but most design
methods use variable frequency response criterion to optimize the performance of
VFD filters [15–18]. With the group delay smaller, a novel VFD filter design
method in group delay minimax sense is also proposed in this paper. In this method,
the weighting function is calculated by the absolute error of variable group delay.

The organization of this paper is as follows. The design method of high-preci-
sion array simulator is presented in Sect. 43.2. The antenna array model and
structure of the array signal simulators are also described in this section. Then, in
Sect. 43.3, a novel VFD filter design method in group delay minimax sense is
proposed. In Sect. 43.4, the test results of array simulator are presented and
discussed.

43.2 Design Method of High-Precision Array Simulator

43.2.1 Antenna Array Model

Four-element square array is typical and commonly used in GNSS antenna arrays
anti-interference algorithm research. It is shown in Fig. 43.1, where the element
space d (adjacent array element spacing) is half a wavelength λ0, i.e. d = λ0/2. R is
circle radius.

Geometric relationship of four elements in the space is shown in Fig. 43.2, each
array element is uniformly distributed on the circumference of the radius R. Element
A1 locates at the x axis, and works as the reference element.

Coordinates of each element on X-Y plane can be expressed as (x, y, 0). θ and φ
are the elevation and azimuth of the incident signal respectively. Then the time
delay difference of element (x, y, 0) than the origin of coordinates is

s ¼ � 1
c

x cos h cosuþ y cos h sinuð Þ ð43:1Þ

The symbol c is light velocity (3 × 10−8 m/s). In Fig. 43.2, the time delay
differences of each element relative to the origin of coordinates are
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s1 ¼ �R
c
cos h cosu

s2 ¼ �R
c
cos h cosu

s3 ¼ R
c
cos h cosu

s4 ¼ R
c
cos h sinu

8>>>>>>>>>><
>>>>>>>>>>:

ð43:2Þ

Then the time delay differences of each element relative to the reference element
A1 are

x

y

z

θ
ϕA1

A2

A3

A4 R
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Fig. 43.2 Geometric
relationship of four elements
in the space
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A4

x

y

2
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2
R d

0 /2=d λ

Fig. 43.1 Four-element
square array diagram
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Ds1 ¼ 0

Ds2 ¼ s2 � s1 ¼ �R
c
cos h sinu� cosuð Þ

Ds3 ¼ s3 � s1 ¼ 2R
c
cos h cosu

Ds4 ¼ s4 � s1 ¼ R
c
cos h sinuþ cosuð Þ

8>>>>>>>><
>>>>>>>>:

ð43:3Þ

where the radius R equals k0
ffiffiffi
2

p
=4, the Eq. (43.3) also can be further represented by

Ds1 ¼ 0

Ds2 ¼ �
ffiffiffi
2

p

4c
k0 cos h sinu� cosuð Þ

Ds3 ¼
ffiffiffi
2

p

2c
k0 cos h cosu

Ds4 ¼
ffiffiffi
2

p

4c
k0 cos h sinuþ cosuð Þ

8>>>>>>>>>><
>>>>>>>>>>:

ð43:4Þ

The time delay differences of each element relative to the reference element A1

can be calculated just according to the equations above.

43.2.2 Structure of the Array Signal Simulators

The structure of four-channel array signal simulator is shown in Fig. 43.3. RF
signals (or interferences) are fed into the four input ports of array simulator (S1, S2,
S3, and S4). The four input channels of the array receivers are connected with the
corresponding four output ports of the array simulator.

In Fig. 43.3, firstly the RF signal is sampled by A/D converter, and then the VFD
filter achieves the time delay for the digital signal, at last the delayed digital signals
by different VFD filters are combined and dealt with as the input of D/A converter.
Thus it can be seen that the VFD filter is the key for the implementation of array
signal simulators. The array delay relations between four incident signals and four
antenna elements are simulated by 16 VFD filters (V11, V12, V13, V14, V21, V22,
V23, V24, V31, V32, V33, V34, V41, V42, V43, and V44).

The VFD filter adopts the Farrow structure [19], which is shown in Fig. 43.4.
The group delay of VFD filter is changed by only the fractional delay p. So the time
delay Δτ calculated according to Eq. (43.7) is achieved easily and flexibly by VFD
filter.
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43.3 A New VFD Filter Design Method

In the array signal simulators, the group delay of VFD filter plays an important role,
but most design methods use variable frequency response criterion to optimize the
performance of VFD filters, so a novel VFD filter design method in group delay
minimax sense is proposed.

A/D A/D

V11 V12 V21 V22

S1 S2

V13 V14 V23 V24

A/D A/D

V31 V32 V41 V42

S3 S4

V33 V34 V43 V44

D/A D/A D/A D/A

Signal Source 1 Signal Source 2 Signal Source 3 Signal Source 4

Array Receiver

Ch1 Ch2 Ch3 Ch4

Fig. 43.3 Structure of four-channel array signal simulator

HM(z) HM-1(z) H1(z) H0(z)

x(n)

y(n)

p

Fig. 43.4 Farrow structure of VFD filter
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43.3.1 Design Method

To design a VFD FIR filter in group delay minimax sense, the iterative method in
[15] is modified and applied. The desired variable frequency response of a FIR
VFD filter is

Hdðx; pÞ ¼ e�j N
2þpð Þx ¼ e�jN2x cos xpð Þ � j sin xpð Þ½ � ð43:5Þ

where N is the order of the designed FIR digital filter, p ∈ [−0.5, 0.5] is the VFD
parameter, and ω ∈ [−απ, απ] is the normalized angular frequency, the parameter α
specifies the passband edge frequency απ, 0 < α < 1. Before describing the proposed
algorithm, some notations are defines as follows:
Eτ(ω, p) the absolute error of variable group delay response defined by

Es x; pð Þ ¼ N
2
þ p� sðx; pÞ

����
���� ð43:6Þ

where τ(ω, p) is the actual group delay of H(ejω, p);
Emax the maximum of Eτ(ω, p);
pm the variable p where the maximum of Eτ(ω, p) is achieved;
γi(pm) the ith absolute error ripple of Eτ(ω, pm) with ripple interval (x̂i�1, x̂i],

0 < i ≤ I, I is the total number of error ripples;

Compared with [15], the absolute error of variable group delay response is used
to update the weighting function, and the pm is found again in every iterative
process. The proposed iterative procedure is described as follows:

Step (1) Initiate the weighting function W(ω) = 1, 0 ≤ ω ≤ απ, and set iterative
counter k = 0.
Step (2) Increase iterative counter k by one, calculate the matrices A(k) and B(k),
which are defined in [15].
Step (3) Find Emax(k), pm for all the iterations, and search for γi(pm).
Step (4) Compute the weighting function

ŴðxÞ ¼ WðxÞc2i ðpmÞ ð43:7Þ

and find its maximum value

dx ¼ max ŴðxÞ; 0�x� ap
� � ð43:8Þ
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Then update the weighting function by

WðxÞ ¼ ŴðxÞ
dx

; 0�x� ap ð43:9Þ

Step (5) Check whether the k is large enough by k > K, K is the maximum
iterative counter. If the condition is satisfied, continue the next step; otherwise,
go to Step (2).
Step (6) Find the minimum of Emax(k), and output the final coefficient matrices
A(k), B(k).

43.3.2 Performance Comparison

To evaluate the performance, the maximum absolute error of variable frequency
response and the maximum delay error are defined by

em ¼ max Hdðx; pÞ � Hðejx;pÞ�� ��; 0�x� ap; 0� p� 0:5
� � ð43:10Þ

es ¼ max
N
2
þ p� sðx; pÞ

����
����; 0�x� ap; 0� p� 0:5

� �
ð43:11Þ

For the computation of Eqs. (43.10) and (43.11), the frequency ω and the
variable p are uniformly sampled at step sizes απ/200 and 1/60, respectively.

An N = 60, M = 9, K = 15 and α = 0.9 VFD FIR filter is designed in this
example. During all iterations, it is found that the iterative counter k where the
minimum of Emax(k) is 7, εm = 3.613056 × 10−5, ετ = 9.286823 × 10−4.
Figure 43.5a, b present the final magnitude and group delay responses, while the
absolute errors of variable frequency responses and group delay responses for the
seventh iteration are shown in Fig. 43.5c, d, respectively. While the errors in
method [15] are εm = 1.92486931 × 10−5, ετ = 3.59572 × 10−3, the group delay
performance of the proposed method is much better than that of the method in [15],
but the magnitude is worse, there exists a trade-off relationship between ετ and εm.

43.4 Test Results of the Array Simulator

43.4.1 The Order of VFD Filter

Assume the sample frequency is 40 MHz, the signal bandwidth is 10 MHz. Typical
array time delay range is about 0–0.3 ns, the resolution and accuracy needed for
time delay controlling is within 0.001 ns, which is equivalent to 4 × 10−5 sampling
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delay. Table 43.1 presents the results of the proposed method in Sect. 43.3 for
different M when N = 16, α = 0.5 and ετ < 4 × 10−5.

In Table 43.1, for M = 6 the errors in proposed method are εm = 4 × 10−6,
ετ = 9 × 10−6, the group delay performance is better than the 4 × 10−5 sampling
delay. While the absolute errors of variable frequency responses and group delay
responses for M = 6 are shown in Fig. 43.6.

In conclusion, to satisfy the needs of 4 × 10−5 sampling delay resolution and
accuracy, the order of VFD filter is chosen as N = 16, M = 6.
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Fig. 43.5 Design of a VFD FIR digital filter with N = 60, M = 9, and α = 0.9: a Magnitude
response. b Variable fractional delay response. c Absolute error of variable frequency response.
d Absolute error of group delay response

Table 43.1 The maximum absolute error of variable frequency response εm, the maximum
absolute group delay error ετ, for the design of N = 16 and α = 0.5 VFD FIR filters with different
M by the proposed method

M εm ετ
3 0.004342(−47 dB) 0.008668

4 0.000301(−70 dB) 0.000656

5 0.000029(−90 dB) 0.000086

6 0.000004(−108 dB) 0.000009
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43.4.2 Testing and Data Processing Method

Assume the navigation signal comes from the zenith (i.e. the elevation is 90°),
interference comes from elevation 15° and azimuth 120°. RF frequency is
1176.45 MHz (GPS L5), and the corresponding wavelength is 0.2550 m. Each
incident signal corresponds to four VFD filters, whose delay time is calculated
according to Eq. (43.4); the results are shown in Table 43.2.

Test method of array signal simulators is shown in Fig. 43.7. The GNSS receiver
was used to record the pseudorange. Repeat the test and get the pseudoranges at 1 s
intervals, and 3600 points average was taken in each channel.

Assume the channel pseudorange test results from GNSS receiver corresponding
to each element are r1, r2, r3 and r4, then the wavepath differences of each array
element relative to the reference point are
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Fig. 43.6 The absolute errors of variable frequency responses and group delay responses for
M = 6. a Absolute error of frequency responses. b Group delay error

Table 43.2 Time Delay of VFD filters for Array Simulation

Desired DOA (θ, φ) VFD filter No. Time delays (ps) Fraction delays p (sampling)

S1 (90°, –) V11 0 0

V12 0 0

V13 0 0

V14 0 0

S2 (15°, 30°) V21 0 0

V22 106.25 0.00425

V23 502.79 0.02011

V24 396.54 0.01586
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Dd1 ¼ r1 � r1 ¼ 0

Dd2 ¼ r2 � r1
Dd3 ¼ r3 � r1
Dd4 ¼ r4 � r1

8>>><
>>>:

ð43:12Þ

Assume the actual DOA simulation result of (θ, φ) is (θ′, φ′), according to
Eq. (43.4), the (θ′, φ′) can be solved out as

u ¼ Dd3 � 2Dd2
Dd3

� 	
þ kp; k 2 Z

u 2 0; 360�½ �

8><
>: ð43:13Þ

h ¼ arccos

ffiffiffi
2

p
Dd3

k0 cosu

� 	
þ 2np; n 2 Z

h 2 0; 90�½ �

8><
>: ð43:14Þ

43.4.3 Testing Results

Calculate wavepath difference according to Eq. (43.12), and then substitute each
wavepath differences into Eqs. (43.13) and (43.14) correspondingly. Solve out the
actual simulated results.

As shown in Table 43.3, for signal S1, the design target of incident elevation is
90°, and the actual tested relative wavepath difference of each channel are 0 m,

Signal
Source

Array Signal 
SimulatorS1       S2 Ch1     Ch2      Ch3      Ch4

Matched
Load

S3       S4

Matched
Load

Matched
Load

GNSS
Receiver

Matched
Load

Matched
Load

Matched
Load

10MHz

Fig. 43.7 Test equipment connection diagram of array signal simulator
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0.0975 mm, −0.0744 mm, −0.0785 mm respectively. Substitute them into
Eq. (43.14), it can be solved out that the actual simulated incident elevation is 90°,
which is equal to the design target.

As for signal S2, the design target of DOA is (15°, 30°), and the actual tested
relative wavepath difference of each channel are 0 m, 31.55 mm, 151.23 mm,
119.47 mm respectively. Substitute them into Eq. (43.13), it can be solved out that
the actual simulated DOA is (13.896°, 30.232°), which is slightly deviated from the
design target.

43.5 Conclusion

In this paper, An array signal simulator based on VFD filter has been presented.
Compared with the previous methods, the proposed method can simulate particular
DOA accurately and flexibly, which controlled the different channel delays by VFD
filter. In this method, the VFD filter is designed by using group delay minimax
sense to increase the delay precision farther. Experimental results indicate that in
the DOA simulation, the elevation simulation accuracy of the new designed array
simulator is better than 2°, the azimuth simulation accuracy is better than 1°. The
technique can also be applied to other planar array patterns and conditions with
more incident signals.
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Chapter 44
New Generation Signal Structure
Evaluation System for GNSS

Jianlei Yang, Tian Jin, Zhigang Huang and Honglei Qin

Abstract The evaluation of signal structure is an important phase of the signal
structure design in the process of GPS modernization, Galileo and BDS construc-
tion. The new generation navigation signals of global navigation satellite system
(GNSS) have the characteristics of diversification of signal structure, large band-
width and complicated receiving method. Based on this, a new generation signal
structure evaluation system (NGSSES) was proposed. The NGSSES is flexible to
configure, and the bandwidth and sampling rate can up to 250 and 150 MHz,
respectively. The output signals have the power of resolution of 0.5 dB. The per-
formance of code and carrier tracking accuracy of BOC(14,2) under single channel
and channel combining tracking methods, multipath of TMBOC(6,1,4/33) under
matching and non-matching methods are evaluated using NGSSES. The anti-
jamming performance of BOC(14,2) and AltBOC(15,10), compatibility of BDS B1
BOC(14,2) and GPS L1M BOC(10,5) are also evaluated using NGSSES. The
experimental results verified the feasibility and effectiveness of NGSSES.

Keywords GNSS � Signal structure evaluation � Tracking accuracy � Anti-jam-
ming � Multipath � Compatibility

44.1 Introduction

The evaluation of signal structure is an important phase of the global navigation
satellite systems (GNSS). In the GPS modernization and Galileo construction
process, theoretical analysis, software simulation and hardware verification are
adopted to evaluate the signal structure, that guarantee the scientificity and effec-
tiveness of Galileo, modernized GPS signal design.
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In 1999, MITRE company developed a real-time, RF and full bandwidth
transmitter/receiver hardware testbed. The alternative signal of L1 and L2 was
tested using this testbed. The testbed had the single sideband and double sideband
receiving capability. The testbed provides a powerful support for GPS L1M [1]. In
2002, the Aerospace company developed a hardware simulation platform, and
verified independent tracking performance of GPS L2C CM and CL code. The
effect of L2C receiving on commercial GPS receiver was also evaluated [2, 3]. In
2006, Aerospace company developed Modernized Aerospace GPS Navigation
Evaluation Testbed (MAGNET) to evaluate the GPS L5 [4].

In 2002, the ESA used the Galileo Signal Validation Facility I (GSVF I) to
verify and evaluate the signal baseline of 2002 years. The alternative signal of BOC
was evaluated using GSVF II in 2007 [5]. In 2003, a Galileo Experimental Test
Receiver (GETR) was also developed by Septentrio company to evaluate new
Galileo signal [6]. In the same year, Astrium company developed BayNavTech
Signal Experimentation Facility (BaySEF) [7]. This device can not only be used for
evaluating of navigation signal, but also can be used to monitor the signal quality
for satellite ground station and evaluate the performance of satellite payload.

As the GPS and Galileo, some new design ideas of signal structures have been
introduced in BDS, such as adopting of BOC, MBOC and AltBOC, broadcasting
data and pilot channels simultaneously, etc. [8]. According to the overall planning,
the BDS will cover the whole world in 2020 [9]. Liu [10] analysed compatibility of
BDS and GPS, Hu [11] researched the evaluation theory in his doctoral dissertation.
He [12] analysed the signal quality monitoring and evaluation methods on orbit
satellite.

From the analysis above we can see that, there are mature testbed to evaluate the
GPS and Galileo signal structures and evaluation theory researched on BDS. The
design of signal structures can not achieve a comprehensive optimization result, and
it can only a trade-off results of all system performance [13]. Therefore, the
establishment of a new generation signal structure evaluation system (NGSSES) is
important for the development of new navigation signal design and performance
evaluation work.

44.2 The Structure of NGSSES

Compared with GPS L1C and BDS B1I and B2I, the new generation navigation
signal have the characteristic of diversification of signal structure, large bandwidth,
broadcasting data and pilot channels simultaneously and tiered code, etc. For
example, MBOC, BOC, AltBOC and QPSK are adopting by GPS, Galileo and
BDS; Galileo E5 and B2 (single sideband receiving), and GPS L5 require more than
20.46 MHz bandwidth; Galileo E5 and B2 require more than 51.15 MHz bandwidth
for double sideband receiving; Galileo L1 PRS and BDS B3 require more than
35.805 MHz bandwidth; BDS B1 requires more than 32.736 MHz bandwidth.
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However, these new characteristics propose the new requirements for NGSSES, as
shown in Table 44.1.

According to the above table, the structure of the proposed NGSSES is shown as
follows (Fig. 44.1):

An embedded computer is adopted to generate baseband signal. The calculation
of signal parameters, including Doppler, code rate, code phase and navigation
message, is completed in CPU. The signal modulation is completed in FPGA. The
amplitude of the digital signal is produce using 11 bit quantization level, so the gain
of digital signal can be adjusted in range of −20 to +20 dB with 0.5 dB resolution.
The code NCO bit wide of NGSSES Ncode = 48, intermediate frequency
fIF = 30 MHz, thus the corresponding code pseudorange error is

ecode ¼ 1
fIF

� 2p
2Ncode

� 1
2p

� 2:99� 108 ¼ 3:54� 10�14 mð Þ ð44:1Þ

Table 44.1 Requirements for NGSSES

Unit Requirements for NGSSES

Signal
generation

Flexible configuration. It should be flexible to produce the alternative signal
and develop new signal structure; the adjustment of some parameter (such as
Doppler, code rate, code phase and navigation message) should be also
convenient

Scene
simulation

The parameter of scenes (such as power ratio and code phase delay of direct
signal and reflected signal, the bandwidth, power and frequency of
interference signal) should be adjusted accurately

RF front-end High sampling rate, more than 102.3 MHz for Galileo E5 and BDS B2
receiver; quantization bit adjustable, 1–16 bit

Receiving
method

The development of a variety of tracking and acquisition method flexibly,
such as single sideband and double sideband, single channel and channel
combining, matching and non-matching methods, etc.; It is flexible to adjust
the loop parameters, such as bandwidth, loop order, front-end bandwidth, etc.
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Fig. 44.1 The structure of the NGSSES
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The carrier NCO bitwide of NGSSES Ncarrier ¼ 14, thus the carrier phase error is

ecarrier ¼ 1
fIF

� 2p
2Ncarrier

� 1
2p

� 2:99� 108 ¼ 6:08� 10�4 mð Þ ð44:2Þ

According to (44.1) and (44.2), it can be seen that ecarrier is much greater than
ecode, so the maximum error of signal generator module is 6.08 × 10−4 m.

Interference signal is produced by vector signal generator Agilent E8267C. It
can generate narrowband, broadband, single frequency, frequency sweeping inter-
ference signal. The bandwidth, frequency and power can be adjusted flexibly. The
adjustable step of power and frequency are 0.01 dBmW and 0.001 Hz, respectively.

To control of the phase delay and power ratio of reflected signal and direct
signal, the generation of multipath signals is completed in the baseband signal
generation module, as shown in Fig. 44.2.

In Fig. 44.2, K1, K2 and K3 are used to control the power of the reference signal,
the direct signal and reflected signal, respectively. The delay module is controlled
by code NCO, which is 48 bit. The code delay adjusting precision can reached to
1
�
248 chip. Reference signal is designed for anti-multipath performance testing

consideration. Software receiver uses two PN code sequences to receive and pro-
cess the multipath signal respectively at the same time. The code tracking error can
be obtained by make subtraction between the two corresponding code phases.

ADC NI PXIe-5622 board, storage devices NI HDD-8265 are used in NGSSES.
The sampling rate, reading and writing speed, quantization bit, and bandwidth can
up to 150 MHz, 750 MS/s, 16 bit and 250 MHz, respectively.

To achieve the requested flexibility and configurability, a software receiver
appears to be the right technical solution. Compared with hardware receiver,
tracking loop parameters can be adjusted more conveniently to testing tracking
performance under different loop parameters in software receiver. It is also easier to
develop different receiving methods.

Reference 
signal

Direct
signal

Delay
module

1K

2K

3K

Code
NCO

Baseband
multipath signal 

Fig. 44.2 The principle of
the multipath signal
generation
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44.3 Evaluation and Analysis of Signal Structure Using
NGSSES

To verify the feasibility and effectiveness of NGSSES, the code and carrier tracking
performance, multipath performance, code tracking performance in the presence of
interference and compatibility of BDS B1 BOC(14,2) and GPS L1M BOC(10,5)
are tested using NGSSES. Table 44.2 shows the signal and tracking method used in
testing.

The theoretical tracking accuracy expression of channel combining tracking
method can be shown as

r2Comb ¼
r2Pilotr

2
Data

r2Pilot þ r2Data
ð44:3Þ

where r2Pilot and r2Data is the carrier or code tracking variance of Pilot and Data
channels.

44.3.1 Code and Carrier Tracking Jitter

In the testing, the discriminator of Atan and NELP are used, the theoretical tracking
performance can be shown as (44.4) [18] and (44.5) [19]. For the testing, early-late
spacing D ¼ 0:06 chip, loop bandwidth of DLL BL ¼ 2Hz, loop bandwidth of PLL
BM ¼ 20 Hz, coherent integration time T ¼ 2 ms, front-end bandwidth
br ¼ 32:736 MHz. The normalized power spectral density of BOC can be obtained
from the [20].

r2Code;NELP;WhiteNoise ¼
BL 1� 0:5BLTð Þ R br=2

�br=2
Gsðf Þ sin2 pfDð Þdf

� �

2pð Þ2Cs
N0

R br=2
�br=2

fGsðf Þ sin2 pfDð Þdf
� �2

� 1þ
R br=2
�br=2

Gsðf Þ cos2 pfDð Þdf
Cs
N0
T

R br=2
�br=2

Gsðf Þ cos pfDð Þdf
� �2

0
B@

1
CA ð44:4Þ

r2Carrier ¼
360
2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BM

Cs=N0
1þ 1

2TCs=N0

� �s
ð44:5Þ

Figures 44.3 and 44.4 show the code and carrier tracking performance using
single channel and channel combined tracking method.

From Figs. 44.3 and 44.4, we can see that the theoretical and testing results for
each method are matched. The channel combining tracking method has 2–3 dB
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Table 44.2 The signal and tracking methods adopted in testing

Experiment Signals Tracking method Single or Channel
combining tracking
[14]

Code and carrier
tracking accuracy

BOC(14,2) Tracking method based on
subcarrier tracking [15]

Both of them

Multipath
performance

TMBOC(6,1,4/33) Matching and nonmatching
tracking method [16]

Single channel
tracking

Code tracking
performance in
presence of
interference

BOC(14,2) Tracking method based on
subcarrier tracking

Single channel
tracking

AltBOC(15,10) Single sideband tracking
method [17]

Channel combining
tracking

Compatibility B1 BOC(14,2)
L1M BOC(10,5)

Tracking method based on
subcarrier tracking

Both of them
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improvement compared with single channel tracking method. This is due to the fact
that the single channel tracking method only uses the pilot component alone, and
half of the signal power is lost.

44.3.2 Code Tracking Multipath Error

The multipath performance of TMBOC(6,1,4/33) under matching and non-match-
ing tracking method was analyzed, as shown in Fig. 44.5. The theoretical expres-
sion of code tracking multipath error [21] can be shown in (44.6). In the testing
process, the power ratio of reflected and the direct signal a ¼ �10 dB; relative code
phase delay between reflected and the direct signal τ = 0–1.1 chip;early-late spacing
under matching and non-matching tracking method Δ is 0.08 chip and 0.2 chip;
Gsðf Þ is the normalized power spectral density of TMBOC, as shown in [22].

es ¼
� ffiffiffi

a
p R br=2

�br=2
Gsðf Þ sin 2pf sð Þ sin pfDð Þdf

2p
R br=2
�br=2

fGsðf Þ sin pfDð Þ 1� a cos 2pf sð Þ½ �df
ð44:6Þ

From Fig. 44.5, we can see that the theoretical and testing results for matching
and non-matching strategy are matched. The testing results support the feasibility of
multipath signal generation scheme, as shown in Fig. 44.2.
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44.3.3 Code Tracking Performance in Presence
of Interference

The code tracking performance of BOC(14,2) and AltBOC(15,10) are tested in the
presence of wideband interference, as shown in Figs. 44.6 and 44.7. The theoretical
expression of code tracking multipath error can are shown in (44.7).

r2Code;NELP;Interference ¼
BL 1� 0:5BLTð Þ R br=2

�br=2
N0
Cs
þ Cl

Cs
Giðf Þ

h i
Gsðf Þ sin2 pfDð Þdf

� �

2pð Þ2 R br=2
�br=2

fGsðf Þ sin pfDð Þdf
� �2

� 1þ
R br=2
�br=2

Gsðf Þ cos2 pfDð Þdf
Cs
N0
T

R br=2
�br=2

Gsðf Þ cos pfDð Þdf
� �2 þ

R br=2
�br=2

Glðf Þ cos2 pfDð Þdf
Cs
Cl
T

R br=2
�br=2

Gsðf Þ cos pfDð Þdf
� �2

0
B@

1
CA

ð44:7Þ

where Glðf Þ is the normalized power spectral density of interference signal; the
BPSK signal is adopted as the interference signal, and the corresponding Glðf Þ can
be obtained from [23]; carrier to noise ratio Cs=N0 ¼ 44 dB-Hz; power ratio of
interference and signal Cl=Cs = 30–44 dB.

The bandwidth of interference signal for BOC(14,2) and AltBOC(15,10) is
32.736 and 20.46 MHz, respectively. The testing result can be shown as

It can be seen from Figs. 44.6 and 44.7, the theoretical and testing curve have the
same change tendency. With the increasing of Cl=Cs, the curve of testing deteri-
orates faster than theoretical curve. This is because effect carrier to noise ratio
Cs=N0ð Þeffect decrease as the Cl=Cs increasing, and discriminator range of code
discriminator enters the nonlinear region at low Cs=N0ð Þeffect, which causes the

30 32 34 36 38 40 42 44
0.03

0.05

0.07

0.09

0.11

0.12

Cl /Cs(dB)

C
od

e 
tr

ac
ki

ng
 th

er
m

al
 n

oi
se

 (
m

) Theory

Testing

Fig. 44.6 Code tracking
accuracy of BOC(14,2) in
presence of wideband
interference

498 J. Yang et al.



deterioration of the code tracking accuracy. However, the theoretical model (as
shown in (44.7)) doesn’t consider this factor.

44.3.4 Compatibility

According to [8], the spectrums of BDS B1 BOC (14, 2) and GPS GPS L1M BOC
(10,5) are aliasing partly. Consider that, compatibility of these two signals was
analyzed. In the testing, considering the interference signals of multiple GPS L1M
satellites and Cl=Cs ¼ 29 dB, the theoretical effect carrier-to-noise ratio Cs=N0ð Þeff
[24] is shown as follows

Cs=N0ð Þeff¼
1

1
Cs=N0ð Þ þ Cl=Cs

QRC

ð44:8Þ

where RC is signal code rate, Q is said the spread spectrum gain adjustment factor,
as shown in (44.9).

Q ¼
Rþ1
�1 HR fð Þj j2Gs fð Þdf

RC
Rþ1
�1 HR fð Þj j2Gl fð ÞGs fð Þdf ð44:9Þ

From Table 44.3, we can see that the Cs=N0ð Þeff decreased about 1 dB, and code
tracking accuracy decreased slightly. By using the channel combining tracking
method can improve Cs=N0ð Þeff and code tracking accuracy.
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44.4 Conclusion

According to the characteristics of new generation navigation signals of GNSS,
NGSSES was proposed. The NGSSES are flexible to configure, and the bandwidth
and sampling rate can up to 250 and 150 MHz, respectively. The output signals
have the level of resolution of 0.5 dB. The NGSSES can be used to evaluate the
performance of tracking accuracy, multipath, anti-jamming and compatibility. The
experimental results verified the feasibility and effectiveness of NGSSES. In
addition, the NGSSES can be also used to evaluate acquisition performance,
acquisition algorithm and bit error rate.

Acknowledgments This work was supported by National Science Foundation of China (Grant
Nos. 61101076, 41374137, 61471017) and National Basic Research Program of China (973)
(Grant No. 2011CB707004).

References

1. Correia JT, Blanchard JJ, Fine PB (2000) A hardware testbed for evaluation of the GPS
modernization modulation candidates. In: Proceedings of ION NTM, Anaheim, CA, pp 594–
604

2. Dafesh PA, Bow RT, Partridge MD et al (2002) Simulation and hardware demonstration of
new L2 civilian GPS ranging codes. In: Proceedings of the ION NTM, San Diego, CA,
pp 925–930

3. Dafesh PA, Wong RL, Partridge MD et al (2001) Measurements of GPS receiver compatibility
with interplex-modulated M-code signals. In: Proceedings of ION AM, Albuquerque, NM,
pp 100–108

4. Hsu J, Choy A, Powell TD et al (2009) Initial on-orbit observations of the L5 demo payload on
GPS IIR-20. In: Proceedings of ION GNSS, Savannah, GA, pp 76–85

5. De Gaudenzi R, Hoult N, Batchelor A et al (2001) Galileo signal validation development. In:
Proceedings of seventh international workshop on digital signal processing techniques for
space communications, Sesimbra, Portugal

6. Simsky A, Sleewaegen JM, De Wilde W et al (2005) Overview of Septentrio’s galileo receiver
development strategy. In: Proceedings of ION GNSS, Long Beach, CA, pp 1888–1895

Table 44.3 Compatibility testing data of GPS L1M BOC(10,5) and BDS B1 BOC(14,2)

Tracking
methods

Test or
theoretical
value

Before GPS L1M enhanced After GPS L1M enhanced

Cs=N0ð Þeff
(dB-Hz)

Code
tracking
accuracy

Cs=N0ð Þeff
(dB-Hz)

Code
tracking
accuracy

Single channel
tracking

Testing 44.25 0.0717 43.28 0.1028

Theory 44.25 0.0355 44.10 0.0374

Channel
combining
tracking

Testing 46.63 0.0524 45.28 0.0789

Theory 46.63 0.0266 46.37 0.0258

500 J. Yang et al.



7. Soellner M, Briechle C, Hechenblaikner G et al (2007) The BayNavTech™ Signal
Experimentation Facility (BaySEF™) is ready for assessing GNSS signal performance. In:
Proceeding of the ION GNSS, Fort-Worth, Texas, pp 1065–1072

8. UNOOSA (2010) Current and planned global and regional navigation satellite systems and
satellite-based augmentation systems [EB/OL]. http://www.unoosa.org/pdf/publications/icg_
ebook.pdf. Accessed 29 June 2010

9. Yang Y (2010) Progress, contribution and challenges of compass/BeiDou satellite navigation
system. Acta Geodaetica Cartogr Sin 39(1):1–6

10. Liu L, Zhan X, Liu W et al (2011) Assessment of radio frequency compatibility between
compass and GPS. Acta Geodaetica Cartogr Sin 40(Sup.):11–18

11. Hu Z (2013) BeiDou satellite navigation system performance evaluation theory and
experimental verification. Ph.D. thesis, Wuhan University, Wuhan, China

12. He C (2013) Study and analysis of the ranging performance influences the quality of GNSS
signal evaluation method. Ph.D. thesis, National Time Service Center, Chinese Academy of
Sciences, Xi’an, China

13. Hu X, Tang Z, Zhou H et al (2009) Analysis on design principles of GPS and Galileo signal
structure. Syst Eng Electron 10:2285–2293

14. Hegarty C (1999) Evaluation of the proposed signal structure for the new civil GPS signal at
1176.45 MHz. MITRE center for Advanced Aviation System Development, Working Note

15. Yang Z, Huang Z, Geng S (2011) Novel tracking loop of BOC signal based on subcarrier
tracking. J Beijing Univ Aeronaut Astronaut 37(2):245–248

16. Lohan ES (2010) Analytical performance of CBOC-modulated Galileo E1 signal using sine
BOC (1, 1) receiver for mass-market applications. In: Proceeding of IEEE/ION PLANS,
Indian Wells, CA, USA, pp 245–253

17. Vejražka F, Kovář P, Kačmařík P (2009) Galileo AltBOC E5 signal characteristics for optimal
tracking algorithms. Int J Mar Navig Saf Sea Transp 4:37–40

18. Betz JW, Kolodziejski KR (2009) Generalized theory of code tracking with an early-late
discriminator Part II: noncoherent processing and numerical results. IEEE Trans Aerosp
Electron Syst 45(4):1557–1564

19. Kaplan ED, Hegarty CJ (2005) Understanding GPS: principles and applications. Artech
House, Boston

20. Betz JW (2001) Binary offset carrier modulations for radionavigation. Navigation 48(4):227–
246

21. Tang Z, Hu X, Huang X (2009) Analysis of multipath rejection performance in GNSS signal
design. J Huazhong Univ Sci Technol (Nat Sci Ed) 5:1–4

22. Hein GW, Avila-Rodriguez J, Wallner S et al (2006) MBOC: the new optimized spreading
modulation recommended for GALILEO L1 OS and GPS L1C. In: Proceedings of IEEE/ION
PLANS, pp 884–892

23. Julien O (2005) Design of Galileo L1F receiver tracking loops. Ph.D. thesis, University of
Calgary, Department of Geomatics Engineering, Calgary

24. Ross JT, Leva JL, Yoder S (2001) Effect of partial-band interference on receiver estimation of
C/N0: measurements. In: Proceedings of ION NTM, Long Beach, CA, pp 829–838

44 New Generation Signal Structure Evaluation System for GNSS 501

http://www.unoosa.org/pdf/publications/icg_ebook.pdf
http://www.unoosa.org/pdf/publications/icg_ebook.pdf


Chapter 45
Research of Satellite Receiver Anti-replay
Attack Techniques

Mengjiang Liu, Zhixin Deng and Li Jun

Abstract With the broad application of satellite navigation technique in the society
and economy development, the satellite navigation technique has been facing with
more and more hidden dangers of being attacked in such key fields as finance,
public security, civil aviation and public rescue. In light of the vulnerability of
satellite navigation receiver against replay attack in the above fields, this paper
proposes several anti-replay attack techniques of low complexity, i.e., inertial
positioning test, clock skew test and Doppler shift test. The simulation results show
that Doppler shift test can resist replay attack effectively without additional hard-
ware to the receiver. In addition, compared to SNR test, absolute power test and the
other techniques, Doppler shift test has the advantages of low implementation
difficulty and high adaptability, which can provide technical support for the security
applications of satellite navigation technology in the fields of great concern.

Keywords Fields of great concern � Replay attack � Doppler shift test

45.1 Introduction

Along with the advancement of satellite navigation technology, it has been playing
more and more important roles in many social and economic fields such as trans-
portation, finance, mobile communication, electric power transmission, civil avia-
tion and public security. However, the civil applications of satellite navigation
technology are vulnerable to illegal or even terrorist attacks in such fields as
banking finance, public security and civil aviation due to insufficient anti-jamming
capability; as a result, the public security and property security are threatened
thereby. As one of major security threats to the civil applications of satellite
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navigation system, replay attack rebroadcasts the received satellite signals after a
time delay and amplification, which are very likely to be received and processed by
legal satellite receivers, because the rebroadcasted signals are identical with the true
satellite signals in structure. Since the rebroadcasted signal is different from the true
signal in arrival time, a satellite receiver, once received and processed the
rebroadcasted signal, will output a wrong positioning result or even positioning
failure. Compared with blanket jamming that disables satellite receiver from
positioning by broadcasting high-power signals, replay attack keeps broadcasting
the signals of the power similar to or a little higher than that of the true satellite
signal, saving much power. Replay attack is undetectable by the civil navigation
techniques that have no interference positioning and direction-finding capability
because of low power of the jamming signal. In addition, a well-designed replay
attack may induce the target satellite receiver to output a desired positioning result
for hostile purpose [1]. Therefore, concerning about the serious threats to the civil
applications of satellite navigation system, it is of great importance to research
satellite receiver anti-replay attack techniques.

45.2 Replay Attack Against Satellite Navigation System

45.2.1 Replay Attack Modes

In the development of modern economic society, large numbers of infrastructures,
instruments and facilities depend on GNSS positioning, navigation and time (PNT)
service. Because of the vulnerability of GNSS itself however, these infrastructures,
instruments and facilities are susceptible to vicious interferences or even controlled.
Compared with military navigation signals, civil navigation signals are usually
unencrypted. Even if very few civil navigation receivers adopt encryption protocols
and assume the private keys are uncrackable [2], it is still possible to interfere with
the positioning result of GNSS receivers by rebroadcasting the received satellite
signals [3]. The jamming equipments may be divided into three categories [4] in
terms of the hardware configuration or the transmission capability of GNSS
interference signals.

(1) One or more jamming signal generators keep broadcasting at a constant power
Pc
t and frequency f ct .

(2) One or more jamming signal generators have the capability of automatically
changing the transmitting frequency f jt with time, where j represents the
broadcasting frequency of jamming signal generator.

(3) More than one jamming signal generators have the transmission capability of
changing the above parameters in a self-adaptive manner in addition to rapid
communication capability between jamming nodes.

All the above-mentioned three types of interference sources are capable of
receiving and recording GNSS signals and navigation messages in a long period of

504 M. Liu et al.



time. The jamming capability of a jamming signal generator can be characterized by
jamming radius R. The jamming signals are receivable within the area defined by
the jamming radius, i.e., the attack area. Obviously, the more interference sources
are, the higher the jamming power is, the larger the potential effect is and the more
satellite receivers are affected.

Before a device equipped with satellite receiver gets into an attack area, the
receiver is able to lock the desired GNSS signals and hold for a period of time. The
emphases in this paper will not be put on the frequency of receiver entering an
attack area or the conditions being attacked, but on the defense performance of
different guarding mechanisms against replay attack and expressing the jamming
effect with the time when a satellite receiver starts to lock replay attack signal
instead of normal navigation signal.

For jammers, it is not practical to take control over a receiver since it is just
mounted on equipment. However, it is relatively easy to carry out an attack to a
selected position in the running process of the equipment. Here, the said attack
against receiver refers to the attack received in the cold start of the receiver or in the
searching and acquiring process of GNSS signal after it is initially started [5]. It
must be noted that the attack model concerned here is not the worst case.

45.2.2 Replay Attack Against Satellite Navigation Receiver

Replay attack broadcasts jamming signal the same as the true satellite signal and
cheats the legal navigation receiver that the received signal is from a visible
satellite. The precondition to achieve this target is to force the receiver loss of lock
from the true satellite signal, which is achievable by broadcasting jamming signal of
power high enough to overwhelm the GNSS signal. This type of interference source
is inexpensive and easy to implement, e.g., one jamming signal generator of 1 W
transmitting power can overwhelm the GNSS signal within the area of 35 km
radius. And then, jamming signal generator can initiate a replay attack against
receivers by broadcasting replay signals of the same frequency as the legal GNSS
signal but of slightly higher power. The off-the-shelf satellite signal simulator is
able to generate more than 10 channels of replay signals carrying navigation data
simultaneously. Alternatively, replay attack is achievable simply by receiving and
rebroadcasting the true satellite navigation signals. Once a receiver continuously
locks the replay signals, its PNT result will surely be affected, which consequently
deteriorates the positioning error of the receiver, or even misleads the receiver.

Besides, the navigation blind zone in the coverage area and coverage time might
be illegally used for jamming purpose, for a navigation receiver is impossible to
lock the navigation signals from more than four visible satellites in the blind zone of
GNSS coverage area. This situation usually takes place in an urban area due to
topographic effect, e.g., signal blocked by obstacles like road tunnel or high-rise
building, which however is not considered in this paper.
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The hostile replay attack against receivers usually happens right after a navi-
gation signal is down-converted. A replay signal contains an in-phase component
and an orthogonal component.

IðtÞ ¼ aiCaðtÞMðtÞ cosðftÞ ð45:1Þ

QðtÞ ¼ aiCaðtÞMðtÞ sinðftÞ ð45:2Þ

where, Ca represents C/A code, M(t) represents navigation message, coefficients ai
and aq represent signal attenuation.

The jamming signal generator usually takes the amplification coefficients ai and
aq so that the received signal power will be greater than the legal GNSS signal and
more easier to be locked by navigation receivers [6].

45.2.3 Replay Attack

When a GNSS signal is acquired, the attacker will broadcast it after a time delay
treplay ¼ tmin

replay þ s, where s� 0 and tmin
replay [ 0, which specifically depends on the

configuration and capability of the jamming signal generator.
When received a legal GNSS signal, the interference source usually transfer it to

another location within the coverage without any modification [7], which saves the
trouble to check if the GNSS signal is encrypted or not. The replay attack capability
can be characterized by two features: the capability of receiving, recording and
replaying GNSS signal and the time delay treplay between receiving and replay.

The time delay treplay between signal receiving and replay depends on the rel-
evant parameters of the interference source, such as the distance between the hostile
receiver and the replay equipment, physical propagation of signal and sometimes
the time delay spent on decoding GNSS signal. In treplay, tmin

replay [ 0 is for certain for
the attacker, and the additional time delay s[ 0 is up to the attacker; therefore, the
total replay time delay is treplay ¼ tmin

replay þ s. The schematic diagram of replay attack
is given in Fig. 45.1. As shown in the diagram, the navigation information is
recorded starting from detection until the navigation signal is received. The lead
code 10001011 takes 8 chips plus the decoding time of the first bit, which makes
tmin
replay ¼ 2ms. Since the bit rate is 50 bit/s, it means the hostile receiver has to take
20 ms to receive the first bit [8].

For different satellite navigation signals, attacker may take different treplay. Even
blind transmission that aims at all the navigation signals with the same time delay
may achieve good jamming effect. treplay affects the error magnitude of PVT result
produced by the attacked receiver.

The influence of replay attack duration to the attack effect is shown in Fig. 45.2.

(1) Positioning error here refers to the distance error between the real position of a
navigation receiver and the output position after being jammed.
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(2) Timing error refers to the deviation between the true time and the time pro-
vided by time service.

For the navigation receiver that locks replay signals, its positioning error grows
along with the increase of treplay. Specifically, the pseudo-range error will grow
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300 m approximately when treplay increases by 1 ms. The timing error can be taken
as an additive effect from hostile jamming effort, which is very easy to be ignored
for the magnitude of timing error is generally in millisecond. If treplay is constant,
the timing error will accumulate continuously and grow up finally whenever the
jammed navigation receiver is resynchronized, especially at the end of the navi-
gation message that lasts about 30 s.

45.3 Defense Mechanisms

A comparison is made in this paper among the three types of defense mechanisms
and effects against replay attack based on a 3-step concept. Firstly, carry out data
acquisition about the given parameters in the period of time when a navigation
receiver is not considered under attack. This stage is known as normal mode.
Secondly, based on the data collected in normal mode, the navigation receiver
provides the predicted values about the relevant parameters at next moment.
Finally, get into warning mode when a navigation receiver suspects it is under
attack. In this mode, the navigation receiver will compare the predicted value with
the calculated value from GNSS. If they are different and beyond the threshold
defined by the protocol, it can be certain that the navigation receiver is really under
attack. In such a case, the navigation receiver will reject all the PVT results in
warning mode. If the difference between the calculated value and the predicted
value is not beyond the threshold defined by the protocol, it is considered that the
PVT result is acceptable and the navigation receiver will go back into normal mode
[9].

Concerning the three receiver parameters, i.e., positioning result, timing result
and Doppler shift, three replay attack detection mechanisms are proposed accord-
ingly: inertial positioning test, clock error test and Doppler shift test. It must be
noted that all these three detection mechanisms are dependent on the prior infor-
mation acquired in normal mode. To validate the three proposed detection mech-
anisms, a special receiver was used to collect data and output the observation and
navigation data into RINEX format. In addition, the PVT result was input into the
Matlab as per the interface protocol of the receiver so as to verify the pseudo-range,
Doppler shift and phase measurement results with RINEX data. The 300 s move-
ment of the receiver was simulated with the position updating period set to 1 s.

45.3.1 Inertial Positioning Test

When the receiver is switched into warning mode, it will provide the predicted
positioning result in case of replay attack based on the position information in the
PVT result. If the predicted positioning result matches the PVT result obtained
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under replay attack, the receiver returns to its normal mode. Here, two approaches
are considered for position prediction: inertial transducer and Kalman filtering.

Inertial transducer such as altimeter, velometer or odometer can work out the
position of receiver without GNSS; however, the prediction error of inertial
transducer will accumulate along with the time going, and consequently degrade the
positioning accuracy. The variation curve of inertial positioning error changing with
time when the receiver works in warning mode is shown in Fig. 45.3. The jammed
receiver has to take the positioning results provided by the inertial transducer as the
positioning result under replay attack, though the accuracy of the inertial transducer
keeps going down. The positioning errors of inertial transducer are shown in
Fig. 45.4, where one curve represents the actual track and the other curve represents
the predicted track under replay attack. It is clear that an obvious difference exists
between the two curves after a very short period. Conclusively, inertial positioning
test can not defend against replay attack satisfactorily. Another more effective
approach is to process the positioning information acquired in normal mode with
Kalman filtering technique, and the predicted positioning result is obtained with the
equation below [10]:

Skþ1 ¼ UkSk þWk ð45:3Þ

where, Sk represents the system state, e.g., position (Xk, Yk, Zk) and velocity vector
(Vxk, Vyk, Vzk), Фk represents transform matrix and Wk represents noise. A series of
positioning errors for different motion tracks are shown in Fig. 45.5. The posi-
tioning error based on Kalman filtering appears linear increase under the condition
of no GNSS, different from that based on inertial transducer only.

Generally speaking, the inertial detection mechanism is effective when the attack
duration is very short; in other words, it can detect replay attack as long as the error
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does not increase obviously. However, the detection for replay attack will fail when
the error becomes too high.

45.3.2 Clock Error Detection

Generally speaking, every receiver has an inaccurate clock due to the shift of quartz
crystal. If the receiving process of GNSS signal is interrupted, the oscillator will be
switched from normal mode to hold mode. In hold mode, the timing accuracy is just
related to the stability of the local oscillator. The working frequencies of quartz
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crystals in different clocks are somewhat different, which will lead to different
receiver clock values slowly, i.e., skew error. As per the known research results, a
quartz oscillator can maintain synchronization precision in millisecond for several
hours, including the error resulting from random error and steady increase. As a
matter of fact, in such a case, the hostile replay attack against GNSS signal has to
insist several hours, e.g., 10 h, for success. However, the replay attack against
receiver would be much easier if no high-stability clock is provided. As for the
receiver used in the simulation test, the clock errors are provided at intervals of 30 s
in Fig. 45.6. As shown in the graph, within the 900 s simulation period, the receiver
is obviously instable and the clock error stays in millisecond. Therefore, the
receiver would be misled by replay attack as long as the attack lasts a few minutes
till the receiver is forced to get a clock error of 20–32 ms. It must be noted at last
that no consideration is made here to synchronizing the receiver with GNSS by
other means, e.g., the receiver can acquire precise time if it is linked to a network
and supports NTP: however, this exceptional case occurs very seldom; therefore,
the best approach against replay attack is still to use high-stability clock.

45.3.3 Doppler Shift Test

If the normal signal transmitting frequency and the Doppler shift of the received
GNSS signal are known, the receiver can predict the Doppler shift value at next
moment. Once the GNSS signal is locked again, the calculated value will be
compared with the predicted value. If they are different and beyond the preset
threshold, it can be certain that the navigation receiver is really under attack and the
calculated value will be rejected. The best advantage of this detection method is that
the Doppler shift changes steadily and stays at very low error for a long period of
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time, while the error based on inertial positioning detection will grow with time in
exponent form.

It is well known that Doppler shift is generated by the relative motion between a
receiver and a satellite, and receiver can work out the satellite velocity using
Ephemeris and the orbit model. The signal frequency received by a receiver can be
estimated with the equation below:

fr ¼ ft � ð1� vr � a
c

Þ ð45:4Þ

where, ft represents the transmitting frequency, fr represents the received signal
frequency, vr represents the relative velocity vector between satellite and receiver,
c represents the light velocity and the product vr � a represents the radial component
of the relative velocity vector in the LOS direction of satellite. Similarly, If the
calculated frequency shift are different from the predicted frequency shift and
beyond the preset threshold, it can be certain that what received by the receiver is a
jamming signal. The ephemeris contains such satellite information as the rough
position (XSi, YSi, ZSi), time and number of weeks (WN, t).

Since the carrier frequency is very high and the satellite moves very fast, a large
Doppler shift (±5 kHz) will come up and change very quickly. The receiver oscillator
will roughly gain a frequency shift ±3 kHz, and the resulting frequency shift will go
up to ±9 kHz.When the frequency shift is unknown, the receiver has to search signals
within this frequency range. The maximum change rate of Doppler shift resulting
from the relative motion between satellite and receiver is about 40 Hz/min. These
changes are linear for each satellite. The variation of Doppler shift can be estimated
with reference to the receiver motion speed if the receiver is mobile.

By means of simulation, this paper analyzes the Doppler shift of every visible
satellite, with the simulation duration of 300 s for the convenience of comparing the
simulation result with the ones that use other defense mechanisms. As shown in
Fig. 45.7, based on the data collected by the receiver used in the simulation test, the
change of Doppler shift is within the range of ±20 Hz and appears linear variation
roughly. It suggests that it is possible to predict the Doppler change rate at next
moment and the frequency shift per second as long as the sampling rate is high
enough. In practice, the requirement is almost met if sampling keeps going on
within 50 s at the sampling rate of once per second. The change rate of frequency
shift for each satellite Si can be worked out with the equation below:

ri ¼ dDiðtÞ
dt

ð45:5Þ

The jamming signal generators are usually still on the ground or in motion at a
low speed up to 3 km/s relative to satellite. Therefore, it is impossible for the
attacker to get the same Doppler shift as that of the satellite unless the attacker
changes the transmitting frequency to make one of the receivers to receive the same
Doppler shift as that from satellite signal. If it is this case, it will be relatively easier
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to detect the interference source that is unsophisticated. Figure 45.8 shows a sim-
ulated replay attack against a navigation receiver from a relatively unsophisticated
interference source. The red dashed line represents the predicted Doppler shift
values and the solid line represents the measured frequency shift values. It can be
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seen that there is obvious difference between the two lines in the period of 120–
170 s, by which the hostile jamming is detectable. Figure 45.9 shows a simulated
replay attack against a navigation receiver from a sophisticated interference source.
The sophisticated interference source is able to predict the Doppler shift of the
receiver end and change its transmitting frequency as per the predicted transmitting
frequency. If the interference source fails to predict the position and the moving
speed of the target receiver accurately, there will be obvious difference between the
predicted value and the measured value. As shown in Fig. 45.9, the replay attack is
detectable though it starts at 160 s around.

45.3.4 Technical Comparison

The other popular replay attack detection techniques include SNR test and absolute
power test. The Table 45.1 provides a comparison among replay attack detection
methods in terms of attack feature, implementation difficulty, effect, required
capability and adaptability.

As shown in the comparison above, among all the replay attack detection
methods, Doppler shift test is characterized by low implementation difficulty, good
effect and high adaptability, applicable to detection for replay attack against satellite
navigation receiver using low-speed interference source.
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45.4 Conclusion

Concerning the existing vulnerability of navigation receiver against replay attack, a
quantitative analysis was made to the effect of replay attack to the positioning error
and timing error of navigation receiver. On that basis, quantitative and qualitative
analyses were given to the performance of three replay attack detection methods,
i.e., inertial positioning test, clock error test and Doppler shift test. It is concluded
that the Doppler shift test technique is capable of detecting replay attack effectively
whether the interference source is unsophisticated or sophisticated. In the future, it
is planned to further optimize and universalize the simulation framework in addition

Table 45.1 Comparison of replay attack detection techniques

Anti-replay
attack
techniques

Attack features Implementation
difficulty

Effect Required
capability

Adaptability

SNR test in
signal
processing
layer

Replay attack
signals of high SNR

Low Intermediate SNR test Intermediate

Absolute
power test

Higher amplitude Low Intermediate Absolute
power is
calibrated

High

Power
change

The closer to the
interference source,
the faster the power
changes

Low Low Monitoring
SNR
dynamically

Low

Dual-
frequency
power
comparison

Attack against one
single frequency

Intermediate Low Receivable
to dual
frequency
signal

Low

DOA
comparison

Attack signal
coming from the
same direction

High High A number
of receiving
antenna

High

Delay
detection

Replay signal having
a time delay

Intermediate Intermediate Analysis of
signal
arrival time

Low

Consistence
test of code
and carriers
rate

Mismatch between
code and carriers
rate of replay signal

Low Low Low

AGC gain
test

Replay attack signal
power greater than
noise power

Low High AGC gain
is calibrated

Intermediate

RN/RD dual
mode

Intermediate High Dual-mode
function

High
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to more consideration to be given to the effects of countermeasures. Besides, an in-
depth study will be made to various replay attack detection methods in terms of
response time, algorithm as well as software and hardware complexity.

Acknowledgments Supported by National “863 Plan”, No. 2012AA121801.

References

1. Deputy Secretary of Defense Memorandum (2004) Navigation warfare implementation
guidance, 17 Nov 2004

2. Wesson K, Rothlisberger M, Humphreys T (2012) Practical cryptographic civil GPS signal
authentication. Navigation 59(3):177–193

3. DoD Directive 4650.05 (2008) Positioning, navigation, and timing (PNT)
4. Humphreys TE, Ledvina BM, Psiaki ML et al (2008) Assessing the spoofing threat:

development of a portable GPS civilian spoofer. In: Proceedings of the ION GNSS
international technical meeting of the satellite division, vol 55, p 56

5. Shepard D (2011) Characterization of receiver response to spoofing attacks. University of
Texas at Austin, Austin

6. Pozzobon O, Canzian L, Danieletto M et al (2010) Anti-spoofing and open GNSS signal
authentication with signal authentication sequences satellite navigation technologies and
European workshop on GNSS signals and signal processing (NAVITEC). In: 2010 5th ESA
workshop on IEEE, pp 1–6

7. Huang L, Tang X, Wang F (2011) A research of anti-spoofing methods for satellite navigation
receiver. J Wuhan Univ (Information Science Edition) 36(11):1344–1347

8. Huang L, Lv Z, Wang F (2012) A research of spoofing interference against GNSS Receiver.
Acta Astronaut 33(7):884–890

9. Montgomery PY, Humphreys TE, Ledvina BM (2009) A multi-antenna defense: receiver-
autonomous GPS spoofing detection Inside. GNSS 4(2):40–46

10. Wesson K, Shepard D, Humphreys T (2012) Straight talk on anti-spoofing: securing the future
of PNT. GPS World 23(1)

516 M. Liu et al.



Chapter 46
Detect Techniques and Test Analysis
on Navigation Signal Code Correlation
Peak

Xiaochao Feng, Yongheng Fu, Lei Gong and Jiancheng Liu

Abstract The signal quality impacts the precision of the user’s Positioning,
Navigation and Timing (PNT) provided by the satellite navigation system. The
satellite navigation system must monitor the navigation signal quality and gives
alarm. During operating of the system, the signal code correlation peak detection is an
important work in monitoring, evaluation and control for the navigation signal
quality. According to the structure of navigation satellite payload, ICAO (Interna-
tional Civil Aviation Organization) provides the 2OS (2nd-Order Step Threat Model)
abnormal signal model, and gives code correlation peak for every abnormal signal.
The paper analyses several correlation peak detect techniques based multi-correlator,
and gives detection results of theBeiDou system’s navigation signal using the especial
navigation signal monitoring system of the BeiDou satellite navigation system.

Keywords Navigation signal � Correlation peak � Detecting test � BeiDou satellite
navigation system

46.1 Introduction

Satellite navigation systems have been widely used in various fields of national
economy, science, social development, and other military operations. Signal quality is
directly related to the users’ accuracy in various fields available by the satellite navi-
gation systems. the navigation signal quality monitoring and evaluation has become an
important work of the satellite navigation system development, building, operation and
management, getting attention at home and abroad. Such as: the GNSS Monitoring
Stations established by Stanford University GPS laboratory (GPS Lab), the navigation
signal monitoring and evaluation observatories established by European Space
Technology Centre (ESTEC), the satellite navigation system testing and evaluation
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center our established byChinaAerospace Science and IndustryCorporation (CASIC).
These institutions monitors and evaluates the space navigation signal quality of the
Globe satellite navigation system (GPS, Galileo and Compass) [1].

Correlation peak detection is an important part of the navigation signal quality
monitoring. By correlation peak detection can detect anomalies pseudo-code or
carrier of navigation signal and provide early warning information for the system.

The paper analyzes several correlation peak detect techniques based on the 2OS
abnormal signal model proposed by ICAO, and carries out BeiDou’s space navi-
gation signal correlation peak detect test and analysis.

46.2 Abnormal Signal Model

Nonlinear satellite signal transmission link will cause the chip waveform signal
distortion, the most typical example is the GPS SV19 satellite signal anomalies in
1993. In order to explain the anomalies on the SV19 satellite signals, researchers
have give three models: a simple model, MEWF (Most Evil Waveform Threat
Model) model and 2OS (2nd-Order Step Threat Model). The simple model is that a
standard signal is superimposed another signal, not fully reflects all the character-
istics of the abnormal signals. MEWF model is defined as a receiver for a particular
user will have the maximum differential signal waveform pseudorange errors. Dr.
Mitelman and Enge et al. derived in detail the mathematical expression. However,
this model is non-causal and difficult to achieve, so the ICAO and Aviation
Committee don’t adopt the model. In contrast, 2OS model comprehensively reflects
all the satellite circuit failure. General mathematical model of the navigation
satellite’s payload shown in Fig. 46.1 [2].

Wherein the signal generating unit generates the navigation baseband signal, the
bandwidth of the digital filter for transmitting signals bandwidth; frequency gen-
eration and modulation unit to convert digital signals to analog signals, and by the
several stages of the signal frequency modulated onto a carrier frequency; High
power amplifier to amplify the signal power to complete the work in a saturated
state generally are commonly used in traveling wave tube amplifier (TWTA) and
solid state power amplifier (SSPA); output multiplexer (OMUX Output

Fig. 46.1 The navigation satellite payload model diagram
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Multiplexer) completed a similar frequency of each navigation signal combiner,
coupled to the same antenna output. Each component of the satellite payload
abnormality may may cause abnormal signal distortion. According to the various
components of the payload, 2OS model divides in reasons the abnormal signal into
three categories: digital circuit fault (Threat Model A), an analog circuit fault
(Threat Model B), and a combination of both (Threat Model C). The three model is
able to cover almost all possible fault signal anomalies. This model is considered to
be a standard anomaly signal model by ICAO, also known as the ICAO model.
There are three key parameters in the model, namely chips early/late time (chip),
damping coefficient (MNerpers/s) and damping oscillation frequency (MHz), the
meaning and the range of each parameter are shown in Fig. 46.2a, b.

1. TMA model

TMA model reflects the satellite payload errors generated in a digital circuit, is
modeled as a rising or falling edge of the D code chip is advanced or delayed chips,
and is not affect the analog subsystem. And the time-domain form of the correlation
peak shown in Fig. 46.3, the figure gives in the case of delay 0.3 chips. As can be
seen, due to the delay of the falling edge of the chip, resulting in a correlation peak
appears flattened phenomenon.

Fig. 46.2 ICAO model parameters. a Meaning, b range

Fig. 46.3 Waveform in time domain and the correlation peak of TMA
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2. TMB model

TMB error model can be represented by a second-order system response, the
waveform in time domain and correlation peak shown in Fig. 46.4. There can be
seen, the damped oscillation chip waveform makes the correlation peaks defor-
mation phenomenon.

3. TMB model

TMC model for the combination of TMA and TMB, the waveform in time domain
and the correlation peaks as shown in Fig. 46.5. There can be seen, the damped
oscillation chip waveform makes correlation peak of the multi peak phenomenon.

In short, the ICAO model is mainly composed of three parameter. TMA by
early/late parameter modeling, change code rising or falling edge of the digital
signal is changed chips wide, flat-top can make correlation peak effect; TMB by
modeling the resonant frequency fd and the damping factor r, with a second-order
shocks to mimic analog circuit fault, the two parameters can adjust the peak dis-
tortion or error correlation peak; TMC is a combination of both TMA and TMB, by
D, fd and r work together to regulate, as shown in Fig. 46.2.

Fig. 46.4 Waveform in time domain and the correlation peak of TMB

Fig. 46.5 Waveform in time domain and the correlation peak of TMC
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46.3 Correlation Peak Detection Techniques

Correlation peak detecting of major multi-correlator technique with increasing
multiple groups of correlator in the tracking loop, the method currently used
software receiver [3–6]. The monitoring receiver with multi-correlator is associated
with N channels, keeping the fixed chip spacing between each channel and real-
time channel correlator, as shown in Fig. 46.6. Detection channel can output each
channel correlation value of the received signal with the local signal different chip
spacing, judging by the correlation peak symmetry and smoothness of the corre-
lation values to determine the composition of the signal is abnormal.

In order to better reproduce the correlation peak of signal, need to join multiple
correlator channel, thus greatly increasing the complexity of the receiver, and
greatly increases the processing time.

Multiple correlation receiver output a plurality of correlation values of local
pseudo-code associated with the received signal spacing, I�x referred to as output to
the respective early correlators, Ix referred to as the late output of each correlator,
wherein x ¼ 1; 2; . . .;N is the number of the multi-correlator. These correlation
values are combined in some criteria to determine whether the signal is abnormal.

Criteria 1: D Detection
D Detection evaluate the difference between the symmetry of the correlation

peak using the early and late correlation for the difference with the reference
correlation, which is calculated as

Dx ¼ ðI�x � IxÞ � ðI�ref � Iref Þ
Iprompt

ð46:1Þ

wherein I�ref and Iref are respectively output reference branch tracking channel
early and late correlation value, Iprompt is real-time tracking channels.

Fig. 46.6 Multi-channel correlation detection
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Criteria 2: Unilateral slope detection
The ratio of unilateral slope detect using early or late correlator output and real-

time channel correlator output, which is calculated as

S�x ¼ I�x

Iprompt
or Sx ¼ Ix

Iprompt
ð46:2Þ

Criteria 3: Polynomial fitting detection
Polynomial fitting is mainly the use of of the multi-correlator output value

fitting, which can effectively attenuate the impact of noise and multipath, and then
fitting a curve to determine a correlation peak is abnormal. One-order and second-
order curve fitting curve shown in Fig. 46.7.

Setting the order of the curve fit is 2, then, for c1, c2, c0 the curve of the
coefficient; if the order is 1, n1 and n0, n3 and n2 for the coefficient curve, these
coefficients solving the following formula.

Second-order
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Fig. 46.7 Polynomial curve fitting. a First Order, b second-order
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In the formula, RN;P is normalized value based on the real-time channel corre-
lation values. Note that the first-order curve fitting is two lines, one is the early
linear fitting correlation values, a linear fitting is late correlation value. By sym-
metry and smoothness of the curve to determine whether the signal correlation peak
is abnormal.

In addition, we can also evaluate the correlation peak anomaly from the corre-
lation loss [1, 7]. The correlation function is an important index to measure navi-
gation performance. The digital signal is received by the removal of Doppler, get
the baseband signal component and calculate the ideal code sequence with the local
reference signal normalized cross-correlation, the following formula:

CCFðeÞ ¼
R Tp
0 SBB�PreProcðtÞ � S�Ref ðt � eÞdtffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiR Tp

0 SBB�PreProcðtÞj j2dt
� �

� R Tp
0 SRefðtÞj j2dt

� �r ð46:5Þ

In the formula, SBB�PreProc represents the accumulated baseband signal after
averaging processing; reference signal SRef represents the ideal base band local
receiver generated replica code signal; integration time Tp generally corresponds to
the master key period of the reference signal.

The correlation loss is a very important parameter associated with the navigation
performance. The correlation loss refers to the loss of useful signal power relative to
the total available power of the received signal in the correlation process.

PCCF dB½ � ¼ max over
all e

20 log10ð CCFðeÞj jÞð Þ ð46:6Þ

CLDistortion dB½ � ¼ PCCF
Ideal�input

dB½ � � PCCF
Real�input

dB½ � ð46:7Þ

There are two main reasons causing the correlation loss, one is multiplexing a
plurality of signal components on the same carrier frequency; two is the band
limited and distortion caused by channel.
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46.4 Correlation Peak Detection Tests

Based on satellite navigation signal quality monitoring equipment of the Beidou
ground operation control system, we carried out the correlation peak detection tests
of Beidou’s space navigation signals, the composition of the equipment as shown in
Fig. 46.8. The test received Space navigation signals broadcasted by Beidou navi-
gation satellite with the system master station 9 m turntable parabolic antenna, while
carried out comparative analysis of receiving signal detection results to a standard
signal provided by ground transportation control system simulation test system. RF
acquisition device can be simultaneously performed on two channels signal
acquisition, acquisition bandwidth of 50 MHz/s (I/Q channels). Signal processing
and analysis subsystem using high-performance workstations, and devices via
Ethernet DAQ devices, data storage playback device is connected, to achieve the
digital signal correlation processing and detection analysis of the correlation peak.

In January 18, 2011, we carried out the correlation peak detection test on space
navigation signals broadcasted by Beidou’s a satellite in orbit. Test of high gain
directional antenna using 9 m turntable parabolic antenna of Beidou system master
station, local standard signal generated by the Beidou navigation signal simulator.

In January 18th 19:22 to 19 days of 05:30 on I1 satellite correlation peak
continuous monitoring of 10 h, and every 10 min interval time data collection,
correlation peak analysis 60 data obtained in the detection curve, Fig. 46.8 shows
the B1 navigation signals single and continuous correlation peak detection curve.

According to D detection technique of correlation peak analysis results as shown
in Fig. 46.9, The left side of the figure for the detection results, right for satellite
tracking of carrier to noise ratio curve and Doppler curve. As can be seen from the
figure, the existence of a correlation peak asymmetry, and the main peak has
additional sub-peak phenomenon, more similar to the TMB model.

Unilateral slope correlation peak detection value as shown in Table 46.1, the
detection results show that the correlation peak to the left of the signal is better
smoothing to the right with a certain asymmetry, the correlation peak exists, the

Fig. 46.8 Block diagram of BeiDou signal quality monitoring equipment
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right slope is slightly larger than the left slope, is similar with the TMB model
(Fig. 46.10).

Polynomial fitting of the signal correlation peaks detection were analyzed using
linear. Figure 46.11 shows the results of the data analysis, the left is spaced points
early of the correlation fitting error value, the right is the late interval point fitting
error value. As can be seen from Fig. 46.11 The late correlation intervals slightly
larger than the earlier point fit error associated fitting error point, indicating that
changes in the late related point of large fluctuation, the waveform is not smooth.

Figure 46.12 shows the satellite signal power spectrum and the main, sidelobe
correlation peak detection results, it can be seen from the figure, the sidelobe power
may be the cause of the correlation peak distortion.

The three kinds of detection techniques are demonstrated on the B1 navigation
signal detection analysis results, B1 frequency navigation signal of the detected on-

Fig. 46.9 Single and continuous curve correlation peak detection on B1 signal

Table 46.1 Unilateral
correlation peak slope
detection results

Left Right

Mean square error of the slope 0.0263 0.0317

Fig. 46.10 D detection results on the correlation peak
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orbit satellite possible correlation peak distortion phenomenon in the test period. at
the same time, the signal power spectrum and sidelobe correlation peak detection
analysis also indicates that the navigation signal power spectrum may lead to
distortion of anomaly correlation peak, is more consistent with the 2OS model
TMB model correlation peaks form.

46.5 Conclusion

In the correlation peak detection tests, due to the use of the 9 m turntable parabolic
antenna receiving on-orbit satellite navigation signals, large diameter parabolic
antenna has a narrow beam, highly directional characteristics, and set up the
antenna height from the ground 14.7 m, to ensure that the signal is received and
acquisition and processing is not affected by the ground reflected wave and mul-
tipath signals and other external factors, improve the accuracy of the results of the
correlation peak detection and analysis.

Fig. 46.11 Polynomial fitting error on correlation peak. a Fitting early, b fitting late
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Chapter 47
Research on Time Synchronization
Method of Ground-Based Navigation
System

Xiye Guo, Yongbin Zhou and Jun Yang

Abstract In the complex environment, such as in mountainous area, under-ground,
urban, in-door situations, the satellite navigation signal will be kept out, which
makes the user’s receiver unable to receive enough navigation signal to position
itself. Ground-Based Navigation System can flexibly deploy ground-based navi-
gation based station according to different environment. It provides navigation
signal with high quality to meet the user’s needs, so it increases the coverage of the
navigation service. With the same principle as satellite navigation system, the user
uses the ground-based navigation stations as time and space base to determine its
position and time. Comparing with the satellite, the coordinate of ground-based
navigation station can be obtained with higher accuracy, which makes the inter-
station time synchronization become the very important factor to impact the pre-
cision of positioning. To achieve cost-effective and accurate inter-station time
synchronization, a time and frequency lock method based on two-way time transfer
is proposed in this paper, measurement error model is established, and the syn-
chronization flow is established under the typical ground-based navigation signal
framework, i.e. the ‘CDMA+TDMA’ framework. It not only realizes two-way time
difference measurement and navigation signal transmission in the same time, but
also tracks time-frequency change through time and frequency lock technology, as
a result, the effect of troposphere delay can be reduced and the accuracy of time
synchronization can be significantly improved. The simulation and experiment
results show that the time synchronization accuracy is better than 1 ns.

Keywords Ground-based navigation � Time synchronization � Two-way time
transfer
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47.1 Introduction

When applying satellite navigation and positioning system in some complex envi-
ronment, such as in mountainous areas, urban or indoor, the signal blocking problem
exists widely, especially in large cities. Urban canyons will result in decrease of
visible stars, making satellite navigation and positioning accuracy greatly reduced. In
this case, placing ground-based navigation stations in several known or measurable
points and transmitting ground-based navigation signals can enhance and improve
the integrity and accuracy of the system. Furthermore, even in the case of satellite
signal being fully occluded, ground-based navigation system can become an inde-
pendent “constellation”, and provide area positioning and navigation services with
high precision. Locata is a land-based area navigation and positioning system, which
is developed by an Australian GPS manufacturer [1]. It can not only provide service
in area in which GPS can’t work, but also enhance the GPS performance in some
environment with strong electromagnetic interference. Its precision can meet the
mine surveying, machine guidance/control and building monitoring. It is also nec-
essary for BeiDou to develop ground-based navigation system.

According to the principles of the ground-based navigation and positioning, the
accuracy of time synchronization between the base stations directly affects the
positioning and navigation performance. So the time synchronization technology is
the key technology of the ground-based navigation system. There are two types of
time synchronization technology: wired and wireless as the difference of the signal
transmission medium [2]. Wired method such as optical fiber communication is less
vulnerable to external impact, which makes it more precise and has better anti-
interference performance [3]. But its application is constrained by the topography
and so on. Comparing wired communication, wireless method is more suitable for
ground-based navigation and positioning which need to be flexible for expanding
its application. The satellite system can adjust the frequency of the atomic clock to
be synchronized with the system time after determining the clock offset, as the
atomic clock’ frequency is highly stable [4]. But it is unsuitable to use such an
expensive clock widely in a ground-based navigation system.

With the time synchronization technology named as TimeLoc, Locata’s receiver
can realize time synchronization through only a TCXO (Temperature Compensated
Crystal Oscillator). However, if troposphere effects cannot be ignored, Locata time
synchronization needs for high-precision model of troposphere [5], which would
increase the complexity. To overcome the effect of the troposphere, a time lock
method based on two-way time transfer is proposed in this paper.

47.2 Model of the Clock Offset Measurement

The station of the ground-based navigation system consists of receiving and trans-
mitting modules. They share a synthetical baseband signal processing unit. The
receiver module consists of ADC, down-conversion channel and receiving antenna.
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The transmitter one consists of DAC, up-conversion channel and transmitting
antenna. Time delay exists in the process of signal propagation. During a transmission
from A to B station, there are some kinds of delays as follows: circuit delay tA of
transmitting module in station A, propagation delay sAB in air and circuit delay rB of
receiving module in station B. During a transmission from B to A station, there are
some kinds of delays as follows: circuit delay tB of transmitting module in station B,
propagation delay sBA in air and circuit delay rA of receiving module in station A.

Then, we derive the model of the time propagation from A to B. As Fig. 47.1
shows, at t2, station B detects the signal transmitted by A which includes time
information. Correspondingly the time of A is t1 þ tA þ sAB þ rB. Due to the
existence of clock offset Dt between the two stations, we have

t1 þ tA þ sAB þ rB þ Dt ¼ t2 ð47:1Þ

So, clock offset is

Dt ¼ t2 � t1 � tA � sAB � rB ð47:2Þ

By eliminating the inter-station clock offset, several stations can generate navi-
gation signals simultaneously. However, because of the differences of transmitting
delay of these stations, it takes different time for signal to reach the user’s receiver even
when the propagation distances are the same, which can cause the user positioning
error. Therefore, time synchronization must be established under the same time point
at which signal is transmitted. There, define a new inter-station clock offset Dt0:

Dt0 ¼ tB � tA � Dt ð47:3Þ

Substituting (47.2) into (47.3), then

Dt0 ¼ t1 � t2 þ tB þ rBð Þ þ sAB ð47:4Þ
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Fig. 47.1 Time delay in inter-station signal propagation
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After being measured, Dt0 will be used as the offset quantity to correct time in B,
then the inter-station time synchronization is achieved. The synchronization accu-
racy depends on the measurement error of Dt0, which includes the error of receiver’s
tracking and measuring t1, the calibration error of the device-related delay tB þ rBð Þ,
and the error of the signal propagation time measurement in space, r sABð Þ. The
related troposphere error is included in r sABð Þ. It can be up to meter level in
absence of correction using precise troposphere model, which is much higher than
the tracking and measuring error and the calibration error of the device-related
delay, making it to be the main error source in inter-station time synchronization.
Although high precision tropospheric propagation model can be established
between satellite and ground station, the mapping model deviation could be large if
the elevation angle of the ground-based navigation station is small. To avoid the
accuracy degradation of the clock offset measurement, which is caused by the error
of troposphere propagation modeling, this paper proposes an inter-station clock
offset measurement method using two-way time transfer.

47.3 Time Synchronization Approach

47.3.1 Two-Way Half-Duplex Time Transfer Approach

Two-way time transfer is a high precision clock offset measurement method. Under
the assumption that spatial propagation delay is approximately equal in both direc-
tions, it can accurately determine the clock offset even if the quantity of the propa-
gation delay is unknown. The station’s location is fixed, so the two way propagation
delay has short-term stability. Therefore, duplex or half-duplex mode can meet the
high demand for precision measurements. To avoid the near-far effect, each station
will transmit the navigation signal in different time slots. When using half-duplex
mode, the navigation signals transmitted by stations can be used to time synchroni-
zation. Figure 47.2 shows the two-way time transfer process in half-duplex mode.

According to the time relations, Eq. (47.2) can be derived when A is transmitter
and B is receiver, further Eq. (47.3) can also be derived. In the contrast procession,
then

Dt ¼ t3 þ tB þ sBA þ rA � t4 ð47:5Þ

Substituting (47.5) into (47.3), then

�Dt0 ¼ t3 þ tA þ rAð Þ þ sBA � t4 ð47:6Þ

According to Eqs. (47.4) and (47.6), then

Dt0 ¼ t4 � t2 þ t1 � t3 þ tB þ rBð Þ � tA þ rAð Þ þ sAB � sBAð Þ
2

ð47:7Þ
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Because of the two-way propagation delay is equal in both direction, namely,
sAB ¼ sBA, so Eq. (47.7) changes to

Dt0 ¼ t4 � t2 þ t1 � t3 þ tB þ rBð Þ � tA þ rAð Þ
2

ð47:8Þ

The accuracy of Dt0 only relates to the tracking and measuring error of the time
marker signal t1 and t3, and to the calibration error device-related delay tA þ rAð Þ
and tB þ rBð Þ. Station equipment obeys homogeneous design pattern, so the dif-
ference between devices, the accuracy of clock offset measurement can be described
as follow:

r Dt0ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2r2tran þ 2r2chan

p
2

ð47:9Þ

In Eq. (47.9), rtran is the standard deviation of time marker signal tracking and
measuring process, and rchan is the standard deviation of device-related delay
calibration. When using the same signal system, because of the shorter distance, so
rchan \ rtran, and

r Dt0ð Þ \ rtran ð47:10Þ

rtran can be expressed as Eq. (47.10) when time calibration signal is pseudo-
random code:

rtran ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Bn

2C=N0
D 1þ 2

ð2� DÞTcoh � C=N0

� �s
ð47:11Þ

The Bn DLL is loop noise bandwidth, D is correlator spacing, Tcoh is coherent-
integration time, C=N0 is CNR, through simulation, we can get the relationship
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Fig. 47.2 Inter-station two-way time transfer process
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between PN measurement accuracy and the loop bandwidth in different CNR as
Fig. 47.3 shows (D ¼ 1, Tcoh ¼ 1 ms):

As shown in Fig. 47.3, when loop bandwidth is below 20 Hz and
C=N0 [ 50 dBHz, tracking accuracy is better than 1 ns. According to Eq. (47.10),
the accuracy is of time synchronization is better than that of navigation signal tracking.

47.3.2 Time Synchronization Process

The time synchronization process is the process in which the slave station syn-
chronizes itself to the primary station. It can be decomposed into time and fre-
quency locking and clock offset measurement. Specific procedures are as follows:
Step1 Slave station tracks and locks the time calibration signal from primary station;
Step2 After tracking is stable, slave station keeps its frequency equal with the

primary station;
Step3 Determining both pseudo-range between stations and device-related delay

in the two-way time transfer process;
Step4 Collecting measurement results of the primary station;
Step5 Calculating inter-station clock offset Dt0 according to Eq. (47.8), then, the

slave station adjusts its clock based on Dt0.

47.4 Wireless Time Synchronization Experiment

Minimum experiment system is constructed in Xi’an experimental field. This
system consists of two test stations simulating navigation station, one measurement
station simulating user. The station equipments include transceiver and wide-angle
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scanning antenna, making it able to transmit and receive navigation signal. All
station signals have the same frequency, but the PN code of each station is unique.
To reduce the near-far effect, TH (time hopping) is adopted, i.e., each station has the
different time slot. The navigation signal which is designed according to the above
“CDMA+TDMA” framework can be applied not only in user’s positioning and
timing, but also in the inter-station time synchronization.

As Fig. 47.4 shows, test station A and B are 150 m apart during the whole
experiment. The measurement station is covered by the signal of the two test
stations. At the beginning, test station B synchronizes itself to A during the time
synchronization process. Then, the clock offset between A and the test station, DtA,
offset between B and the test station, DtB, is measured sequentially. The difference
between the two offset quantities is exactly the clock offset between A and B. To
simulate the effect of troposphere changing, the position of B is changed during the
experiment. After more than 6 h of data collecting, the result shows that when the
CNR of the receiving IF signal is higher than 53 dBHz, the time synchronization
accuracy is better that 0.3 ns.

47.5 Conclusion

This paper studies the time synchronization method of ground-based navigation
system, establishes its clock offset measurement model, and analyses the factors
that affect the measurement accuracy. Above them, the troposphere delay is the
main factor. This paper also proposes a highly precise time synchronization method
based on Two-way Half-duplex Time Transfer Approach, develops a time syn-
chronization process, and makes a wireless synchronization experiment. The major
contributions to this research are as follows:

Test Station A
Test Station 

B (1)

Measurement 
Station

Test Station 
B (2)

Fig. 47.4 Schematic diagram of the time synchronization experiment scenario
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1. For the user receiver, the reflection of inter-station time being synchronized is
that the each station transmitting signal at the same time. According to this
feature, inter-station clock offset is redefined using the navigation signal
transmitting time;

2. According to the clock offset model, the clock offset measurement accuracy
depends on the tracking accuracy, self-calibration accuracy of time delay and the
error of troposphere delay correction;

3. Two-way Time Transfer Approach can eliminate the troposphere effect, making
the inter-station time synchronization being in the same accuracy level as the
receiver’s navigation signal tracking process. Analytical and experimental
results both show that the time synchronization accuracy is better than 1 ns.
Under high CNR condition, the accuracy can be better than 0.3 ns.
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Chapter 48
BDS/GPS Stochastic Model Refinement
and Assessment Using Satellite Elevation
Angle and SNR

Yan Li, Huang Dingfa, Li Meng and Zhu Dongwei

Abstract Satellite elevation angle and Signal-to-Noise Ratio (SNR) are usually
used as measurement quality indicators for global navigation satellite system
(GNSS) measurements. The relationship of quality indicators and accuracies of
measurements can be expressed as stochastic models. To model the relationship for
Beidou navigation satellite system (BDS) and global position system (GPS), five
basic stochastic models are presented from satellite elevation angle and SNR. Also,
coefficients of these models are refined. It’s found that SNR stochastic models with
same coefficients can’t treat all measurements from BDS and GPS. Moreover,
stochastic models with an additive constant could model the relationship better. The
performance of the five models are tested, independent and combined, in BDS/GPS
precise positioning. The results show that refined stochastic models could improve
the success rate of integer ambiguity single-epoch solution 8 % comparing to
empirical models. Models with an additive constant could improve the success rate
10 % comparing to models without additive constants. SNR model with an additive
constant performs better in performance for integer ambiguity resolution, especially
for low elevation satellite or combined system. Using stochastic models with an
additive constant, ratios of posteriori and prior variances are closer to 1 in precise
positioning. Therefore, for the used receivers, we suggest to choose refined sto-
chastic models with an additive constant, and give priority to SNR model. Here, a
refinement and assessment method is proposed to derive proper stochastic models
for GNSS data processing, taking into account the differences between navigation
satellite systems (e.g. BDS and GPS) and stochastic models.
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Keywords BDS � GPS � Satellite elevation angle � SNR � Stochastic model �
Integer ambiguity fixed � Precise relative positioning

48.1 Introduction

The stochastic model describes the statistics of GNSS observations, and it is the key
to obtain meaningful quality measures as well as improve parameter estimates (i.e.
integer ambiguity and position). Very often, satellite elevation angle and receiver’s
SNR values are regarded as quality indicators to construct stochastic models. Over
the past few years, many researchers have studied measurement weighting issues by
elevation and SNR. The relationship of satellite elevation, SNR and measurement
precision are modeled by a lot of functions, i.e., a sine function [3, 6, 23], an
exponential function [16, 25], SIGMA-ε model [5, 7, 14, 24], SIGMA-Δ model [2].
Except for SNR and satellite elevation angle, least-squares residuals as a more
realistic quality indicator are used to estimate stochastic models [9, 10, 15, 17].
However, only high-end software may have the option to use post-fitting residuals.
Most software packages still use stochastic models based on satellite elevation and
SNR. Hereby, we only discuss satellite elevation angle and SNR stochastic models
in this contribution.

Many researchers have emphasized the importance of stochastic models con-
ducted from satellite elevation angle and SNR. However, stochastic model is
dependent on s not only satellite elevation angle and SNR but also the instruments
and measurements [1, 21, 22]. For newly developed BDS/GPS receivers and their
measurements, the usually used stochastic models are just satellite elevation sto-
chastic models [4, 11–13, 18, 19]. Models are given as a matter of experience. For
some situations, these model can’t work properly.

To derive a proper stochastic model, a process of stochastic model refinement
and assessment is presented for two same receivers, two frequency bands and two
satellite systems (BDS and GPS). The relationship between accuracy, satellite
elevation angle and SNR are analyzed for BDS and GPS measurements respec-
tively. Five stochastic models are established to model the relationships. BDS and
GPS precise relative positioning as well as both system combined positioning are
carried out to evaluate the performance of different stochastic models. The effects of
different stochastic models on integer ambiguity fixed and positioning resolution are
analyzed and compared. The refinement and assessment results show that refined
stochastic models perform better in integer ambiguity resolution than empirical
models, refined models with an additive constant are fitter for the used receivers
than models without any additive constants, and SNR models could indicate more
realistic measurement quality compared with satellite elevation angle models in
BDS and GPS combined system.
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48.2 Stochastic Model Refinement Using Measured
BDS/GPS Data

48.2.1 Stochastic Models Based on Satellite Elevation
Angle and SNR

The usually used variances of measurements are approximated as a function of
satellite elevation angle and SNR. The elevation function may be an inverse of the
sine of the satellite elevation angle [23], an inverse of the square of the sine of the
satellite elevation angle [2, 3] or an exponential function [16, 25]. The SNR
function can be expressed as SIGMA-ε model [5, 7, 14], SIGMA-ε model with an
additive constant [24] and SIGMA-Δ model [2]. Five model functions usually used
are listed as the following

r2Li ¼ r20i= sin
2 E ð48:1Þ

r2Li ¼ a2i þ b2i = sin
2 E ð48:2Þ

rLi ¼ ji þ ki � exp �E=e0if g ð48:3Þ

r2Li ¼ Ci � 10�SNR
10 ð48:4Þ

r2Li ¼ Vi þ Ci � 10�SNR
10 ð48:5Þ

where r2L is the observation variance; L is the measurement; E is satellite elevation
angle; i indicates receiver/antenna and measurement type index; σ0, α, β, κ, λ, ε0,
V, C are model coefficients. Model (48.1), (48.2) and (48.3) are satellite elevation
angle stochastic models. Model (48.4) and (48.5) are SNR models. Model (48.1)
and (48.4) have no additive constants, but (48.2), (48.3) and (48.5) all contain an
additive constant.

48.2.2 Refining Stochastic Models Using Short Baseline Data

The above model coefficients are dependent on receiver/antenna and measurement
types, but empirical values are usually used in BDS/GPS positioning [4, 18]. To
come up with a realistic and adequate covariance matrix of BDS and GPS
observables, coefficients in BDS and GPS stochastic models will be experimentally
determined in case study of one type of receiver. In case study of ZHD V30
receiver, a baseline data set was collected on the roof of a building for a period of
24 h, with an elevation cut-off angle of 0°, four observation types (C1-C2-L1-L2),
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and a recording interval of 1 Hz. The baseline length was approximately 2 m. Short
baseline single-differenced (SD) residuals are usually applied to estimate of true
errors for each satellite [8, 20]. In precise relative positioning, variances of carrier-
phase measurements are mainly discussed. Assuming that the accuracies of
measurements are different for different types of satellites, variances of each type of
satellite measurements on are derived by law of error propagation. Due to three
different satellite orbits in BDS, i.e. geostationary earth orbit (GEO), geosynchro-
nous satellite orbit (IGSO) and medium earth orbit (MEO), GEO, IGSO and MEO
satellite measurement accuracies are treated respectively.

Figure 48.1 shows GEO, IGSO, MEO and GPS satellite elevation, SNR and
corresponding L1 and L2 accuracy (the positive square root of variance) series.
Here, accuracy is a statistical average value within 2° elevation angle range. From
Fig. 48.1, it is clearly evident that there are a significant difference in L1 and L2
SNR for BDS and GPS satellites. For BDS satellites, L1 SNR values are smaller
than that of L2, and L1 accuracy values are smaller than that of L2. However, for
GPS satellites, L1 SNR values are larger than that of L2, but L1 accuracy values are
smaller than that of L2. These show that SNR stochastic models with same

Fig. 48.1 The relationship between accuracies of L1 and L2, SNR and elevation angle for
different satellite types. a Accuracy, SNR and elevation angle for GEO. b Accuracy, SNR and
elevation angle for IGSO. c Accuracy, SNR and elevation angle for MEO. d Accuracy, SNR and
elevation angle for GPS
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coefficients can’t precisely model BDS and GPS measurement accuracies. For
GEO, IGSO and MEO satellites, there are not significant differences in the rela-
tionship between SNR and accuracy values. For all satellites, generally, the lower
the satellite elevation, the lower the accuracy of the measurements when satellite
elevation are greater than about 40°. Otherwise, accuracy values don’t have an
obvious change trend.

In order to further investigate the relationship between accuracy, satellite ele-
vation angle and SNR for GEO, IGSO, MEO and GPS satellites, the coefficients of
model (48.1), (48.2), (48.3), (48.4) and (48.5) mentioned in 2.1 are fitted and
compared. With 95 % confidence bounds, GEO, IGSO, MEO and GPS model
coefficients are fitted by least square (LS) method. GEO, IGSO and MEO belong to
BDS, BDS model are also estimated with all satellites. All fitting coefficients are
described in Table 48.1.

From Table 48.1, for model (48.1) fitting coefficients, we see that the coefficient
of L1 is less than that of L2 for all satellite. For model (48.4) fitting coefficients, the
coefficient of L1 is less than that of L2 for BDS, but this coefficient on L1 is greater
than that on L2 for GPS. For model (48.2), (48.3) and (48.5) with an additive
constant respectively, the coefficients are different, but their variety law have not
been found.

For all models fitting, the goodness-of-fit statistics is also examined. The degrees
of freedom adjusted R-square (DFARS) is generally the best indicator of fit qualities
when different numbers of coefficients exist in models. DFARS can take on any
value less than or equal to 1, with a value closer to 1 indicating a better fit. Negative
values can occur when the model contains terms that do not help to predict the
response. DFARS visual comparisons are shown in Fig. 48.2. From the Fig. 48.2,
we can see that model (48.2), (48.3) and (48.5) fitting are good for all satellites, and
the fit quality of L1 is better than that of L2 on the whole. Model (48.1) and (48.4)
fits on L2 have negative DFARS values. It is likely due to the receiver-antenna
pattern requiring an additional additive term in these models.

Figures 48.1, Table 48.1 and Fig. 48.2 give a detailed account of how to refine
BDS and GPS stochastic models: analyzing the relationship between accuracies of
L1 and L2, SNR and elevation angle for different satellite types, fitting stochastic
model coefficients and analyzing their fitting efficiency. Considering BDS satellite
type dependent observation accuracy, we know that the differences exist between
GEO, IGSO and MEO, but the general trend of GEO, IGSO and MEO accuracy,
elevation angle and SNR are similar. Then, GEO, IGSO and MEO will not be
discussed respectively in following sections. BDS and GPS stochastic models with
refined coefficients are used in precise positioning.

48 BDS/GPS Stochastic Model Refinement and Assessment … 541



T
ab

le
48

.1
R
efi
ne
d
st
oc
ha
st
ic

m
od

el
co
ef
fi
ci
en
ts

M
od
el

co
ef
fi
ci
en
ts

Sa
te
lli
te

m
ea
su
re
m
en
ts

B
D
S-
G
E
O

B
D
S-
IG

SO
B
D
S-
M
E
O

B
D
S

G
PS

L
1

L
2

L
1

L
2

L
1

L
2

L
1

L
2

L
1

L
2

(1
)

σ 0
0.
94

1.
14

0.
86

1.
07

0.
85

0.
89

0.
89

1.
01

0.
81

0.
89

(2
)

α
1.
09

1.
11

1.
49

2.
09

1.
58

2.
18

0.
95

2.
20

1.
79

2.
24

β
0.
77

1.
00

0.
74

0.
86

0.
80

0.
64

0.
98

0.
69

0.
67

0.
68

(3
)

κ
0.
90

1.
35

1.
58

1.
94

1.
56

1.
97

1.
65

2.
14

1.
86

2.
15

λ
3.
17

5.
25

5.
41

4.
78

5.
65

3.
55

14
.1
7

4.
20

5.
89

4.
31

ε 0
27
.6
1

17
.9
1

13
.1
8

19
.0
1

14
.9
2

18
.3
8

7.
83

15
.3
9

10
.6
5

14
.8
4

(4
)

C
e+
04

e+
05

e+
04

e+
05

e+
05

e+
05

e+
04

e+
05

e+
05

e+
03

(5
)

V
42
.7
2

61
.7
4

13
.5
5

18
.2
0

18
.3
8

17
.1
4

20
.5
3

26
.3
6

20
.3
2

49
.5
4

e−
02

e−
02

e−
01

e−
01

e−
02

e−
01

e−
01

e−
01

e−
01

e−
01

C
2.
06

8.
98

5.
61

1.
40

1.
56

2.
49

3.
99

1.
31

8.
93

1.
63

e+
04

e+
04

e+
04

e+
05

e+
05

e+
05

e+
04

e+
05

e+
04

e+
03

T
he

un
it
of

σ 0
,
α,

β,
κ
an
d
λ
is
m
m
,
th
e
un
it
of

ε 0
is
de
gr
ee
,
th
e
un
it
of

C
is
m
m

2
H
z,

an
d
th
e
un
it
of

V
is
m
m

2

542 Y. Li et al.



48.3 Stochastic Model Assessment in BDS/GPS Precise
Relative Positioning

48.3.1 BDS/GPS Precise Relative Positioning Stochastic
Models

In order to evaluate the performance of BDS and GPS refined stochastic models,
BDS/GPS precise relative positioning experiments are carried out. Three real data
sets observing by the same receivers are used in these experiments. The information
of test data is listed in Table 48.2.

In precise relative positioning, the commonly used double-differenced (DD)
functional model are used since it efficiently cancels many systematic errors
existing in the GNSS measurements. For short baselines (<3 km), atmospheric
delay can be treated as zero and L1 and L2 measurements treated separately.
However, as baseline length increases, the DD atmospheric delays increase, which

Table 48.2 Information of test data

Baseline Data Receiver type Sampling rate (s) Time (h) Number of satellites

2 m 2013–8–18 ZHD V30 10 2 13 BDS, 10 GPS

3 km 2013–8–19 ZHD V30 15 1 9 BDS, 7 GPS

7 km 2013–8–20 ZHD V30 15 3 11 BDS, 8 GPS

Fig. 48.2 Goodness of stochastic model coefficients fitting. a DFARS of L1 accuracy fitting.
b DFARS of L2 accuracy fitting
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are not small enough to be neglected. Then, the tropospheric delay is corrected by
Saastamoinen model, and LC (ionospheric delay corrected phase) measurement is
used to reduce the influence of ionosphere. The variance-covariance of LC mea-
surement is derived by the law of error propagation with L1 and L2 variances. To
construct DD stochastic model, the covariance matrix D of zero-differenced carrier
phase measurements are formed as

D ¼ diag r2/s1�L1 r2/s1�L2 . . . r2/sn�L1 r2/sn�L2

� � ð48:6Þ

where diag denotes a diagonal matrix, r2/s1�L1; r
2
/s1�L2; . . .;r

2
/sn�L2 are the tridi-

agonal elements. r/sn�L2 is the precision of L2 measurements of satellite “sn”.
These diagonal elements (variances) of the covariance matrix D describe their
statistical quality of measurements. It’s assumed that the covariance (off-diagonal
elements) describe the correlation between the measurements are zero in this paper.

The covariance matrix DD of single differenced (SD) carrier phase measurements
between two stations k1 and k2 can be formulated as DD ¼ Dk1 þ Dk2. Then, with
DD transformation matrix M, the covariance matrix DDr of double-differenced
(DD) measurements can be written as

DDr ¼ MDDM
T ð48:7Þ

where D and D∇ indicate SD and DD operator, respectively,

M ¼
�1 1 0 � � � 0
�1 0 1 � � � 0
..
. ..

. ..
. . .

.
0

�1 0 0 � � � 1

2
664

3
775
ðn�1Þ�n

.

For combined BDS and GPS, the covariance matrix can be expressed as

DDr ¼ DDrBD

DDrGPS

� �
ð48:8Þ

48.3.2 Effects of Stochastic Models on Integer Ambiguity
Resolution

Pseudo range and carrier phase measurements (C1-C2-L1-L2) are used to derive
float ambiguity solutions. The variances of pseudo range measurements are deter-
mined as 10,000 of carrier phase variances [22]. After that, integer ambiguities can
be estimated by the LAMBDA method, and the critical value for the statistic test is
empirically chosen as a tolerant value of 3.0 [4]. Except for refined stochastic
models, empirical model (48.1) and (48.2) with σ0 = 3 mm, α = 4 mm and
β = 3 mm are also used in the ambiguity test.
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Success rates of integer ambiguity single-epoch solutions (Fixed epoch/Total
epoch) with an elevation mask angle of 10° for BDS and GPS are listed in
Tables 48.3 and 48.4, reactively. From Table 48.3, it can be see that refined models
are better than empirical models, for example, refined model (48.2) has improved
success rate by 8 % compared with empirical model (48.2) for 3 km baseline.
Refined models with an additive constant are better than models without an additive
constant, for instance, refined model (48.2) and (48.3) improve success rate around
7–10 % compared with model (48.1), also the success rates of model (48.5) are
higher than that of (48.4) for 3 and 7 km baseline. In Table 48.4, refined models are
also better than empirical models. Refined models (48.2), (48.3) and (48.5) with an
additive constant have not improved success rate but they have a slight advantage
over the models (48.1) and (48.4) without an additive constant.

Table 48.5 shows the success rate of BD/GPS combined ambiguity single-epoch
solution. With cut-off angle of 10°, the success rate of combined system are clearly
lower than that of the separate system for 2 m and 3 km baselines. When the cut-off
angle is set to 15°, the success rate for 3 km baseline can be improved obviously,
particularly for the models dependent on satellite elevation angle. However, even if
cut-off elevation angle increases, success rates of combined system are still less than
one of both separate systems, which may be affected by satellite geometry or system
observation weight. Also it may be affected by the critical value for the statistic test
on ambiguity validation. A smaller critical value may be better for combined
system. Comparing all kinds of models, it could be drawn that refined models are
better than empirical models and refined models with an additive constant are better
than models without an additive constant, which is consistent with the conclusions
from ambiguity test of separate system. In addition, model (48.5) performs better in
performance for combined system integer ambiguity test, which can improve

Table 48.4 Success rate (%) of integer ambiguity single-epoch solution for GPS

Baseline Refined model Empirical
model

(1) (2) (3) (4) (5) (1) (2)

2 m 100 100 100 100 100 100 100

3 km 17.1 18.8 18.4 18.4 18.8 15.1 17.4

7 km 22.4 24.9 24.3 24.4 24.5 22.1 22.3

Table 48.3 Success rate (%) of integer ambiguity single-epoch solution for BDS

Baseline Refined model Empirical
model

(1) (2) (3) (4) (5) (1) (2)

2 m 100 100 100 100 100 100 100

3 km 70.2 78.1 77.6 74.0 75.1 68.7 69.9

7 km 68.1 77.2 78.2 71.7 75.7 67.8 72.9
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success rate by 13 %. With cut-off angle of 10°, the success rate of model (48.5) is
obviously higher than that of the other models. While the cut-off angle grows, the
superiority of model (48.5) is found to be not insignificant. These signs suggest that
model (48.5) can simulate the variance of a low satellite measurement with poor
quality better.

48.3.3 Effects of Stochastic Models on BDS/GPS Precise
Relative Positioning

With estimated DD integer ambiguity, BDS/GPS precise relative positioning results
are derived by using only carrier-phase measurements. Taking 3 km baseline as an
example, N, E, U components of baseline are estimated epoch-by-epoch, also Ratio
of posterior and prior variance factors are derived by

Ratio ¼ r_0

r0
¼ 1

r0
� vTD�1

Drv
f

ð48:9Þ

where r0 is the prior variance factor (1 as its given value while using these fitting
model parameters), r_0 is the posterior variance factor, v is the residuals, f is the
degree of freedom. In general, ratio is closer to 1 indicating less discrepancies
between the data and the stochastic model [20].

Ratio values from 3 km baseline epoch-by-epoch positioning results are shown
in Fig. 48.3. From Fig. 48.3, we see that while using different models ratio values
are significant different. For all data processing, Ratio values of model (48.1) are
most far from 1, and ratio values of model (48.4) are secondly. For BDS data
processing, Ratio values of model (48.5) are most close to 1. For GPS data pro-
cessing, Ratio values of model (48.3) are most close to 1. The results of (48.2),
(48.3) and (48.5) are close, especially for combined system. Ratio values from
combined system are lower than that from one system, but higher than that from the

Table 48.5 Success rate (%) of integer ambiguity single-epoch solution for BDS/GPS combined
system

Cut-off angle Baseline Refined model Empirical
model

(1) (2) (3) (4) (5) (1) (2)

10° 2 m 99.5 99.5 99.5 99.6 99.6 99.5 99.5

3 km 1.8 2.6 2.6 4.4 14.9 1.7 1.7

7 km 38.6 40.4 42.9 44.1 51.3 36.4 36.6

15° 2 m 100 100 100 100 100 100 100

3 km 29.8 30.3 31.6 31.2 33.8 28.8 29.8

7 km 38.6 40.4 42.9 44.1 51.3 36.4 36.7
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other system, which depends on numbers of satellites from different systems and
their data qualities.

48.4 Conclusions

In this paper, it is proved that GNSS stochastic model is dependent on receiver/
antenna, measurement types and satellite systems. Thereby we refine stochastic
models on used GNSS receivers and satellite systems with real data collected. The
process of refining stochastic model are following as: estimating the accuracies of
satellite measurements, analyzing the relationship between accuracies of L1 and L2,
SNR and elevation angle for different satellite types, fitting stochastic model
coefficients and analyzing their fitting efficiency to choose proper stochastic
models.

In order to assess the performance of the chosen stochastic models, BDS/GPS
only and combined ambiguity single-epoch resolution and precise relative

Fig. 48.3 Ratio of posterior and prior variance from BDS/GPS only and combined epoch-by-
epoch positioning. a Ratio of posterior and prior variance from BDS epoch-by-ecoch positioning.
b Ratio of posterior and prior variance from GPS epoch-by-ecoch positioning. c Ratio of posterior
and prior variance from BDS/GPS epoch-by-ecoch positioning
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positioning are carried out using different real data sets observing by the same
receivers. Based on the test results, we find that refined stochastic models can
perform better in integer ambiguity resolution compared with empirical models, and
refined models with an additive constant are better, which has less discrepancies
with the measurements.
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Chapter 49
A GLONASS Navigation Data Verification
Algorithm Under High Bit-error Rates

Jian Hu, Aishui Rao, Long Zhang and Yimei Sun

Abstract This paper analyzes some GLONASS abnormal data of receiver software
processing, and locates the source of the problem in navigation data handling error
under high bit-error rates. Through the derivation of the Hamming check method,
limitations of the method and mistakes in the interface document were pointed out.
This paper proposes a navigation data verification algorithm under high bit-error
rates.

Keywords GLONASS � High bit-error rate � Navigation data � Verification
algorithm

49.1 Introduction

Navigation data transmitted by the satellites is purposed to provide users with
parameters described satellite running state including the system time, ephemeris,
almanac, etc. Obtaining the correct navigation data is the precondition of computing
receiver’s position, velocity and clock-off [1].

This paper analyzes some GLONASS abnormal data of receiver software pro-
cessing, and locates the source of the problem in navigation data handling error
under high bit-error rates. Through the derivation of the Hamming check method,
limitations of the method and mistakes in the interface document were pointed out.
This paper proposes a navigation data verification algorithm under high bit-error
rates.
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49.2 Analysis of Abnormal Data Processing of a Receiver

At a moment the receiver position result computed with GLONASS satellites data
became error and returned to correct after some time. Through analyzing the data
it’s found that the X-axis position ephemeris parameters of the No. 12 GLONASS
satellite are abnormal, such as shown in Table 49.1. Therefore the abnormal
parameters caused satellite positioning error in integral calculation. Then the
receiver pseudo range positioning equation solver failed.

Each GLONASS navigation data string includes 85 data bits where X-axis
position parameters are given in the 9–35th bits of 1st String. Through the obser-
vation of navigation data’s source code, it’s found that the navigation data read by
receiver software had high bit-error rates which often lead to verification failed at
the time. Some navigation data which passed verification are not correct, such as
shown in Table 49.2. These undetected wrong navigation data caused the problem.

49.3 Encoding and Verification of GLONASS Navigation
Data

GLONASS navigation data encoded and verified using a (85, 77) extend Hamming
code. The 77 most significant bits are data chips ðb85 � � � b9Þ, and 8 least significant
bits are check bits ðb8 � � � b1Þ.

The formulas for encoding are as follows [2]:

b1 ¼
X

i

bi

" #

mod2

i ¼ 9; 10; 12; 13; 15; 17; 19; 20; 22; 24; 26; 28; 30; 32; 34; 35; 37; 39; 41; 43;

45; 47; 49; 51; 53; 55; 57; 59; 61; 63; 65; 66; 68; 70; 72; 74; 76; 78; 80; 82; 84

Table 49.1 Abnormal satellite’s ephemeris parameters (x-axis)

Parameter’s name Abnormal value Normal value

X (m) 13847071.777343750 10263071.777343750

X 0 (m/s) 2711.2836837875166 2711.2836837875166

X 00 (m/s2) 1.86264514924e-006 1.86264514924e-006

Table 49.2 1st string of abnormal satellite’s navigation data

Position of string (bit) Abnormal value (Hex MSB) Normal value (Hex MSB)

1–32 0x40b89329 0xb0b89329

33–64 0xab616b15 0xab616b15

65–85 0x00010a32 0x00010a32
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b2 ¼
X

j

bj

" #

mod2

j ¼ 9; 11; 12; 14; 15; 18; 19; 21; 22; 25; 26; 29; 30; 33; 34; 36; 37; 40; 41; 44;
45; 48; 49; 52; 53; 56; 57; 60; 61; 64; 65; 67; 68; 71; 72; 75; 76; 79; 80; 83; 84

b3 ¼
X

k

bk

" #

mod2

k ¼ 10� 12; 16�19; 23�26; 31�34; 38�41;

46�49; 54�57; 62�65; 69�72; 77�80; 85

b4 ¼
X

q

bq

" #

mod2

q ¼ 13�19; 27�34; 42�49; 58�65; 73�80

b5 ¼
X

m

bm

" #

mod2

m ¼ 20�34; 50�65; 81�85

b6 ¼
X65

n¼35

bn

" #

mod2

b7 ¼
X85

p¼66

bp

" #

mod2

b8 ¼
X85

n¼9

bn

" #

mod2

�
X7

m¼1

bm

" #

mod2

The navigation data could be verified according to the algorithm provided by the
GLONASS ICD (Interface Control Document). The algorithm describes the
checksum (C1,…,C7 and CΣ) generation formulas and verification rules. The ori-
ginal text of verification rules is as follows:

(A) A string is considered correct if all checksums (C1,…,C7, and CΣ) are equal to
zero, or if only one of the checksums (C1,…,C7) is equal to zero but CΣ = 1;

(B) If two or more of the checksums (C1,…,C7) are equal to 1 and CΣ = 1, then
character bicor is corrected to the opposite character in the following bit
position:
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icor ¼ C7C6C5C4C3C2C1þ 8� K, provided that icor � 85, where
C7C6C5C4C3C2C1 is binary number generated from the checksums (C1,…,C7)
where all binary numbers are written by LSB to the right;

K is ordinal number of most significant checksum not equal to zero;
If a formula for icor gives iKOP [ 85 then it indicates that there is odd number

of multiple errors. In this case data are not corrected but erased;
(C) If at least one of the checksums (C1,…,C7) is equal to 1 and CΣ = 0, or if all

checksums (C1,…,C7) are equal to zero but CΣ = 1, then it indicates that there are
multiple errors and data are to be erased.

49.4 The Limitations of the Original Verification Algorithm

49.4.1 The Verification Principle of Hamming Code

Hamming Code was proposed by Richard Hamming in 1950, which is a kind of
linear block codes.

A code has k data bits and r check bits. Not only data bits but also check bits
could be wrong because of channel noise. Therefore the states that one bit was
wrong could be (k + r) kinds. There are all (k + r + 1) kinds considering the state
that no error occurred. The code is called Hamming code if there is a linear
relationship between the r check bits and (k + r + 1) kinds of states [3]. The
relationship meets the following formula:

2r � k þ r þ 1

From the foregoing, the 7 check bits ðb7 � � � b1Þ could correct one bit error for
120 ð27 � 1� 7Þ data bits [4]. To detect two or more bits error the bit b8ð Þ which
could parity check all bits is increased.

Due to the design of even check (modulo 2), the navigation data which has 4 or
more even bits error could not be detected. Such as shown in Table 49.2, the 29–
32th bits changed to 0100 (0x4) from 1011 (0xb). The navigation data which has 4
bits error also passed the verification algorithm.

49.4.2 Errors of the GLONASS ICD

It is a remarkable fact that the verification rule in the GLONASS ICD is incorrect.
The second criterion of rule A is used for the condition that data bits are correct

but check bits are incorrect. The original description of rule A which allows the
wrong navigation data to pass verification is confused with rule B.
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The correct description of rule A should be:
If all the checksum (C1,…,C7 and C works) is equal to 0, or a checksum (C1,…,

C7) equal to 1 and C = 1 works, it is assumed that the string right.

49.5 The Improved Navigation Data Verification Algorithm

49.5.1 Requirements

Because of the particularity design, the processing of the GLONASS navigation
data take two risks under high bit-error rates, such as follow:

(A) The risk of leak detection as is mentioned above. The navigation data which
has 4 or more even bits error could not be detected.

(B) The risk of abnormal framing. Each frame of GLONASS navigation data is
composed of 15 strings which don’t have flag for frame identification just as
IODE and IODC in GPS navigation data [5]. Under high bit-error rates, there
are a lot of strings missed or failed in verification. Therefore two frames may
be combined into one error frame, just as shown in Fig. 49.1

To prevent error data from navigation data processing, the improved algorithm
should identify the two kinds of states above as much as possible.

In addition, the improved algorithm should retain valid data as far as possible.
The ephemeris and almanac should be processed separately. Not because of one
string missed or failed in verification the other valid data is put away.

49.5.2 The Flow Chart of Algorithm

The main body of the improved navigation data verification algorithm is as shown
in Fig. 49.2.

Every received string of GLONASS navigation data must pass verification by
the fixed rule A.
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Fig. 49.1 String framing error of GLONASS navigation data
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If it is failed in verification the algorithm returns.
Otherwise there are two branches according to the string number resolved:

(A) If the string number is 1–4, the string is ephemeris data of the GLONASS
satellite. Just call the ephemeris processing algorithm.

(B) If the string number is 5–15, the string is almanac data of the whole satellite
system. Just call the almanac processing algorithm.

The ephemeris processing algorithm is as shown in Fig. 49.3.
For the input string:

(A) If the string number is 1, all data in ephemeris buffers should be erased. And
then the 1st string is stored in buffers. The algorithm returns.

(B) If the string number is 2–3, the string should be stored in buffers. The algo-
rithm returns.

(C) If the string number is 4, see if the 1–4 strings are all gathered. If yes, the
ephemeris should be calculated. For the positioning parameters which vary
slowly such as Tb, position and velocity:

(1) These parameters are the same with the last result but different from
parameters in the positioning system. The parameters in the positioning
system should be updated. The algorithm returns.

(2) Otherwise these parameters are saved. The algorithm returns.

(D) If the string number is other number, the algorithm returns.

The almanac processing algorithm is as shown in Fig. 49.4. It is a remarkable
fact that the 14–15 strings of the fifth frame are special.
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Fig. 49.2 Flow chart:
improved verification
algorithm body

558 J. Hu et al.



For the input string:

(A) If the string number is 5, the almanac data should be calculated. For the
almanac parameters calculated:

(1) These parameters are the same with the last result but different from
parameters in the positioning system. The parameters in the positioning
system should be updated. The algorithm returns.

(2) Otherwise these parameters are saved. The algorithm returns.

(B) If the string number is 6, 8, 10, 12 or 14, all data in almanac buffers should be
erased. And then the string is stored in buffers. The algorithm returns.

(C) If the string number is 7, 9, 11, 13, see if the string number in almanac buffers
is equal to current string number minus one. If yes, the almanac should be
calculated. For the parameters calculated:

(1) These parameters are the same with the last result but different from
parameters in the positioning system. The parameters in the positioning
system should be updated. The algorithm returns.

(2) Otherwise these parameters are saved. The algorithm returns.
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Fig. 49.3 Flow chart: processing ephemeris
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(D) If the string number is 15, see if the P3 parameter of the satellite’s ephemeris is
equal to zero. If yes, the almanac should be calculated. For the parameters
calculated:

(1) These parameters are the same with the last result but different from
parameters in the positioning system. The parameters in the positioning
system should be updated. The algorithm returns.

(2) Otherwise these parameters are saved. The algorithm returns.

49.5.3 Performance Analysis of the Improved Algorithm

Ephemeris in GLONASS navigation data is sent every 30 s. The update cycle of the
main ephemeris parameters is above 15 min. Almanac in GLONASS navigation
data is sent every 2.5 min each satellite. The more satellites received, the more
almanac data is sent. The update cycle of the main almanac parameters is above
1 day.
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The improved algorithm pays attention to the difference of the positioning
parameters which vary slowly. It reduces the probability of leak detection and
abnormal framing by increasing the time delay of first processing.

If there is not any bit-error, the time delay of processing ephemeris is 30 s and
the time delay of processing almanac is 2.5 min. Under high bit-error rates, the leak
detection would occur only when two same bit-errors occurred in two successive
strings. The abnormal framing would occur only when two same abnormal framing
occurred in two successive frames.

On the abnormal data recalculation using the improved algorithm, abnormal
navigation message has not introduced the positioning computing systems, software
localization of normal.

When the abnormal data is calculated using the improved algorithm, the
abnormal navigation data is detected and the result of positioning is normal.

49.6 Conclusion

Because of the particularity of GLONASS navigation data, the leak detection and
abnormal framing would occur easily under high bit-error rates. This paper pro-
poses an algorithm which reduces the probability of leak detection and abnormal
framing by increasing the time delay of first processing. The algorithm can solved
the problem of GLONASS navigation data verification under high bit-error rates.
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Chapter 50
The Design and Implementation
of an Acquisition Scheme for Weak GNSS
Signal

Linfeng Zhang, Hairong Guo, Chong Zheng and Haibo He

Abstract In order to improve the adaptability of GNSS receivers in weak signal
circumstances, this paper designed an acquisition scheme, which could be applied
to all GNSS signals, and implemented it on the FPGA platform. Code-phases and
carrier frequencies were searched partial-parallel in the scheme, and the searching
origin could be configured flexibly. In the phase of pre-detection integration, the
signal-noise ratio of detection was enhanced by extending the non-coherent inte-
gration time. Since the autocorrelation function of pseudo-code would distort due to
the code Doppler while the integration time was extended, two compensation
methods were adopted during the procedures of down-sampling and non-coherent
integration, respectively. In the phase of detection, a two-stage detector with
immediate-rejection was employed, in which a modified location constraint scheme
was proposed to suit the lengthened integration time. After an analysis of the
detection performance of the acquisition scheme, its implementation principles on
FPGA were introduced. In the last part, a hardware test platform was built based on
a signal simulator and the acquisition sensitivity of the scheme was tested. The test
result showed that the acquisition sensitivity was about −145 dBm when the
detection probability was not less than 90 % and the false-alarm probability was not
more than 1e-6.

Keywords GNSS � Weak signal � Acquisition � FPGA

50.1 Introduction

In some rough environment, such as indoor, forest and high space orbit, the GNSS
signals are attenuated significantly by obstacles or ultra-long-distance transmission,
and conventional GNSS receivers are unable to capture the weak signals.
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To improve the adaptability of GNSS receivers in weak signal circumstances, the
weak signal acquisition techniques have been proposed and become a research
hotspot in recent years.

There are two main technologies to improve the acquisition sensitivity [1], the
first one is to extend the pre-detection integration time (PIT) and the second one is
employing a multiple dwell time detector, both of which are affected by the code
Doppler. For the former, the code Doppler results in distortion of code auto-cor-
relation function, which reduces acquisition sensitivity and availability [2]. For the
latter, the code Doppler causes the drift of code auto-correlation peak and degrades
the detection probability. To solve these problems, the code Doppler need to be
compensated. The methods of extending the PIT include extending the coherent
integration (CI) time and increasing the number of non-coherent accumulation
(NCA). The former is the most effective way, but limited by the width of secondary
code chip and navigation data. The CI time should be selected carefully to allow the
acquisition program applies to all existing GNSS signals.

This paper analyzed the above issues and designed a weak signal acquisition
scheme which can be applied to all existing GNSS signals. The program fixed the
CI time at 1 ms and advanced the signal to noise ratio (SNR) by increasing the
number of NCA. The code Doppler was compensated at the stages of pre-detection
integration and detection. The remainder of this paper describes the design principle
of the proposed program, analyzes its detection performance, introduces its
implementation on the FPGA platform and gives the test results on a hardware test
platform.

50.2 Program Design

The design of an acquisition program includes three aspects: the search strategy, the
pre-detection integration program and the detection method. The following of this
chapter describes these three parts of the proposed program.

50.2.1 The Search Strategy

Figure 50.1 shows four typical searching strategies of acquisition program [3].
Strategy 1 is the basic serial search strategy and searches only one cell every time;
Strategy 2 uses DFT or FFT algorithm and searches all carrier frequency cells at a
time; Strategy 3 takes advantage of the character of Fourier transform, which means
the circular correlation in time domain is equivalent to the conjugate multiplication
in frequency domain, to search the all code phase cells parallelly; Strategy 4
combines the methods of strategy 2 and 3, and searches the code phases and carrier
frequencies partial-parallelly [4]. This paper chooses strategy 4 at last because of
two main reasons. The first one is that the shape of parallel search area of Strategy 4
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is the closest to the shape of two-dimensional correlation function, which is helpful
to find the maximum value of correlation function. The second reason is that
strategy 4 can get the maximum search efficiency when the priori information is
available. The parallel search area of the proposed program includes 1023 code
phases and eight carrier frequencies.

50.2.2 The PIT Program

The pre-detection integration program is consist of CI and NCA. The CI time is
limited by the width of secondary code chip and navigation data. Table 50.1 lists
the features of pseudo-code and navigation data of all GNSS public signals [5]. As
can be seen from the table, a total of nine signals’ secondary code chip width is
1 ms [5]. Therefore, in order to make the acquisition program apply to all GNSS
signals, this paper fixes the CI time at 1 ms, and extends the integration time by
increasing the number of NCA.

To compensate the code Doppler at the stage of integration, this paper uses the
method proposed in literature [2]: the code Doppler corresponding to the central
carrier frequency among the parallel searched carrier frequencies is compensated at
the phase of resampling, and the code Doppler corresponding to other frequencies
on the both sides are compensated by shift NCA.

50.2.3 The Detection Method

Another way to improve acquisition sensitivity is employing multi-stages detector.
Commonly used multi-stages detector includes immediate-rejection detector, N
select M detector and Tong search detector [1]. The first one has variable dwell time
on every search cell and is most intolerable for false alarms, the signal is determined
not exist as long as detection is not passed at any stage. The dwell time of N select
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Fig. 50.1 Four typical
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M detector is fixed to N. It is determined that the signal does not exist when less
than M detections pass in all N detections. The dwell time of Tong search detector
is also variable. The counter of Tong search detector increases when detection
passes and decreases when does not pass. When the counter value is less than
certain threshold, signal is determined to be not present, while above another certain
threshold, signal is determined to exist. Among the above detectors, an immediate-
rejection detector with two stages, which reaches well compromise between
improving the capture rate and eliminating false alarm, is employed at last and its
probabilities of detection and false alarm is calculated as follows:

PD ¼ Pd;1Pd;2

PFA ¼ Pfa;1Pfa;2

(
ð50:1Þ

where Pd;1, Pd;2, Pfa;1 and Pfa;2 are detection probability and false alarm probability
of the first and the second stage of detection, respectively.

When a multi-stages detector with a long PIT is employed, the location of
correlation peak shifts because of the code Doppler, which may reduce the detection
probability in the traditional location constraint scheme [6]. To solve this problem,
this paper proposes an improved scheme: according to the location of the corre-
lation peak whose amplitude exceeds the detection threshold in the first stage of

Table 50.1 Code and navigation data features of civil GNSS signals

System Civilian
signal

Primary code
length

Sec’y code width
(ms)

Navigation data
width

GPS L1 C/A 1 ms – 20 ms

L1C-I 10 ms – 10 ms

L1C-Q 10 ms 10 –

L2 CM 20 ms – 20 ms

L2 CL 1.5 s – –

L5-I 1 ms 1 10 ms

L5-Q 1 ms 1 –

Galileo E1-B 4 ms – 4 ms

E1-C 4 ms 4 –

E5a-I 1 ms 1 20 ms

E5a-Q 1 ms 1 –

E5b-I 1 ms 1 4 ms

E5b-Q 1 ms 1 –

GLONASS L1 OF 1 ms – 10 ms

L2 OF 1 ms – 10 ms

BDS B1-I 1 ms 1 2 ms(GEO)
20 ms(NGEO)B2-I 1 ms 1

B3-I 1 ms 1
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detection, the location of the correlation peak in the second stage of detection can
be predicted, we take the prediction error into account the tolerance range. The final
location constraint scheme can be described as: only the amplitudes of the first and
the second correlation peak both exceed the detection threshold, and the distance
between them in the two-dimensional search grids is not more than one cell, the
signal is determined present.

50.3 Performance Analysis

The carrier to noise ratio (CNR) of IF signal into the acquisition module is

PD ¼ Pd;1Pd;2

PFA ¼ Pfa;1Pfa;2

(
ð50:2Þ

where PR is the signal power arrived at antenna, GAnt is the antenna gain, kT0 is the
noise power spectral density, LRF is CNR loss from the RF front-end. The SNR
before CI is SNRIF ¼ C= N0BIFð Þ where BIF is the IF signal bandwidth. Ideally, the
SNR gain of CI is Gcoh ¼ 10 log BIFTcohð Þ, where Tcoh is CI time. After considering
the processing loss, SNR of CI result is

qc0 ¼ SNRIF þ Gcoh � LBB ð50:3Þ

where LBB is SNR loss in the stage of baseband signal processing, and is mainly
from estimation error of code phase and carrier frequency.

After NCA, the SNR is

qnc ¼ qc0 þ 10 lg Nncð Þ � Lsq ð50:4Þ

where Nnc is the number of NCA, Lsq is the square loss of SNR and its formulas
is [7]

Lsq ¼ 10 lg 4=p� 1½ � þ qc0 � 20 lg e�
qc0
4 1þ qc0

2

� �
I0

qc0
4

� �
þ qc0

2
I1

qc0
4

� �h i
� 1

� �

ð50:5Þ

where I0 :ð Þ and I1 :ð Þ are the first kind of the zero-order and the first-order modified
Bessel function.

The detection probability of single detection is [8]

Pd;1 Vtð Þ ¼
Zþ1

Vt

1� Pfa vð Þ� �H�1
fA vð Þdv ð50:6Þ
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where Vt is the detection threshold, H is the number of cells in a parallel search,
Pfa :ð Þ is the false alarm probability in every search cell when signal is absent and its
calculation is shown in Eq. (50.7), fA :ð Þ is the probability density function when
signal is present and the calculation is shown in Eq. (50.8).

Pfa ¼ exp �Vt=2ð Þ ð50:7Þ

fA vð Þ ¼ 1
2
exp � vþ qnc

2

� �
I0

ffiffiffiffiffiffiffiffiffi
qncv

p� � ð50:8Þ

The false alarm probability of single detection is

Pfa;1 ¼ 1� 1� Pfa
� �H ð50:9Þ

Assuming that the first and the second detection use the same amplitude
threshold, the final detection probability and false alarm probability of the proposed
acquisition program are

PD ¼ Pd;1 � Pd;2 ¼ P2
d;1 ð50:10Þ

PFA ¼ Pfa;1 � Pfa;2 ¼ P2
fa;1 � K=Hð Þ ð50:11Þ

where K is the number of cells contained by the tolerance range.
According to the required acquisition sensitivity, detection probability, false

alarm probability and other known quantities, a viable PIT scheme can launched by
the inverse process of the above. Take GPS L2P as example, when PD ¼ 90%,
PFA ¼ 10�6, PR ¼ �145 dBm, K ¼ 9, H ¼ 8184, GAnt ¼ 0 dBic, LRF ¼ 1:2 dB,
LBB ¼ 1:4 dB and N0 ¼ �174 dBm/Hz, some available PIT schemes are listed in
Table 50.2. From the table we can see that, the number of NCA should not be less
than 1057 when the CI time is fixed at 1 ms.

50.4 Hardware Implementation

This paper implements the acquisition program proposed above based on the Stratix
II EP2S90 FPGA development board. Figure 50.2 shows the modules and inter-
faces of the FPGA project. As can be seen from the figure, the project has two ADC

Table 50.2 Six PIT schemes
with sensitivity of −145 dBm Tcoh

(ms)

Nnc Tcoh
(ms)

Nnc Tcoh
(ms)

Nnc

1 1057 4 77 20 6

2 278 10 16 40 3
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inputs for GPS L1 and L2 IF signal respectively, acquisition module is responsible
for acquisition of L1 C/A and L2P signal, PLL module supplies work clock to other
modules, communication module communicates with the host computer, L1 and L2
tracking channels are responsible for tracking the L1 C/A code and L2P signals.

The specific implementation of acquisition module in Fig. 50.2 is shown in
Fig. 50.3, from which we can see that the IF signal goes through direct digital
converter (DDC) and down-sampler, and then is stored in SAT_RAM. The code
Doppler is compensated at the phase of down-sampling for the first time. The local
code samples is generated by local code generator and stored in PRN_RAM. The
pre-detection integrator completes 1 ms CI and 1057 times NCA, and the code
Doppler is compensated at the phase of NCA for the second time. The integration
results are sent to the two-stage immediate-rejection detector, which outputs the
final acquisition result.
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L2 Tracking 
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Fig. 50.2 The block program of FPGA project
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50.5 Performance Test

In order to test the acquisition performance of proposed program, we build a
hardware test platform based on GNSS signal source. Figures 50.4 and 50.5 show
the schematic and physical map of the test platform, respectively. As can be seen
from the figures, GPS L1 and L2 signals pass through the RF module and LNA and
input to the receiver. The receiver is consist of two boards, one is Stratix II EP2S90
FPGA development board and the other is TMS320C6713 DSP development
board, both of which communicate via EMIFA bus. The DSP sends commands to
FPGA and receives process results reported by FPGA. The PC monitors the entire
testing process and analyzes the test results. During every test procedure, the

GNSS Simulator L1/L2 LNA
L1/L2 RF 
Front End

DSP Development 
Board

FPGA Development 
Board

Monitoring PC

Receiver

Fig. 50.4 The block program of the test platform

Fig. 50.5 The physical map of the test platform
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receiver processes L1 C/A signal at first, after obtaining time information from L1
C/A signal, the L2P signal whose power is much more lower than L1 C/A signal is
captured. The capture result is used to enable the track loop. By comparing the code
phases and carrier frequencies between L1 C/A and L2P track loops at the moment
of opening L2p track loop, the validity of acquisition result is determined.

The performance test is divided into two steps. The first step is to test the
effectiveness of the code Doppler compensation, the second step is to test detection
performance.

Figure 50.6 shows the integration results without and with compensation of the
code Doppler when the signal power is −130 dBm, respectively. As can be seen
from the figure, the correlation peak width is broadened to 3.5 code chips when the
code Doppler is not compensated, meanwhile the peak amplitude is attenuated
either. After the compensation, the correlation peak width remains two chips ideally
and the amplitude was significantly higher than that before compensation.
Figure 50.7 demonstrates the integration results without and with compensation of
the code Doppler when the signal power is −145 dBm, respectively. From the
figure we can see that, the correlation peak is absent when the code Doppler is not
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compensated, while after compensation, the correlation peak still obvious. The
results above indicate that the compensation of the code Doppler is efficient for
weak signal.

Figure 50.8 shows the detection performance of different signal power and
different location constraint schemes employed in the two-stage immediate-rejec-
tion detector. The false alarm probability is set to 1e-6. As can be seen from the
Fig. 50.8, there are four location constraint schemes tested in all and K represents
the number of search cells included by the tolerable range of constraint scheme.
K = 1 corresponds to the traditional location constraint scheme, K = 3, doppler and
K = 3, phase correspond to the constraint scheme which contains three cells in the
domain of carrier Doppler and code phase respectively, K = 9 corresponds to the
constraint scheme proposed in this paper. The test repeats 100 times in each signal
power and each location constraint scheme. According to the test results in
Fig. 50.8, the location constraint scheme proposed in this paper has the best
detection performance, the other three schemes suffer missing detect in different
degrees. If the requirements of detection and false alarm probability are PFA � 10�6

and PD � 90%, respectively, the acquisition sensitivity of the proposed program
reaches −145 dBm, which is in accordance with the theoretical analysis in Chap 3.

50.6 Conclusion

This paper presents a weak signal acquisition program which can be applied to all
GNSS signal. In the program, the carrier frequencies and code phases are searched
partial-parallel, amplitude threshold and location constraint are both employed in
the two-stage immediate-rejection detector, the code Doppler is compensated at
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the phases of down-sampling and non-coherent accumulation. The test results
indicate that the proposed program compensates the code Doppler efficiently and
the acquisition sensitivity reaches −145 dBm.
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Chapter 51
Adaptive Notch Filter Design Based
on Krylov Subspace

Zhaoliang Duan, Guangwei Fan and Yi Luo

Abstract Time-domain adaptive filtering as a narrow-band interference suppres-
sion technique has great potential and broad prospects in navigation receiver anti-
interference applications. In this paper, an adaptive notch filter design method based
on Krylov subspace is put forward which achieves adaptive narrow-band inter-
ference suppression and optimal output SNR for navigation receivers. The method
solves the issue of large computation amount in traditional Wiener filtering algo-
rithm due to matrix inversion. Simulation results show that the algorithm has a
simple structure and lower computation than that of the optimal filter. Thus, it is a
practical algorithm for narrow-band interference suppression.

Keywords Interference suppression � Adaptive filtering � Krylov subspace �
Multistage wiener filtering

51.1 Introduction

Direct spread-spectrum signal system is adopted in Beidou Navigation System,
which has favorable spread-spectrum gain in the signal receiving and processing
course, but is susceptible to various interferences due to limited satellite transmit-
ting power, high link loss and low power of received signal. In addition, consid-
ering the more and more complicated electromagnetic environment and the
increasingly serious narrow-band anti-interference issue that BD navigation
receivers have to confront, the interference against BD navigation receivers,
whether in military field or civil field, is the major factor causing BD navigation
receivers’ failure to accurately position; therefore, it is requisite to investigate
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narrow-band anti-interference technology, eliminate the effect of narrow-band
interferences and improve the service quality and precision of Beidou navigation
and positioning [1, 2].

The major interference that the spread-spectrum signal of BD navigation receiver
has to deal with is narrow-band interference. At present, popular narrow-band anti-
interference techniques include time-domain adaptive filtering technique [3–6] and
transform-domain filtering technique [7–9]. The transform-domain filtering tech-
nique is not favorable to the miniaturization in receiver due to large computation
amount and high resource requirement. The time-domain adaptive filtering tech-
nique appears preferable application prospects in navigation receiver because of
small computation amount. Certain general criteria are required in the filter design
of time-domain adaptive filtering technique. Popular time-domain narrow-band
anti-interference filters include optimal Wiener filter, MMSE filter and least-squares
filter. To achieve narrow-band interference suppression, time domain filter is
implemented by establishing tapped-delay linear prediction filter based on the data
collected in the past. In the research of narrow-band anti-interference techniques for
Beidou navigation receiver, whatever an algorithm will be used, the guideline that
should be taken is to suppress interference signals as many as possible when the
negative effect to the received navigation signal is minimized.

With reference to the previous research results and considering the nature of
Krylov subspace, this paper proposes a design method of MWF [10–12] closed-
loop adaptive notch filter based on Krylov subspace, which shows a higher
adjusting speed and better stability in comparison with open-loop filter algorithms
like LMS.

51.2 Navigational Narrow-Band Anti-interference Signal
Model

The narrow-band anti-interference in a satellite navigation system is achievable in
navigation receivers without any change to the hardware of the original configu-
ration. Let’s assume the signal received by an interference detection system of
satellite navigation is x(t), the received navigation signal is s(t), the system Gaussian
noise is n(t) and the interference signal is j(t), then,

x tð Þ ¼ s tð Þ þ j tð Þ þ n tð Þ ð51:1Þ

where, s(t) represents the navigation signal, j(t) represents the interference signal
and n(t) represents the system noise. The navigation signal s(t) takes the form of
spread-spectrum code, and the navigation signal of each satellite may be expressed
as below:
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s j tð Þ ¼ACC
jðtÞDj

C tð Þ cos 2pft þ u j
C

� �
þ APP

j tð ÞDj
PðtÞ sin 2pft þ u j

P

� � ð51:2Þ

where, AC represents the ranging code amplitude modulated in branch I; AF rep-
resents the ranging code amplitude in branch Q; j represents satellite ID number;
f represents the carrier frequency; uC represents the initial phase of carrier branch I;
uP represents the initial phase of carrier branch Q; C represents the ranging code of
branch I; P represents the ranging code of branch Q; DC represents the data code of
navigation message modulated with the ranging code of branch I; DF represents the
data code of navigation message modulated with the ranging code of branch Q.

The signal received by a navigation receiver is despread to acquire a high
correlation gain, which is defined as follows:

Gp ¼ Sic=N0

Si=N0
ð51:3Þ

where Si represents the signal power of the ith satellite prior to despreading, Sic
represents the signal power of the ith satellite after despreading, N0 represents the
system noise power and Gp represents the despread gain.

Gp ¼ 101g
Sic=N0

Si=N0
ð51:4Þ

The navigation receiver has a certain anti-interference capability itself because of
the presence of processing gain, however the anti-interference capability is finite,
which is defined as follows:

J ¼ Gp � Lþ Gs½ � ð51:5Þ

where, Gp represents the despread gain of navigation receiver, Gs represents the
minimum CNR in normal working condition and L represents the internal system
loss. The despread gain Gp is proportional to the signal bandwidth.

Circular polarized antenna is generally used in common navigation receiver, of
which the gain is 0 dB approximately. The power of the satellite signal received by
such a navigation receiver is typically −160 dB around, 20 dB less than the system
noise of the navigation receiver, relatively weak. Although band spread system is
adopted in signal design, the anti-interference margin of the navigation receiver is
generally 20 dB around. The normal signal receiving of the navigation system is
susceptible to even weak interference signals; therefore, a proper anti-interference
technique is needed for interference elimination.
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51.3 Wiener Filtering Principle

As a type of filter that minimizes the mean square estimation of output filter, Winer
filter [13] is applicable to the adaptive interference suppression of navigation receiver.

Let’s assume x tð Þ ¼ xt; xt�1; . . .; xt�Lþ1½ � represents the vector of the signal
received at the moment of t and M represents the order of delay, which may be any
integer (Fig. 51.1).

The filter impulse response is defined with the weight coefficient
x0;x1; . . .;xM�1 of M taps, and then the filter output may be expressed as follows:

y nð Þ ¼
XM�1

i¼0

x�
i x n� ið Þ n ¼ 0; 1; . . . ð51:6Þ

And Wiener-Hopf equation is simplified as M homogeneous equation:

XM�1

i¼0

xopt;iRx;x i� kð Þ ¼ Ru;d �kð Þ; k ¼ 0; 1; . . .;M � 1 ð51:7Þ

where, xopt;i represents the optimal tap coefficient of transversal filter.
The M � 1 input vector is defined as follows:

x nð Þ ¼ x nð Þ; x n� 1ð Þ; . . .; x n�M þ 1ð Þ½ �T ð51:8Þ

Then, the autocorrelation matrix is expressed as follows:

R ¼ E x nð ÞxH nð Þ� �

¼

Rx;x 0ð Þ Rx;x 1ð Þ � � � Rx;x M � 1ð Þ
R�
x;x 1ð Þ Rx;x 0ð Þ � � � Rx;x M � 2ð Þ
..
. ..

. ..
. ..

.

R�
x;x M � 1ð Þ R�

x;x M � 2ð Þ � � � Rx;x 0ð Þ

2
666664

3
777775

ð51:9Þ

Fig. 51.1 Adaptive filter structure
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where, the attribute of auto-correlation function Rx;x �kð Þ ¼ R�
x;x kð Þ is used. Simi-

larly, input the cross-correlation vector corresponding to the expectation:

Rxd ¼ E x nð Þdx nð Þf g
¼ Rxd 0ð Þ;Rxd �1ð Þ; . . .;Rxd �M þ 1ð Þ½ � ð51:10Þ

Combine the Eq. (51.9) with the Eq. (51.10) to rewrite the Winer-Hopf equation
into a compact matrix form:

Rx;xxopt ¼ Rx;d ð51:11Þ

where, xopt represents the M � 1 optimal tap weight vector of transversal filter.

xopt ¼ xopt;0;xopt;1; . . .;xopt;M�1
� � ð51:12Þ

Then, the solution of the optimal tap weight vector is

xopt ¼ R�1
x;x Rx;d ð51:13Þ

The discrete-time transversal filter that satisfies this relation is known as Winer
filter, which is the optimal filter under the minimum mean square error criterion. If
the value M is too small, the corresponding autocorrelation matrix would have
larger distortion and affect the accuracy of SNR estimation; if the M value is too
large, the computation amount of the matrix would grow. Therefore, be sure to
compromise the two factors when assigning a value to M.

51.4 An Adaptive Interference Suppression Algorithm
Based on Krylov Subspace

The multistage Wiener filter uses a nested link composed of scalar Wiener filters,
which has very good reduced-rank processing capacity and does not require
decomposing the characteristic values of covariance matrix. This feature lowers the
computation complexity; therefore, it is an important breakthrough in reduced-rank
adaptive filtering technology.

Multistage Wiener filtering technique takes the system as dual input and
implement it with multistage decomposition on the basis of regular cross-correla-
tion. If the design filter order is M, then let’s assume X0 represents a matrix formed
by a received signal of N long and its M − 1 time delay signal. Consider RX0 ¼
E X0XH

0

� �
as a Hermitian matrix and the TD column vector of rank-reduced matrix

forms Krylov subspace; therefore, it is allowed to estimate TMWF using Lanczos
iterative algorithm [14] and acquire the analysis and filtering iteration structure
using Krylov-MWF method. The observation vector XT kð Þ 2 CD of the observation
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signal X0 kð Þ, after being processed with the rank-reduced matrix TD, is expressed as
a complex D-dimension space, of which the covariance matrix is a diagonal matrix.

RD ¼ TH
D�1RX0 TD�1 0
0T r�D�1;D rD;D

� 	
ð51:14Þ

After cross-correlation processing with the desired signal, it is expressed as

r Dð Þ
XTd0 ¼ TH

DrX0d0 ¼ rX0d0kk
0

� 	
2 CD ð51:15Þ

where, CD represents the real D-dimension space. The covariance matrix RD�1 ¼
TH
D�1RX0TD�1 is already known, then the new term in RD is rD�1;D ¼ tHD�1RDtD. To

solve Wiener filter WD ¼ R�1
D r Dð Þ

XTd0 2 CD with rD;D ¼ tHDRDtD, considering only the

first element in r Dð Þ
XTd0

is not zero, only the first column in C Dð Þ ¼ R�1
D ¼ c Dð Þ

1 ;
h

c Dð Þ
2 ; . . .; c Dð Þ

D � is therefore prerequisite. With reference to the matrix inversion lemma
[12] of partitioned matrix, it is possible to use recursion method to work out C Dð Þ.

C Dð Þ ¼ C D�1ð Þ 0
0T 0

� 	
þ b�1

D b Dð Þb Dð Þ;H ð51:16Þ

where, b Dð Þ ¼ �rD�1;Dc
D�1ð Þ
D�1

1

� 	
2 CD, bD ¼ rD;D � rD�1;D



 

2c D�1ð Þ
D�1;D�1 and

c D�1ð Þ
D�1;D�1 is the last element in the last column of C D�1ð Þ. Therefore, the new first

column c Dð Þ
1 2 CD at the Dth step is expressed as:

c Dð Þ
1 ¼ c D�1ð Þ

1
0

� 	
þ b�1

D c D�1ð Þ
1;D�1

rD�1;D


 

2c D�1ð Þ

D�1
�rD�1;D

� 	
ð51:17Þ

where, c D�1ð Þ
1;D�1 is the first element in the last column c D�1ð Þ

D�1 of C D�1ð Þ. The updating

of Wiener filter WD at the Dth step requires the first column c D�1ð Þ
1 at the D� 1 th

step and the two new terms of covariance matrix, i.e., rD�1;D and rD;D. The updating
of the last matrix column only depends on the last column of the previous matrix
and the new term of matrix RD.

c Dð Þ
D ¼ b�1

D
�rD�1;Dc

D�1ð Þ
D�1

1

� 	
ð51:18Þ

Therefore, it is required to update vectors c Dð Þ
1 and c Dð Þ

D at every step in a
complete iterative process. The MSE of multistage Wiener filter is defined as
follows, where D represents the stages:

580 Z. Duan et al.



M Dð Þ
SE ¼ E e0 kð Þj j2

h i

¼ E d0 kð Þ �W Dð Þ
MWFX0 kð Þ




 


2
� 	 ð51:19Þ

It is easy to know that M Dð Þ
SE may be represented by the first element c Dð Þ

1;1 of c Dð Þ
1 .

MSE Dð Þ ¼ r2d0 � rX0d0k k22c Dð Þ
1;1 ð51:20Þ

The matrix established by ti that is generated by reduced-rank algorithm at every
stage is expressed as follows:

TD ¼ t1; t2; . . .; tD½ � ð51:21Þ

Thereby, it is possible to obtain the filtering weight coefficient of the adaptive
filter:

x Dð Þ
0 ¼ rx0;d0

�� ��
2TDc

Dð Þ
first ð51:22Þ

The computation amount of optimal Wiener filtering with matrix inversion

algorithm is approximately O MNð Þ4�2 MNð Þ3þ2 MNð Þ2�1
� 

, while that of mul-

tistage Wiener filtering based on Krylov subspace is approximately

O MNð Þ2þ5 MNð Þ
� 

. Under the condition that the filtering performance is assured,

the latter cuts the computation amount effectively comparing with the former.

51.5 Performance Simulation

To validate the performance of the proposed adaptive notch filtering algorithm
based on Krylov subspace, a simulation test was conducted to IF baseband signal.
Taking B3 signal of Beidou receiving system as example, an analysis was made to
the narrow-band anti-interference performance of the algorithm and the effect to
navigation receiver.

In the simulation test, the center frequency of the IF navigation signal was
45 MHz, the sampling frequency was 70 MHz, the signal length was 1 pseudo-code
period of B3 signal. The Gold code of 2046 bit length was taken as the spread-
spectrum code of navigation signal and modulated at B3 frequency point in BPSK
mode on the noise background of additive white Gaussian noise. With the code rate
of 20.46 MHz/s and the input SNR of −20 dB, chirp signal and single carrier signal
of 10 % signal bandwidth were taken to simulate the narrow-band anti-interference
performance under different conditions.
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Simulation conditions: assume that single-carrier interference exists at the center
frequency of the received signal, with 75 dB SINR and 10 filter order. The signal
spectrum diagram before and after interference suppression is as shown in the
Fig. 51.2.

The diagram shows that the adaptive notch filter designed with this algorithm has
good interference suppression performance. Where the interference took place, a
notch was formed where an energy loss occurred to some extent. Where no inter-
ference existed, the spectrum distortion is small and hardly appeared any change.

The time-domain spectrums with and without single-carrier interference sup-
pression after correlation despreading are compared in the Fig. 51.3:

As shown in the diagram, there is no correlation peak at all before anti-inter-
ference implementation and after correlation integration with the local codes; the
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Fig. 51.2 Single carrier anti-
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Fig. 51.3 Comparison of the
correlation functions before
and after anti-interference
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correlation peak is rather visible after anti-interference implementation. It suggests
the anti-interference method reduces the effect resulting from interference and
enables the navigation receiver to acquire signals normally.

Simulation conditions: assume that a narrow-band interference of 2.046 MHz
bandwidth exists at the center frequency of the received signal, with 75 dB SINR
and 10 filter order. The signal spectrum diagrams before and after interference
suppression are as shown in the Fig. 51.4

As shown in the diagram, filter can provide favorable suppression to narrow-
band interference; however, comparing with the original signal spectrum, the
spectrum distortion is relatively large, which might affect the desired signal.

As shown in Fig. 51.5, correlation peak comes up after narrow-band interference
suppression, which however is not higher than that after single-carrier suppression
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Fig. 51.4 Narrow band anti-
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at the same SINR. It means that the performance of interference suppression goes
down along with the increase of bandwidth.

For a narrow-band anti-interference algorithm used in navigation receiver, it
requires both good anti-interference performance and less effect to the receiving
performance of receiver. In other words, the signal CNR should change as little as
possible after anti-interference process. Table 51.1 gives a CNR loss comparison
with different anti-interference algorithms among Wiener filtering, Wiener filtering
based on Krylov subspace and LMS narrow-band anti-interference filtering under
different conditions of no interference, single carrier of 50 dB SINR and 10 %
signal bandwidth respectively when the filter order is 10.

As shown in the table, all the three algorithms can provide low CNR loss under
the condition of no interference, but high CNR loss in case of interference. The
comparison among the three algorithms shows that the optimal Wiener filtering
algorithm and the Wiener filtering algorithm based on Krylov subspace have no big
difference in CNR loss under the same conditions, but the latter reduces the
computation amount substantially comparing with the former because it does not
require matrix inversion. In comparison with LMS algorithm, the Wiener filtering
algorithm based on Krylov subspace can provide much less CNR loss and does not
require additional desired signal, which makes it easier to achieve.

51.6 Conclusion

Concerning the weakness of traditional notch filtering algorithms, e.g., the optimal
Wiener notch filtering algorithm requires a large amount of computation and the
LMS adaptive notch filtering algorithm requires setting of desired signal which is
impracticable in engineering applications, an open-loop adaptive notch filtering
algorithm based on Krylov subspace is proposed. With quick convergence and
excellent narrow-band anti-interference performance, this algorithm is able to fur-
ther improve the receiving performance in high-precision satellite navigation
receiver.

Acknowledgments This research was funded by the 863 Hi-tech Projects Program of the 12th
China National Five-Year Plan (2012AA121802.04).

Table 51.1 Loss of signal to noise ratio for different algorithms

Algorithm Interference

No interference (dB) Single carrier (dB) 10 % bandwidth (dB)

Wiener filtering 0.1 0.9 1.6

Multistage wiener filtering 0.1 1.0 1.8

LMS algorithm 0.2 1.5 2.4
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Chapter 52
A Novel High Dynamic Carrier Tracking
Algorithm Based on the Gaussian Particle
Filter

Qize Chen, Gengmin Li and Ao Peng

Abstract The particle filter based tracking algorithms were researched for the
GNSS receiver. Traditional GNSS receivers encounter a difficult problem with high
Doppler shift and its derivatives in high dynamic scenarios. To track this shift
correctly, the bandwidth of tracking loops must increase, which inevitably induces
more broadband noise and may lead to a loss-of-lock at low SNR conditions. In this
paper, a novel high dynamic carrier tracking algorithm based on the Gaussian
particle filter (GPF) is proposed. The GPF approximates the posterior density by
estimating parameters of Gaussian densities based on particle approach at each loop
update, which avoids the problem of particle degeneracy. To deal with the problem
of divergence and to obtain a better robustness, two optimization methods are also
proposed: the STF-GPF and the UGPF. Extensive evaluations on the proposed
model and algorithms are conducted with different levels of signal-to-noise ratios
(SNRs). The numerical simulation results show that the proposed GPF tracking
loop and consistently outperform the conventional approaches, as well as achieving
lower SNR sensitivity in comparison with EKF and UKF. Both optimization
methods improve tracking accuracy than GPF.

Keywords High dynamic � Carrier tracking � Gaussian particle filter

52.1 Introduction

In high dynamic applications, GNSS receiver always uses wide bandwidth in
tracking loops to accommodate rapid Doppler changing, which inevitably induces
deterioration of SNR [1]. The nonlinear effect of the discriminator under high

Q. Chen (&) � G. Li � A. Peng
School of Information Science and Engineering, Xiamen University, Fujian, China
e-mail: chcqz@stu.xmu.edu.cn

G. Li
e-mail: lgm@xmu.edu.cn

© Springer-Verlag Berlin Heidelberg 2015
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2015
Proceedings: Volume I, Lecture Notes in Electrical Engineering 340,
DOI 10.1007/978-3-662-46638-4_52

587



dynamic conditions is also an important factor of performance limiting conditions.
However, the tracking loops based on signal parameter estimation theory, which
avoid the usage of discriminator, has been applied to enhance the capability of anti-
noise and anti-nonlinearity.

The computational complexity of MLE algorithms is relatively high, and the
Kalman filter-based approaches are suboptimal for nonlinear systems and don’t
easily provide sufficient accuracy. The particle filter (PF), which can be used to
acquire better tracking performance, was proposed by Gordon et al. [2]. Particle
filter is a sequential Monte Carlo method based on Bayesian estimation principle
and uses a series of weighted random samples (called particles) to approximate the
posterior probability density, so that any statistical estimates, such as the mean and
variance, can be computed easily, which makes it capable to deal with any non-
linear models. The particle filtering relies on importance sampling, so the design of
that can approximate the posterior distribution reasonably well is required. The
most common proposal distributions uses transition prior, which could fail if new
measurements appear in the tail of the prior or if the likelihood is too peaked in
comparison to the prior probability [3]. To overcome this problem, several tech-
niques based on linearization have been proposed. For example, De Freitas et al. [4]
used the EKF Gaussian approximation as the proposal distribution. Rudolph et al.
[3] proposed similar approach, but replaced the EKF proposal distribution by a
UKF proposal distribution to get better performance. Besides, standard PF has a
major disadvantage particle impoverishment due to the resampling procedure.
Kotecha and Djuric [5] proposed the Gaussian particle filter (GPF), which
approximates the posterior probability density by Gaussian densities, and resam-
pling is not required. Ng et al. [6] studied the performance of carrier signal tracking
particle filter, which consistently outperformed EKF and were less sensitive to SNR
levels than EKF.

Particle filter has not been applied to high dynamic scenarios since the resam-
pling procedure almost fails to curb the degradation with the increase of epoch time.
In this paper, a high dynamic carrier tracking algorithm based on the GPF is
proposed. The remainder of this paper is organized as follows. In Sect. 52.2, we first
introduce the Gaussian particle filter. Section 52.3 introduces a carrier tracking
algorithm based on Gaussian partial filter for high dynamic GNSS receiver. In
Sect. 52.4, two optimization methods are proposed to deal with the problem of
divergence and obtain a better robustness. Section 52.5 provides an extensive
simulation results to show the comparative tracking performance of the proposed
GPF-based algorithms for different signal-to noise ratio (SNR) conditions. Finally,
conclusions are drawn in Sect. 52.6.

52.2 Gaussian Particle Filter

Based on particle filter, the Gaussian particle filter approximates the posterior
probability density by Gaussian densities, and resampling is not required.
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The density of a Gaussian random variable X is as follows

N x; l;Rð Þ ¼ 1

2pð Þn=2det Rj j1=2
exp � 1

2
x� lð ÞTR�1 x� lð Þ

� �
ð52:1Þ

where the m-dimensinal vector l is the mean, and R denotes the positive definite
covariance matrix. Assuming that at the moment k−1, we have

p xk�1jzk�1ð Þ � N xk�1; lk�1;Rk�1
� � ð52:2Þ

from which samples can be drawn and denoted as xk�1 ið Þ. Then draw samples from

p xkjxðiÞk�1

� �
and denote them as xkjk�1 ið Þ.

p xkjzk�1ð Þ ¼
Z

p xkjxk�1ð ÞN xk�1; lk�1;Rk�1
� �

dxk�1 ð52:3Þ

approximated by the Monte Carlo, we have

p xkjzk�1ð Þ ¼ 1
N

XN
i¼1

p xkjxðiÞk�1

� �
ð52:4Þ

the mean and covariance of p xkjzk�1ð Þ is computed as

lkjk�1 ¼
1
N

XN
i¼1

xðiÞkjk�1; Rkjk�1 ¼ 1
N

XN
i¼1

xðiÞkjk�1 � lkjk�1

� �
xðiÞkjk�1 � lkjk�1

� �T

ð52:5Þ

the GPF approximates (52.3) as Gaussian, i.e.,

p xkjzk�1ð Þ � N xk; lkjk�1;Rkjk�1

� �
ð52:6Þ

as new measurement zk is received, the distribution is given by

p xkjzkð Þ ¼ p zkjxkð Þp xkjzk�1ð Þ
p zkjzk�1ð Þ �

p zkjxkð ÞN xk; lkjk�1;Rkjk�1

� �
p zkjzk�1ð Þ ð52:7Þ

the GPF approximates the above density as a Gaussian, i.e.,

p xkjzkð Þ � N xk; lk;Rkð Þ ð52:8Þ

where the Monte Carlo estimates of lk and Rk are computed from the weighted
samples xk ið Þf g which obtained from the importance sampling function. As N ! 1
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and given the observations until time k, lk converges almost surely to the MMSE
estimate of xk [7].

52.3 Carrier Tracking Based on Improved Partial Filter
for High Dynamic GNSS Receiver

Given the system state equation as follows,

Xk ¼ UXk�1 þ BUk�1 þWk ð52:9Þ

where Xk ¼ heðkÞ; fcðkÞ; f 0cðkÞ; f
00
c ðkÞ

� 	T
k is the state vector, Wk is the process noise

and U denotes the state transition matrix which is shown as

U ¼
1 2pT 2pT2=2 2pT3=6
0 1 T T2=2
0 0 1 T
0 0 0 1

2
664

3
775 ð52:10Þ

B ¼
�2pT �1
0 0
0 0
0 0

2
664

3
775; U ¼ fncoðkÞ

Dhnco


 �
ð52:11Þ

and the process noise with covariance matrix as

Qk ¼
T6=252 T5=72 T4=30 T3=24
T5=72 T4=20 T3=8 T2=6
T4=30 T3=8 T2=3 T=2
T3=24 T2=6 T=2 1

2
664

3
775NyT ð52:12Þ

where Ny represents the third-order rate of change for frequency jitter.
The output signal with a phase and frequency deviation after local carrier

stripping and spreading code dispreading can be presented as follows

rðkÞ ¼ rIðkÞ
rQðkÞ


 �
¼ ADkRðDsÞ sin pfeTð Þ

pfeT
cos hðkÞ

ADkRðDsÞ sin pfeTð Þ
pfeT

sin hðkÞ

" #
þ nI

nQ


 �
ð52:13Þ

Denote the average residual phase within the coherent integration time interval as
the phase of the observation vector, which is shown as follows,
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�h kð Þ ¼ 1
T

ZkT

k�1ð ÞT

hcðkÞ þ 2pfcðkÞT þ 2pf
0
cðkÞ

T2

2
þ 2pf

00
c ðkÞ

T3

6

� 
ds

� 1
T

ZkT

k�1ð ÞT

hncoðkÞ þ 2pfncoðkÞT þ Dhncoð Þ ds

¼ heðkÞ þ pfcðkÞT þ pf
0
cðkÞ

T2

3
þ pf

00
c ðkÞ

T3

12
� pfncoðkÞT

ð52:14Þ

the loop observation equation can be expressed as

Zk ¼ h Xkð Þ þ nk ¼ IZ
QZ


 �
¼ A cos �h

� 	
A sin �h

� 	

 �

þ Vk ð52:15Þ

where the covariance matrix Rk of the observation noise matrix Vk is

Rk ¼ E VkV
T
k

� 	 ¼ r2n 0
0 r2n


 �
ð52:16Þ

where r2n ¼ N0=ð2TÞ.
The GPF algorithm is as follows,

1. Draw samples from N xk�1; lk�1; Rk�1ð Þ and denote them as
xk�1 ið Þf g; i ¼ 1; . . .;N

2. For i ¼ 1; . . .;N, sample from p xkjk�1jxk�1 ¼ xik�1

� �
to obtain xkjk�1 ið Þ� �

;

i ¼ 1; . . .;N
3. Compute the mean lkjk�1 and the covariance Rkjk�1 as

lkjk�1 ¼
1
N

XN
i¼1

xðiÞkjk�1; Rkjk�1 ¼
1
N

XN
i¼1

xðiÞkjk�1 � xkjk�1

� �
xðiÞkjk�1 � xkjk�1

� �T
:

After receiving Zk
4. Draw samples from the importance function q xk ið Þjzkð Þ and denote them as

xk ið Þf g; i ¼ 1; . . .;N
5. Obtain the respective weights by

wi
k ¼

p zkjxik
� �

N xðiÞk ; lk k�1j ; Rk k�1j
� �
q xikjzk
� � ð52:17Þ

normalized as
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~wk ið Þ ¼ wk ið Þ
PN
i¼1

wk ið Þ
: ð52:18Þ

6. Estimate the mean and covariance by

lk ¼
XN
i¼1

~wk ið Þxk ið Þ; Rk ¼
XN
i¼1

~wi
k lk � xk ið Þð Þ lk � xk ið Þð ÞT ð52:19Þ

52.4 Optimization of the Gaussian Particle Filter

The Gaussian particle filter provides pretty good performance in carrier tracking,
since the system model, system initial conditions, and noise characteristics have
already specified a priori. But in a number of practical situations, the availability of
a precisely known model is unrealistic, the poor robustness against model mis-
matches can’t be ignored. Besides, generally the GPF choose the system transition
probability function as the importance function, which does not take the new
observations into account, this fact inevitably resulting in deviation while
approximating the real state pdf, and leading to performance degradation. To pre-
vent the problems discussed above, two optimization methods are proposed in the
following sections.

52.4.1 Strong Tracking Filter Optimization

To enhance robustness, a GPF tracking algorithm based upon strong tracking filter
(STF-GPF) is proposed here. The strong tracking filter (STF) [8] is based on the
adaptively fading mechanism, reducing the impact of old measurement on the
current estimate by introducing fading factor. The STF-GPF replaces the procedure
1, 2 and 3 in the GPF algorithm with the linear transformation of state transition in
STF as follows,

lkjk�1 ¼ Ulk�1;Rkjk�1 ¼ kk � URk�1U
T þ Qk ð52:20Þ

which significantly reduces the computational load. Due to the introduction of
fading factors, the proposed algorithm adjusts R adaptively, which enables faster
responsibility to signal mutation. To extract all useful information in the observa-
tions, the residual error, defined by ck ¼ Zk � h X̂k;k�1

� �
, should be orthogonal at

each step [9], which is
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E ckþjc
T
k

� � ¼ 0; k ¼ 0; 1; 2; . . .; j ¼ 1; 2; . . . ð52:21Þ

so the fading factor can be derived as follows,

kk ¼ k0;k; k0;k � 1
1; k0;k\1

�
ð52:22Þ

where k0;k ¼ tr Nkð Þ
tr Mkð Þ, Mk ¼ HUk;k�1Pk�1U

T
k;k�1H

T , Nk ¼ C0;k � HQHT � lkR,

C0;k ¼
ckc

T
k ; k ¼ 0

qV0;k�1þckc
T
k

1þq ; k� 1

(
.

tr �ð Þ denotes trace of a matrix, q is the forgetting factor which is set as 0.95. lk � 1 is

the softening factor. Hk ¼ dhðXk ;VkÞ
dX X¼X

^
k;k�1

���� denotes the Jacobian of the measure-

ments model.
Moreover, the algorithm improves tracking accuracy greatly by denoting the

Gaussian distribution obtained by linear transformation as the importance function.

52.4.2 Unscented Kalman Filter Optimization

Although the STF-GPF provides improved performance than the GPF to a certain
extent, there are still some problems. One is that the EKF only uses the first order
terms of the Taylor series expansion, which inevitably introduces large errors in the
true posterior mean and covariance. The other is the difficulty in differential
operation of the Jacobian. The UKF addresses these problems by applying a
deterministic sampling approach, which approximates the probability distribution
rather than an arbitrary nonlinear function. The UKF is capable to scale the
approximation errors in the higher order moments of the posterior distribution.
Moreover, due to the fact that the UKF calculates the posterior covariance accu-
rately to the 2nd order while EKF relies on a 1st order biased approximation,
distributions generated by the UKF generally have a bigger support overlap with the
true posterior distribution than the overlap obtained by EKF [3]. This means that the
UKF is a better choice for more accurate proposal distribution generation. Using
UKF to generate proposal distribution within a GPF framework is shown as
follows,

N lkjk�1;Rkjk�1

� �
¼ UKF N lk�1;Rk�1ð Þ½ � ð52:23Þ

Replacing the procedure 1, 2 and 3 in the GPF algorithm with the equation
above, the new filter is called the Unscented Gaussian Particle Filter (UGPF). To
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enhance robustness, the adaptively fading mechanism mentioned above is also
introduced.

52.5 Simulation and Results

The proposed algorithms are tested by simulation. The signal power Pr and noise
power N0 are determined by the carrier to noise ratio (CNR), which is obtained by
CNR ¼ SNR� Bn ¼ Pr=N0 � Bn. Where Bn denotes the signal bandwidth, i.e.
2.046 MHz. Coherent integration time T is 1 ms and the number of particles N is set
as 500. The initial frequency offset is 125 Hz, the initial phase is 0°. This paper uses
the high dynamic model proposed by Jet Propulsion Laboratory (JPL). Figure 52.1
shows the Doppler root mean square error (RMSE) under different CNR conditions
with N = 500 particles. As shown in Fig. 52.1 that the tracking accuracy of STF is
no much different from that of UKF with tracking threshold 29 dB-Hz while the
proposed GPF-based algorithms, whose tracking threshold is 24 dB-Hz, signifi-
cantly outperform STF and UKF. Furthermore, the optimization methods improve
the tracking accuracy due to a more appropriate choice for proposal distribution
while the UGPF outperforms the STF-GPF for the same reason. In Fig. 52.2, the
average RMSE of the GPF is plotted for different particle numbers. It can be seen
that the tracking accuracy has a limited (mainly due to the particle degeneracy and
loss of diversity) improvement with the increase of particle numbers.
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Fig. 52.1 Doppler RMSE under different CNR conditions with N = 500 particles
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Fig. 52.2 Average RMSE of the GPF for different particle numbers
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Fig. 52.3 Tracking information for GPF, STF-GPF, UGPF without accurate P0
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As shown in Fig. 52.3, when acceleration and jerk are unknown in the system
initial conditions, the GPF fails to track the signal while the STF-GPF and UGPF
are not affected.

The STF-GPF and UGPF have improvements in computational complexity over
the GPF, which becomes even more prominent with the increase of particle num-
bers. Define a computational efficiency parameter to show the improvement in
performance.

/ ¼ tGPF
tSTF�GPF=UGPF

ð52:24Þ

the results are shown in the following Table 52.1.
It can be seen that as the number of particles increase, the two optimization

methods efficiently reduce calculation load. The efficiency of the deterministic
sampling approach used in UGPF is better than linear transformation used in
STF-GPF.

52.6 Conclusion

This paper presents novel carrier tracking algorithms for GNSS receivers, using
Gaussian particle filter based approaches to carry out robust signal tracking under
high dynamic conditions. The STF-GPF is proposed to obtain better robustness by
combining STF and GPF, and the UGPF is further proposed to improve tracking
accuracy by using UKF to generate proposal distribution within a GPF framework.
Numerical simulation results show that the proposed GPF tracking loop and two
optimization methods significantly outperform the conventional approaches, as well
as achieving lower SNR sensitivity in comparison with EKF and UKF. Both
optimization methods provide improved performance over GPF, in terms of
dynamic performance robustness, tracking accuracy and computational load, while
the efficiency of the deterministic sampling approach used in UGPF is better than
linear transformation used in STF-GPF.

Acknowledgments This work was supported by Xiamen Satellite Navigation R&D Test Base,
funding number 3502Z20121010.

Table 52.1 Improvements in computational complexity over the GPF for different N

/ N = 200 N = 300 N = 500 N = 1000 N = 2000

STF-GPF 1.2708 1.2909 1.3080 1.3852 1.5749

UGPF 1.1824 1.2334 1.3118 1.4228 1.6291
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Chapter 53
Research on the Mast Antenna System
for Communications Compounds Satellite
Navigation

Haiguang Zhang, Ximing Liang and Jia Zhang

Abstract In this paper, a mast antenna for communications consists of satellite
navigation and UHF/VHF antenna is proposed. On the top of the mast system
includes a satellite navigation antenna which is fed by the L-probe with its phase
difference of 90°. Under the antenna a broadband omni-directional antenna utilize
dual-parasitic structures with a metal pole through the radiator for UHF/VHF
operation is designed. The radiator includes biconical-structure and thick dipole in
order to reducing the size, by use of this structure to improve the impedance. The
working frequency of the satellite navigation antenna can cover BD, GPS, Glonass
satellite navigation system. The working frequency band of the VHF/UHF antenna
is 120–550 MHz. In the whole band the VSWR is less than 2.5. The measured and
simulated results show that the antenna has good radiation pattern properties over
high and low frequency. All the efficient results show that the UHF/VHF antenna
can combine satellite navigation antenna well to form a new mast antenna system
that has important utility values in multi-functional satellite navigation
communication.
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53.1 Introduction

With the development of navigation communication technology, requires the
antenna on mobile communication platform cover more broad band and implement
multi-band receiving and transmitting. This demand leads the platform has a great
many of antennas cause the EMC of the platform become much more complex. In
order to solve this problem, overseas had developed several novel mast antenna
system in mobile platform. The system utilize advanced design concept can com-
pound multi-band, multifunction active or passive antenna efficiency.

A triple-system microstrip satellite navigation antenna is proposed in this paper
which is fed by the L-probe with its phase difference of 90° [1–3]. Then proposed a
VHF/UHF broadband omni-direction antenna utilize biconical-structure and thick
dipole in order to reducing the size [4–7].

The satellite navigation antenna locates on the top of the UHF/VHF antenna and
the feed line through the underneath radiator. A metal pole through the UHF/VHF
antenna is designed in order to uphold the navigation antenna and shield the
electromagnetic energy leak from the feed line. The simulation result shows that the
VSWR of the VHF/UHF antenna become worsen after the metal pole through the
radiator. Use dual-parasitic sleeve structures to improve the impedance, the inner
sleeve is a cylinder copper sheet that combines the metal pole and the radiator.
Utilize this structure realize a multi-functional mast antenna system.

53.2 Antenna Design

53.2.1 Analysis of the Theory of the Mast Antenna

The proposed mast antenna utilize integration of antenna, RF, and DSP theory that
combines satellite navigation antenna, DF antenna of S wave band, UHF/VHF
communication antenna, HF antenna and various RF network. The feed line of the
upper antenna through the underneath radiator needs an inner metal cylinder not
only shield the electromagnetic energy leak from the feed line but also uphold the
upper antenna. The bottom of the mast antenna combines with active circuit module
and radiator to achieve the mast system reconstruction in order to realize the LF
navigation (Fig. 53.1).

53.2.2 Satellite Navigation Antenna Design

The proposed microstrip satellite navigation antenna use a cascade of 3 dB Wil-
kinson power divider and a broadband 90° phase shifter to achieve circularly
polarized. The structure is shown in Fig. 53.2. The substrate thickness is 1 mm with
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the dimension 100 × 97 mm, the dielectric constant is 6.3. The 90° phase shifter has
two branches, one has two pairs of kg=8 terminal short and open transmission line
to realize the broadband of 90° phase difference. The patch is fed by two L-probe in
order to broaden impedance bandwidth (Fig. 53.3).

Use odd-even analysis theory to solve the input admittance of the circuit.

Fig. 53.1 The schematic
diagram of the mast antenna

Fig. 53.2 Geometry of the
feeding network

Fig. 53.3 Normalized 90°
phase shifter
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The even-mode equation as follows

Yin ¼ jYm tan
hm
2

þ jYs tan hs cot hs ð53:1Þ

The odd-mode equation as follows

Yin ¼ �jYin cot
hm
2
� jYs cot hs þ jYs tan hs ð53:2Þ

The S parameter of the circuit as follows

S11 ¼ 1
2

1� jK1

1þ jK1
þ 1þ jK2

1� jK2

� �
ð53:3Þ

S21 ¼ 1
2

1� jK1

1þ jK1
� 1þ jK2

1� jK2

� �
ð53:4Þ

where

Ki ¼ Ym tan
hm
2

� �ð�1Þiþ1

þð�1Þi2Ys cot 2hs; i ¼ 1; 2 ð53:5Þ

We can conclude that under the parameter VSWR of 1.2, Ys ¼ 0:4, Ym ¼ 0:81.

Zs ¼ 2:5Z0; Zm ¼ 1:24Z0; where Z0 ¼ 50 X:

The patch had a resonant frequency of f, the encourage mode is TM11. The square
side length of the patch set as a.

f ¼ 1:84118C
2pa

ffiffiffi
er

p

er ¼ tþH
t

er1
þ H

er2

(
ð53:6Þ

The thickness of the substrate generally choose thick in order to broaden the
bandwidth, with the thickness increase simultaneity creates surface wave, summing
up the above as follows H = 16 mm, the patch length can be calculated via the
Eq. 53.6, the length a = 50 mm, the dielectric constant of the patch substrate is 2.55.
The length of the two L-probes are set to 10 mm. The width of the coupling
rectangle patches are set to 2 mm, the length of the patches are 32.5 mm. The
antenna structure is shown in Fig. 53.4.
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53.2.3 VHF/UHF Antenna Design

The characteristic impedance of the biconical-structure antenna with infinite length
in vacuum is given by

Zc ¼ ZW
p

In cot
h
2
¼ 1

p

ffiffiffiffiffi
l0
e0

r
In cot

h
2
¼ 120In cot

h
2

ð53:7Þ

where ZW denotes the wave impedance in vacuum, h denotes half cone deg of the
biconical antenna. The impedance characteristic of the biconical antenna with small
h is given by

Zc ¼ 120 In
h
2

� �
ð53:8Þ

The simulation results of the biconical antenna with the cone angel of 20°, 30°, 40°,
45°, 50°, 60°, 70° are shown in Fig. 53.5. Figure 53.5 depicts the VSWR char-
acteristic of the biconical antenna with different cone angel. The VSWR is less than
3 in the whole band when the cone angel is larger than 30°. Considered the
impedance characteristic and the antenna dimension, the h is given by 35°.

Figure 53.6 shows the structure of the biconical antenna. The radiator includes
biconical-structure and thick dipole that is fed by a 50X coaxial line. Use cone
angel and dipole length optimization to improve the VSWR characteristic. A metal
pole with diameter of 3 cm through the UHF/VHF antenna is designed in order to
uphold the navigation antenna and shield the electromagnetic energy from the feed
line. The simulation VSWR results of the antenna with a metal pole through or not
is shown in Fig. 53.7. From the Fig. 53.7 we can see that the impedance charac-
teristic became worsen at about 420 MHz when the proposed metal pole through
the radiator.

In order to improve the impedance characteristic use the structure that is pro-
posed in this paper. The structure is shown in Fig. 53.8. The proposed radiator is
composed of two inner sleeves and one outer sleeve. The two inner sleeves are

Fig. 53.4 Geometry of the proposed antenna
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cylinder copper sheet with diameter of D2 and length of H3/2. One side connected
with the bottom of the biconical structure the other side connected with the center
metal pole. Use this structure to obtain parallel inductance. Measure the length of
H3 to obtain the agreement inductance value. The outer sleeve structure is added to
the feeding point for adjusting the input impedance. The optimized dimension
parameters is given by

Fig. 53.5 VSWR of the
antenna with different cone
angle

Fig. 53.6 The structure of the
biconical antenna
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H1 = 90 cm, D1 = 24 cm, H2 = 12 cm, D2 = 8 cm, H3 = 76 cm, H4 = 22 cm,
D3 = 26 cm.

Fig. 53.7 VSWR of the
antenna with a metal pole
through or not

Fig. 53.8 The structure of the
proposed antenna
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53.3 Results and Discussion

Figure 53.9 shows the simulated S parameter of the feeding network. From the
Fig. 53.9, we can see the working frequency for S11 < −10 dB from 0.8 to 1.9 GHz.
From Fig. 53.9a, S21 and S31 are almost equal from 1.1 to 1.8 GHz. From
Fig. 53.9b, the phase difference between the two port is almost 90° in the whole
band.

Figure 53.10 shows the photograph of the proposed triple-system microstrip
satellite navigation antenna. Figure 53.11 shows the VSWR of the antenna, the
solid and dashed lines in Fig. 53.11 represent the simulated and measured VSWR.
The bandwidth (VSWR <2) from 1.05 to 1.9 GHz is achieved. Simulated and
measured axial ratio are shown in Fig. 53.12. We can see the bandwidth (AR <3)

Fig. 53.9 Simulated the phase and amplitude results of the network
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Fig. 53.10 Photograph of the satellite navigation antenna

Fig. 53.11 Simulated and
measured VSWR results of
the antenna

Fig. 53.12 Simulated and
measured AR results of the
antenna
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from 1.1 to 1.8 GHz. In both figures, good agreement can be seen between sim-
ulated and measured results.

Figure 53.13 shows the photograph of the proposed VHF/UHF antenna.
Figure 53.14 shows the simulated and measured VSWR of the antenna. The
working frequency band of the VHF/UHF antenna is 120–550 MHz. In the whole
band the VSWR is less than 2.5. Figure 53.15 presented the measured radiation
pattern in E and H planes at the operating frequency 120, 350, 550 MHz, the gain of
the proposed antenna in H planes are 1.5, 1.9 and 2.2 dBi. It can be seen that the all
the peak beam are in horizontal plane, the radiation pattern of H plane is omni-
directional. All the efficiency results shows that the proposed antenna has good
performance in impedance and radiation characteristic.

Fig. 53.13 Photograph of the
proposed antenna

Fig. 53.14 Simulated and
measured VSWR results of
the antenna
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Fig. 53.15 Measured
radiation pattern of the
antenna a 120 MHz
b 350 MHz c 550 MHz
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53.4 Conclusion

In this paper, a mast antenna for communications consists of satellite navigation and
UHF/VHF antenna is proposed. Utilize dual-parasitic structures with a metal pole
through the radiator for UHF/VHF operation in order to improve the impedance.
The simulated and measured results show that the mast antenna have good per-
formance in the working band that has important utility values in multi-functional
satellite navigation communication.
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Chapter 54
Research on the Satellite Navigation
Independent Compound Receiving
and Transmitting Array Concept

Ximing Liang, Haiguang Zhang and Jia Zhang

Abstract In this paper, the theory of satellite navigation independent compound
receiving and transmitting array is proposed. Analyze the feasibility of satellite
navigation receiving array, microwave energy transmitting array, RF rectification
array and energy independent network. Explore the possibility framework of
MEMS multifunction skin array. The concept of possibility application mode of
array system in outer space, heaven and ground is proposed based on the simula-
tion, analysis and experiment results. The elementary ideas in this paper have some
reference value in development of BD system.

Keywords Satellite navigation � Multifunction skin � Rectification array �
MEMS � Transmitting and receiving array

54.1 Introduction

Satellite navigation system and Internet, mobile communication has become the
three pillar for information technology development in this century, and became an
important national infrastructure, is an important symbol to measure a country’s
comprehensive national strength.

China’s Beidou navigation system with all-weather, all-time, high precision,
large range characteristics, can provide position, velocity, time coordinate, and
message communication function for a variety of user platform, has become the
essential infrastructure of our country modernization military activities and
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equipment, related to the national economy and security. Figure 54.1 is a satellite
navigation application framework.

Array antenna used in the satellite navigation field long-standing. As the use of a
receiving array, can increase the received signal strength, the two can improve the
anti-interference ability of the receiving equipment. The augmented pseudo satellite
launch array used as a micro satellite or area, can be shaped beam, in order to
achieve narrow beam or multiple beam applications. Array antenna and satellite
navigation array depth integration, will be able to achieve flexibility in the use of
autonomous navigation of confrontation, detection and many other functional
perception. This common aperture array surface can achieve unit reconstruction and
beam fitting. Array antenna in the used as microwave energy transmission emission,
may use a particular algorithm for fitting out of flatten beam broadening, weakening
the power density of Gauss beam the extreme uneven phenomenon.

In recent years, the development and application of many empty days, satellite
navigation system, make the solar array and satellite navigation receiving equip-
ment appears more and more tightly coupled state, study on antenna and solar cell
integration has been frequently reported. But for the small satellite or regional
enhanced small pseudo satellite transmitting array energy volume, size of contra-
diction. Especially for energy self-sufficiency, night conditions cannot meet the
normal use of task platform. These are more restricted depth of Beidou navigation
application in many fields. Active exploration and innovation research, the
microwave energy transmission array, RF rectification array, energy self-sufficiency
network and satellite navigation receiving array are integrated, the research will be

Beidou satellite

Micro satellite

Airship

shipcar

Low earth orbit satellite

plane

Fig. 54.1 The application frame diagram of satellite navigation
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solar array and array integrated technical content will become very meaningful, and
very challenging.

This paper analyzes the microwave energy transmission, satellite navigation
anti-interference feasibility of receive and transmit beam forming in theory. In a
dielectric constant of sheet metal on the simulation analysis of three system satellite
navigation receiving unit and antenna array; gives two kinds of microwave energy
receiving unit and a rectifier of RF network model, and developed the microwave
energy transmission array, RF rectification array, energy self-sufficiency network
integration framework. This paper constructs apart of solar cell array gives the
satellite navigation of autonomous composite transceiver array concept, the simu-
lation of the array of skin micro system the possibility of architecture.

Via the experimental study, this paper gives part of the research model and test
data. Test data verified the rationality of satellite autonomous navigation part
composite transceiver array concept.

54.2 Theoretical Analysis

54.2.1 Analysis of Microwave Energy Transmission

Usually navigation receiving device is using a transmitting antenna far field radiation
zone, the transmitted energy is very low, usually orders of magnitude from 10−10 to
10−12. In the microwave energy transmission, receiving the energy requirement is
between 0.1 and 1, the use of radiation far field region will make most of the energy
is wasted, so we need to use the antenna near field radiation [1−3].

Antenna area can be divided into: reactance near field and radiation in the near
field region (namely Fresnel zone), far field radiation zone (the Fraunhofer region).

The dividing line between near field radiation reactance and the near field region
is:

h ¼ D4=3
.
2k1=3 ð54:1Þ

the dividing line of radiation near field region and far field radiation area as:

h ¼ 2D2
�
k ð54:2Þ

the above D is the largest line of antenna aperture size, λ is the working wavelength.
In the microwave directional energy transmission, we need to be placed in the

Final region of the target array receiving transmitting beam energy transport within
the receiving antenna to transmit antenna, which is greater than D4=3

�
2k1=3, and

less than 2D2
�
k.

If the representative of h microwave transmission in free space distance, T1, R1
respectively represent the transmitting antenna and the receiving antenna area, λ is
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the working wavelength, η is microwave transmission efficiency in free space is the
function of parameters

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T1 � R1p

khð Þ�1. Assuming the emission aperture field
distribution for Gauss.

The transmission efficiency is determined by
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T1 � R1p

khð Þ�1, and not directly
related to the transmission distance. Distance h increases by T1 and R1 increase or
decrease to compensate the λ.

Non focused port surface decreased significantly at the power density of the far
zone, the energy transfer efficiency is low. In the application of microwave energy
transmission to realize the transmission of high power density and long distance,
should improve the working frequency antenna aperture and system, and uses the
focusing mouth surface emitting signal. Table 54.1 reference value calculation for
several typical frequency, mouth face, spacing results.

54.2.2 Analysis of Anti Jamming Receiver

Satellite navigation receiver (L band) in the practical application environment,
interference is inevitable. Array antenna can effectively enhance the signal, can
more adaptive anti jamming. The anti jamming receiver array and microwave can
be integrated array design transmission array, RF rectification array component will
be effective anti except a plurality of interference, and improve the dynamic range
of active radio frequency receiving channel, weaken the microwave energy (C.X
band) may bring about the impact.

Using the power inversion algorithm directly to the array output as an error
signal, the pursuit of the minimum mean square error, signal to interference ratio is
greatly improved. The method is availability for the satellite signal receiving.

By introducing integral time constant, RC, then the iteration formula is as
follows:

RC
dw*

dt
þ 2lx*

�
x*
T
w* þ w* ¼ w*b ð54:3Þ

Table 54.1 The frequency, antenna caliber, distance number form

Serial
number

Transmit frequency
(GHz)

Antenna aperture
(m)

Array spacing should be less
than (km)

1 F = 10 200 2600

F = 10 500 16,600

2 F = 35 200 9300

F = 35 500 58,300

3 F = 200 100 6600

F = 200 200 53,300
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the algorithm can be implemented by hardware circuit, weight calculation
relationship:

wðnþ 1Þ ¼ wðnÞ þ 2lyðnÞxðnÞ ð54:4Þ

selection of N units in the composite antenna array, n − 1 array element is uni-
formly distributed on the radius of the circle of half wavelength. Through analysis
the gain of the formed beam upward in the satellite, and the interference to the
formation of null. Beam and null amplitude difference exceeds the expected target.

54.2.3 Beam Forming Emission Analysis

Research on integrated antenna array, the array beam broadening can be applied to
microwave energy transmission. Beam broadening can avoid energy is too con-
centrated, the receiving array of non energy receiving device to cause additional load.
Reasonable optimization makes the energy requirements within the region in the
ideal distribution, so that the efficiency of receiving equipment optimization [4, 5].

Setting a rectangular planar array according to the unit rectangular grid
arrangement in the X0Y plane. As is shown in Fig. 54.2:

According to the principle of superposition of the electromagnetic wave, can
give the planar array factor:

sðh;/Þ ¼
XMX

m¼�MX

XMY

n¼�MY

i
0
mn

i0oo

� �
exp jk sin h mdx cos /þ ndy sin /

� �� 	 ð54:5Þ

Each unit of current i
0
mn were normalized to the center of the current i

0
oo:

imn ¼ i
0
mn=i

0
oo ð54:6Þ

Fig. 54.2 The grid pareto
diagram of rectangle surface
array
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were normalized to the center of the current imn. And the center of the current i
0
oo.

The phase difference is a, then the:

imn ¼ Imn exp jamnð Þ ð54:7Þ

accordingly:

sðh;/Þ ¼
XMX

m¼�MX

XMY

n¼�MY

Imnð Þ exp jk sin h mdx cos /þ ndy sin /
� �þ jamn

� 	 ð54:8Þ

for the transmitting array microwave energy transmitter unit structure, specific, the
researchers used the Fu Li ye series transform and differential evolution algorithm
combining beam forming, obtained better. Figure 54.3 beam array antenna shaped
figure, Fig. 54.4 for array antenna beam broadening map.

54.3 Simulation Analysis

54.3.1 Focusing Field Energy Transmission Simulation

Based on the theory of different aperture focusing antenna, transmitting array is
constructed in the special electromagnetic simulation tool. Using HFSS to simulate
the antenna with different frequency, power, focal length and other parameters.
Figure 54.5 is the focus emission mouth surface axial power density simulation
diagram; Fig. 54.6 for longitudinal focal power density simulation diagram;
Fig. 54.7 focusing port surface axial power density curve.

Fig. 54.3 The shaped beam
of array antennas
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Fig. 54.4 Beam widen of array antennas

Fig. 54.5 The simulation of power density of focused aperture

Fig. 54.6 The simulation of
power density of lengthways
focal spot
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From the simulation results, in the relatively distant areas can be effectively
transmitted to the distal focused microwave. The simulation results of focal spot,
theoretically in line with array energy receiving expected. And it can make the
maximum power density array controlled by effective construction of transmitting
array.

54.3.2 Unit Simulation of Triple Receiving Satellite
Navigation System

Based on microstrip antenna theory design three system navigation antenna con-
cludes GPS, Beidou System and GLONASS system. The upper layer is the patch,
the second layer is coupled line, the third layer is the feeding network. The radiation
patch selection of a dielectric constant of 2.55. The third layer is arranged at the
lower end of active RF micro circuit. Figure 54.8 is a satellite navigation receiver

Fig. 54.7 The simulation of
lengthways power density of
focused aperture

Fig. 54.8 The model of
satellite navigation antenna
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antenna model, Fig. 54.9 Simulation of standing wave curve, 10 Beidou antenna
pattern in Fig. 54.11 GPS antenna pattern in Fig. 54.12 is a GLONASS antenna
pattern (Fig. 54.10).

From the simulation results, the three receiving unit antenna model to construct
the effective system. Each frequency point of standing wave is good, Big Dipper,
GPS, GLONASS direction of the antenna can meet the expected. Units ample test
results according to the design and the simulation results are consistent.

Fig. 54.9 VSWR simulation
result
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Fig. 54.10 BD radiation
pattern
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54.3.3 Satellite Navigation Receiving Array Concept

Figure 54.13 is a satellite navigation receiver array top local view. The figure didn’t
show the RF circuit, signal processing circuit.
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Fig. 54.11 GPS radiation
pattern
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According to certain tasks is expected to receive anti interference receiving
appropriate unit selection in the array in the above. Figure 54.14 is the anti jamming
receiver array simulation example, enhanced from the figure we can see the
received signal, interference signal suppression.

54.3.4 Energy Antenna Unit

54.3.4.1 The Energy Receiving Integrated Unit

Build the following energy receiving integrated unit based on the theory of mi-
crostrip antenna. The top using narrowband structure, the second layer Nonlinear
Rectification for radio frequency circuit, the third layer is the network cascade
structure. Model construction are based on the study of S, C, X, Ka band. Fig-
ure 54.15 is a narrow energy receiver structure [6, 7].

Fig. 54.13 The part view of satellite navigation receiving array

Fig. 54.14 The simulation of
anti-jamming for GPS
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Above board respectively using microwave substrate dielectric constant, the
thickness of 4.5 1.524 mm and a dielectric constant of 3.2, thickness 0.762 mm.
Tangent of the loss angle are respectively 0.002 and 0.0032. Figure 54.16 is the S
band receiver structure standing wave curve, Fig. 54.17 for S band receiver
structure gain curve.

Figure 54.18 is a S band receiver structure of 3D pattern. Look at the structure
satisfy the narrowband microwave energy expected from the results of the analysis.

54.3.4.2 The Energy Receiving Integrated Unit Two

Build the following energy receiving antenna broadband integrated unit based on
the theory of. The top using wideband planar Archimedes spiral structure as the
radiation unit, the second layer Nonlinear Rectification for radio frequency circuit,
the third layer is the network cascade structure. Model constructed respectively
based on the study of S–C and X–Ka frequency. Figure 54.19 is a wideband energy
receiving structure.

Fig. 54.15 The structure of
narrow-bandwidth energy
receiving

Fig. 54.16 The VSWR of S
band receiving structure
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Fig. 54.17 The gain of S
band receiving structure

Fig. 54.18 The 3D radiation
pattern of S band receiving
structure

Fig. 54.19 The structure of
wideband energy receiving
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Map sheet can choose rigid or flexible microwave plate. Figure 54.20 is the
structure of wideband receiving VSWR curve, Fig. 54.21 is the gain curve of the
structure. From the analysis results of the structure to meet certain broadband
microwave can receive the expected.

54.3.5 Rectifier Unit

The researchers constructed a multiple frequency RF rectification unit, a variety of
circuit topology, a variety of dynamic range, and achieved good results. Fig-
ure 54.22 is a multi tube rectifier circuit unit structure. Figure 54.23 is a rectifier
structure power S11 curve.

RF structure shown in Fig. 54.22 in the analysis showed the expected efficiency
and power voltage than the ideal. Figure 54.24 is a unit under different loads of

Fig. 54.20 The VSWR of
wideband receiving

Fig. 54.21 The gain of
wideband receiving

624 X. Liang et al.



Fig. 54.22 The structure of multi-diode rectifier circuit

Fig. 54.23 The S parameter of rectifier circuit

Fig. 54.24 The diagram of receiving efficiency and input power with different load
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receiving efficiency and input power. Figure 54.25 is a radio frequency rectifier unit
actual power voltage ratio curve.

54.3.6 The Energy Receiving Array Concept

Basis of progress made in the early stage of the unit structure, the researchers were
constructed. Some band narrow band and wide band energy receiving skin concept
array. In the flexible or semi flexible substrate material are respectively constructed
as shown in Figs. 54.26, 54.27, and 54.28 shows the receiving array concept model
[8−10].

Fig. 54.25 The curve of ratio
of power and voltage by RF
unit

Fig. 54.26 Concept model of
a narrow-bandwidth receiving
structure

Fig. 54.27 Concept model of
rectifier receiving array
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54.3.7 Satellite Autonomous Navigation of Composite
Transceiver Array Concept

Because of the silicon solar cell is generally P+/N structure or N+/P structure, in the
modeling analysis consider solar panels as satellite navigation antenna part back-
plane array and energy receiving antenna array layer composite integrated system.

Figure 54.29 is a satellite navigation receiving integrated conceptual model
matrix and solar array.

The microwave energy receiving array, the satellite navigation receiving array
and the solar array of integrated modeling, the researchers constructed a satellite
autonomous navigation of composite transceiver array concept model as shown in
Fig. 54.30. The model has been verified in some frequency points. It should be
noted that, to realize the model need more in-depth study materials, MEMS and RF
integrated areas such as technical problems, but this work has already started.

Fig. 54.28 Concept model of
a wideband width receive
structure

Fig. 54.29 Navigation
receiving and solar cell
on the concept of system
integration
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54.4 Experimental Study

54.4.1 The VSWR of the Antenna Array

Experimental design of microwave three groups of different 56 unit can transmit
array, RF rectification array, energy self-sufficiency network (integrated in one). For
one group of microwave energy transmission unit standing wave test results are as
follows (Table 54.2 and Fig. 54.31):

54.4.2 The Voltage of the Array

Using the standard power source and standard antenna on a test matrix of each unit
with a fixed power level in microwave anechoic chamber, the test results of unit
actual rectifier voltage as follows (Table 54.3):

Fig. 54.30 Satellite
autonomous navigation of
composite transceiver array
concept model

Table 54.2 VSWR receive
datas

1.06 1.05 1.37 1.32

1.05 1.15 1.17 1.13 1.08 1.33

1.21 1.15 1.17 1.12 1.12 1.32

1.31 1.18 1.17 1.21 1.15 1.12

1.16 1.1 1.25 1.13 1.17 1.26

1.0–5 1.08 1.12 1.28 1.2 1.43

1.15 1.08 1.22 1.1 1.15 1.18

1.15 1.17 1.25 1.25 1.13 1.16

1.08 1.07 1.2 1.1 1.09 1.26

1.03 1.22 1.05 1.15
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54.4.3 The Transmission Experiment of the Array

According to the theoretical study and simulation results of the model [11, 12], the
construction of launch system, communication channel, for all types of rectifier
array testing completed transmission can extract test. Signal level from −60 to
0 dBm, power amplifier level from 30 to 50 dBm. In accordance with the con-
nection test way below, the measured array should be increased with the increase of
signal level gradually produce voltage, and the voltage increases gradually changes.
Test integrated array output energy obviously. Output voltage is directly driven by
the load of goal setting (Table 54.4 and Fig. 54.32).

54.4.4 The Solar Energy Receiving Experiment

Test the design of a solar panel composite antenna receiving array, the array can test
in sunlight to achieve power conversion reception. The output end of the 12 V
could end the effective storage energy in storage. The 12 V power supply can
effectively drive the low noise amplifier integrated unit of work.

Fig. 54.31 The experimental
antenna array of 56 cells

Table 54.3 Voltage receive
datas

0.989 1.006 0.857 0.979

1.064 1.043 1.054 0.904 0.886 0.988

0.916 0.910 1.057 0.969 0.913 1.035

1.052 0.901 1.024 1.048 0.885 1.030

0.886 1.067 0.876 0.990 0.957 1.026

1.072 0.944 0.902 0.964 1.001 0.973

0.937 0.986 0.954 0.863 1.046 1.040

1.043 1.039 1.028 1.151 1.027 0.985

1.028 1.040 0.868 1.018 1.063 0.893

1.032 0.979 1.052 0.889
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54.4.5 Satellite Navigation Receiving Test

Test the design of a satellite navigation system three anti-interference receiving
array composite solar panel test device, from battery array and microwave rectifier
array energy can provide satellite navigation receiving system using. Through
observation and experiment, obtained the Big Dipper, GPS, stable GLONASS
receive data (Tables 54.5, 54.6 and 54.7, Fig. 54.33).

Table 54.4 Voltage
receiving datas

Number Transmitting power (X + 30) dBm Output (V)

1 −23 28.56

2 −22 33.14

3 −21 38.3

4 −19 50.9

5 −18 58.6

6 −17 67.7

7 −16 77.7

8 −15 89.4

9 −14 102.3

Fig. 54.32 56 experimental
array unit test chart

Table 54.5 Receive datas of BD

1 Group Satellite number 3 1 2 4 5 7 8 10

S/N 44 43 43 45 43 46 46 45

Result E108°50′31.05″ N33°14′19.57″

2 Group Satellite number 3 1 2 4 5 7 8 10

S/N 44 43 42 46 45 46 48 46

Result E108°50′30.97″ N33°14′19.74″
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54.5 Summary

The conceptual model of this study can be applied to a variety of platform of the
future of microsatellite, pseudo satellite, airship, aircraft, ships, robots and other
empty, day, multi field, which can achieve the power enhancement, energy self-
sufficiency, interference and anti interference, multi system navigation receiver,
detection network, land sea state monitoring and other functions. Figure 54.34 gives
independent integrated transceiver array architecture graph and its application.

Microwave energy in space exploration for the shadow of the sun to the task
where the platform will play a decisive role. For many small platform, if the

Table 54.6 Receive datas of GPS

1 Group Satellite number 7 16 27 13 31 3 21 23

S/N 46 47 52 49 39 49 40 50

Result E108°50′30.70″ N33°14′19.72″

2 Group Satellite number 7 16 27 13 8 3 21 23

S/N 46 46 50 50 42 51 36 51

Result E108°50′30.69″ N33°14′19.75″

Table 54.7 Receive datas of GLONASS

1 group Satellite number 9 1 10 11 14 8 6 7

S/N 48 42 52 51 47 42 48 42

Result E108°50′30.94″ N33°14′19.77″

2 group Satellite number 9 1 10 11 14 8 6 7

S/N 49 43 52 50 45 43 47 43

Result E108°50′31.11″ N33°14′19.69″

Fig. 54.33 Screenshot of the satellite navigation receiver data

54 Research on the Satellite Navigation Independent … 631



independent integrated transceiver array concept into practice, combined with the
small super capacitor (or flywheel), and assisted by means of autonomous navi-
gation, so many miracles will be born.

Conceptual model of the technology will realize with the further development of
device, material, process integration, and RF and microwave technology and
deepening.

The conceptual model using the left-handed materials, nano antenna technology,
micro system technology will enable mentioned in this article to become real. Using
light wave two like sex can be efficiently receiving light energy, which in the Internet
of things and navigation data will revolutionize the development background.

The basic idea in this paper can expect further development and application of
Beidou system to play a certain reference role.
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Chapter 55
A Framework of Mathematic Model
and Performance Evaluation for Conjunct
GNSS Spoofing Detection

Dingbo Yuan, Hong Li and Mingquan Lu

Abstract GNSS spoofing is extremely deceitful and destructive for receivers. To
guarantee safe access to GNSS, reliable spoofing detection is very important,
especially for some critical GNSS applications and services. A great many spoofing
detection techniques have been proposed in the last decade, they may be demon-
strated to be effective for a special spoofing attack scenario. Nevertheless, there are
few studies on generic and formal analysis on GNSS spoofing detection. In addi-
tion, there is no consolidated performance evaluation system for spoofing detection,
which results in ambiguous interpretations. Therefore, a generalized mathematical
model for conjunct GNSS spoofing detection based on Dempster-Shafer theory is
proposed in this paper, and a performance evaluation framework for the proposed
mathematical model is provided as well. To the authors’ knowledge, the research is
not only helpful for the researchers to propose new methods for spoofing detection
and corresponding performance analysis, but also helpful for spoofing detection
system construction. At last, simulation results are provided to demonstrate the
theoretical derivations.

Keywords Spoofing detection model � Performance evaluation framework �
Dempster-Shafer

55.1 Introduction

As more and more applications and services depend on precise time synchroniza-
tion and position information such as financial transactions and communications
networks [1], Global Navigation Satellite System (GNSS) is becoming more pre-
dominant than ever before. However, GNSS signals are vulnerable to intentional
and unintentional interference, such as jamming and spoofing [2]. Among them,
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spoofing attacks are extremely deceitful and destructive for GNSS receivers,
whereas spoofing attack can force GNSS receivers to generate misleading time and
position information while they are very difficult to be discovered by victim
receivers [3, 4]. Therefore, to guarantee safe access to GNSS, researches on reliable
spoofing detection techniques are of great importance, especially for some critical
GNSS applications and services.

A lot of methods and techniques for spoofing detection and anti-spoofing have
been proposed in the past few years [5–9], such as signal power detection [10], time
of arrival (TOA) detection [11], and joint Dopplers consistency detection [12], et al.
They may be demonstrated to be effective for a special spoofing attack scenario. For
instance, signal power detection may be effective for repeater spoofing attack, in
which the spoofing signal is supposed to be stronger than the authentic one.
However, it may not be applicable for intermediate spoofing attack, since the
spoofing signal power may be similarly the same with the authentic one [13], or
even weaker. Hence, a great many literatures are focused on classify spoofing and
authentic signal based on some certain attribute. But there are few studies on
generalized and formal mathematic model and framework analysis on GNSS
spoofing detection. Moreover, as lack of scientific experiments, there is no con-
solidated performance evaluation framework for spoofing detection, which results
in ambiguous interpretations.

Dempster-Shafer theory [14] has turned out to be effective for evidence com-
bination in many fields. Therefore, a generalized mathematic model for conjunct
GNSS spoofing detection based on Dempster-Shafer theory is proposed in this
paper. And a generalized performance evaluation framework corresponding to the
proposed model is provided as well. To the authors’ knowledge, the proposed
mathematic model and performance evaluation framework is not focused on some
certain spoofing detection technique, but focused on providing a generic framework
that can make conjunction of all existing spoofing detection methods. The theo-
retical derivations and simulation results show that the proposed model and
framework can enhance the spoofing detection performance and it is universally
valid.

The rest of the paper is organized as follows: in Sect. 55.2, the proposed
mathematic model is described. Performance evaluation framework is presented in
Sect. 55.3. Numerical results and discussions are provided in Sect. 55.4 while
conclusions are drawn in Sect. 55.5.

55.2 Mathematic Model

55.2.1 Mathematic Model for Single Spoofing Detection

As the receiver has no idea whether there is spoofing signal or not, there would be
actually three states for the receiver. If there is no signal present, i.e., the received
signal is noise, we denote it as state N; if the received signal is authentic, we denote it
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as state A; if the received signal is counterfeit, we denote it as sate C. Generally,
there could be a lot of propositions for the state of the receiver. For example, we may
declare that the received signal is noise; or we may declare that the received signal is
absolutely not noise, but it is either authentic signal or spoofing signal, et al.

In order to introduce the mathematic model, some new notions would be defined
in this paper. We denote the frame of signal discernment Θ as all possible mutually
exclusive declared propositions of the receivers, and the frame Θ could be
expressed as follows.

H ¼ N; A; C; N; Af g; N; Cf g; A; Cf g; N; A; Cf gf g ð55:1Þ

Every part of Eq. (55.1) in due order means the received signal is “noise”,
“authentic signal”, “counterfeit signal”, “either noise or authentic signal”, “either
noise or counterfeit signal”, “either authentic or counterfeit signal”, and “either
noise, authentic or counterfeit signal”, respectively.

For a single spoofing detection method Ti, it has its own propositions by
assigning its beliefs over the frame Θ. And the assignment could be expressed as
the basic probability function, which could be denoted as mi :ð Þ. It has the following
properties,

mi ;ð Þ ¼ 0 ð55:2Þ

mi Nð Þ þ mi Að Þ þ mi Cð Þ þ mi N; Af gð Þþ
mi N; Cf gð Þ þ mi N;Cf gð Þ þ mi N; A; Cf gð Þ ¼ 1

ð55:3Þ

here ; me represents an empty set, mi Nf g means the i-th spoofing detection
method’s basic belief probability of the proposition that the received signal must be
noise. Similarly, mi N; Af gð Þ means the i-th spoofing detection method’s basic
belief probability of the proposition that the received signal must be either noise or
authentic signal. So is the same with other parts in Eq. (55.3).

As is illustrated in Fig. 55.1, based on the i-th spoofing detection method, the
whole signal discernment Θ can be divided into seven different zones and each zone
can be assessed with corresponding basic probability.

Since we have to know the probability of the fact that the received signal is
whether noise, authentic signal, or counterfeit signal, we actually only care about
the probability of the proposition N, A, and C, despite there are seven propositions

N C

A

{N,A} {A,C}

{N,C}

{N,A,C}

Fig. 55.1 Basic detection probability assessment for a single spoofing detection method
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in the frame of discernment Θ. So, according to the i-th spoofing detection method’s
assignment, the actual belief probability is indicated by a confidence interval
expressed as,

Li Nð Þ;Ui Nð Þ½ � ð55:4Þ

Li Að Þ; Ui Að Þ½ � ð55:5Þ

Li Cð Þ; Ui Cð Þ½ � ð55:6Þ

the lower bound Li Nð Þ is the actual belief probability that accounts for all evidence
E that supports “the received signal is noise”, while the upper bound Ui Nð Þ is the
actual belief probability that accounts for all evidence E that does not rule out “the
received signal is noise”. They could be expressed as follows.

Li Nð Þ ¼
X
E�N

mi Eð Þ ¼ mi Nð Þ ð55:7Þ

Ui Nð Þ ¼
X

E\N 6¼;
mi Eð Þ ¼ mi Nð Þ þ mi N; Af gð Þ

þ mi N; Cf gð Þ þ mi N; A; Cf gð Þ
ð55:8Þ

Similarly, the lower bound Li Að Þ is the actual belief probability that accounts for
all evidence E that supports “the received signal is authentic”, while the upper bound
Ui Að Þ is the actual belief probability that accounts for all evidence E that does not
rule out “the received signal is authentic”. They could be expressed as follows.

Li Að Þ ¼
X
E�A

mi Eð Þ ¼ mi Að Þ ð55:9Þ

Ui Að Þ ¼
X

E\A6¼;
mi Eð Þ ¼ mi Að Þ þ mi N; Af gð Þ

þ mi A; Cf gð Þ þ mi N; A; Cf gð Þ
ð55:10Þ

The lower bound Li Cð Þ is the actual belief probability that accounts for all
evidence E that supports “the received signal is counterfeit”, while the upper bound
Ui Cð Þ is the actual belief probability that accounts for all evidence E that does not
rule out “the received signal is counterfeit”. They could be expressed as follows.

Li Cð Þ ¼
X
E�C

mi Eð Þ ¼ mi Cð Þ ð55:11Þ

Ui Cð Þ ¼
X

E\C 6¼;
mi Eð Þ ¼ mi Cð Þ þ mi N; Cf gð Þþ

mi A; Cf gð Þ þ mi N; A; Cf gð Þ
ð55:12Þ
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55.2.2 Mathematic Model for Conjunct Spoofing Detection

The above part has introduced the mathematic model for a single spoofing detection
method. In fact, if we want to construct a spoofing detection system, there would be
a lot of spoofing detection methods and anti-spoofing techniques that should be
taken into account. In this section, we will introduce the mathematic model for
conjunct spoofing detection.

Consider I different spoofing detection methods taken into account, which can be
denoted as T1. . .; Ti; . . .; TIf g. The basic belief probability and confidence interval
of each spoofing detection method is described in Sect. 55.2.1. Note that different
spoofing detection method has different historical spoofing detection correctness
rate. For instance, for a repeater spoofing attack, signal power detection and multi-
modal detection would be more reliable than Doppler consistency detection,
because the power of spoofing signal would be usually stronger than that of the
authentic one while their Doppler consistency would be similarly the same. Herein,
the spoofing detection correctness of i-th spoofing detection method Ti in history
can be expressed as wi.

Dempster-Shafer theory combination rule [15] is flexible and intuitive, and it can
make information fusion by managing their imprecision and uncertainty. Herein,
we choose it as our baseline for conjunct spoofing detection. Generally, we consider
the case with I spoofing detection methods denoted as T1; . . .; TIf g. The conjunct
basic probability function can be denoted as m1. . .I Sð Þ, where S 2 H, i.e., S could
be N;A;C; N; Af g; N; Cf g; A; Cf g; N; A; Cf g. And it could be expressed as
follows.

m1...I Sð Þ ¼

P
\Ei¼S

Q
1� i� I

wimi Eið Þ
P

\Ei 6¼;

Q
1� i� I

wimi Eið Þ ð55:13Þ

Then we can get the confidence interval of the conjunct detection probability of
noise, authentic signal, and spoofing signal. And they can be expressed as
L1...I Nð Þ; U1...I Nð Þ
� �

; L1...I Að Þ; U1...I Að Þ
� �

; and L1...I Cð Þ; U1...I Cð Þ
� �

, respectively. The
lower bound and upper bound of the conjunct detection probability of noise, the
authentic signal, and the spoofing signal can be expressed as follows, respectively.
Similarly, the lower bound is the probability that accounts for the evidences that
supports the corresponding proposition while the upper bound is the probability that
accounts for the evidences that does not rule out the corresponding proposition.

L1...I Nð Þ ¼

P
\Ei¼N

Q
1� i� I

wimi Eið Þ
P

\Ei 6¼;

Q
1� i� I

wimi Eið Þ ð55:14Þ
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U1...I Nð Þ ¼

P
\Ei¼N

Q
1� i� I

wimi Eið Þ
P

\Ei 6¼;

Q
i� i� I

wimi Eið Þ þ

P
\Ei¼ N;Af g

Q
1� i� I

wimi Eið Þ
P

\Ei 6¼;

Q
1� i� I

wimi Eið Þ

þ

P
\Ei¼ N;Cf g

Q
1� i� I

wimi Eið Þ
P

\Ei 6¼;

Q
1� i� I

wimi Eið Þ þ

P
\Ei¼ N;A;Cf g

Q
1� i� I

wimi Eið Þ
P

\Ei 6¼;

Q
1� i� I

wimi Eið Þ

ð55:15Þ

L1...I Að Þ ¼

P
\Ei¼A

Q
1� i� I

wimi Eið Þ
P

\Ei 6¼;

Q
1� i� I

wimi Eið Þ ð55:16Þ

U1...I Að Þ ¼

P
\Ei¼A

Q
1� i� I

wimi Eið Þ
P

\Ei 6¼;

Q
1� i� I

wimi Eið Þ þ

P
\Ei¼ N;Af g

Q
1� i� I

wimi Eið Þ
P

\Ei 6¼;

Q
1� i� I

wimi Eið Þ

þ

P
\Ei¼ A;Cf g

Q
1� i� I

wimi Eið Þ
P

\Ei 6¼;

Q
1� i� I

wimi Eið Þ þ

P
\Ei¼ N;A;Cf g

Q
1� i� I

wimi Eið Þ
P

\Ei 6¼;

Q
1� i� I

wimi Eið Þ

ð55:17Þ

L1...C ¼

P
\Ei¼C1

Q
1� i� I

wimi Eið Þ
P

\Ei 6¼;

Q
1� i� I

wimi Eið Þ ð55:18Þ

U1...I Cð Þ ¼

P
\Ei¼C

Q
1� i� I

wimi Eið Þ
P

\Ei 6¼;

Q
1� i� I

wimi Eið Þ þ

P
\Ei¼ N;Cf g

Q
1� i� I

wimi Eið Þ
P

\Ei 6¼;

Q
1� i� I

wimi Eið Þ

þ

P
\Ei¼ A;Cf g

Q
1� i� I

wimi Eið Þ
P

\Ei 6¼;

Q
1� i� I

wimi Eið Þ þ

P
\Ei¼ N;A;Cf g

Q
1� i� I

wimi Eið Þ
P

\Ei 6¼;

Q
1� i� I

wimi Eið Þ

ð55:19Þ

Note that the reason why there are confidential intervals of the conjunct spoofing
detection probability is because there are uncertain items for each spoofing detec-
tion method, as is illustrated in Fig. 55.1. If there is no uncertain item for each
spoofing detection method, the frame of signal discernment Θ in Eq. (55.1) would
be H ¼ N; A; Cf g. Consequently, the lower bound and upper bound of corre-
sponding detection probability would be the same. That is to say,

L1...I Nð Þ ¼ U1...I Nð Þ; L1...I Að Þ ¼ U1...I Að Þ; L1...I Cð Þ ¼ U1...I Cð Þ ð55:20Þ
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The architecture of the proposed mathematic model for conjunct GNSS spoofing
detection is illustrated in Fig. 55.2. Firstly, for the received GNSS signal, we can
get its signal attributes (signal power, code phase, Dopplers, et al.) after digital
signal processing. Then, we can perform different spoofing detection based on
corresponding signal attributes. Then we can make joint usage of the spoofing
detection results based on the proposed conjunct spoofing detection model. At last,
we will make signal type assessment based on the above derivations to decide
whether the received signal is noise, authentic signal, spoofing signal, or we are
uncertain about it.

55.3 Performance Evaluation

In order to evaluate the performance of the proposed mathematic model for
conjunct GNSS spoofing detection, a performance evaluation framework will be
proposed in this section. Since we are performing conjunct spoofing detection based
on different spoofing detection methods, we should consider the additional benefits
we can get if we make conjunct spoofing detection based on more different spoofing
detection methods. Herein, a performance evaluation framework is described in the
following part.

As expressed in Eq. (55.1), the frame of signal discernment Θ contains seven
mutually exclusive declared propositions of the receivers. Then, we denote Ω as the
performance evaluation space of the proposed mathematic model. The base vector
of the space can be expressed in Eq. (55.21). Herein, Ω is a Cartesian space ℝ7.

~mi ¼ mi Nð Þ; mi Að Þ; mi Cð Þ; mi N; Af gð Þ; mi N; Cf gð Þ; mi A; Cf gð Þ; mi N; A; Cf gð Þ½ �
ð55:21Þ

Define the difference metric [15] between two different spoofing detection
methods Ti and Tj in the performance evaluation space as in Eq. (55.22), where
Ep; Eq 2 H and jEp \ Eqj denotes the cardinality of Ep \ Eq. And W is a 7 × 7

...

...

Spoofing
Detection
Method 1

...

...

Noise

Received
signal

Signal
Processing

Signal
Attribute 1

Signal
Attribute i

Signal
Attribute I

Spoofing
Detection
Method i

Spoofing
Detection
Method I

Conjunct
Spoofing
Detection

Model

Uncertain

Signal Type 
Assessment

Authentic

Spoofing

ω1

ωi

ωΙ

Fig. 55.2 Architecture of the proposed mathematic model for conjunct GNSS spoofing detection
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weight matrix, with the element Wpq ¼ Ep\Eqj j
Ep[Eqj j. Therefore, if the detection results of

Ti and Tj are the same, then the difference metric d Ti; Tj
� �

would be zero. And the
greater the difference metric d Ti; Tj

� �
is, the more additional benefits we will get in

the conjunct spoofing detection. For I spoofing detection methods, the difference
metric matrix can be denoted as DI�I , where the element dij ¼ d Ti; Tj

� �
. We can

easily find that the matrix is symmetrical, since the difference metrics between Ti
and Tj, Tj and Tj are the same.

d Ti; Tj
� � ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2

~mi � ~mj
� �T

W ~mi � ~mj
� �r

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2

X7
p¼1

m2
i Ep
� �þ 1

2

X7
q¼1

m2
j Eq
� ��X7

p¼1

X7
q¼1

mi Ep
� � Ep \ Eq

�� ��
Ep [ Eq

�� ��mj Eq
� �

vuut ð55:22Þ

Herein, we define the benefit function of the proposed mathematic model as Ben,
and it can be defined as follows.

Ben ¼
XI

i¼1

XI

j¼iþ1

d Ti; Tj
� � ð55:23Þ

We can regard the benefit function Ben as an indicator to evaluate the perfor-
mance of the proposed model. As the benefit function increases, we will get more
information when adding into a new spoofing detection technique. Consequently,
we will get a higher spoofing detection performance. In other words, if the benefit
function does not increase after introducing a new spoofing detection technique,
then it indicates that the new spoofing detection technique is not necessary, which is
consistent with the information theory.

55.4 Simulation Results and Discussions

To demonstrate the validity of the proposed conjunct spoofing detection model and
performance evaluation framework, this section provides some spoofing scenes and
numerical results. Here we take GPS L1 C/A signal as an example. Consider an
intermediate spoofing attack, the corresponding constellation is illustrated in
Fig. 55.3. There are six authentic signals and one spoofing signal. And the authentic
signals are illustrated in green while the spoofing signal is in red. The authentic
signal-to-noise ratio (SNR) is −18 dB while the spoofing-to-authentic ratio (SAR) is
1 dB. We consider three different spoofing detection methods: Signal Power
Detection (SPD) [10], Multi-Peak Detection (MPD), and DCD (Dopplers Consis-
tency Detection) [12]. And the corresponding detection probabilities are illustrated
in Table 55.1.
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Since the signal power of the authentic and spoofing signals are almost the same,
for SPD, there is a great probability that the present signal is not noise, but actually
not quite sure which one is spoofing [10]. Similarly, as C/A pseudo-noise code is
short-cycle code, we are not quite sure which one is spoofing based on MPD, either.
Therefore, we will enhance the spoofing detection performance by the proposed
conjunct spoofing detection model (CSDM). Since DCD is more effective for the
intermediate spoofing detection, here the spoofing detection correctness of each
spoofing detection method in history can be designated as 0.2, 0.2, 0.6,
respectively.

Based on the Eqs. (55.14)–(55.19), we can get the corresponding conjunct
spoofing detection probability, which is illustrated in the last line in Table 55.1. We
can find that the spoofing detection performance has been enhanced based on the
proposed conjunct spoofing detection model. The uncertain between the authentic

Fig. 55.3 The constellation
of a spoofing attack scenario,
with six authentic (green)
signals and one spoofing (red)
signal

Table 55.1 Three different
spoofing detection methods
and the corresponding
detection probabilities

N A C {N,
A}

{N,
C}

{A,C} {N,A,
C}

SPD 0 0.15 0.37 0 0 0.48 0

MPD 0 0.26 0.24 0 0 0.6 0

DCD 0 0.04 0.87 0 0 0.09 0

CSDM 0 0.0532 0.8884 0 0 0.0585 0

55 A Framework of Mathematic Model and Performance Evaluation … 643



and spoofing signals has been reduced, since we can make use of more information
about the different signal attributes based on the CSDM.

Here we also try to evaluate the performance of the CSDM. Firstly, we calculate
the difference metric matrix of the above three spoofing detection method, and it
can be denoted as follows.

D ¼
0 0:1832 0:5435

0:1832 0 0:6831
0:5435 0:6831 0

2
4

3
5 ð55:24Þ

From the difference metric matrix, we find that the difference between SPD and
MPD is not apparent, since both of them have a great uncertain on identifying the
authentic and spoofing signals. Nevertheless, the difference metric between SPD (or
MPD) and DCD is apparent enough, since DCD has a great spoofing detection
probability. Therefore, considering the tradeoff between computation resources and
performances, we can just take SPD and DCD into account to perform CSDM.

55.5 Conclusions

This paper has proposed a generalized mathematic model for conjunct GNSS
spoofing detection based on Dempster-Shafer theory. The principle and the archi-
tecture of the conjunct spoofing detection model are analyzed. It shows how to
combine different spoofing detection techniques to achieve more reliable spoofing
detection results. Meanwhile, a generalized performance evaluation framework
corresponding to the proposed model is provided as well. The difference metric
matrix is introduced to measure the differences between different spoofing detection
methods. And the benefit function is also introduced to evaluate the performance of
the proposed model. The derivations indicate that the higher the benefit function is,
the more reliable spoofing detection results we will get. The proposed mathematic
model and corresponding performance evaluation framework is not only helpful for
the researchers to propose new methods for spoofing detection and corresponding
performance analysis, but also helpful for spoofing detection system construction.
And simulation results have shown that the proposed model and framework is valid.
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Chapter 56
A Near-Far Effect Mitigation Method
of Pseudolites Based on Array Signal

Libin Shen, Lixin Li, Huisheng Zhang and Tao Bao

Abstract This paper proposes a new near-far effect mitigation method based on
array signal to resolve the near-far problem in pseudolites. It can adjust the power
intensity of the pseudolite by constraining the beam direction to make it accord
with the real navigational signal. Meanwhile, this method achieves maximum
interference signal filtering, thus the navigation receiver can work properly under
the concurrence of pseudolites, strong interferences and navigation signals.
The effectiveness of the proposed method is proved through simulations and
performance analysis.

Keywords Pseudolite � Near-far effect � Array signal processing � Beamforming

56.1 Introduction

Initially proposed by Beser and Parkinson in 1982 [1], pseudolite technology is
mainly used to verify the performances of receivers on the ground before GPS
satellite was launched. However, pseudolites can increase the number of visible
satellites, and improve the geometric factors greatly with suitable arrangements. It
[1] can enhance the positioning accuracy of the navigation system significantly
[2, 3]. Therefore, pseudolite technology has received extensive attention and
widespread application in various fields since it was put forward. Using pseudolites
to position separately or in combination with navigation satellites has become one
of the effective ways to improve the performance of navigation system. However,
the near-far effect is still one of the urgent problems in pseudolites [4].
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Various possible methods have been proposed to overcome the near-far effect in
recent years. TDMA, FDMA and CDMA were the earliest three possible approa-
ches [5]. The TDMA technique adopts pulses with a certain duty cycle to transmit
pseudolite signals. While the FDMA method enables transmitting frequency of
pseudolites and GPS to have a certain frequency offset, but maintains it in the same
waveband. Unlike TDMA and FDMA, the CDMA technique uses a longer code
sequence than the GPS code. The detailed studies on these methods are performed
in [6–8], and the results show that the radio frequency module and correlators of the
receiver need great changes with the latter two methods. When it comes to the
TDMA, despite of its easy implementation, it is limited due to its scant improve-
ment in SNR and higher requirements for the AGC performance of the receiver.

An “interference cancellation” method mentioned in [9, 10] conducts peak
detection of pseudolite signals which produces strong interference by adding rel-
evant channels of the GPS receiver. After subtracting the reconstructed pseudolite
signal from the total received signals, the received signals are sent back to the
correlator of each channel for despreading. However, this method has much delay
and relatively great changes are made in the correlator of the receiver. To achieve
the purpose of suppressing interference, a new method named “multi-user detec-
tion” is proposed in [11], which obtains information of interference signals by
increasing the number of receiving channels, and subtracts the interference signal
from the received signal. However, this process is too complicated for engineering
realization [12]. The anti-interference technology with adaptive nulling antenna
mentioned in [4], conducts adaptive zero interference suppression processing while
regarding the pseudolite signal as a wideband interference signal. Navigation
signals can be better captured and tracked in this way, but pseudolite signal is
completely inhibited.

In this paper, a new near-far effect mitigation method based on array signal
processing is proposed to resolve the near-far problem in pseudolites. It can adjust
the power intensity of the pseudolite by constraining the beam direction to make it
accord with the real navigation signal. At the same time, this method achieves
maximum interference signal filtering, thus the navigation receiver works properly
under the concurrence of pseudolites, strong interferences and navigation satellite
signals.

56.2 Linear Constrained Minimum Variance (LCMV)
Algorithm

Taking uniform linear array(ULA) consisting ofM sensor elements as an example, let
us assume that there is one desired signal dðtÞ and J narrowband interfer-
encesijðtÞ; j ¼ 1; . . .; J in the far field, with the Directions-Of-Arrival (DOA) hd and
hj respectively. Additive white noise on each array element is nkðtÞ, and noise var-
iance is r2n. Therefore, the received signal on the array element k can be modeled as
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xkðtÞ ¼ akðhdÞdðtÞ þ
XJ
j¼1

akðhijÞijðtÞ þ nkðtÞ ð56:1Þ

where akðhdÞ, akðhijÞ are steering vectors for desired signal and interference signals,
and the three terms on right side of the equation represent signal, interference and
noise respectively. A matrix representation is as (56.2) and the covariance matrix of
received signal array is given by (56.3)

x1ðtÞ
x2ðtÞ
..
.

xMðtÞ

2
6664

3
7775 ¼ ½aðhdÞ; aðhi1Þ; . . .; aðhiJ Þ�

dðtÞ
i2ðtÞ
..
.

iJðtÞ

2
6664

3
7775þ

n1ðtÞ
n2ðtÞ
..
.

nMðtÞ

2
6664

3
7775 ð56:2Þ

Rx ¼ EðXðtÞXHðtÞÞ ð56:3Þ

where XðtÞ ¼ x1ðtÞ x2ðtÞ . . . xMðtÞ½ �T is the sampling matrix of received
signals. According to linear constraint criteria, LCMV algorithm should meet the
following linear constrained conditions

wHaðhdÞ ¼ 1

wHaðhijÞ ¼ 0 ðj ¼ 1; 2. . . JÞ

(
ð56:4Þ

where w is the complex weight vector, and the matrix representation can be
expressed as

CHW ¼ f ð56:5Þ

where C ¼ ½aðhdÞ; aðhi1Þ; . . .; aðhiJÞ� represents the constrained matrix, f is
constrained vector, and WðhÞ ¼ w1ðhÞ w2ðhÞ . . . wMðhÞ½ �T is the complex
weight vector. Since hd is the direction of desired signal, and ijðtÞ; j ¼ 1; . . .; J are
interference signals, we can set the constrained vector f to be f ¼ 1; 0; 0. . .0½ �T ,
which ensures the desired signal is received free of distortion and interference
signals are completely inhibited [13].

LCMV algorithm can be expressed as the following constrained optimization
problem

Min
W

Pout ¼ Min
W

E ysðnÞj j2
n o

¼ Min
W

E wHRxxw
� �

CHW ¼ f

8<
: ð56:6Þ
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Thus, the optimal weight vector is calculated as

wopt ¼ R�1
x CðCHR�1

x CÞ�1f ð56:7Þ

56.3 A Near-Far Effect Mitigation Beamforming Method
of Pseudolites

According to the constraint condition of (56.5), when the array receives Pþ 1
signals (one desired signal, P interference signals), the beam pattern forms a fixed
gain in the direction of desired signal, and a deep null in the interference directions.
Thus, the greatest degree of interference suppression and the maximum output
SINR can be achieved. That is because values of the constraint vector f are set to be
“0” in directions of interference signals while they are “1” in the direction of the
desired signal. Considering that the values are constrained to a value between “0”
and “1” in the interference directions, thus, the null in the beam pattern is shallower
than that under the condition of constraint value “0”, whereas it becomes deeper
than that in presence of constraint value “1”. Hence, the suppression of interference
signals is crippled. Suppression degree of interference signals can be achieved by
adjusting the constraint vector values. When a pseudolite is close to a receiver, the
receiver will be blocked due to overlarge power intensity of the pseudolite signal. In
this case, the pseudolite signal will serve as an interference instead. Thus, an
appropriate suppression for pseudolite signals is required to make its power
intensity coincident with that of the navigation signal. Accordingly, the method is to
adjust the constraint values of pseudolite signals between “0” and “1”, so that
pseudolite signals can be received effectively, and the reception of navigation
signals won’t be affected by pseudolite signals.

56.3.1 An Improved LCMV Algorithm for Pseudolites

According to the previous analysis, let us assume that M navigation signals and P
pseudolite signals impinge on an array with an arbitrary geometry. The improved
LCMV algorithm can be described as

Min
W

Pout ¼ Min
W

WHRxW

WHCd ¼ f Hd
WHCq ¼ f Hq

8>><
>>: ð56:8Þ
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Among them, Cd ¼ ½aðhd1Þ; aðhd2Þ; . . .aðhdM Þ� consists of the steering vectors
aðhdkÞ; k ¼ 1; . . .M, fd ¼ ½1; 1. . .1�T represents for the constraint vector of M
navigation signals, Cq ¼ ½aðhq1Þ; aðhq2Þ; . . .aðhqPÞ� consists of the steering vectors
aðhqkÞ; k ¼ 1; . . .P, fq ¼ ½k1; k1; . . .kP� is the constraint vector of P pseudolite
signals, and the values of k1; k1; . . .kP are between 0 and 1. The signal power of
pseudolites can be consistent with the navigation signal by making real-time
adjustment to the value of k1; k1; . . .kP.

Thus, the key improvement in (56.8) is the selection of constraint values
k1; k1; . . .kP for P pseudolite signals. According to Capon algorithm, the spatial
spectrum estimation can be written as

PCaponðhÞ ¼ 1

aðhÞH � R�1
x � aðhÞ ð56:9Þ

Let us assume the spatial spectrum of M navigation signals are
Pdðh1Þ;Pdðh2Þ. . .PdðhMÞ, and the spatial spectrum of M pseudolite signals are
Pqðh1Þ;Pqðh2Þ. . .PqðhPÞ. It is well known that the navigation satellite is about
20,000 km far away from the earth’s surface, and the signal power in the receiver is
quite weak due to its spread spectrum signal format [14]. Therefore, the signal power
of different navigation satellites becomes nearly identical in the receiver. For the
convenience of calculating constraint values k1; k1; . . .kP, we make a rule as follows

Pd ¼ 1
M

XM
i¼1

PdðhiÞj j ð56:10Þ

where j � j donates modulus. Provided that the ratio of the jth pseudolite signal
power PqðhjÞ to navigation signal Pd is njðj ¼ 1; 2. . .PÞ

~nj ¼
PqðhjÞ
�� ��

Pd
; ðj ¼ 1; 2. . .PÞ ð56:11Þ

To make the power intensity of the pseudolite accord with the real navigational
satellite, the constraint values k1; k1; . . .kP can be calculated as

kj ¼
ffiffiffiffi
1
nj

s
; ðj ¼ 1; 2; . . .PÞ ð56:12Þ

Plugging (56.11) into (56.12), the constraint values k1; k1; . . .kP can be written as

kj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
jPðhjÞj
Pd

s
; ðj ¼ 1; 2; . . .PÞ ð56:13Þ
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Hence, the optimal weight vector can be written as

wopt ¼ R�1
x CðCHR�1

x CÞ�1 fd
fq

 !
ð56:14Þ

where C ¼ ½Cd;Cq�.

56.3.2 An Improved LCMV Algorithm for Pseudolite
and Interference Signals

According to the principle of LCMV algorithm and contents in Sect. 3.1, when the
receiver is under the concurrence of pseudolites, strong interferences and navigation
signals, the proposed algorithm can be modified by just adding the interference
signal constraints to achieve maximum interference signal filtering, and the opti-
mum solution wopt can be given by

wopt ¼ R�1
x CðCHR�1

x CÞ�1

fd
fq
fg

0
B@

1
CA ð56:15Þ

where fd ¼ ½1; 1. . .1�T , fq ¼ ½k1; k1; . . .kP� and fg ¼ ½0; 0. . .0�T are the constraint
vectors of navigation signals, pseudolite signals and interference signals respectively,
C ¼ ½Cd;Cq;Cg�, and Cd ;Cq;Cg represent for epidemic array Matrix of navigation
signals, pseudolite signals, and interference signals separately.

56.4 Simulation and Analysis

To confirm the analysis and gain more insight into the achievable performance, we
provide numerical simulation results in this section. In our simulations, a uniform
linear array (ULA) with M¼10 elements spaced a half wavelength is considered.
The additive noise is modeled as a complex Gaussian zero-mean spatially and
temporally white process. Let’s assume that 4 narrowband signals (one navigation
signal, three pseudolite signals) impinge on the antenna array. The navigation signal
is assumed to be coming from hd ¼ 0� and the medium frequency is 65 MHz, with
SNR = −10 dB. Three pseudolite signals are assumed to have DOAs of
20�;�40�;�20�, and the corresponding frequency are supposed to be 66 MHz,
67 MHz, and 65.5 MHz, with fixed SNR of 45 dB, 50 dB, 40 dB respectively. In
the following experiments, we employ L ¼ 1000 snapshots, and the beam pattern is
shown in Fig. 56.1(a).
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In Fig. 56.1(a), the blue curve is the simulation result of conventional LCMV
algorithm, and the red curve represents the proposed algorithm. We can observe
that a deep nulling is formed in the direction of 20�;�40�;�20� with conventional
LCMV algorithm, while that is much shallower in the same directions with the
proposed algorithm. Thus the suppression of the pseudolite signals is crippled.
Then, the curve of signal power spectrum is given in Fig. 56.2.

The curve shown in Fig. 56.2a is the received signal power spectrum without
adopting near-far effect mitigation method. In the figure, the navigation signal
power is more than 50 dB lower compared with pseudolite signals. While the signal
power of pseudolites with the proposed algorithm is approximately consistent with
the navigation signal, and the value is about 20 dB shown in Fig. 56.2b.

To further demonstrate the robustness of the proposed algorithm against strong
interference signal, under above experimental conditions, we take account of a
narrowband interference signal impinging on the antenna array from direction
h ¼ 60�, and the corresponding frequency is assumed to be 66.5 MHz, with a SNR
of 75 dB. The beam pattern is shown in Fig. 56.1b. both conventional LCMV
algorithm and the proposed method form a deep nulling of −110 dB in the direction

Fig. 56.1 Results of beam pattern experiment

Fig. 56.2 Results of signal power spectrum experiment
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of h ¼ 60�, while that is much shallower in 20�;�40�;�20� directions of pseudolite
signals with the proposed algorithm. And the value is about −40 dB shown in
Fig. 56.1b.

The curve shown in Fig. 56.3 is the received signal power spectrum. As is shown
in Fig. 56.3a, the signal power of 66, 67, 65.5 MHz pseudolite signals and
66.5 MHz interference signal is much greater compared with the navigation signal
which is buried into the strong interference and noise. After processing, the signal
power of pseudolites is approximately coincident with the navigation signal, and
the value is about 20 dB shown in Fig. 56.3b. At the same time, maximum inter-
ference signal filtering is achieved, with a value less than −20 dB, which is far less
than the navigation signal.

In order to verify the navigation signals and pseudolite signals can be received
normally with the proposed algorithm, the capture results are given in Figs. 56.4
and 56.5. According to Figs. 56.4a and 56.5a, navigation signals and pseudolite
signals are suppressed by interference signals, and the receiver is blocked under the
concurrence of interference signals. Thus, the relevant peak of the capture result

Fig. 56.3 Results of signal power spectrum experiment

Fig. 56.4 Results of navigation satellite capture experiment
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does not appear. With our method, the suppression of interference signals is
crippled, approximately coincident with the navigation signal, and maximum
interference signal filtering is achieved. Therefore, the navigation signal and
pseudolite signals can be received normally, with a strong correlation peak as
shown in Fig. 56.4b and 56.5b.

Simulation results and analysis show that the new near-far effect mitigation
method is effective to resolve the near-far problem in pseudolites, which makes the
power intensity of the pseudolite accord with the real navigation satellite. At the
same time, this method achieves maximum interference signal filtering, thus the
navigation receiver works normally under the concurrence of pseudolite signals,
strong interference signals and satellite navigation signals, which enhances the
robustness of the receiver greatly.

56.5 Conclusions

Near-far problem in pseudolites has a serious effect on the regional positioning
performance of navigation satellite system, as well as restricts the development of
pseudolite technology. In this work, we propose a novel near-far effect mitigation
method based on array signal. The simulations and performance analysis demon-
strate that the proposed method is effective to resolve the near-far problem in
pseudolites, and robust to strong interference signals.
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Chapter 57
A Fast Positioning Method for Hot Start
in GNSS Receiver

Xiaohui Ba, Shidong Luo, Haiyang Liu, Qing Yuan, Yun Wang
and Jie Chen

Abstract Time to First Fix (TTFF) is an important parameter used for the eval-
uation of the performance of a GNSS receiver. For most mass market applications,
it is attractive that the GNSS receiver has a first position fix within few seconds,
while providing a relatively accurate first fix output. A short TTFF can be obtained
by using Akopian’s iterative estimation of satellite time of transmissions with a
least-square method. The position computation needs at least five satellites in
Akopian’s method. However, several factors (such as 1-ms fuzziness and mis-
acquisition, etc.) limit the usage of Akopian’s method. This paper proposes the
corresponding schemes to solve these problems and give a reliable and feasible fast
positioning method considering both TTFF and the accuracy.

Keywords GNSS � Fast position � TTFF � Hot start

57.1 Introduction

The TTFF defines the time span of a receiver to output the first position fix, after the
receiver has been switched on, which includes the time required for a GNSS
receiver to start up, acquire satellite signals, demodulate ephemeris data and cal-
culate its current position. Typically, TTFF is classified into three different start
types (cold, warm and hot) based on the how much information the receiver has
already known [1].

In a cold start, the previous position or time is unknown, and the receiver has no
valid ephemeris or almanac data in memory. The primary limiting factor is the
collection time of the ephemeris. For GPS signal, the transmission rate is 50 bps and
the ephemeris data is 900 bit [2]. Thus, the absolute minimum time of a cold start is
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18 s. The TTFF of mass-market GPS receiver is usually no more than 30 s. For
example, the cold start TTFF of u-Blox M8 is about 26 s [3]. There are some
schemes that can shorten the TTFF of cold start efficiently. For example, the GNSS
orbit prediction algorithm [4, 5] can provide predicted long-term high precision
satellite position (i.e., achieving median accuracies of 58 m in satellite position for
prediction up to four days ahead).

In a warm start mode, the valid almanac and time are required and the current
location is usually within 60 miles of the last fix location [6]. Almanac data allows
the receiver to predict which satellites are overhead, and thereby, the receiver can
acquire signals faster than in a cold start [7]. But it still needs to download current
Ephemeris data from at least three satellites. Thus, the primary limiting factor is also
the collection time of the ephemeris.

In a hot start mode, a fix has been established within the last 2 h and the receiver
has the valid ephemeris data and time. In this mode the receiver rapidly tracks the
overhead satellites and there is no need to wait for the slow ephemeris broadcast.
Manufacturers generally claim the hot start time is within one second. Thus, the
primary limiting factor is the time of bit synchronization and frame synchroniza-
tion, which is so-called time stamps (time-of-week, TOW). A Fast Positioning
Method has been presented by Akopian without TOW information from navigation
message [8, 9]. Instead, pseudorange values are reconstructed from partially
available measurements, and five or more satellites are used for position compu-
tation. The technique is based on iterative estimation of satellite times of trans-
missions (TOT), receiver time, and position using a least-squares method [9].

However, there are still some factors that limit the utility of Akopian’s method.
The inaccuracy of the time and the initial position maybe cause the problem of the
one-millisecond-fuzziness, which results in the wrong fix. In this paper, the phe-
nomena of one-millisecond-fuzziness is analyzed and solved. A reliable and fea-
sible fast positioning method considering both TTFF and the accuracy is also
presented.

The paper is organized as follows. The Akopian’s method is briefly described in
Sect. 2. The problem of one-millisecond-fuzziness is analyzed in Sect. 3. Section 4
details the proposed fast positioning algorithm. Section 5 shows experimental
results and Sect. 6 draws the conclusions.

57.2 The Akopian’s Method

In this section, we briefly introduce the Akopian’s method. The Akopian’s method
can reconstruct the satellite times of transmissions without the TOW.

Let TTOR denote the time of receiver based on the reading of the receiver clock
and TTOR_a the accurate receiver time. Assume s is the difference between TTOR and
TTOR_a.
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The estimated TOT is defined as T̂TOT . We let

T̂TOT ¼ TTOR ð57:1Þ

The estimated satellite position s T̂TOT
� �

is computed by the ephemeris and T̂TOT .
The receiver position of switch-off (the initial position) is defined as ~u. The esti-
mated pseudorange q1 is calculated as

q1 ¼ s T̂TOT
� ��~u

�� �� ð57:2Þ

The reconstructed TOT TTOT rec is calculated according to

TTOT rec ¼ TTOR � q1=cb cmsþTchip; ð57:3Þ

where Tchip is called the tracking component of the TOT as it is typically obtained
from tracking loops, xb cms means the largest integer less than or equal to x
millisecond.

The reconstructed pseudorange qrec is calculated according to

qrec ¼ ðTTOR � TTOT recÞ � c; ð57:4Þ

The new equation is given as below.

qrec ¼ ðTTOR � TTOT recÞ � c ¼ sðTTOT recÞ þ vðTTOT recÞ � s�~uc
�� ��þ Dtu � c;

ð57:5Þ

where~uc, s and Dtu are unknown, and~uc is the receiver’s current position, Dtu is the
offset of the receiver clock, and v is the speed of the satellite at the moment
TTOT rec. Since there are five unknown variables, we need five or more satellites for
position computation. The least-squares method or extended Kalman filter solution
can be used to solve Eq. (57.5).

57.3 The Problem of the One-Millisecond-Fuzziness

The Akopian’s algorithm is used to shorten the hot start TTFF. Although the
ephemeris, the time and the receiver position are known in advance, the time is
approximately accurate (not truly accurate), and the position of switch-on maybe is
different with the position of switch-off. We must analyze that how much the error
of the time and the position effect on the Akopian’s algorithm.
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57.3.1 The Static Receiver

Assume the receiver is static and located at the position B. When the receiver is
switched on, position C is the accurate satellite position. Because we can not obtain
the accurate time without TOW, we can compute the satellite position by the
inaccurate TOT (T̂TOT in Eq. (57.1)), denoted by D in Fig. 57.1.

As shown in Fig. 57.1, BC is the accurate range between the receiver and the
satellite, and BD is the computed range between the receiver and the satellite. We
define BD ¼ q0, BC ¼ BEþ CE ¼ q0 þ Dq0 ¼ q2, CD ¼ DL1. From the basic
knowledge of plane geometry, we have

DL21 ¼ q20 þ ðq0 þ Dq0Þ2 � 2ðq0 þ Dq0Þq0 cos h
¼ Dq20 þ ð2q20 þ 2q0Dq0Þð1� cos hÞ�Dq20

ð57:6Þ

According to Eq. (57.6), we have

q2 � q0j j ¼ Dq0j j � DL1j j ð57:7Þ

57.3.2 The Kinematic Receiver

If the receiver is kinematic, we assume the receiver is switched off at the position B
and switched on when it is moved to the position A. The position C is the accurate
satellite position and the position D is the estimated satellite position. This means
that AC is the accurate range between the receiver and the satellite and BD is the
computed range between the receiver and the satellite. We define
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0ρ1ρ
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α
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1LΔ

2LΔ
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1ρΔ

Fig. 57.1 The effect of the
receiver’s time and position
used in the first fix of the hot
start
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AC ¼ CF ¼ q1; BC ¼ CFþ FB ¼ q1 þ Dq1; AB ¼ DL2

According to Eq. (57.7), we have

Dq1
�� ��� DL2

�� �� ð57:8Þ

According to BC ¼ q1 þ Dq1 ¼ q0 þ Dq0, Eq. (57.7) and (57.8), it can be
obtained as

q1 � q0j j ¼ Dq0 � Dq1j j � Dq0j j þ Dq1j j � DL1j j þ DL2j j ð57:9Þ

57.3.3 The One-Millisecond-Fuzziness

Since Eq. (57.7) is the special case of Eq. (57.9), we only need to analyze
Eq. (57.9).

The restriction condition of the Akopian’s algorithm is

DL1j j þ DL2j j\c� 1 ms � 300 km ð57:10Þ

According to Eqs. (57.9) and (57.10), we have

q1 � q0j j=c\1ms ð57:11Þ

According to Eqs. (57.3) (57.4) and (57.11), we have

ðqrec � q0Þ=c ¼ 0;�1ms ð57:12Þ

If ðqrec � q0Þ=c ¼ 0, it means the pseudorange reconstruction is perfect and the
receiver position calculated by Eq. (57.5) is correct. If ðqrec � q0Þ=c ¼ �1ms, the
problem of one-millisecond-fuzziness emerges and produces the wrong fix.

57.4 The Proposed Algorithm

In this section, we provide the corresponding schemes to solve the above-
mentioned problems in the Akopian’s original method. As a result, a reliable and
feasible fast positioning method is proposed considering both TTFF and the
accuracy.
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57.4.1 The Solution for One-Millisecond-Fuzziness

The main steps of the method presented in this paper are listed as below.

(1) Define a new variable w

w ¼ sðTTOT recÞ �~uc
�� ��� ðTTOR � TTOT recÞ � c ð57:13Þ

We need at least five satellite to obtain the position solution, thus we need to
compute wi, i 2 ½1;N	, N � 5.

(2) Construct a variable

c ¼ maxðwiÞ �minðwiÞ ð57:14Þ

If c\th, all the reconstructed pseudoranges are correct; If c[ ¼ th, the
variable j is defined that wj ¼ minðwiÞ, TTOT rec;j ¼ TTOT rec;j þ 1ms The
variable th denotes the decision threshold.

(3) Repeat the step (2) until c\th.
(4) Calculate the receiver position by Eq. (57.5).

57.4.2 The Accuracy Requirement

According to the analysis in Sect. 57.3 and 57.4.1, it is easy to see that TTFF is less
than one second without TOW under the strong signal condition. This means the
raw measurements are used immediately after the signals are acquired or in pull-in
state. Under the strong signal conditions, the pull-in process is rapid and the local
PRN code can align with the received PRN code promptly. Under the weak signal
conditions, the pull-in process becomes slow, even may be wrong. If the coarse raw
measurements are used to position, the accuracy of the fix may become bad. Thus,
we need to find a method to detect the quality of the raw measurements (the
pseudorange and the Doppler frequency).

The method of carrier phase smoothing pseudorange is utilized to construct a
decision. We define

qk ¼ qk�1 � kUk; ð57:15Þ

where qk is the pseudorang at moment k, Uk is the carrier cycles between the
moment k−1 and the moment k, k is the carrier wave length. Then we have

qk ¼ cðtr;k � ðts;k � DtskÞÞ; ð57:16Þ

where tr;k denote the TOR, ts;k denote the TOT, Dtsk denote the satellite clock
correction term. Usually, we have Dtsk � Dtsk�1.
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According to Eqs. (57.15) and (57.16), we obtain

kUk � cðts;k � ts;k�1Þ � cðtr;k � tr;k�1Þ ð57:17Þ

A new decision variable is defined as

g ¼ kUk � cðts;k � ts;k�1Þ þ cðtr;k � tr;k�1Þ
�� �� ð57:18Þ

If g\th2, the quality of the raw measurements is acceptable and can be used to
compute the receiver’s position. Otherwise, the raw measurements can not be used.
th2 is a empirical threshold. If the small value of th2 is selected, the tracking errors
of the carrier loop and code loop will decrease, which cause a good fix accuracy.
However, the cost is that TTFF may become long. Thus, a trade-off is considered
for the selection of th2.

57.5 Experimental Results

The algorithm presented in this paper is tested in a multi-mode baseband GNSS
receiver developed by our Lab, supporting GPS/BDS/QZSS/SBAS. The Spirent
6700 GNSS simulator is used to provide the GNSS signal. In the experiment, th is
150 km and th2 is 30 m. A static scenario of Spirent is used and the x, y, z of ECEF
coordinate is −2423428, 4968767 and 3170375 respectively.

We need to test the effect caused by the inaccuracy of receiver’s time and
position. In hot start, the receiver is powered down only for a short time (4 h or
less). When the receiver is switched on, the time information is obtained from the
Real Time Clock (RTC). RTC is used to provide an incremental time indicator.
Usually it is based on a 32768 Hz crystal oscillator with 200 ppm (part per million).
After 4 h, the difference between the local time from RTC and the real time is not
more than 200� 10�6 � 4� 3600 ¼ 2:88 s. The speed of GPS satellite is about
3874 m/s. According to Fig. 57.1 and the analysis in Sect. 3.1, we obtain

DL1j j\3874� 2:88 ¼ 11157:12m

Several different initial positions are selected to test the presented algorithm,
including DL2j j ¼ 10 km, DL2j j ¼ 30 km, DL2j j ¼ 100 km, DL2j j ¼ 130km. The
selection of DL2j j needs to meet the conditions in Eq. (57.10). One hundred hot
starts have been tested by the GNSS receiver for every initial position. The
experimental results are list in Table 57.1. Table 57.1 is obtained under the con-
dition that the power level of the signal output from the Spirent simulator is
−130 dBm.

It is known from Table 57.1 that the proposed algorithm in this paper can give
the correct fix under the condition of DL2j j � 100 km and DL1j j � 11 km. If the bias
of the initial position and the accurate position become larger, the hot start will fail.
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The reason is that c in Eq. (57.14) is more and more difficult to satisfy the condition
of c\th with the increasing position bias. The step (2) in Sect. 4.2 is repeated
frequently and maybe the condition of c\th is always unsatisfied.

When the GNSS signals become weak, the mis-acquisition or the wrong pull-in
may appear. If the wrong measurements are excluded by Eq. (57.18), a good first fix
accuracy can be obtained.

57.6 Conclusions

In this paper, a new fast positioning method is proposed to improve the Akopian’s
method and solve the problem of one-millisecond-fuzziness. Under the condition
that the position bias is 100 km, the hot start still can succeed. The accuracy of hot
start is also guaranteed. If the receiver can fast acquire the GNSS signal and quickly
finish the correct pull-in, the receiver can right away give the correct and accurate
position for hot start..
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Chapter 58
A New Iterative Method for Multipath
Mitigation

Yan Gao, Wei Li, Jinli Li, Hongliang Qu and Xiang Shi

Abstract Multipath is the dominant source of positioning error in modern GNSS
receiver. Maximum likelihood (ML) parameter estimation is an optimal method to
mitigate the multipath effects while ML involves nonlinear optimization and
requires iterative algorithms. Iterative methods usually lack of global convergence
when the paths are closely spaced, if the initial value is arbitrarily assigned. In this
paper, however, we first employ a grid search method to choose the initial value
before iteration. Most computation of the grid search can be done offline. After that,
an iterative method with simple forms is used to improve the parameter accuracy
and global convergence can be achieved with just a few iterations. The simulations
results show the estimator of time delay is almost unbiased when the time relative
delay of two paths is larger than 0.20 chips.

Keywords GNSS receiver � Multipath mitigation � Maximum likelihood � Grid
search � Iteration

58.1 Introduction

The presence of multipath greatly affects the localization performance of GNSS
system. In GNSS receivers, due to multipath, the correlation between the local PN
sequence and received signal no longer has an ideal triangular shape but is
superimposed by many delayed versions of auto correlation function (ACF).
Conventional methods such as Early-Late (EL) delay locked loop (DLL) which are
easily trapped into the wrong equilibrium point, cannot tackle this problem, thus
resulting great ranging error, especially when the LOS path is not dominant. In the
past years, various methods have been proposed to reduce the multipath errors,
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which can be categorized into two groups: modified DLL method and multipath
parameters (complex amplitude, time delay) estimation methods. The first group of
methods try to simply modify the traditional DLL and make it capable of mitigating
multipath, typical methods including narrow spacing correlator, strobe correlator,
double delta correlator [1–3]. The latter group of methods employ parameter
estimation methods to resolve the multipath [4–11].

The multipath parameter estimation is generally based on the principle of
maximum likelihood (ML). Note that the output of the correlator is linear with
amplitude while nonlinear with time delay, thus that ML is a nonlinear optimization
problem. It’s well known that solving the nonlinear optimization problems needs
iterative algorithms while the solution is very sensitive to the initial value. In other
words, the iterative methods may converge to local minima rather than the global
minima, if the initial value is poorly set [5–7]. In [8], the author proposed a grid
search algorithm instead of iterative method to avoid the local convergence
phenomenon. Compared to iterative algorithms, the grid search requires more
computational overhead but the most calculation can be undertaken offline. One
disadvantage of this method is that the estimation accuracy is limited by the size of
the grid. Although the author used an interpolation method to further improve the
estimation accuracy, the interpolation was just an approximation operation and will
cause modeling error.

In this paper, we propose a combination of offline grid search and online iter-
ation method to improve the estimation performance. ML estimation of multipath
parameter can be reduced to minimize the object function only with respect to time
delay. Therefore, grid search is possible because we can confine the search range in
a chip and large online computation can also avoided because the most computation
extensive part can be completed offline. The results of the grid search are taken as
the initial value of iterative algorithms. In fact, for a given set of amplitudes, the
time delay can also be seen linearly with output of correlation due to the piece-wise
linear property of ACF [6] and then ML estimation of time delay can be obtained.
The time delay can be used to update the ML estimation of amplitude. Repeat the
above process and we can derive a new iterative method. The combined method
almost always converges to the global minima with just a few iterations, if the
sampling interval is appropriately chosen, which is very computational acceptable.
Most importantly, the proposed method greatly improves the accuracy of estimation
when the path separation is less than half a chip.

58.2 System Model

Due to multipath propagation, the receiver will receive multiple replicas of PN
sequence cðtÞ transmitted by the satellite. Suppose the received signal has been
stripped of navigation data and the Doppler shift is perfectly compensated before
correlation, then it can be written as follows
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r tð Þ ¼
XL
k¼1

ake
jhk c t � skð Þ þ w tð Þ ð58:1Þ

where Ak ¼ akejhk , sk is the complex amplitude and time delay of kth path
respectively and L is number of paths. wðtÞ is the zero-mean additive white
Gaussian noise (AWGN) with double-side power density N0. For simplicity, the

ACF of PN sequence is ideally considered as a triangular shape i.e. RðsÞ ¼ 1� sj j
Tc

for sj j \ Tc and RðsÞ ¼ 0 otherwise, where Tc is chip duration. The received signal
is correlated by a local generated PN sequence and the cross correlation function
RcðsÞ is

RcðsÞ ¼ 1
T

ZT

0

rðtÞc�ðt � sÞdt ¼
XL
k¼1

AkRðs� skÞ þ wcðsÞ ð58:2Þ

where T ¼ 1023Tc is the integration time and wcðsÞ ¼ 1
T

R T
0 wðtÞc�ðt � sÞdt is the

correlation between noise and the local PN sequence. It can be seen that RcðsÞ is the
superposition of L attenuated versions of ACF and additive noise, as illustrated in
Fig. 58.1. RcðsÞ is the continuous form of the output of the correlation while we can
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Fig. 58.1 An illustration of cross correlation function
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only get some sampling points of RcðsÞ through multicorrelator or sliding corre-
lator. Suppose RcðsÞ is uniformly sampled, the sampling point can be expressed as

RcðndÞ ¼
XL
k¼1

AkRðnd � skÞ þ wcðndÞ; n 2 �M;M½ � ð58:3Þ

where d is the sampling interval and ð2M þ 1Þ is the number of sampling points.
The covariance of noise denotes C and has entry Cm;n ¼ E wcðmdÞw�

cðndÞ
� � ¼

2N0
T Rððm� nÞdÞ [8].
Stacking all the points into a column vector and denoting Rc ¼ ½Rcð�MdÞ;

Rcð�ðM � 1ÞdÞ; . . .;RcðndÞ; . . .;RcðMdÞ�T , then (3) can be rewritten as a more
compact form as

Rc ¼ RAþ wc ð58:4Þ

where A ¼ ½A1;A2; . . .;Ak; . . .;AL�T wc ¼ ½wcð�MdÞ;wcð�ðM � 1ÞdÞ; . . .;wcðndÞ;
. . .;wcðMdÞ�T and R is a ð2M þ 1Þ � L dimension matrix related to s ¼
½s1; s2; . . .; sk; . . .; sL�T and has the element Rc n;kð Þ ¼ Rðnd � skÞ.

Obviously, Rc is linear with respect to A regardless of the value of s while
nonlinear with s because of the nonlinearity of ACF.

58.3 ML Estimation

Consider the covariance matrix C is known, the joint probability density function
(pdf) is

pðRc; s;AÞ ¼ 1

ð2pÞð2Mþ1Þ=2 det1=2ðCÞ
exp � 1

2
ðRc � RAÞHC�1ðRc � RAÞ

� �

ML estimation indicates minimize the following object function

ðŝ; ÂÞ ¼ argmin
ðs;AÞ

CðA; sÞ ¼ ðRc � RAÞHC�1ðRc � RAÞ ð58:5Þ

Taking the partial derivative of the object function and setting it to zero, we can
obtain the ML estimator with respect to A.

Â ¼ ðRHC�1RÞ�1RHC�1Rc ð58:6Þ

Substituting A in (58.5) by Â and ignoring the terms independent of s, we can
obtain a new object function only with respect to s.
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ŝ ¼ argmax
s

C0ðsÞ ¼ RH
c C

�1RðRHC�1RÞ�1RHC�1Rc

¼ RH
c XðsÞRc

ð58:7Þ

where XðsÞ is a matrix only depending on s. It can be seen that a closed form
solution is impossible because of the nonlinear characteristic of the optimization
problem.

58.3.1 Offline Grid Search

As we have mentioned, ML estimation of time delay is a nonlinear optimization
problem. Direct use of iterative method suffers from local convergence without
prior knowledge of initial value. And local convergence becomes more severe when
the paths get closer. So it’s significant to properly initialize the time delay before
iteration. A straightforward approach to implement the initialization is by grid
search which can exclude many local minima through comparison of the object
function. Grid search means to consider all the possible cases of s and select the
case which maximizes the object function. The size of grid d determines the
complexity of the search procedure and the choice of d depends on the resolution
that the users want to acquire. For example, if s1 ¼ 0:13Tc; s2 ¼ 0:64Tc, r ¼ 0:2Tc
is enough to obtain an appropriate initial value while if s1 ¼ 0:13Tc; s2 ¼ 0:24Tc,
r ¼ 0:1Tc is needed. Here, we emphasize that grid search is just a coarse search to
initialize the parameter and the refining parameter operation will be done in the
iteration step in 58.3.2.

Moreover, the most exhaustive part of grid search is the computation of XðsÞ for
all the grid points in the L dimensional time delay space. In fact, XðsÞ can be
computed offline, stored in the memory and loaded for online computation of object
function.

If Nd ¼ Tc, where N is the grid points along one dimension, considering that the

search range of delay is within a chip. thus that we should compare
L
2N þ 1

� �
grid

points, The offline work of grid search is to calculate XðsÞ of each grid point of s.
The procedure of online grid search is : (1) Choose one grid point s and compute
the corresponding object function C0ðsÞ. (2) Repeat (1) until the object function of
all grid points are obtained. (3) Choose the grid point s0 which maximizes the
object function, i.e., ŝ0 ¼ arg min

s2grid points
C0ðsÞ:

As an illustration, Fig. 58.2 shows the grid search result when L ¼ 2;A ¼
½1ejp4; 0:5ej3p4 �T ; s ¼ ½0:0; 0:35�T ; d ¼ d ¼ 0:05Tc. The peak found which corre-
sponds to the global minima is at grid point ŝ0 ¼ ½0:01Tc; 0:30Tc�T .
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58.3.2 Online Iteration

The accuracy is limited by the grid search because we only consider that sk only
takes integer grids, which is impractical in real cases. In [8], the author used a
polynomial interpolation based to alleviate the accuracy limitation, which is simple
but not accurate enough. The correlation between the LOS path and the local PN
sequence is estimated by subtracting the contribution of other paths from the
sampling points. Because the obtained parameters of each path is very rough, this
estimator would contain the error of every paths.

However, for a fixed s, if we use the piece-wise linearity property of ACF, (4)
can also be represented by a linear relationship with respect to s [6], that is

Rc ¼ Fsþ gþ wc ð58:8Þ

whereFn;k ¼

Ak

Tc
;�Tc þ sk\nd\sk

�Ak

Tc
; sk\nd\Tc þ sk

0; otherwise

8>>>>>><
>>>>>>:

and

gn ¼

XL
k¼1

Akð1þ nd
Tc
Þ;�Tc þ sk\nd\sk

XL
k¼1

Akð1� nd
Tc
Þ; sk � nd\Tc þ sk

0; otherwise

8>>>>>>>><
>>>>>>>>:

:

The object function can also be represented as

minCðA; sÞ ¼ ðRc � Fs� gÞHC�1ðRc � Fs� gÞ ð58:9Þ
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Similarly, the ML estimator of time delay is

ŝ ¼ ðFHC�1FÞ�1FHC�1ðRc � gÞ ð58:10Þ

Note that cc f the entries of F depends on the old s and the above estimator gives
a new estimation of s. Thus the estimator is iterative in nature. We can use this idea
to derive an iterative method to estimate the time delay. Because the initial value
obtained via grid search is very close to global minima, usually less than a grid
interval, it’s not hard to predict the iteration will converge to global minima with
just a few iterations.

During the iteration, the amplitude and time delay are estimated in a successively
way. Specially, for i iteration, if we have an old time delay estimation ŝi�1, the
current ML estimator of amplitude Âi is

Âi ¼ ðRH
i�1C

�1Ri�1Þ�1RH
i�1C

�1Rc ð58:11Þ

After obtaining Âi, it can be used to update FH
i ; gi and ML estimator of time

delay can be updated by

ŝi ¼ ðFH
i C

�1FiÞ�1FH
i C

�1ðRc � giÞ ð58:12Þ

ŝi can also be used to obtain a new estimation Âiþ1. Repeat the iteration until ŝ
converges.

In some cases, the matrix RH
i�1C

�1Ri�1 and FH
i C

�1Fi might be singular because
of rounding error during computation, which would lead to the occurrence of
unstable solution. Adding a regularization term can avoid the unstable situation and
then the iteration can be rewritten as

Âi ¼ ðRH
i�1C

�1Ri�1 þ kAIÞ�1RH
i�1C

�1Rc

ŝi ¼ ðFH
i C

�1Fi þ ksIÞ�1FH
i C

�1ðRc � giÞ
ð58:13Þ

where kA and ks are the regularization parameters and are chosen empirically in this
paper. Actually, the above estimators can also be explained from the Bayesian
perspective [12].

58.4 Simulation Results

The performance of the proposed algorithm is investigated by simulation. In the
simulation, without loss of generality, we consider a simple case when the received
signal composes of the LOS path and a reflected path, i.e. L ¼ 2: We define the

signal-to-multipath ratio (SMR) is SMR ¼ 20 log A1
A2

��� ���	 

signal-to-noise ratio is
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SNR ¼ 10 log A1j j2
2N0

T , where B is the bandwidth of RF front end. The relative time
delay of the two paths defines Ds ¼ s2 � s1. The phases of both paths are uniformly
distributed over uð0; 2pÞ in each realization of simulation. Root mean square error
(RMSE) of time delay s1 in Tc is used to compare the performance of the methods.
The number of iteration is kept fixed as 10 and the regularization parameters are
kA ¼ ks ¼ 10�3.

58.4.1 RMSE Versus Relative Time Delay Ds

In this simulation, s1 is randomly distributed over the interval �d=2; d=2½ � and s2 is
equal to s1 þ Ds. The SMR and SNR were assumed to be 6 and −20 dB respec-
tively. For each Ds, the result is averaged by 1000 times Monte Carol simulations.
Figure 58.3 shows the performance comparison between the proposed method and
the normalized narrow E-L correlator [1] for both d ¼ 0:1Tc and d ¼ 0:2Tc. For the
sampling interval d ¼ 0:1Tc, the proposed method always outperforms than narrow
E-L correlator when Ds [ 0:1Tc. In particular, when Ds [ 0:2Tc, the RMSE of
s1 of proposed method is nearly 0:003Tc while that of the narrow correlator is
0:035Tc which is over 10 times of proposed method. The performs gap still holds
for sampling interval d ¼ 0:2Tc when Ds [ 0:3Tc. For Ds [ 0:1Tc, the perfor-
mance of narrow correlator is better than proposed method, although both are
biased, because as the two paths get closer, narrower d and d are required to resolve
the two paths and guarantee the global convergence.
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58.4.2 RMSE Versus SMR and SNR

In previous simulation, we have observed that the estimator is almost unbiased
when Ds [ 0:2Tc. Now we take into account the SMR and SNR. Both SMR and
SNR affect the performance of the proposed method. If SMR is too low, the LOS
path would be very weak and low SNR means the received signal will severely
corrupted by noise. In this simulation, we consider three cases when the amplitude
of LOS path is double of, equal to and half of the amplitude of reflection path, i.e.
SMR = −6, 0.6 dB, respectively. Figure 58.4 shows the RMSE performance versus
SNR and SMR with d ¼ 0:1Tc;Ds ¼ 0:3Tc. We can observe the RMSE degrades a
little as SNR and SMR decreases but it is still in the acceptable range.

58.5 Conclusion

In this paper, we proposed a combination approach of grid search and iteration to
closely spaced multipath mitigation in GNSS receiver based on the ML principle.
Because of nonlinearity of ML estimation, the solution is very sensitive to the initial
value of the time delay. The problem is solved by initialization via the grid search
before iteration. The computational complexity of grid search seems to be very
high, but the online burden is small because most of the computation can be done
offline. Iteration algorithm derived from the piece-wise linearity of ACF has a
simple form and converges to global maximum of ML function with a few number
of iteration. The simulation results show that the time delay estimator almost
unbiased and performs well when the LOS path is not dominant.
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Chapter 59
An Improved Practical Anti-jamming
Technique for GNSS Receivers Based ADP
in Frequency Domain

Tianqiao Zhang, Yao Wang, Yang Gao and Hongbing Wang

Abstract Anti-jamming techniques have been widely researched to enhance the
reliability and effectivity of Global Navigation Satellite System (GNSS). Amplitude
Domain Processing (ADP) is an anti-jamming method base on Locally Most
Powerful (LMP) detection theory. While it works efficiently when dealing with
some relatively simple interferences, such as one or two continuous wave inter-
ferences, it has a limitation when submitted to multiple interference scenarios.
Then, some later researches prove that using ADP in frequency domain (FADP)
would give a more superior performance, and put forward a simple global frame-
work of this method. However, there are still several important specific problems
needing to be solved before FADP’s being brought into practice, as the spectrum
leakage and malignant distribution of the frequency domain statistical data would
surely degrade the performance of the method or even invalidate it. In this paper, an
improved anti-jamming technique based on FADP is proposed, which is more
robust for practical consideration. Firstly, a windowed FFT is used to inhibit the
spectrum leakage and signal distortion, as well as the pattern of overlap-adding is
chosen to minimize the degradation of the SNR. Then, along with the analysis of
the differences between statistical characteristics of the time-domain waveform and
spectrum data, a specialized mathematical function of ADP is designed, responding
to the wide range and malignant distribution of spectrum data. Meanwhile, a
simplification of the procedures also eliminates the need of mutual transformation
between Cartesian coordinates and polar coordinates, saving the computation and
storage resources in some way. Simulation results demonstrate that the proposed
improved FADP method performs more efficaciously in realistic situation than the
original one.
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59.1 Introduction

The global navigation satellite system (GNSS)—taking GPS, GLONASS, COM-
PASS and Galileo as representatives—has a certain capability of immunity from
interference, since direct sequence spread system (DSSS) is utilized in the com-
munication. However, the receiver would significantly perform unsatisfactorily or
even lose efficacy when the interference surpasses the jamming margin. For this
reason, the anti-jamming technology is extensively studied.

References [1, 2] introduced an anti-jamming solution to narrowband interference
problem named amplitude domain processing (ADP), which is based upon Capon
works [3] and Neyman-Pearson theory [4]. As an application of the locally most
powerful (LMP) detection, this technique is fully adaptive and completely digital.
And the relatively simple structure enables it easily to get implemented. However,
while it works effectively when dealing with some relatively simple interference,
such as one or two continuous wave interference (CWI); it has a limitation when
submitted to multiple interference scenarios, when there are more simultaneous
jammers. Then, as a further development, reference [5] puts forward an new method
named FADP. By the means of adding a couple of FFT and IFFT blocks, FADP
applies the amplitude domain processing to the spectrum instead of the time domain
samples. Through series simulation, [5] proves that FADP filter shows to be sig-
nificantly more efficient than the ADP one in the presence of complex interference.

However, current FADP method still has several problems to deal with before it
could really get used. Firstly, the FFT in current framework pays no attention to the
picket fence effect, which may cause a spectrum leakage and signal distortion. This
will surely degrade the behavior of the later procedures, making the method fail at
worst. And the effect varies according to the selected sequence length of FFT and
the intensity of the interference. Though simulation in [5] coincidently avoid this
problem, as will mention in 59.2.4, it can’t be ignored in practice. Secondly, the
differences between the statistical characteristics of the time-domain waveform and
spectrum data also need us to pay enough attention to. The original ADP function
isn’t very suitable to be used in the FADP method directly because of the wide
range and malignant distribution of the frequency domain statistical data. So, there
is a need to improve this method systematically for further usage.

Thereupon, an improved anti-jamming technique based on FADP is proposed in
this paper, which is more robust for practical consideration. Firstly, a windowed
FFT is used instead to inhibit the spectrum leakage and signal distortion. While
windowing would bring inevitable loss of the signal-to-noise ratio (SNR) as well,
the pattern of overlap-adding is chosen. Blackman window for instance, as shown
in [6], a directly windowing would bring a SNR loss of 2.28 dB, while making a 1/2
delay overlap-adding would decrease it to 0.08 dB. Overlap-add-windowing
ensures the utmost accuracy of the frequency spectrum, which is also a prerequisite
of FADP technique. Then, having noticed the wide range and malignant distribu-
tion of the frequency domain statistical data, the general approaches to procure the
probability density function (PDF) are not applicable to frequency samples. Thus,
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by taking logarithms of the frequency samples, we compress the data in amplitude
domain. Correspondingly, a specialized mathematical function of ADP is designed,
which possesses the validity in theory as well as the practicability. Lastly, a sim-
plification of the procedures also eliminates the need of mutual transformation
between Cartesian coordinates and polar coordinates, saving the computation and
storage resources in some way.

Chapter 2 briefly reviews the theoretical basis of ADP and FADP, and then
analyzes the potential problems of current FADP framework for practical use.
Chapter 3 elaborates the improvement methods. At last, simulation results in Chap. 4,
based on a MATLAB platform of GPS L1 receiver, demonstrate that the proposed
improved FADP method performs more efficaciously in realistic situation than the
original one.

59.2 Theoretical Basis of ADP and FADP

The ADP technique, as well as FADP, is essentially an application of the Locally
Most Powerful (LMP) detection in the spread spectrum communication. LMP
detection has the maximum probability of detection under weak signal conditions,
as shown in [7]. In this chapter, LMP theory is briefly introduced to the readers
firstly. Then, a review of ADP and FADP techniques will show us how this theory
works. For more details, the reader could refer to [1, 2, 5]. In the end, several
potential problems of the present FADP method are analyzed, indicating the
direction of improvement.

59.2.1 Introduction of LMP Theory

Consider the one-sided parameter test

H0 : h ¼ h0
H1 : h[ h0

with no nuisance parameters. The probability density function (PDF) under H0 and
H1 is parameterized by h and is given by pðx; hÞ. Let the region for which we choose
H1 be denoted by R1. Then the probability of false alarm and detection would be

PFA ¼
Z
R1

pðx; h0Þdx

PDðhÞ ¼
Z
R1

pðx; hÞdx:
ð59:1Þ
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It shows that PDðhÞ depends on h. On condition h[ h0 and h� h0 is small, we
can expand PDðhÞ in a first-order Taylor expansion about h ¼ h0 and get

PDðhÞ � PDðh0Þ þ dPDðhÞ
dh h¼h0j � h� h0ð Þ ¼ PFA þ dPDðhÞ

dh h¼h0j � h� h0ð Þ:
ð59:2Þ

Since PFA is fixed, we maximize PDðhÞ for any h by maximizing the slope of
PDðhÞ at h ¼ h0. With equivalence transformation, we have

dPDðhÞ
dh

¼ d
dh

Z
R1

pðx; hÞdx ¼
Z
R1

dpðx; hÞ
dh

dx ¼
Z
R1

d ln pðx; hÞ
dh

pðx; hÞdx ð59:3Þ

As PFA is a constant, by using the Lagrangian multiplier method, referring to [7],
we can finally obtain the new decision criterion

d ln pðx; hÞ
dh

jh¼h0 [ c: ð59:4Þ

This is the LMP test. And it has a maximum probability of detection around h0,
following from the equivalence to the NP test under weak signal conditions.

59.2.2 Theory of Amplitude Domain Processing (ADP)

In spread spectrum communication systems, LMP theory is specially suitable, since
the desired signal is always significantly weaker than the noises and interference—
consistent with the condition in LMP theory. GPS for instance, The signal captured
by the receiver can be written as

zðtÞ ¼ rðt; hÞ þ wðtÞ
rðt; hÞ ¼ sðtÞ cosðxt þ hÞ

where zðtÞ is the received signal, wðtÞ is the white Gaussian noise as well as
potential interference, rðt; hÞ is the modulated information. The detection problem
is to decide whether the desired signal exists or not, viz: zðtÞ ¼ rðt; hÞ þ wðtÞ or
zðtÞ ¼ wðtÞ. After extraction of the base band quadrature components, the problem
is to decide between xi ¼ si cos hþ nxi; yi ¼ si sin hþ nyi and xi ¼ nxi; yi ¼ nyi.

Generally, after the sequences being correlated to a local code Ci, we get the
quadrature data I ¼ 1

N

PN
i¼1 ðxi � CiÞ; Q ¼ 1

N

PN
i¼1 ðyi � CiÞ for a N-sampled complex

signal. Then I2 þ Q2 is compared to a decision threshold to make the detection
decision. However, using the LMP theory, the optimal decision variable changes into
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I2 þ Q2 ¼ 1
N

XN
i¼1

Ci � @fnnðxi; yiÞ=@xifnnðxi; yiÞ
� �" #2

þ 1
N

XN
i¼1

Ci � @fnnðxi; yiÞ=@yifnnðxi; yiÞ
� �" #2

;

ð59:5Þ

where fnnðx; yÞ is the PDF of zðtÞ, x and y represent the real and imaginary parts of
the signal. The structure of the LMP detection is shown in Fig. 59.1. And the key of
this method is the non-linear function, which needs the estimation of the signals’
PDF as a precondition. Discrete histogram statistics method can help us achieve it
conveniently.

The above structure need us to deal with two roads simultaneous. However,
according to [8], it is possible to save half of them by working in the polar coor-
dinates, because noise and signal carrier are not synchronized. In this condition,
decision variable is

I2 þ Q2 ¼ 1
N2

XN
i¼1

CigrðriÞ½ �2 ðx2i þ y2i Þ
r2i

� �2
¼ 1

N

XN
i¼1

CigrðriÞ
" #2

; ð59:6Þ

where

grðriÞ ¼ � @=@riðfnðriÞ=riÞ
fnðriÞ=ri ¼ � @

@ri
ln
fnðriÞ
ri

; ð59:7Þ

and fnðrÞ is the ADP of the amplitude r. As to avoid the potential calculation errors,
such as caused by r’s being too close to 0, Refs. [2, 3] give a modified version of
grðrÞ, that

grðrÞ ¼ � @

@r
ln
fnðrÞ þ k
ar þ b

; ð59:8Þ
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Fig. 59.1 Structure of locally most powerful detection in Cartesian coordinates
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and possible values of the parameters maybe like a ¼ 0:08, b ¼ 110, k ¼ 0:001.
This is called amplitude domain processing (ADP) method, with the structure
shown in Fig. 59.2.

As shown in [1, 2], ADP works effectively when dealing with some relatively
simple interference, such as one or two continuous wave (CW) interference.

59.2.3 ADP in Frequency Domain (FADP)

As the performance of ADP would decline, when there is more simultaneous
interference. Reference [5] proposes an idea of using ADP in the frequency domain
and names this method FADP. The general framework of FADP, as shown in
Fig. 59.3, is similar with that of the ADP’s, except for a couple of additional FFT
and IFFT blocks as well as some relevant processing. Compared with working in
the time domain, frequency domain processing has a superior discrimination for
interference, narrowband especially. Contrast experiments in [5] shows that FADP
filter performs significantly better than ADP in the presence of complex interfer-
ence, and can deal with various narrowband interference efficaciously.

59.2.4 Potential Problems of Current FADP Method

Simulations in Ref. [5] display considerable progress from ADP to FADP. How-
ever, there is still some sand in the wheels of FADP’s coming into practical use.

Firstly, current FADP pays no attention to the picket fence effect, which may
cause a spectrum leakage and signal distortion. This will surely degrade the
behavior of the later procedures, making the method fail at worst. For instance, with
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Fig. 59.2 Structure of locally most powerful detection in polar coordinates

Fig. 59.3 General framework of FADP filter
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sample rate Fs ¼ 20 MHz and FFT sequence length N ¼ 1024, there won’t be any
spectrum leakage and signal distortion, when the frequency of the CW signal equals
i � FsN (i is an integer)—that is fCW ¼ i � 0:02 MHz. However, if this premise is
untenable, the spectrum calculated directly through FFT would be distorted a lot
near the corresponding frequency. A group of contrast result is shown in Fig. 59.4.
When fcw is set to 5:25 or 3:555 MHz (which just don’t match i � 0:02 MHz and are
random selected), the spectrum leaked. And if N is set to 512 or 256, the no-
leakage-condition would be stricter. Unfortunately, spectrum leakage is inevitable
in practical problem, whatever FFT parameters you select, as the frequency
wouldn’t be so coincidental to agree with the no-leakage-condition. Spectrum
leakage would degrade the accuracy of the statistical characteristics in frequency
domain. As a result, the overall performance of FADP method would not be
guaranteed. And as we’ll see in Chap. 4, it does fail to work effectively, when
spectrum leakage exists. Simulations in Ref. [5] happen to avoid meeting this
problem, as no leakage exists.

Secondly, there are some differences between the statistical characteristics of the
time-domain waveform and spectrum data. The amplitudes of the time-domain
samples distribute in a relatively concentrated area, making the estimation of PDF
convenient. However, in spectrum, amplitude values corresponding to the fre-
quency points—where interference exists—are much higher than the others. In
Fig. 59.5, amplitude data, as well as its distribution, is shown both in time domain
and frequency domain, using an example signal in which narrowband interference
exists. The wide range and malignant distribution bring notable difficulty to the
estimation of PDF in practice. So the mathematical function of gðrÞ used in time
domain ADP isn’t suitable to directly bring into frequency domain ADP.

Thus, there is a need to solve these problems for practical use of FADP method.
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59.3 Details of the Improvements on FADP Method

The improvements mainly aim at the two problems proposed in 59.2.4: Inhibiting
the spectrum leakage and signal distortion to make sure the ADP in frequency
domain work effectively; Designing a specialized mathematical function of gðrÞ
according to the statistical characteristics of spectrum amplitudes, that can be
achieved conveniently in practice. Besides, a few adjustments of the framework are
also made to save computation and storage resources.

59.3.1 1/2 Delayed Overlap-Add-Windowing Framework

To mitigate the effect of spectral leakage, frequency domain processing techniques
typically use windowing. Windowing applies a weighting factor to the input signal
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prior to computing the FFT, and smoothes the discontinuities at the block boundary,
and therefore lessens the effect of spectral leakage. There are a number of window
functions described in [9], and here we choose Blackman window.

For instance, choose a 20 MHz sampled signal—with two CW interference in it,
and fCW1 ¼ 2:555 MHz; fCW2 ¼ 5:555 MHz; N ¼ 1024. The results of direct FFT
and windowed FFT are shown in Fig. 59.6. The inhibition of spectral leakage, by
windowing, is conspicuous.

Furthermore, directly windowing would cause a degradation of SNR, as high as
2.28 dB for Blackman window. By making a 1/2 delay overlap addition, as shown
in Fig. 59.7, we could decrease it to 0.08 dB. Though this makes us to need to deal
with two paths simultaneous, the improvement is appreciable. The global diagram
of the overlap-adding windowed FADP is shown in Fig. 59.8. Processing results of
the two paths are counted up correspondingly in the end, before getting correlated
to the local code. Overlap add windowing ensures the utmost accuracy of the
frequency spectrum, and decreases the SNR loss as possible at the same time.
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59.3.2 Modified Mathematical Function of gðrÞ

The key of amplitude domain processing (ADP) is the nonlinear variation of r—
function of

grðrÞ ¼ � @

@r
ln
fnðrÞ
r

:

As it is mentioned in 59.2.4 and showed in Fig. 59.5, Amplitudes of the signal’s
spectrum malignantly distribute in a large region, when a narrowband interference
exists. So it needs a more complicated histogram step solution to estimate the PDF
of r, what is more important, it would easily get affected by the accident errors as
well. To solve this problem, we take logarithms of r before the nonlinear variation,
so as to compress the data in amplitude domain. Let u ¼ lnðr þ sÞ, where s is a
modification factor, ensuring r þ s[ 1 so that lnðr þ sÞ[ 0.

s ¼ 1 for instance, the values and distribution of u, as well as r’s for contrast, are
shown in Fig. 59.9. Refer to b2 in Fig. 59.9, we can find the PDF curve line of u is
significantly smoother than r. Area between 0 and 2 stands for the frequency bands
related to the Gaussian noises and the weak useful signals, while area between 4
and 6 represents the narrowband interference. With a discrete histogram statistics of
20 steps or so, we can estimate the PDF function of u effectively. But for r, it needs
much more steps, most of which are just corresponding to the nonsensical zero-
periods.

Turning r to u surely makes it convenient and feasible to estimate the PDF
function. Furthermore, an equivalent transformation of grðrÞ, guðuÞ, is required to
make the result equally. As u ¼ lnðr þ sÞ, r ¼ eu � s. Then according to the
transfer function of the probability density, we get
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fn;uðuÞ ¼ fn;rðrÞ � dr
du

����
���� ¼ fn;rðeu � sÞ � ðeu � sÞ0�� �� ¼ fn;rðeu � sÞ � eu; ð59:9Þ

where fn;uðÞ refers to PDF function of u, and fn;rðÞ refers to PDF function of r. To
make guðuÞ ¼ grðrÞ, we have that

grðrÞ ¼ grðeu � sÞ ¼ � @

@r
ln
fn;rðeu � sÞ
eu � s

� �
¼ � @

@r
ln

fn;uðuÞ
euðeu � sÞ

� �

¼ � @

@u
ln

fn;uðuÞ
euðeu � sÞ

� �
� @u
@r

: ð59:10Þ

Continuing to transform the equation, we get

guðuÞ ¼ � f 0n;uðuÞ
fn;uðuÞ �

1
r
þ 2

r
þ s
r2

ð59:11Þ

at last. Though it theoretically equals to grðrÞ, it’s more practical and meaningful.
And for the same reason with (59.8) to avoid potential calculation errors, a modified
version of the guðuÞ definition is proposed as

guðuÞ ¼ grðrÞ �
f 0n;uðuÞ
fn;uðuÞ �

a
ar þ b

þ 2a
ar þ b

þ s � a2
ðar þ bÞ2 ð59:12Þ

59.3.3 Framework of the Amplitude Domain Processing
for Spectrum

As shown in Figs. 59.2 and 59.3, there are a couple of rectangular-to-polar and
polar-to-rectangular blocks in the general ADP framework. However, the angle
information isn’t relevant to the nonlinear variation, and it costs a lot of compu-
tation and storage resources to do the transformations. So in the paper, we proposed
a direct weighting method of carrying out ADP.

Results
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u=ln(r)
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data
for IFFT
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pdf( u )
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Fig. 59.10 Framework of the amplitude domain processing (for spectrum)
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Let the weights be grðrÞ
r , the results of ADP would be X þ Yj ¼ ðxþ yjÞ � gðrÞr .

Meaning of X þ Yj and xþ yj, as well as the framework of the amplitude domain
processing of the spectrum, are shown in Fig. 59.10. Thus, concrete angle infor-
mation isn’t needed at all. And the results are absolutely equal with those gotten
from the rectangular-to-polar-to-rectangular way.

59.4 Simulation of the Improved FADP Technique
in MATLAB

Reference [5] has carried on a series of simulation to certify the effectiveness of the
former FADP technique. In this paper, we mainly concern with the anti-jamming
behaviors of the original and improved methods in more practical and factual
experimental conditions.

59.4.1 Simulation Environment and Judgment Criteria

The input signal used in the simulator is a GPS L1 C/A code, with a rate of
1.023 Mchips/s and a period of 1023 chips, which lasts 1 ms. In the MATLAB
platform, we could conveniently produce signals containing various noises and
interference, so as to test the behaviors of the methods.

In Ref. [5], the changes of Signal-to-Noise ratio (SNR) and Jammer-to-Noise
ratio (JNR) before and after the processing are set as the standard of comparison.
And [5] also displays a way to calculate SNRin and JNRin, as well as SNRout and
JNRout. However, it’s hard to exactly define the SNR and JNR of the output signals,
for the variation is nonlinear. And even if we can find relatively approximate
estimations, it doesn’t give a direct perception. So, here we use a criteria of coherent
SNR [10], which is a utilitarian variable that closely related to the performance of
subsequent acquisition and tracking.

Coherent SNR is calculated from the correlation result of
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2 þ Q2

p
. As shown

in Fig. 59.11, s stands for the effective peak magnitude, from the peak to the mean
value. And rn is the standard deviation. Then, we have

Fig. 59.11 Representation of the correlation response of the I and Q channels
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coherent SNR ¼ s
rn

ð59:13Þ

Coherent SNR directly illustrates the result of correlation. A value up to 17 dB
always suggests a good performance and being ready for acquisition and tracking
[10].

59.4.2 Simulation Results and Analysis

All the simulations are with the condition of Fs ¼ 20 MHz, FFT sequence length
N ¼ 1024 and a correlation time of 1 ms—the C/A code period. And the SNR is fix
to �23 dB, while SIR is fix to �53 dB. A series of interference are considered.

A. One Continuous-Wave-Interference (CWI) jammer f ¼ 1:5 MHzð Þ.
B. One CWI jammer f ¼ 1:5555 MHzð Þ.
C. three CWI jammers f ¼ 1:5; 2:1; 2:5 MHzð Þ.
D. three CWI jammers f ¼ 1:555; 2:111; 2:555 MHzð Þ.
E. narrowband suppression f ¼ 2:2�3:2 MHzð Þ.

These frequencies are randomly selected, except that A and C won’t have a
spectrum leakage, but B and D would, as it was analyzed in Chap. 2.4. There is a
narrowband suppression in E, which contains a continuous frequency band, so it
would surely be affected by spectrum leakage when taking a FFT processing. As we
know, the parameter of interference would never be so coincident to meet the none-
leakage condition in practical cases. B D and E have more practical significance.
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However in the simulations, one would possibly ignore this and may give a less
thoughtful decision of the parameters.

This simulation results are shown in Figs. 59.12, 59.13, 59.14, 59.15 and 59.16,
corresponding to A–E. Each of them contain contrast of spectrum of the data for
ADP and spectrum of the data dealt with APD, as well as the correlation result at
last, which are most meaningful.
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Fig. 59.13 Contrast results of the former and improved FADP (B: 1 CWI; 1:555 MHz)
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Fig. 59.14 Contrast results of the former and improved FADP (C: 3 CWI; 1:5; 2:1; 2:5 MHz)
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From these Figures, we can find that the successful inhibition of spectrum
leakage ensures the effectivity of the FADP method. All of the narrowband inter-
ference is removed in the improved method, presenting a obvious peak in the
correlation results. And without inhibition, the former method fails to work when
leakage exists. This is essential for practical consideration.
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Fig. 59.15 Contrast results of the former and improved FADP (D: 3 CWI; 1:555; 2:111;
2:555 MHz)
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Fig. 59.16 Contrast results of the former and improved FADP (E: 2:2�3:2 MHz)
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The experiment also verify the usability of FADP in anti-narrowband-interfer-
ence. Amelioration of correlation performance is significant.

59.5 Conclusions

The FADP technique is a development from the traditional ADPmethod. By working
in the frequency domain, it has a significant superior performance of anti-narrow-
band-interference, when submitted to multiple interference scenarios. Spectral pro-
cessing enables to eradicate precisely all sort of narrowband interference. However,
because of the differences between processing in frequency domain and time domain,
the existing simple framework of FADP is not suitable for practical use yet. In this
paper, a more thoughtful anti-jamming technique based on FADP is proposed. Some
important modifications are made to the global FADP framework and the key
function of non-linear variation. The improved method successfully mitigate the
effect of spectrum leakage, which couldn’t be ignored in practice. The specialized
mathematical function of ADP is designed for a consideration of convenient reali-
zation too, ensuring the effectivity of the technique as well.

Further investigations will be relevant to the effect of ADC to the FADP method,
and evaluate this technique more comprehensively. Then, Implement this technique
to software of hardware based GNSS receivers, helping to improve its ability to
operate in all conditions and hostile environments.
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Chapter 60
A Robust Dynamic Satellite-Searching
Algorithm for Multi-constellation GNSS
Receivers

Hengwei Zhou, Zheng Yao and Mingquan Lu

Abstract With the flourish development of GNSS community, the number of
available navigation satellites is increasing rapidly. Benefiting from the super
constellation consisting of satellites from various systems, the availability and
reliability of positioning service are improved for multi-constellation GNSS
receivers. Meanwhile, the complexity and uncertainty in satellite-searching process
are multiplied as well, which significantly increases the receiver’s time to first fix
(TTFF) and decreases its performance. Dynamic satellite-searching algorithms can
be employed to reduce TTFF. However, existing dynamic satellite-searching
algorithm is not robust and efficient enough when masking problem exists. In this
paper, a robust dynamic satellite-searching algorithm is proposed. Theoretical
analysis and numeric simulations in masking situation are presented, and proves the
efficiency and robustness of the new algorithm. In conclusion, the new dynamic
satellite-searching algorithm provides an efficient and robust solution to practical
multi-constellation GNSS receivers.

Keywords Robust dynamic satellite-searching � Multi-constellation GNSS
receiver � Super constellation � Masking situation � TTFF

60.1 Introduction

Since global navigation satellite system (GNSS) plays a strategic role in modern
society, new systems are emerging to replace or cooperate with the conventional
GPS, which significantly increases the number of GNSS satellites in orbit [1, 2].
Multi-constellation GNSS receivers utilize a super constellation that consists of
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satellites from different GNSS. Benefiting from a larger number of satellites ever,
multi-constellation GNSS receivers are able to provide positioning service with
higher availability and reliability [3, 4].

Not only benefits but also challenges are brought to the promising multi-
constellation receivers by increasing GNSS satellites. One of the challenges is the
increasing time to first fix (TTFF). Before its first fix, the receiver has to implement
the acquisition process and the tracking process. For a cold-started GNSS receiver,
the acquisition process is actually a three-dimensioned searching process that
searches for visible satellites, Doppler frequency and PRN code phase [5]. The
uncertain range of the three-dimensioned searching process is quite large. It takes a
lot of time for the receiver to finish the process and accounts for a long TTFF.
Previous work including parallel frequency search and multi-dwell search detectors
has been done to reduce the searching complexity in frequency and code phase
domain [6, 7]. However, for the multi-constellation GNSS receivers, the challenge
lies in the increasing complexity and uncertainty in satellite-searching domain,
which asks for an efficient satellite-searching algorithm that helps the receiver to
reduce the time spent searching visible satellites.

An efficient satellite-searching algorithm helps the receiver hit visible satellites
and avoid invisible ones. The visibility of satellites is an important factor that
accounts for TTFF. If the receiver picks an invisible satellite to search, it has to try
every possible combination of Doppler frequency and code phase in the correlation
process before eventually determine the searching procedure as unsuccessful, which
is not contributing to the positioning process, yet quite time-consuming. Mean-
while, if the chosen satellite is actually visible, there is always a trial that gives a
correlation result that exceeds the threshold value [8], which ends the searching
procedure and return a successful searching result. To reduce TTFF, the receiver
should always search the visible satellites and avoid invisible ones. However, for a
cold-started GNSS receiver, little prior information could be used to determine the
actual satellite visibility, hence an estimation of visibility must be made before the
receiver chooses a satellite to search.

A dynamic satellite-searching algorithm was proposed to reduce TTFF for multi-
constellation GNSS receivers, and its efficiency in ideal situation has been proven
[9]. In this paper, the conventional algorithm is briefly reviewed in the first place,
and its shortcoming of not working in practical applications with possible masking
problem is thoroughly analysed. Then, we propose a robust dynamic satellite-
searching algorithm that remains efficient and robust in masking situations.
Numeric simulations are given to present the performance of the robust dynamic
satellite-searching.
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60.2 The Conventional Dynamic Satellite-Searching
Algorithm

The algorithm in [9] has proposed a reasonable estimation of the satellite visibility
by averaging the theoretical visibility on the time-space uncertain range, according
to which the satellite-searching order is determined. The actual satellite-searching
results helps cut the uncertain range in turn. Thus the algorithm is a dynamic
scheduling. Also, conditional visibility is proposed to reduce the computational
complexity. However, the conventional dynamic satellite-searching algorithm is not
available in practical applications with existing masking problem. This section
discusses the basic idea as well as the shortcoming of the conventional algorithm.

60.2.1 Review of the Conventional Algorithm

The conventional dynamic satellite-searching algorithm put forward an estimation
of satellite visibility [9], the mean visibility, which could be calculated by (60.1).

VisðSVÞ ¼ 1
fGgj j

X

ðt;LÞ2fGg
VisðSV ; t; LÞ ð60:1Þ

VisðSVÞ represents the mean visibility of satellite SV . The rough time span and
space span in which the cold-started GNSS receiver might be located make a two-
dimensioned uncertain range of time and space. Sampling point ðt; LÞ discretely
represents the time and space uncertainty, with t and L representing a sampling
value of time and space respectively. fGg is the set of all sampling points with
fGgj j representing the number of elements in fGg. VisðSV ; t; LÞ is the visibility for
satellite SV to a receiver at ðt; LÞ computed using almanac, hence it’s a theoretical
value.

Averaging the theoretical satellite visibility on fGg is the main idea of esti-
mating a satellite visibility, based on which a dynamic satellite-searching algorithm
is proposed. The satellite to be searched is chosen by sorting all unsearched sat-
ellites in a descending order of mean visibility and picking the one with the max
mean visibility. After the correlation process gives the actual searching result
SrcRsltðSVÞ of the chosen satellite SV , the uncertain range of time and space is
narrowed by excluding sampling points from fGg of which the value of
VisðSV ; t; LÞ doesn’t match SrcRsltðSVÞ. With the searching procedures going on,
the uncertainty range is supposed to reduce and eventually get close to the sampling
point at which the receiver is truly located.
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60.2.2 Shortcoming of the Conventional Algorithm

The conventional dynamic satellite-searching algorithm has been proven efficient in
ideal situation, but it cannot deal with masking problem in practical applications.
For a practical GNSS receiver, the masking situation where satellite signals are
randomly masked by objects like tall buildings or mountains happens a lot. In a
masking situation, a theoretically visible satellite might become actually invisible
because of being masked. For the conventional algorithm, a wrong update of fGg
might occur when a mismatch of the theoretical satellite visibility VisðSV ; t; LÞ and
the actual searching result SrcRsltðSVÞ happens, because fGg is updated right after
comparing VisðSV ; t; LÞ and SrcRsltðSVÞ without considering the involved masking
problem. If we use ðtact; LactÞ to represent the sampling point that the receiver is
truly located, ðtact; LactÞ might be excluded when VisðSV ; tact; LactÞ mismatches
SrcRsltðSVÞ. The excluding of ðtact; LactÞ makes it impossible for fGg to get close
to ðtact; LactÞ and all the following steps are based on a wrong fGg and incorrect
satellite visibility estimations, which leads to a lot of unsuccessful searching pro-
cedures and eventually increases TTFF. Because of the weakness of the conven-
tional algorithm in practical applications, a robust dynamic satellite-searching
algorithm that is able to avoid this problem and remains efficient in masking sit-
uation is needed for practical multi-constellation GNSS receivers.

60.3 The Robust Dynamic Satellite-Searching Algorithm

In this section, a robust dynamic satellite-searching algorithm is presented, which
remains efficient in masking situation by using newly-introduced Conf ðt; LÞ. Based
on Conf ðt; LÞ, a new estimation of satellite visibility is proposed. And the procedure
of the robust algorithm is presented in the last part of this section.

60.3.1 Confidence of Sampling Points

The conventional algorithm updates fGg right after comparing the theoretical
VisðSV ; t; LÞ and actual searching result SrcRsltðSVÞ without considering the
involved masking problem, which results in wrong updates of fGg. Therefore, we
introduce Conf ðt; LÞ as an intermediate variable, and the update of fGg is divided
into two steps.

Suppose the probability for satellite SV to be masked is qð0\q\1Þ, Conf ðt; LÞ
is updated first after the correlation process returns SrcRsltðSVÞ, as is shown in
(60.2). According to the updated Conf ðt; LÞ, fGg is updated afterwards by
excluding sampling points that satisfy Conf ðt; LÞ ¼ 0, as is shown in (60.3).
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Confnewðt; LÞ ¼
Confoldðt; LÞ � q; if VisðSV ; t; LÞ ¼ 1 and SrcRsltðSVÞ ¼ 0;
Confoldðt; LÞ; if VisðSV ; t; LÞ ¼ 0 and SrcRsltðSVÞ ¼ 0;
0; if VisðSV ; t; LÞ ¼ 0 and SrcRsltðSVÞ ¼ 1;
Confoldðt; LÞ � ð1� qÞ; if VisðSV ; t; LÞ ¼ 1 and SrcRsltðSVÞ ¼ 1;

8
>><

>>:

ð60:2Þ

fGgnew ¼ fðt; LÞjðt;LÞ 2 fGgold;Confðt;LÞ 6¼ 0g ð60:3Þ

In (60.2), SrcRsltðSVÞ represents the searching result of satellite SV , with 1
meaning the satellite is actually visible and 0 meaning the opposite.

Here Conf ðt; LÞ represents the confidence of the sampling point ðt; LÞ,
describing the degree to which it’s believed that the GNSS receiver is located at
ðt; LÞ. Hence a new estimation of satellite visibility, named as the weighted mean
visibility VisðSVÞ, is defined to replace the mean visibility. Comparing to the mean
visibility, the weighted mean visibility uses Conf ðt; LÞ as a weighting factor for
VisðSV ; t; LÞ, as is shown in (60.4)

VisðSVÞ ¼ 1
fGgj j

X

ðt;LÞ2fGg
Conf ðt; LÞ � VisðSV ; t; LÞ ð60:4Þ

Noticing the case where the masking problem might get involved and result in a
mismatch of theoretical and actual satellite visibility, that is VisðSV ; t; LÞ ¼ 1 while
SrcRsltðSVÞ ¼ 0, Conf ðt; LÞ decreases but still exceeds zero, thus the sampling
points will not be excluded according to (60.3). As long as a sampling point,
especially ðtact; LactÞ, remains in fGg, its confidence can still increase in the fol-
lowing searching procedures. In this way, the wrong update of fGg is successfully
avoided and the algorithm remains robust.

60.3.2 Procedure of the Robust Algorithm

The flow chart of the robust dynamic satellite-searching algorithm is presented by
Fig. 60.1. Comparing to the conventional algorithm, an update of Conf ðt; LÞ is
added before updating fGg and the weighted mean visibility is applied. The pro-
cedure is discussed step by step as follows:

1. Take samples in the two-dimensioned time-space uncertain range and make the
set of all sampling points, fGg.

2. Initial Conf ðt; LÞ with a uniform value.
3. Compute VisðSVÞ for all unsearched satellites using (60.4).
4. Sort the satellites in a descending order of VisðSVÞ.
5. Choose the satellite with the max VisðSVÞ.
6. Start the correlation process of the chosen satellite, and return the result of

whether the chosen satellite is actually visible or not, represented by
SrcRsltðSVÞ.
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7. If the chosen satellite is actually visible, compare the number of visible satellite
to the threshold number that the GNSS receiver needs for its first fix. If the
visible satellites are enough, the whole searching process ends, or go to step 9.

8. If the chosen satellite is invisible, go to step 9.
9. Update Conf ðt; LÞ using (60.2).

10. Update fGg using (60.3).
11. Go to step 3 and start the next searching procedure.

Initial Conf(t,L) 

Compute the weighted 
mean visibility

Sort the satellites 
by the weighted mean 

visibility

The chosen
 SV is actually 

visible

Enough 
visible 

satellites

End
Update  Conf(t,L)

Update {G}

Yes
No

Yes No

Choose the satellite SV 
with the max weighted 

mean visibility

Sampling the uncertain 

range and get {G} 

Start

Fig. 60.1 The flow chart of the robust dynamic satellite-searching algorithm
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The new robust algorithm inherits the dynamic feature by updating Conf ðt; LÞ,
fGg and VisðSVÞ in each searching procedure. And it makes improvement by
adjusting the intermediate variable Conf ðt; LÞ, instead of directly updating fGg.
The performance is numerically simulated in the next section.

60.4 Simulation

In this section, the robust dynamic satellite-searching algorithm is simulated in
masking situation, of which the performance is discussed and compared to the
conventional algorithm.

All the simulations are under assumptions or settings of:

• The constellation consists of 75 satellites including 31 GPS satellites, 29
GLONASS satellites and 15 Beidou satellites. Each satellite is assigned a new id
number from 1 to 75.

• The almanac used was saved on June 3rd, 2014.
• The actual time is 12:00, June 7th, 2014(UTC).
• The uncertain range of time is 4 h with 30-min-long step length.
• The uncertain range of space is the whole surface of the earth with zero height

value with 10°-long step length for both latitude and longitude.
• The receiver’s actual position is (40°N, 116°E, 0), if not mentioned specially.
• The actual satellite positions are calculated using TLE files provided by http://

www.celestrak.com/.

Figure 60.2 illustrates the performance of the conventional algorithm in the ideal
situation without masking. In the upper subplot, the searching results are presented
with green bars representing successful searching of actually visible satellites and
red bars representing unsuccessful searching of invisible ones. The chosen satellites
of each searching procedures are attached to the searching results. The conventional
algorithm hits all 31 visible satellites after searching 35 times in the ideal situation.
With a cold start, the lack of prior information accounts for the first three unsuc-
cessful searching procedures. Afterwards, misses barely happen thanks to the
dynamic programming and visibility estimation. The subplot below illustrates
whether the sampling point ðtact; LactÞ where the receiver is actually located at still
remains in the uncertain range fGg. As we can see, the curve value remains 1 in
Fig. 60.2, meaning no wrong update of {G} occurs until the searching process ends.
As is proved in [9], the conventional works well in the ideal situation without
masking.

However, when several satellites are masked, as usually happens in practical
applications, the performance of the conventional algorithm drops heavily, which is
shown in Fig. 60.3. Three satellites are randomly masked and they are SV9, SV51
and SV70 in the following individual simulation. The upper subplot shows that the
algorithm spends 75 searches to hit all 28 visible satellites, meaning the whole
constellation is thoroughly searched. This is because a wrong update of fGg occurs.
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As we can see in the subplot below in Fig. 60.3, ðtact; LactÞ is excluded from fGg in
the 10th searching procedure. Therefore, the following visibility estimations are
based on a wrong ðtact; LactÞ, which results in lots of misses. Because masking
problem is not avoidable for practical applications, the conventional dynamic
satellite-searching algorithm is not an efficient solution to reducing TTFF for
practical GNSS receivers.

The proposed algorithm is simulated in the same masking situation and its
performance is illustrated in Fig. 60.4. It takes 37 searching times for the proposed

Fig. 60.2 The performance of the conventional algorithm without masking problem

Fig. 60.3 The performance of the conventional algorithm with masking problem
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algorithm to hit all 28 visible satellites, only half of time of the conventional
algorithm. Unsuccessful searches happens when the searching process just starts or
comes across the masked satellites.

The blue curve in the subplot below in Fig. 60.4 describes how Conf ðtact; LactÞ
changes with the searching process goes on. Generally, the value of Conf ðtact; LactÞ
increases in the process of searching. Clear drops could be seen when the masked
satellites SV51, SV70 are searched. Despite of suffering from a value drop resulting
from masking situation, Conf ðtact; LactÞ continues to increase along with the
searching time grows and reach its peak value when the searching process ends.
This is how the newly-proposed algorithm remains robust in masking situation.
Noted that the peak value of Conf ðtact; LactÞ is not that close to 1, this is because
sampling points around ðtact; LactÞ may share the same satellite visibility and fGg
still contains more than one element till the searching ends, which won’t affect the
performance of the algorithm. Figure 60.4 has shown that the new algorithm we
proposed in this paper works efficiently and robustly in masking situation, com-
paring to the conventional algorithm.

To prove the new algorithm universally performs better than the conventional
one, a Monte Carlo method has been practiced. Both the conventional and robust
algorithms are tested in 50 experiments. For each experiment, the actual position of
the GNSS receiver is randomly selected on the earth and the masking probability
remains 0.1 meaning 1/10 of the theoretically visible satellites are randomly
masked. Figure 60.5 illustrates the results. In masking situation, the conventional
algorithm averagely spends 74.88 searching times to get all the visible satellites (the
average number of visible satellites is 28.04) in the constellation of 75 satellites,
while the proposed robust algorithm only takes 36.4 times averagely. The robust

Fig. 60.4 The performance of the conventional algorithm with masking problem
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dynamic satellite-searching algorithm proves to be universally faster than the
conventional one by an average gain up to 2.06.

60.5 Conclusion

In this paper, aiming at reducing the complexity and uncertainty of satellite-
searching process for the cold-started multi-constellation GNSS receivers that need
to search visible satellites in a super constellation, an efficient and robust dynamic
satellite-searching algorithm is proposed. Considering the uncertainty of time and
space, the proposed algorithm makes a dynamic programming of the order that
satellites are searched, which significantly reduces TTFF of cold-started receivers.
Moreover, a new confidence updating strategy in which satellite masking proba-
bility is taken into account. Therefore this new algorithm is able to overcome the
shortcoming of the conventional algorithm and remain efficient and robust in the
masking situation where visible satellites may be masked. Simulations with prac-
tical GNSS receiver scenario have shown that, the conventional algorithm’s per-
formance decreases heavily in masking situation, while the proposed algorithm
remains robust and gets a speed improvement by an average gain up to 2.06. The
proposed dynamic satellite-searching algorithm is efficient and robust, providing an
available solution to practical multi-constellation GNSS receivers.
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Fig. 60.5 50 searching performance experiments of the conventional and robust algorithms
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Chapter 61
A High-Dynamic Null-Widen GNSS
Anti-jamming Algorithm Based
on Reduced-Dimension Space-Time
Adaptive Processing

Lu Ge, Dan Lu, Wenyi Wang, Lu Wang, Qiongqiong Jia
and Renbiao Wu

Abstract Space-Time Adaptive Processing (STAP) is an effective method to
suppress interference in Global Navigation Satellite System (GNSS). But in high-
dynamic environment, conventional adaptive anti-jamming algorithms are invalid
since jammers may easily move out of the array pattern nulls. To solve this
problem, a new null-widen method based on the Laplace distribution model is
deduced in this paper, the method can get wider null at direction of jammers.
However this method is computationally intensive by using STAP, thus a new null-
widen method based on reduced-dimension multistage wiener filters (MWF) is
deduced here. It has proved in simulation section that the new method can get better
performance in few snapshots.

Keywords STAP � Null widening � MWF � High-dynamic � GNSS

61.1 Introduction

Space-Time Adaptive Processing (STAP) is an effective method to suppress the
jammers in Global Navigation Satellite System (referred to as GNSS). While the
jammers may easily move out of the nulls because jammer’s rapidly moving.
Nulling widen technique is an effective method to solve the above problems.
Mailloux and Zatman respectively proposed the null-widen methods by adding
virtual interference sources and expanding the bandwidth of interference signal only
in spatial domain [1, 2]. A null-widen method was proposed by Li Rongfeng based
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on the assumption the changing interference DOA (Direction of arrival) is dis-
tributed normally [3]. Wu SiJun have discussed another null-widen method when
the changing interference DOA is two-point distribution [4]. However, the
changing interference DOA doesn’t simply obey the uniform distribution mode in
high-dynamic environment [5]. In this paper, a novel STAP null-widen method
based on the supposed Laplace distribution model is deduced, which can suppress
the jammers effectively in high-dynamic environment.

But just few snapshots can be obtained in high-dynamic environment, and STAP
increase the computational complexity, so in this paper a null-widen algorithm
based on reduced-dimension STAP is given. This method can decrease the com-
putational complexity, be more robust with few snapshots.

61.2 Signal Model of the STAP Array

Consider a STAP uniform linear array with M elements, N taps, the space between
adjacent elements is half of the wavelength. Suppose there are L satellite signals
and Q interference signals, the data vector received by array can be written as

x tð Þ ¼
XL
l¼1

a ulð Þ � sl tð Þ þ
XQ
q¼1

a uq

� �� jq tð Þ þ n tð Þ ð61:1Þ

where, sl tð Þ ¼ s tð Þ; s t � Tð Þ; � � � ; s t � ðN � 1ÞTð Þ½ �T and uL are the l-th satellite
signal and its DOA; jq tð Þ ¼ j tð Þ; j t � Tð Þ; � � � ; j t � ðN � 1ÞTð Þ½ �T and uq represent
the q-th interference signal and its DOA. a ulð Þ, a ulð Þ are the steering vector of
satellite and jammer signals. In the formula (61.1), � is Kronecker product, n tð Þ
represents the Gaussian white noise.

Compared to the interferences and the noise, the satellite signal is too weak.
Thus the covariance matrix of data received by STAP array can be written as

R ¼ E x tð ÞxH tð Þ� �
�
XQ
q¼1

a uq

� �� a uq

� �H� �
� E jq tð ÞjHq tð Þ

h i
þ r2nI ¼ Rq þ r2nI

ð61:2Þ

In actual anti-jamming system, we usually use batch mode. But in high-dynamic
environment, the robustness of conventional algorithms is poor because the
direction of interference is changing with time. Widen the null is an effective
method to solve this problem. The general method of null-widen is to build a new
covariance matrix �R which is the result of the covariance matrix dot product the
taper matrix T [6].
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�R ¼ R� T ð61:3Þ

where, symbol � represents Hadamard product. T is also called the extension
matrix. A wider null can be get using the new covariance matrix �R.

But in actual system, usually using the sample covariance matrix R̂ instead of the
data covariance matrix.

�R ¼ R̂� T ð61:4Þ

where, R̂ ¼ 1
K

PK
k¼1

xkxHk �
As previously described, null-widen methods have been discussed when the

changing interference DOA is obey two distribution or normal distribution, but it
doesn’t simply obey this two kind of distribution mode in high-dynamic environ-
ment. In the next section, a new STAP null-widen method is proposed based on the
change of interference DOA to be Laplace distribution [5].

61.3 STAP Null-Widen Method

In high-dynamic environment, the DOA of interference changes rapidly with time,
uq tð Þ can be described as an extension of the current direction uq.

uq tð Þ ¼ uq þ Duq ð61:5Þ

Then the covariance matrix can be written as

�R ¼ E x tð ÞxH tð Þ� �
� E

XQ
q¼1

a uq tð Þ� �� aH uq tð Þ� �� �" #
� E jq tð ÞjHq tð Þ

h i
þ r2nI ð61:6Þ

where

a uq tð Þ� � ¼ 1; e�j2pk d sinuq tð Þ; � � � ; e�j2pk d M�1ð Þ sinuq tð Þ
h iT

ð61:7Þ

And Duq is very small, according to the First-Order Taylor expansion, it can be
written as

sinuq tð Þ ¼ sin uq þ Duq

� � ¼ sinuq þ Duq cosuq ð61:8Þ
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Then, the steering vector of interference can be written as

a uq tð Þ� � ¼ aq � b ð61:9Þ

where

aq ¼ 1; e�j2pk d sinuq ; � � � ; e�j2pk d M�1ð Þ sinuq

h iT
ð61:10Þ

b ¼ 1; e�j2pk dDuq cosuq ; � � � ; e�j2pk d M�1ð ÞDuq cosuq

h iT
ð61:11Þ

The Laplace distribution model can be used to describe the change of interfer-
ence DOA in high-dynamic environment. f ðDuqÞ is the probability density function
of Duq.

f Duq

� � ¼ 1
2nq

e�
Duqj j
nq ð61:12Þ

where 2n2q denotes variance, Duq is degree.
Then the covariance matrix can be written as

�R ¼ E x tð ÞxH tð Þ� �
�
XQ
q¼1

Z
f Duq

� �
a uq tð Þ� �� aH uq tð Þ� �� �� E jq tð ÞjHq tð Þ

h i
dDuq þ r2nI

¼
XQ
q¼1

Z
f Duq

� �
aq � aHq
� �

� b� bH
� �� �

� E jq tð ÞjHq tð Þ
h i

dDuq þ r2nI

ð61:13Þ

Because only b and Duq are related, the covariance matrix can be written as

�R ¼
Z

f Duq

� �
B� IN�NdDuq �

XQ
q¼1

aq � aHq
� �

� E jq tð ÞjHq tð Þ
h i� �

þ r2nI

¼
Z

f Duq

� �
BdDuq � IN�N � Rq þ r2nI

ð61:14Þ

where, B ¼ b� b, it can be gained by calculations that
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�R ¼ TL � IN�Nð Þ � Rq þ r2nI ¼ TSTL � Rq
� �þ r2nI ð61:15Þ

where, TSTL ¼ TL � IN�N , and the elements of TL are

TL k; lð Þ ¼ 1

1þ Kkl
p
180

� �2 1	 k; l	M ð61:16Þ

In formula (61.16), Kkl ¼ 2p
k nqd l� kð Þ cosuq.

And because that the diagonal elements of TSTL and Unit Matrix are 1, other
elements of the Unit Matrix are 0, it can be gained by calculations that

�R ¼ TSTL � R ð61:17Þ

where, TSTL ¼ TL � IN�N .
According to the high-dynamic movement model, it is can be known that when

uq ¼ 90
, the interference DOA changes fastest. Therefore, we select the parameter
nmax which can generate the required maximum null width instead of nq cosuq to
form the extension matrix.

But the STAP will increase the computational complexity, and only few snap-
shots can be caught in high-dynamic movement. In the next section, a new STAP
null-widen method based on MWF is given.

61.4 The Null-Widen Model Based on Reduced-Dimension
STAP

Correlation Subtraction Algorithms Multistage Wiener filter (CSA-MWF) is one
kind of MWF, which decomposed the signal using a sequence of orthogonal pro-
jection, so that it can get the same performance as wiener filter. And it has low
computational complexity because this method does not need compute the
covariance matrix and the blocking matrix. And it can get better performance with
few snapshots. The filter structure of the CSA-MWF is shown in Fig. 61.1.

h0 h1 hr

wrw2w1

h0 h1 hr

Fig. 61.1 The filter structure of the CSA-MWF
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The covariance matrix is not needed to get CSA-MWF’s weights [7], while the
method proposed in above paragraphs widen nulls via rewriting covariance matrix.
So the CSA-MWF can’t using into the proposed method directly. In this paper it is
settled by getting the equivalent weights [8].

For the power minimization approach, the weights of CSA-MWF can be
expressed as

WCSA�MWF ¼ h0 � TDWd ð61:18Þ

where

h0 ¼ 1; 0; � � � ; 0½ �T ð61:19Þ

Wd ¼ R�1
d rdd0 ¼ TH

DRX0TD
� ��1

rdd0 ¼ TH
DRX0TD

� ��1
TH
DrX0d0 ð61:20Þ

TD ¼ h1; h2; � � � ;hD½ � ð61:21Þ

And because X0 ¼ I� h0hH0
� �

X kð Þ, d0 kð Þ ¼ hH0 X kð Þ, then

rX0d0 ¼ E X0 kð Þd�0 kð Þ� � ¼ I� h0hH0
� �

RXh0 ð61:22Þ

RX0 ¼ I� h0hH0
� �

RX I� h0hH0
� � ð61:23Þ

And for TD ¼ h1; h2; � � � ; hD½ �, each row can be expressed as
hi ¼ rXi�1di�1

rXi�1di�1k k, and because that

Xi ¼ I� hihHi
� �H

Xi�1 kð Þ ¼ I� h0hH0 � � � � � hihHi
� �

X kð Þ ð61:24Þ

di ¼ hHi Xi�1 kð Þ ¼ hHi X kð Þ ð61:25Þ

Then

rXi�1di�1 ¼ I�
Xi�1

j¼0

hjhHj

 !
RXhi�1 ð61:26Þ

hi ¼
I�Pi

j¼0 hjh
H
j

� �
RXhi�1

I�Pi
j¼0 hjh

H
j

� �
RXhi�1

��� ��� ð61:27Þ

So the weights of CSA-MWF can be expressed as

WCSA�MWF ¼ h0 � TD TH
DRXTD

� ��1
TH
DRXh0 ð61:28Þ

712 L. Ge et al.



where

TD ¼ h1; h2; � � � ;hD½ � ð61:29Þ

hi ¼
I�Pi

j¼0 hjh
H
j

� �
RXhi�1

I�Pi
j¼0 hjh

H
j

� �
RXhi�1

��� ��� ð61:30Þ

From formulas (61.28), (61.29) and (61.30), it can be seen that the new weights
is only relate to the covariance matrix, so that we can apply CSA-MWF to STAP
null-widen method.

Assume that there are M elements, N taps, and D is the dimension. Computa-
tional complexity of the former proposed method and the new one are given in
Table 61.1, which shows that the new method based on CSA-MWF has low
computation.

61.5 Simulation Results

In simulation, a 5 elements and 4 taps STAP uniform linear array with uniform
spacing of half wave length has been used. The sample frequency of the high
dynamic GPS signals is 5.714 MHz, and IF is 4.309 MHz. The input SNR is
−20 dB, and the input INR is 40 dB. As the satellites are very far away from the
high dynamic receivers, the DOAs of GPS signals can be regard as constant.
Assuming the DOA of GPS signals is 10
. The trajectory model of high dynamic
GPS receiver carrier with rectilinear motion can be established according to the
high dynamic definition presented by Hinedi S [9]. The initial velocity of the carrier
is 1 km=s, the jamming is 10 km away from the receiver. And the DOA of inter-
ference changes from �20
 to �17
. While the weights are obtained by the
snapshots at �20
.

In order to verify the validity of the proposed algorithm, 100 snapshots are used
by simulation. The beam patterns of widening nulling algorithm and minimum
power algorithm are shown in Fig. 61.2. As Fig. 61.2 shows, the null at the
direction of interference formed via the proposed algorithm is wider than the

Table 61.1 Comparison of the computational complexity

Number of multiplications

Null-widen method 8D þ 2Kð Þ MNð Þ2þO D3� �þ
2D2 þ 4D
� �

MN þ D3 � D2 � D

Method based on CSA-MWF 2K þ 4ð Þ MNð Þ2 þO MNð Þ3
� �

þMN � 1

61 A High-Dynamic Null-Widen GNSS … 713



traditional minimum power algorithm. Figure 61.3 shows the acquisition results by
two mentioned algorithms. As Fig. 61.3 shows, GPS satellites cannot be acquired
from the signals processed by the minimum power algorithm in a high dynamic
environment. However, it can be acquired via the proposed method.

Fig. 61.2 Comparison of beam patterns obtained via the power minimization method and the null-
widen method. a Conventional power minimization method; b Null-widen method
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Fig. 61.3 Comparison of the acquisition performance between the power minimization method
and the new method. a The power minimization method; b The new method
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In order to verify the robustness of the new method based on CSA-MWF with
few snapshots, 10 snapshots are used in simulation, through 50 times Monte Carlo
experiments. From Fig. 61.4 it can be known that the proposed method obtains
better performance with few snapshots.

61.6 Conclusion

A new STAP null-widen method based on the Laplace distribution model of the
changing interference DOA is deduced, and then in order to reduce computational
complexity a new method by applying the CSA-MWF to STAP null-widen method
is adapted. The results in simulation show that the new method can provide cor-
rectly acquisition and accurately positioning, and it obtains better performance with
few snapshots.
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Fig. 61.4 Comparison of the robust between null-widen method and the method based on
CSA-MWF in few snapshots. a The robust of null-widen method; b The robust of the method
based on CSA-MWF
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Chapter 62
Interference Suppression with L1-Norm
Constraint for Satellite Navigation
Systems

Wenyi Wang, Qingrong Du, Renbiao Wu, Dan Lu, Lu Wang
and Qiongqiong Jia

Abstract Currently, there have been many studies of interference suppression for
satellite navigation systems. Power minimization approach is an effective inter-
ference suppression algorithm. It forms automatically deep nulls in the DOAs
(direction of arrival) of interferences without prior information about the DOAs of
satellite signals and interferences. However, the power minimization approach can
not provide flat gains in other directions. Thus there will be fluctuation in the
beampattern, especially when the number of snapshots is not enough. It means that
the desired satellite signal may be partly suppressed when they locate in the shallow
nulls. In this paper, by combining eigenvalue thresholding method and l1-norm
constraint, we propose a new interference suppression algorithm to suppress
interferences and provide flat gains in all directions except that of interferences. The
difference between the new algorithm and the conventional power minimization
approach lies in the improvement of covariance matrix which is constituted based
on the main eigenvalues and corresponding eigenvectors of covariance matrix. In
addition, an explicit l1-norm constraint on the beam gains is exploited to provide
flat gain in all directions except that of interferences. When there are interferences
and spoofing, the spoofing is generally suppressed heavier than the authorized
signal. It will decrease the power difference between the spoofing and authorized
signals. Thus it will degrade the performance of subsequent spoofing detection. So
the proposed algorithm also can be applied to the spoofing detection in satellite
navigation systems. The simulations demonstrate the effectiveness of the proposed
algorithm.
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62.1 Introduction

Satellite navigation system such as global positioning system (GPS) has been
widely used in numerous applications in civil and military fields because it can
provide accurate position and time information. Though the power of received
satellite signal is generally 20–30 dB lower than that of noise [1], the receiver can
still demodulate the signal by utilizing the spreading spectrum technology. Based
on the same technology, it also gained a certain capability of interference sup-
pression. But when the power of interferences is much higher than the receiver
noise, the interferences will bring a significant degradation in the performance of
satellite navigation systems.

There have been many studies of interference suppression for satellite navigation
systems [1–8]. Time-domain filter is an effective way to suppress sinusoidal
interference [2]. For other interferences, many interference suppression algorithms
have been proposed in the framework of array signal processing. With an antenna
array, the interferences can be suppressed by using spatial, time domain processing
or a combination of them. When the direction of arrival (DOA) information is
known, the minimum variance distortionless response (MVDR) beamforming [3]
can be utilized to simultaneously suppress interferences and provide beamforming
gain for desired signals. By utilizing the specific structure (such as self-coherence
and period repetitive property) [4, 5], the blind adaptive beamforming algorithms
are also proposed to suppress interferences. There are also some interference sup-
pression algorithms which are proposed to suppress wideband interferences [6] or
high-dynamic interferences [7].

Unlike the algorithms mentioned above, the power minimization approach [1, 8]
can automatically form deep nulls in DOAs of the interferences without using
DOAs and structure information of interferences and satellite signals. However, the
power minimization approach can not provide flat gains in other directions. Thus
there will be fluctuation in the beampattern, especially when the number of snap-
shots is not enough. It means that the desired satellite signal may be partly sup-
pressed when they locate in the shallow nulls.

In this paper, by combining eigenvalue thresholding method [9] and l1-norm
constraint, we propose a new interference suppression algorithm to suppress
interferences and provide flat gains in all directions except that of interferences.
Different with the conventional power minimization approach which minimize the
total received power, the covariance matrix is replaced by a modified covariance
matrix which is constituted based on the main eigenvalues and corresponding
eigenvectors of covariance matrix. In addition, an explicit l1-norm constraint on the
beam gains is exploited to provide flat gain which has been adopted in many fields,
such as array signal processing [10, 11].

Another possible application of the proposed algorithm is the spoofing detection
[12] in satellite navigation systems which is based on the fact that the power of
satellite signals in the spoofing is higher than the authorized satellite signals.
However, when there are interferences and spoofing, the minimization power
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approach will partly suppress the spoofing. It decreases the power difference
between the spoofing and real satellite signal. Thus it will degrade the performance
of subsequent spoofing detection.

This paper is structured as follows. The signal model is introduced and the
power minimization method is reviewed briefly in Sect. 62.2. The proposed method
is provided in Sect. 62.3. Simulations results are given in Sect. 62.4 and conclu-
sions are drawn in Sect. 62.5.

62.2 Signal Model

Consider a uniform linear array (ULA). Suppose the adjacent sensor spacing is one
half of wavelength of the center frequency. Then the resulting steering vector can be
expressed as follows

a /kð Þ ¼ 1; e�jp sin /kð Þ; . . .; e�jp M�1ð Þ sin /kð Þ
h iT

ð62:1Þ

where /k 2 �90�; 90�½ Þ, �ð ÞT denotes matrix transpose.
Assume that there are far field narrow band interferences impinging on the array.

Then the array output snapshot is given by

xi ¼ Avi þ si þ ni ð62:2Þ

where /k k ¼ 1; . . .;Kð Þ denotes the DOA of the interferences, xi is the received
snapshot, vi ¼ vi1; . . .; viK½ �T denotes the waveforms of far field narrow band
interferences, si is the vector due to satellite signals, ni is zero-mean Gaussian
measurements noise, A is the steering matrix as

A ¼ a /1ð Þ; . . .; a /Kð Þ½ � ð62:3Þ

Without loss of generality, we assume that the satellite signal, the interference
and the noise are mutually independent. Thus the theoretical covariance matrix R of
the array output vector can be denoted as

R ¼ E xixHi
� �

¼ AE vivHi
� �

AH þ E sisHi
� �þ E ninHi

� �
� AE vivHi

� �
AH þ dI

ð62:4Þ

where E �ð Þ and �ð ÞH , respectively, denote the expectation operator and conjugate
transpose. The approximation is because the power of satellite signal is much lower
than that of interferences and noise.
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When the interferences are much stronger than the desired signal, the power
minimization approach is an effective algorithm to suppress the interferences. It is
chosen as the optimal solution of

min
w

wHRw

subject to wHc ¼ 1
ð62:5Þ

where c ¼ 1; 0; . . .; 0½ �T .
Using the method of Lagrange multipliers, it is easy to obtain the optimal

solution as

w ¼ R�1c
cHR�1c

ð62:6Þ

Once the desired weight vector is obtained, the output is yi ¼ wHxi.
In practical applications, as the theoretical covariance matrix is unknown, it will

be replaced by its finite sample estimate R̂

R̂ ¼ 1
L

XL
i¼1

xixHi ð62:7Þ

where L is the number of snapshots.
The power minimization approach automatically forms deep nulls in the DOAs

of interferences to cancel the interferences. As it does not need prior information
about the DOAs of interferences and satellite signals, the power minimization
approach is utilized in many practical applications.

However, because there is no explicit constraint on the beam gains, the power
minimization approach can not provide flat gains in other directions. Therefore, the
desired satellite signals may be partly suppressed when they locate in the shallow
nulls. In following section, an explicit l1-norm constraint is incorporated into the
objective function to obtain approximately flat beamforming gain in other
directions.

62.3 The Proposed Approach

As stated before, because there is no explicit constraint on the beamforming gains,
there is fluctuation in beamforming gains of power minimization approach. The
DOAs of desired satellite signal are generally unknown. Therefore, when the DOAs
of satellite signals just locate in the nulls, they will be partly suppressed. This is
particularly undesirable for spoofing detection where the spoofing detection is
based on the fact that the power of spoofing is higher than authorized signal. As the
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power of spoofing is higher than that of authorized signal, the spoofing is generally
suppressed heavier than the authorized signal. It will decrease the power difference
between the spoofing and authorized signals which makes the spoofing detection
more difficult. In order to avoid this problem, a possible solution is to only form
deep nulls in the DOAs of interferences and let beamforming gains in other
directions as flat as possible.

The eigendecomposition of covariance matrix is given by

R ¼
XM
m¼1

kmbmbHm ð62:8Þ

where km and bm are the eigenvalues and corresponding eigenvectors. Without loss
of generality, it is assumed that

k1 � k2 � � � � � kM ð62:9Þ

It is well known that the interference subspace is spanned by the columns of the
eigenvectors corresponding to the first K eigenvalues. Then we define a modified
covariance matrix based on the eigenvalue thresholding method as

RI ¼
XK
m¼1

kmbmbHm ð62:10Þ

It is noted that the modified covariance matrix only includes the first K eigen-
vectors and corresponding eigenvalues. Thus it can be seen as a rough approxi-
mation of the interference covariance matrix. Thus we can use the modified
covariance matrix to replace the covariance matrix in the power minimization
approach. It implies that the power of interferences instead of total received power
is minimized.

However, the number of interference is generally unknown, then K can be
chosen as following

K ¼ argmax
m

km [ gkMf g ð62:11Þ

where g is a given parameter which can be set in advance, e.g., g ¼ 10.
The l1-norm constraint has been used in many fields to achieve sparse solutions

in various optimization problems. Here, in order to obtain flat beamforming gains in
all directions except that of interferences, an explicit l1-norm constraint on beam-
forming gains is incorporated into the objective function. However, the DOA space
is continuous and it is difficult to directly apply the l1-norm constraint to a con-
tinuous space. Therefore, the DOA space is sampled with a given DOA grid, e.g.,
1°. Then the corresponding steering matrix is as following
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A0 ¼ a �90�ð Þ; a �80�ð Þ; . . .; a 89�ð Þ½ � ð62:12Þ

Unlike the DOA grid in DOA estimation based on sparse representation, there is
no off-grid problem in the present application. A 1° DOA grid is enough for the
proposed algorithm.

Then the new optimization problem is defined as following

min
w

wHRIwþ c wHA0 � 1T
�� ��

1 ð62:13Þ

where 1 ¼ 1; 1; . . .1½ �T . The first part of objective function is to roughly minimize
the power of interferences which is different with the power minimization approach,
the second part is an l1-norm constraint to let the beamforming gains for all
directions be one, c is a tradeoff parameter between the first part and the second
part. c is an empirical value. In our simulations, c can be set as c ¼ 2	 10�6 	
RIk k2 by comparing the performance of different simulation environment, as well,

c is effective for different simulation environment.
It is noted that the optimization problem above can be transformed as

min
w

wHRIwþ c A0Hw� 1
��� ���

1
ð62:14Þ

The new optimization problem is a convex problem which can be easily solved
using convex optimization software, such as CVX. Once the desired weight vector
is obtained, the output is yi ¼ wHxi.

62.4 Simulations

In this section, several simulation results are provided to illustrate the performance
of the proposed algorithm. A uniform linear array (ULA) is assumed with M = 10 in
all simulations. The array element spacing is one half of the wavelength. All
sources are modeled as a constant-modulus signal, and the additive noise is
assumed as complex white Gaussian noise. The signal-to-noise ratio (SNR) is
defined as SNR ¼ PS=d, where PS is the power of one desired signal and d is the
power of the noise. Similarly, the interference-to-noise ratio (INR) is defined as
INR ¼ PI=d, where PI is the power of one interference. In addition, the grid
spacing is 1°, g ¼ 10 and c ¼ 2	 10�6 	 RIk k2, where RI is the modified
covariance matrix.

In the first simulation, one GPS satellite signal impinges on the array from 65°
and one interference impinges on the array from −40°. The SNR and INR are
SNR ¼ �20 dB and INR ¼ 20 dB. The numbers of snapshot are 200 and 1000 in
the two experiments, respectively. Figure 62.1 is a comparison of the beampatterns
formed by the proposed algorithm and the power minimization approach. In order

722 W. Wang et al.



to keep Fig. 62.1 clear, only 5 Monte-Carlo simulations are included. Figure 62.1a
is the result with 200 snapshots and Fig. 62.1b is the result with 1000 snapshots.
From Fig. 62.1, it can be seen that two algorithms form the deep null in the DOA of
the interference, and the null formed by the proposed algorithm is deeper than the
power minimization approach. For the power minimization approach, the beam-
forming gains in other directions have fluctuation, especially in Fig. 62.1a. Yet, the
beampatterns formed by the proposed algorithm have approximately flat gains in all
directions except that of interference in two experiments.

When the SNR varies from −30 to −10 dB, the curves of input SINR versus
output SNR are shown in Fig. 62.2 which are calculated from 500 independent
Monte-Carlo runs using the proposed algorithm and the power minimization
approach. Figure 62.2a is the result with 200 snapshots and Fig. 62.2b is the result
with 1000 snapshots. From Fig. 62.2, we can see that the proposed algorithm
performs better than the power minimization approach. As it is expected, when the
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Fig. 62.1 Comparison of beampatterns of the proposed algorithm and power minimization
approach. a 200 snapshots. b 1000 snapshots
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Fig. 62.2 Input SNR versus output SINR for the proposed algorithm and the power minimization
approach. a 200 snapshots. b 1000 snapshots
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SNR increases, the gap of curves between the proposed algorithm and the power
minimization approach also increases.

In the second simulation, one GPS satellite signal impinges on the array from
65°, one repressive interference signal impinges on the array from −40° and one
spoofing including six GPS satellite signals impinges on the array from −50°. The
SNR and INR are same as that in the first simulation. To ensure the spoofing
effective, the SNR of every satellite signal in the spoofing is SNR ¼ �18 dB which
is higher than the authorized satellite signal. The numbers of snapshot are also 200
and 1000 in the two experiments. Figure 62.3 is a comparison of the beampatterns
formed by the proposed algorithm and the power minimization approach via 5
Monte-Carlo simulations. Figure 62.3a is the result with 200 snapshots and
Fig. 62.3b is the result with 1000 snapshots. From Fig. 62.3, we can see that two
algorithms form the deep null in the DOA of the interference. Besides, because the
spoofing includes multiple GPS satellites signals, the power minimization approach
forms a shallow null in the DOA of the spoofing. But the proposed algorithm has a
unit gain in the DOA of spoofing which avoids the suppression of spoofing. Thus
the spoofing can be detected based on the power difference between the spoofing
and authorized satellite signal.

62.5 Conclusion

In this paper, a new interference suppression algorithm for satellite navigation
systems is proposed which automatically forms deep nulls in the DOAs of inter-
ferences and provide approximately flat gains in other directions. The idea is to use
a modified covariance matrix based on the eigenvalue thresholding methods to
replace the covariance matrix in the minimized power approach, and an explicit l1-
norm on the beam gains in all directions is incorporated. The simulations demon-
strate the effectiveness of the proposed algorithm.
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Fig. 62.3 Comparison of beampatterns of the proposed algorithm and power minimization
approach including one spoofing. a 200 snapshots. b 1000 snapshots
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Chapter 63
A Spoofing Mitigation Algorithm Based
on Subspace Projection for GNSS Receiver

Lei Chen, Shuai Han, Weixiao Meng and Zijun Gong

Abstract Spoofing attack can intentionally mislead the receiver to obtain the fake
position or time by utilizing the counterfeit satellite signals. Although several anti-
spoofing techniques have been reported to detect and suppress spoofing attack,
most of the published researches are based on antenna array. In this paper, we
present a spoofing mitigation algorithm based on subspace projection which is
independent with antenna and even can be utilized in single-antenna GNSS
receiver. With the acquired code phases, data-bit modulation, carrier frequencies
and phase of all spoofing signals, the spoofing signals’ subspace matrix can be
constructed. The projection of input signals onto the spoofing signals’ subspace is
the sum of the spoofing signals and the projection of the noise. Then we can use the
projection as an estimate of the spoofing signals. After subtracting the estimate from
the input signals, the result consists of desired authorized signals, noises and the
residue error resulted from the projection operation. We also prove that the per-
formance of this method is independent of the carrier phases and data-bit modu-
lation of the spoofing signals under special processing constraints. Besides, the
BeiDou B1I signal has been tested to verify the validity of the subspace projection
method.

Keywords Subspace projection � Spoofing attack

63.1 Introduction

By regenerating counterfeit satellite signals, spoofing attack is able to intentionally
mislead the receiver to obtain fake location results or wrong time information.
In comparison with blanketing jamming, spoofing attack is more invisible and
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dangerous, thus has been one of major potential threat for Global Navigation
Satellite System (GNSS). With the technique development of chip and software
defined radio, the cost of spoofing attack is reducing whereas the flexibility is
increasing. Consequently, the effective spoofing detection and mitigation tech-
niques are indispensable to guarantee the receiver working normally.

So far, some kinds of spoofing detection and mitigation method have been
reported. To avoid spoofing attack, literature [1] proposes a navigation message
authorization (MEA) scheme by using the spread spectrum security codes (SSSC),
although this scheme afford spoofing protection to GNSS signal, the location
performance also deteriorate. Besides, a cryptographic method is investigated in
literature [2] to detect spoofing attack. Literature [3, 4] suggest that spoofing attack
is also able to be detected by using the carrier and code delay characteristics of the
spoofing signals and the cross-correlation of the P(Y) codes received by two
geographic separated receiver, respectively. With the variation of pseudorange, an
anti-spoofing algorithm based on particle filter is presented in literature [5]. Gen-
erally, when spoofing attack is detected, the corresponding authorized satellite
signal will be abandoned which will result in the decrease of available satellites. To
receive the spoofed authorized satellite signals normally, several spoofing mitiga-
tion methods are investigated. Literature [6] evaluates an antenna array processing
method based on AOA (Angle of Arrival) estimation to mitigate the spoofing
attack. Although antenna array is also used in literature [7], it proposes a null
steering process to successfully mitigate the spoofing signals.

Since most effective spoofing mitigation methods are based on antenna array and
are not able to be expanded to single antenna receiver, this paper proposes a
spoofing mitigation algorithm based on subspace projection which is independent
with antenna number and also can be realized in typical single antenna receiver.
Subspace projection is a classic signal processing method [8] and it has been used
to mitigate the cross-correlation interference for GPS signal in our early research
[9]. In this paper, we will develop the subspace projection method to mitigate the
spoofing attack. With the acquired code phases, data-bit modulation, carrier fre-
quencies and phase of all spoofing signals, the spoofing signals’ subspace matrix
can be constructed. The projection of input signals onto the spoofing signals’
subspace is the sum of the spoofing signals and the projection of the noise. Then we
can use the projection as an estimate of the spoofing signals. After subtracting the
estimate from the input signals, the result approximately consists of desired
authorized signals and noise. We also prove that the performance of the proposed
spoofing mitigation method is independent of the carrier phases and data-bit
modulation of the spoofing signals under special receiver structure constraints.
Besides, the acquisition of BeiDou B1I signals has been tested to verify the validity
of the subspace projection method.
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63.2 Algorithm Model

In this section, we first introduce the mathematical model of the spoofing mitigation
algorithm based in subspace projection. Assuming that there are N authorized
signals and M spoofing signals, after down converting, the model of GNSS IF
signal can be expressed as

rIF ¼ rAuth þ rSpoof þ n; ð63:1Þ

where rIF ¼ ½rðt1Þ; rðt2Þ; . . .; rðtLÞ�T denotes the IF signal, n ¼ ½nðt1Þ; . . .; nðtLÞ�T is
the additive white Gaussian noise and L is the length of the received signal.

In Eq. (63.1), the N authorized signals are given by

rAuth ¼
XN
i¼1

riAuth ¼ SAuthaAuth; ð63:2Þ

where aAuth is the amplitude vector of N authorized signals and is defined as

aAuth ¼ ½a1Auth; a2Auth; . . .; aNAuth�T ; ð63:3Þ

and SAuth is the information matrix of N authorized signals, we have

SAuth ¼ ½s1Auth; s2Auth; . . .; sNAuth�L�N

siAuth ¼

diAuthðt1ÞCi
Authðt1Þejð2pf

i
Autht1þhiAuthÞ

diAuthðt2ÞCi
Authðt2Þejð2pf

i
Autht2þhiAuthÞ

..

.

diAuthðtLÞCi
AuthðtLÞejð2pf

i
AuthtLþhiAuthÞ

2
666664

3
777775
L�1

;
ð63:4Þ

where diAuthðtlÞ, Ci
AuthðtlÞ, f iAuth and hiAuth respectively denote the navigation data, the

PRN code, the carrier frequency and the carrier phase of ith authorized signal.
Similarly, the M spoofing signals are also given by

rSpoof ¼
XM
i¼1

riSpoof ¼ SSpoof aSpoof ; ð63:5Þ

where aSpoof is the amplitude vector of M spoofing signals and is defined as

aSpoof ¼ ½a1Spoof ; a2Spoof ; . . .; aMSpoof �T ; ð63:6Þ
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matrix SSpoof is the information matrix of M spoofing signals and also can be
expressed as

SSpoof ¼ ½s1Spoof ; s2Spoof ; . . .; sMSpoof �L�M

siSpoof ¼

diSpoof ðt1ÞCi
Spoof ðt1Þejð2pf

i
Spoof t1þhiSpoof Þ

diSpoof ðt2ÞCi
Spoof ðt2Þejð2pf

i
Spoof t2þhiSpoof Þ

..

.

diSpoof ðtLÞCi
Spoof ðtLÞejð2pf

i
Spoof tLþhiSpoof Þ

2
6666664

3
7777775
L�1

;
ð63:7Þ

where diSpoof ðtlÞ, Ci
Spoof ðtlÞ, f iSpoof and hiSpoof respectively denote the navigation data,

the PRN code, the carrier frequency and the carrier phase of ith spoofing signal.
If the spoofing signals have been successfully detected, by completing decoding

and track process, the PRN code delays, navigation data, carrier frequencies and
carrier phases of spoofing signals can be totally obtained. Then, the information
matrix of spoofing signals can be reconstructed as Eq. (63.7). We finally obtain the
subspace projection matrix of spoofing signals which is followed as

H ¼ SSpoof SHSpoofSSpoof
� ��1

SHSpoof : ð63:8Þ

Next, the complementary space of the subspace projection matrix is obtained as

HC ¼ I�H: ð63:9Þ

Since the projection of spoofing signals rSpoof onto the complementary space HC

is 0:

HCrSpoof ¼ I�Hð ÞrSpoof ¼ I�Hð ÞSSpoof aSpoof
¼ rSpoof � SSpoof SHSpoofSSpoof

� ��1
SHSpoofSSpoof aSpoof

¼ rSpoof � SSpoof SHSpoofSSpoof
� ��1

SHSpoofSSpoof

� �
aSpoof ;

¼ rSpoof � SSpoof aSpoof
¼ SSpoof aSpoof � SSpoof aSpoof
¼ 0

ð63:10Þ

by projecting the received signal rIF onto the complementary space HC, we have
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r ¼ HCrIF ¼ I�Hð ÞrIF
¼ I�Hð ÞrAuth þ I�Hð ÞrSpoof þ I�Hð Þn:
¼ I�Hð ÞrAuth þ 0þ I�Hð Þn
¼ I�Hð ÞrAuth þ I�Hð Þn

ð63:11Þ

Because the cross-correlation of the PRN codes between different satellite is very
small and the self-correlation of the PRN code is also very small when the code
delay does not match, the above projection result approximatively equals as

r ¼ I�Hð ÞrAuth þ I�Hð Þn
� rAuth þ n;

ð63:12Þ

which means the spoofing signals have been successfully mitigated after the pro-
jection operation.

Figure 63.1 shows the structure of the receiver in detail and the following five
steps present the processing procedure for the GNSS receiver to eliminate spoofing
attack from the received signals:
Step 1 Achieve spoofing detection, evaluate which satellites are under spoofing

attack;
Step 2 Acquire, track and decode the spoofing signals; obtain the PRN code

delays, navigation data, carrier frequencies and carrier phases of spoofing
signals;

Step 3 Make the received signals through the spoofing mitigator which is shown
as Fig. 63.2; construct the information matrix with the acquired parameters
of spoofing signals;

Step 4 Build the spoofing subspace projection matrix;
Step 5 Project the received signal onto the spoofing subspace; subtract the

projection result from the received signal.

Acquisition, Track, Decode
(Spoofing Signals)

Spoofing Mitigator

Baseband
Information
Processing

Acquisition, Track, Decode
(Spoofed Authorized 

Signals)

Input Signal

Navigation 
Data

c

Spoofing Detection
Acquisition, Track, Decode

(Unspoofed Authorized 
Signals)

Navigation 
Data

fD

Fig. 63.1 The structure of the GNSS receiver
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When all the five steps are achieved, the spoofing signals will be mitigated,
moreover, the receiver can observe the spoofed authorized signals.

63.3 Performance Analysis

In this section, we will present the relation between the performance of the spoofing
mitigation algorithm and the estimated parameters of spoofing signals.

63.3.1 Carrier Phase

According the construction of the information matrix, Eq. (63.7) also can be re-
written as

SSpoof ¼ ŝ1Spoof ; ŝ
2
Spoof ; . . .; ŝ

M
Spoof

h i
H ¼ ŜH

ŝiSpoof ¼

diSpoof ðt1ÞCi
Spoof ðt1Þejð2pf

i
Spoof t1Þ

diSpoof ðt2ÞCi
Spoof ðt2Þejð2pf

i
Spoof t2Þ

..

.

diSpoof ðtLÞCi
Spoof ðtLÞejð2pf

i
Spoof tLÞ

2
6666664

3
7777775
L�1

; ð63:13Þ

where H is the carrier phase matrix which denotes the initial carrier phases of
spoofing signals and is given by

H ¼ diagfejh1Spoof ; ejh2Spoof ; . . .; ejhMSpoof g: ð63:14Þ

Thus, the spoofing space projection matrix H is re-written as

D fc

Construct Matrix
SSpoof

Projection 
Matrix HSSpoof H

Received Signal rIF

HrIF

(I - H)rIF

Fig. 63.2 The structure of the spoofing signal mitigator
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H ¼ SSpoof SHSpoofSSpoof
� ��1

SHSpoof

¼ ŜH
� �

ŜH
� �H

ŜH
� �� ��1

ŜH
� �H

¼ ŜH
� �

HH Ŝ
H
ŜH

n o�1
HH Ŝ

H
� �

¼ ŜH
� �

HH Ŝ
H
Ŝ

� �
H

n o�1
HH Ŝ

H
� �

:

¼ ŜH
� �

H�1 Ŝ
H
Ŝ

� ��1
HH� 	�1

� �
HH Ŝ

H
� �

¼ Ŝ HH�1� 	
Ŝ
H
Ŝ

� ��1
HH� 	�1

HH
n o

Ŝ
H

¼ ŜðŜH ŜÞ�1Ŝ
H

ð63:15Þ

The above equation shows that the carrier phase matrix H is independent with
the spoofing space projection matrix H. Therefore, the carrier phases of spoofing
signals can be neglected when acquiring the parameters of spoofing signals.
However, the precondition for the validity of Eq. (63.13) is that the complex signal
processing is applied in GNSS receiver. So, when I/Q down-conversion mixer is
utilized in GNSS receiver, the carrier phases of spoofing signals are needless,
whereas, when only single channel down-conversion mixer is equipped, complex
signal processing can not be realized and the carrier phases of spoofing signals are
essential.

63.3.2 Navigation Data

Choose the proper data length L to keep the navigation data of the spoofing signals
in constant in per projection operation:

diSpoof ðt1Þ ¼ diSpoof ðt2Þ ¼ � � � ¼ diSpoof ðtLÞ ¼ Di
Spoof ; ð63:16Þ

then, the information matrix can be constructed as

SSpoof ¼ ŝ1Spoof ; ŝ
2
Spoof ; . . .; ŝ

M
Spoof

h i
D ¼ ŜD

ŝiSpoof ¼

Ci
Spoof ðt1Þejð2pf

i
Spoof t1Þ

Ci
Spoof ðt2Þejð2pf

i
Spoof t2Þ

..

.

Ci
Spoof ðtLÞejð2pf

i
Spoof tLÞ

2
6666664

3
7777775
L�1

; ð63:17Þ
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where D is the navigation data matrix which represents the navigation data of
spoofing signals and is given by

D ¼ diagfD1
Spoof ;D

2
Spoof ; . . .;D

M
Spoof g: ð63:18Þ

Thus, the spoofing space projection matrix H is presented as

H ¼ SSpoof SHSpoofSSpoof
� ��1

SHSpoof

¼ ŜD
� �

ŜD
� �H

ŜD
� �� ��1

ŜD
� �H

¼ ŜD
� �
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n o�1
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DH Ŝ
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� �
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n o�1
DH Ŝ

H
� �
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� ��1
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� 	�1

� �
DH Ŝ

H
� �

:

¼ Ŝ DD�1� 	
Ŝ
H
Ŝ

� ��1
DH
� 	�1

DH
n o

Ŝ
H

¼ ŜðŜH ŜÞ�1Ŝ
H

ð63:19Þ

So, we prove that the navigation data matrix D is independent with the spoofing
space projection matrix H when choosing the proper L to keep the navigation data
of the spoofing signals in constant in per projection operation. Under this condition,
the navigation data of spoofing signals are needless for the subspace projection
algorithm. However, if the navigation data for some spoofing signals are changing
in once projection operation, Eq. (63.17) is false, so the navigation data is essential
to construct the information matrix of spoofing signals.

In conclusion, by taking the complex signal processing and keeping the navi-
gation data in constant in per projection operation, the carrier phases and navigation
data of spoofing signals are needless to construct the information matrix SSpoof
which is shown as the dash line in Figs. 63.1 and 63.2.

63.4 Numerical Analysis and Simulation

We have investigated the spoofing mitigation algorithm based on subspace pro-
jection in theory. In this section, the acquisition of BeiDou B1I signal will be tested
to verify the validity of the proposed algorithm. Simulation parameters are set in
Table 63.1, and the acquisition is 1 ms. In the simulation, PRN 4 is chosen as the
spoofed satellite, so the received signals consist of one spoofing signal and one
authorized signal.
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The acquisition results before spoofing mitigation and after spoofing mitigation
for PRN 4 are respectively shown in Figs. 63.3 and 63.4. In the simulation, for
spoofing signal, the Doppler frequency bias and the code delay are 1 kHz and 5120
samples, whereas, the Doppler frequency bias and the code delay of authorized
signal are 0 Hz and 2354 samples. Before the spoofing mitigation, as shown in
Fig. 63.3, the results consist of two correlation peaks. Since the spoofing signal is
6 dB stronger than the authorized signal, the receiver will generally to judge the
correlation peak of spoofing signal as the final acquisition result. However, after
mitigating the spoofing signal, only the correlation peak of authorized signal exists
which verify the validity of the spoofing mitigation algorithm based on subspace
projection.

Table 63.1 Simulation
parameters Parameter Value

PRN 4

IF 3.25 MHz

Sample frequency 8 MHz

C/N0 for authorized signal 44 dB-Hz

C/N0 for spoofing signal 50 dB-Hz

Length of projection operation 500 Samples

Total data length 200 ms

Fig. 63.3 The acquisition for
PRN 4 before spoofing
mitigation

Fig. 63.4 The acquisition for
PRN 4 after spoofing
mitigation
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For the PRN codes, the maximum self-correlation when the code delays are
matching is much larger than the self-correlation when the code delays are mis-
matching, and this is the essence of the spoofing mitigation algorithm based on
subspace projection. Consequently, when the spoofing signal and the authorized
signal have same code delays, after mitigating the spoofing by the proposed
algorithm, the authorized signal will be eliminated too. The simulation in Figs. 63.5
and 63.6 verify this deduction. In the simulation, for spoofing signal, the Doppler
frequency bias and the code delay are −2 kHz and 4032 samples, whereas, for
authorized signal, the Doppler frequency bias and the code delay are 3 kHz and
4032 samples. With the comparison between the acquisition results in Figs. 63.5
and 63.6, after processed by the proposed method, both spoofing signal and
authorized signal are eliminated together. However, as the length of GNSS PRN
code is very large and the code delay for the signal accessing receiver are inde-
pendent, the probability that spoofing signal and authorized signal share the same
code delay is negligible, for BeiDou B1I, the probability is 1/2046.

Fig. 63.5 The acquisition
before spoofing mitigation
(Same code delay)

Fig. 63.6 The acquisition
after spoofing mitigation
(Same code delay)
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63.5 Conclusion

In this study, we have proposed a spoofing mitigation algorithm based on subspace
projection. The spoofing attack can be eliminated effectively with few estimated
parameters. By taking the complex signal processing and keeping the navigation
data in constant in per projection operation, the carrier phases and navigation data
of spoofing signals are also unnecessary for the proposed algorithm. Moreover, this
algorithm is independent with the number of antenna and also can be utilized in
typical single antenna receiver.
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Chapter 64
A Quick A-BDS Location Method Based
on Characteristics of GEO Satellite
and Ridge Estimate

Shourang Jing, Wenxiang Liu, Ling Yong and Guangfu Sun

Abstract The calculation of traditional A-GPS time-free positioning method will
be very complex without the approximate position. But hybrid constellation was
adopted by BeiDou Navigation Satellite System (BDS). And the GEO satellite of
BDS has high speed of NAV data rate. So a fast positioning method for BDS
receiver based on characteristics of GEO satellite and ridge estimate was proposed
in this paper. First, an approximate position was got by using ridge estimate with
GEO constellation. The ridge estimation can solve problem of coefficient matrix ill-
conditioned. Then the signal transmission time of MEO/IGSO satellite was restored
with the approximate position. A simulation environment was built by using BDS
broadcast ephemeris information. The white noise with 6 m standard deviation was
added to pseudoranges. The success rate of the quick location method is big than
99.65 % in China surrounding area. And about 80 % of China surrounding area can
100 % guarantee to restore a complete satellite signal emission time and obtain an
accurate position.

Keywords BeiDou navigation satellite system (BDS) � GEO constellation � Signal
transmission time recovery � Ridge estimate

64.1 Introduction

TTFF (Time to First Fix, TTFF) is an important performance indicator of naviga-
tion receiver. And the factors which affecting the TTFF include satellite ephemeris
acquisition time and pseudoranges acquisition time. The broadcast ephemeris or
extended ephemeris can be stored in the receivers. Or the receiver autonomous
forecast the extended ephemeris [1–3]. The pseudoranges are different of the
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receiver time and the satellite signal transmission time. And The pseudoranges is
generally constructed from two parts, one part was called millisecond pseudoranges
which is got through frame synchronization and bit synchronization, the other part
was called sub-millisecond pseudoranges which is obtained by pseudo code phase
measurements [4]. In the traditional positioning method, the receiver calculates the
position until got the full pseudoranges by code phase measurements and frame
synchronization. Therefore, restriction TTFF is the time to get full pseudoranges
when the ephemeris information is known.

Generally speaking, there four steps to complete frame synchronization [5].
First, Search for either upright or inverted preamble. Second, check the parity bits
are right or not. Third, if parity passes, it verifies the handover word (HOW). At the
end, a final check on the next telemetry (TLM) word and HOW solidifies the frame
synchronization. So it is generally spend 6–12 s to complete the frame synchro-
nization for GPS receiver. To improve the TTFF performance, time-free positioning
technique was proposed. The position can be estimated in a receiver using only
code phase measurements [6, 7]. However, the a priori receiver position require-
ment to accuracy of approximately half a GNSS code chip (approximately 150 km
for GPS C/A code). Otherwise, the calculation will increase sharply and difficult to
use [8, 9]. A fast position search method from the signal transmission time
dimension was proposed in literature [10]. But it requires high-precision receiver
clock auxiliary. A new quick A-BDS location method based on characteristics of
Geostationary Earth Orbit (GEO) satellite and ridge estimate was proposed in this
paper. It used the characteristic of GEO satellites in BeiDou Navigation Satellite
System (BDS) which has high NAV message rate. And the method does not require
additional approximate position or receive clock assistance. The approximate
position can be estimated using GEO constellation. It can be directly applied BDS
receiver implementations, can effectively improve the performance of TTFF.

64.2 Quick Location Method for BDS Receiver

The BDS formally provide regional service in December 2012. Compared to the
GPS, the constellation of BDS was design as a hybrid system. As of today, there are
five GEO satellites, four Medium Earth Orbit (MEO) satellites and five Inclined
Geosynchronous Satellite Orbit (IGSO) satellites in orbit [11]. The NAV message
rate of GEO is 500 bps. The duration of one message frame is only 0.6 s. While
NAV message rate of the MEO/IGSO is 50 bps. And the duration of one message
frame is 6 s. Therefore, after the signal acquisition, the GEO satellite can quickly
complete message frame synchronization. At the same time, there are five GEO
satellites BeiDou navigation system. And generally realize positioning at least need
four satellites. So it is possible to positioning by using GEO constellation. There-
fore, this paper attempts to propose a quick location method for BDS receiver with

740 S. Jing et al.



this characteristic. First the approximate position was got by ridge estimate using
only GEO constellation after frame synchronization. Then the signal transmission
time of MEO/IGSO satellite was recovered according to the approximate position
and their code phase measurements. Finally, the precise position was calculated by
using all visible satellites. In addition, it easy to point out the satellite pseudorange
recovery is correct or not through posteriori residuals. The specific flow chart of the
quick location method based on coarse positioning by GEO constellation is shown
in below Fig. 64.1.

Fig. 64.1 Flow chart of the quick location method based on coarse positioning by GEO
constellation
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64.2.1 Coarse Positioning with Ridge Estimate

The offset Δx in the user’s position and time bias relative to the linearization point
is related to the offset in the error-free pseudorange values Δρ by the relation:

Dq ¼ HDxþ e ð64:1Þ

The vector Δx has four components. The first three are the position offset of the
user from the linearization point; the fourth is the offset of the user time bias from
the bias assumed in the linearization point. Δρ is the vector offset of the error-free
pseudorange value corresponding to the user’s actual position and the pseudorange
values that correspond to the linearization point. e is normally distributed error
vector with zero mean and variance σ2I. Typically if there are more than four
satellites, the method of least squares can be used to solve formula (64.1) for Δx.
But if the satellites are all GEO, the normal equation coefficients may be ill-
conditioned. Then minimizing the sum of residual squares may not guarantee that
the variances of the parameter estimates are small. The ridge estimate is an esti-
mated decrease of the mean square error method biased estimate. The basic idea is
to use the original least squares estimation of mathematical models, but plus a small
positive number in the diagonal of equation coefficient matrix. That ridge estimate
of Δx can be expressed as

Dx̂ kð Þ ¼ ðHTH þ kIÞ�1HTDq ð64:2Þ

wherein, k is the ridge parameter, I is identity matrix.
By the formula (64.2), we can get the following formula (64.3).

Dx̂ kð Þ ¼ðHTH þ kIÞ�1 HTH
� �

HTH
� ��1

HTDq

¼ðHTH þ kIÞ�1 HTH
� �

Dx̂

¼ðI � kðHTH þ kIÞ�1ÞDx̂
ð64:3Þ

where the Dx̂ is the result of least squares. The mean and variance of ridge estimate
can be expressed as

E Dx̂ kð Þð Þ ¼ ðI � kðHTH þ kIÞ�1ÞDx ð64:4Þ

Var Dx̂ kð Þð Þ ¼ r2 HTH þ kI
� ��1

HTH
� �

HTH þ kI
� ��1 ð64:5Þ

The desired distance between ridge estimate and true value can be expressed as
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E S2k
� � ¼E Dx̂ kð Þ � Dxð ÞT Dx̂ kð Þ � Dxð Þ� �

¼r2
X4
i¼1

ki= ki þ kð Þ2 þ k2DxTðHTH þ kIÞ�2Dx
ð64:6Þ

where in, λi is the eigenvalues of HTH matrix. Because ki= ki þ kð Þ2 � 1= 4� kð Þ
and the Δx of k-th estimate is difference between (k-1)-th estimate and true value. If
the iterative is convergence, even the eigenvalues are small, the position error will
be less than 150 km if select an appropriate ridge parameter.

Although the ridge estimate can effectively solve the problem of matrix ill-
conditional in least squares estimate, but its application still need enough obser-
vation information. The visibility of GEO constellation was analysed as follow.

The BDS contains five GEO satellites. The GEO satellite orbit altitude is about
35,786 km. And the longitude of the five GEO satellites are 58.75°, 80°, 110.5°,
140° and 160°, as showing in the following Table 64.1.

The GEO constellation visibility in China surrounding area (latitude 5°–55°,
longitude 70°–140°) was traversed with 1°. When elevation cut-off angle is 0°, the
visual satellite number of GEO is shown in Fig. 64.2. The figure shows that in
China and the surrounding areas, most of the region can observe five GEO

Table 64.1 Longitude of
BDS GEO satellites Satellite ID G1 G2 G3 G4 G5

Longitude 140°E 80°E 110.5°E 160°E 58.75°E

Fig. 64.2 The visual satellite number of GEO in China area
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satellites. Part of the border region can just observe four GEO satellites. So it
possible calculates coarse position with the GEO constellation by ridge estimate.

64.2.2 Full-Pseudorange Recovery

The ith satellite’s pseudorange can be expressed as

qi ¼ c tr � tsi
� � ¼ c tr � tms;si � tchip;si

� �

¼ ri t
s
i ; t

r
� �þ ctrd þ ei t

rð Þ
¼ Ni � c=1e3þ qfrcai

ð64:7Þ

wherein, tsi is signal transmission time, tr is receiver time, c is the speed of light,

tms;si is the integer millisecond part of signal transmission time, tchip;si is fractional
milliseconds part of the signal transmission time, ri tsi ; t

r
� �

is the range form satellite
to receiver, trd is the user time bias, e trð Þ contains the measurement errors, including
un-modeled atmospheric delays and so on, Ni represents an integer number of
milliseconds pseudorange and qfrcai representing sub-milliseconds pseudorange. We

can get the sub-milliseconds pseudorange by formula qfrcai ¼ c�
mod tr � tchip;si

� �
; 1e� 3

� �
with pseudo-code phase measurements. Wherein, the

mod is modulus operation. Therefore, the pseudorange (full pseudoranges and sub-
millisecond pseudoranges) can be written as follows:

qi ¼ ri t
s
i ; t

r
� �þ ctrd þ ei t

rð Þ
Nj � c=1e3þ qfrcaj ¼ rj tsj ; t

r
� �

þ ctrd þ ej t
rð Þ

8<
: ð64:8Þ

So the Nj can be calculated by formula as follows:

Nj � qi � ri t
s
i ; t

r
� �þ rj tsj ; t

r
� �

� qfrcaj

� �
� 1e3=c ð64:9Þ

Following the van Diggelen technique described in [6]. The method of pseud-
orange recovery of non-GEO satellites is shown below if the coarse position was
known (Fig. 64.3).

64.3 Simulation and Analysis

By using BDS broadcast ephemeris data (March 17, 2014–March 24, 2014), we
build a simulation environment to check the validity of the quick location method.
The noise with zero mean and 6 m standard deviation was added to pseudoranges.
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The Table 64.2 shows the success rate of rapid positioning method with least
squares and ridge estimate coarse positioning with GEO constellations in some city
of China. The ridge parameter was set as 1e-7. The geometric dilution of precision
(GDOP) of visible GEO constellation in Taxkorgan is too bad to estimate a fine
approximate position which was used to restore pseudorange of non-GEO satellites.
So the success rate of Taxkorgan cannot achieve 100 %.

Fig. 64.3 Pseudorange recovery of non-GEO satellites

Table 64.2 Success rate for least squares and ridge estimate

Station position Success rate

Least squares (%) Ridge estimate (%)

Suiyang (53°N,122°E) 100.0 100.0

Beijing (40°N,116°E) 100.0 100.0

Xiamen (24°N,118°E) 100.0 100.0

Qiongzhong (19°N,110°E) 100.0 100.0

Urumqi (43°N,87°E) 100.0 100.0

Taxkorgan (38°N,75°E) 99.23 99.86
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In the case of 1° intervals traverses user position in China, the success rate rapid
positioning method with least squares and ridge estimate coarse positioning are
shown in Fig. 64.4.

From the simulation we can got the results:

1. the success rate of fast positioning method with ridge estimate is more than
99.65 % in China surrounding area. This is a little better than fast positioning
with least-squares estimate.

Fig. 64.4 Success rate in China area. a Least square. b Ridge estimate
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2. 79.23 % of China surrounding area can 100 % guarantee to recovery full-
pseudoranges of non-GEO and success obtain the accurate position.

64.4 Conclusions

In this paper, a new quick location method for BDS receiver with ridge estimate
based on characteristics of GEO satellite was proposed. It used the high NAV data
rate of GEO satellites in BDS to improve receiver’s TTFF. The method can cal-
culate receiver’s position after message frame synchronization of GEO and code
phase measurement of non-GEO. The simulation shows the success rate of the
quick location method is big than 99.65 % in China area. And about 80 % of China
surrounding area can 100 % guarantee to recovery full-pseudorange of non-GEO
and obtain an accurate position.
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Chapter 65
Feasibility Analysis of GNSS
Multi-constellation Positioning
for Lunar Spacecraft

Lei Chen, Yangbo Huang, Wenxiang Liu and Gang Ou

Abstract With the development of deep space exploration technology, as the
representative project of the Chinese lunar exploration, the possibility of using global
navigation satellite system (GNSS) for deep space exploration spacecraft positioning
has become a hot issue. Based on the existing GNSS research on high orbital
spacecraft positioning, the feasibility of using GNSS multi-constellation for lunar
orbit spacecraft positioning is deep analyzed. On condition of signal acquisition’s
lowest carrier to noise ratio (CNR) threshold, 21 dB Hz, two cases of signal receiving
are analyzed from which GNSS satellite transmitting antenna beam’s main lobe and
side lobe. Simulation results show that when only receiving the beam main lobe
signal of GNSS transmitting antenna, any single constellation or multi-constellation
combination of GNSS cannot satisfy positioning of lunar spacecraft on the lunar
revolution orbit for whole period (about 27 days). When signals from the main lobe
and side lobe of the GNSS received, three constellations combination or more can
satisfy positioning for the whole lunar orbit period. Conclusion is that GNSS multi-
constellation combination method is possible to complete the mission of deep space
exploration project for lunar spacecraft positioning on the simulated conditions.

Keywords Lunar spacecraft � Multi-constellation combined positioning � Carrier
to noise ratio threshold � Main lobe � Side lobe
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65.1 Introduction

With the modernization of GPS (Global Position System), the establishment of the
European Galileo Navigation System, the recovery of Russian GLONASS and the
propulsion of Chinese BeiDou 2nd Generation Navigation System (BDS-2), Global
Navigation Satellite Systems (GNSS) have been widely used on the field of land,
sea, air and space.

In recent years, on-board experiments show that satellite navigation and posi-
tioning technology has been widely used in the Low Earth Orbit (LEO), Medium
Earth Orbit (MEO) for satellite and spacecraft. The orbit determination precision
has reach centimetre level (see [1–3]).

For Geostationary Earth Orbital (GEO) Satellite, Highly Eccentric Earth Orbital
(HEEO) Satellite and High Earth Orbit (HEO) Satellite, the application of GNSS
study also gradually going deeper.

Compared with the LEO orbit determination, the difficulties of HEO GNSS orbit
determination [4] is less visible satellite number, weaker signal strength and dif-
ferent atmosphere transmission error. Reference [5] considered that GPS navigation
satellite visibility for the users will be significantly less when the altitude of
spacecraft is above 3000 km. Reference [6] took the satellite “Feng Yun II” as
example to analyse the visibility of GEO orbit of GNSS satellites. Assuming that
satellite visible represents signal available, the quantity of GEO orbit satellites can
meet the demand of the orbit determination without considering the clock difference
between different constellations. Reference [7] calculates carrier to noise ratio
(CNR) of GPS receiver on HEO. On the condition of general CNR threshold of 33–
35 dB Hz, 48 h’ simulation results indicate that GPS constellation is unable to meet
the demand of real-time positioning. Reference [8] showed that GPS signal has
stronger strength, batter visibility, higher dynamic and higher positioning accuracy
on the spacecraft orbit perigee while has weaker signal strength, poorer visibility,
lower dynamic and poorer positioning accuracy on spacecraft apogee. Improving
receiver sensitivity can improve visibility on the condition of a determined
spacecraft orbit. Improved receiver can acquire high dynamic GPS signals which
has only 21 dB Hz CNR. Reference [9] verifies that multi-constellation integration
navigation system can improve the positioning precision for GEO and HEO sat-
ellites. In recent years, a series of researching achievements [10–12] showed that
the application of high sensitivity GNSS receiver on the GEO and HEO is feasible.
The feasibility of the GNSS application in deep space orbit determination will be
analysed below, especially for feasibility of lunar spacecraft orbit determination by
considering the indicators below: single and multiple GNSS constellation visibility,
CNR, etc.
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65.2 Deep Space Orbit Simulation Platform Design

On October 24th, 2014, the Chinese lunar exploration project period III re-entry
return flight succeeds, marked China has mastered the key technology of lunar
spacecraft re-entry returns [13]. Chinese “Chang-e I” and “Chang-e II” missions use
the speed and distance measure combined with VLBI (Very Long Baseline Inter-
ferometry) for determination of the lunar spacecraft orbits [14]. The existing system
for lunar explorer navigating task used very large antenna (several meters to tens of
meters in diameter), very complex and expensive ground radio system which must
ensure to have reliable radio communication ability over hundreds of thousands of
kilometres distances [15]. And lunar spacecraft based on GPS measurements lim-
ited to nearly area (below 10,000 km), can achieve the real-time navigation and
high precision [16]. When the distance from detector to the centre of the earth is less
than 12,000 km, positional deviation is less than 60 m, while more than 12,000 km,
the position deviation is less than 300 m and speed deviation is less than 0.3 m/s
[17]. The distance of the luna and the earth is about 385,000 km that published
literatures haven’t involved the application of GNSS on the lunar orbit.

Since the lunar orbit influenced by the disturbing force of the earth and the sun,
the parameters of the orbit are not fixed. We use the parameters from Ref. [18]
which are averaged over a certain period of time for the simulation and calculation.

65.2.1 GNSS Constellation Characteristics

Table 65.1 indicates that GPS, Galileo and GLONASS constellation are all com-
posed of MEO constellation while BDS is a hybrid constellation which consists of
GEO, MEO and IGSO. Unlike the low orbit, the GNSS signal for spacecraft on the
high orbit is “sparse” [19]. Especially for the orbit height of spacecraft is above the
MEO constellation, the current researches show that, in high orbit, visible satellites
quantity is rarely reach four or above, and the received signal is very weak. In this
condition, receiver’s acquisition and tracking ability drops and cannot provide a
stable positioning accuracy. The domestic and external technique is still in
exploring [20]. Doctor Xie has done some researches in his doctoral thesis [8] about
HEC autonomous orbit determination by GPS. In this paper, the problem of high

Table 65.1 Characteristic of GNSS constellation

GNSS Constellation type Orbital altitude (km)

GPS MEO 20,200

BDS GEO, MEO, IGSO 21,528(MEO)/35,786(IGSO)/35,786(GEO)

Galileo MEO 23,222

GLONASS MEO 19,100
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orbit satellite positioning will expand to the deep space applications, attempts to
prove the feasibility of positioning for the lunar spacecraft using the GNSS in the
Chinese lunar exploration project.

65.2.2 Analysis of Geometric Visibility Boundary Parameter

Currently, even the Galileo system construction is not complete that cannot reflect
the actual performance of the system, available in orbit satellite less, with the
quickening, financial support and construction progress in recent years, the com-
pletion of each construction is coming soon. Therefore, for BDS, Galileo and
GLONASS simulations are processed with standard constellation design.

The revolve cycle of the luna around the earth (Sidereal month) is about
27.32166 days. The revolves cycle of the luna (synodic month) which considering the
earth’s revolves is 29.530488 days [21]. The research object in this paper is the lunar
orbit and the GNSS constellation simulation; therefore simulations only need to be
processed under the period of the sidereal month (27.32166 days). Simulation start
time: 2008/07/01 12:00:00.000, simulation stop time: 2008/07/28 19:43:11.424.

The spacecraft in deep space is far away from the earth, can only receive the
signal of the satellite antenna from the other side of the earth. The geometric
relationship is shown in Fig. 65.1. So the lunar explorer should apply down-looking
antenna.

Figure 65.1 shows position relation of lunar spacecraft and MEO satellite, in this
chapter and the next chapter, the visibility in simulation is based on the GNSS main
lobe signal received and assuming the main lobe signal is to point to the centre of
the earth. When the lunar spacecraft running to highlighted region, whose angle is
greater than the earth shade angle and less than signal radiation angle. In AB and
CD segment, lunar spacecraft can receive the GNSS constellation satellites’ signal;

Antenna Main Lobe 

Lunar Spacecraft 

MEO Satellite Orbit

Angle Shielded by The Earth

MEO Satellite

Lunar Orbit

21.3°13.84°

A

D

C

B

Fig. 65.1 Sketch position
relation of lunar spacecraft
and GNSS
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In BC segment, signal under shade cannot reach the earth. And on the other
segment, due to the angle of navigation satellite antenna beam forming limit, lunar
spacecraft cannot receive navigation signals.

According to the antenna pattern of GPS [22], the main lobe range of GPS signal
is 0° ± 13.84° and the side lobe ranges are 21.3°–47° and −21.3° to −47°.

Therefore, no account of side lobe signal, lunar spacecraft’s GPS MEO satellites
observable segment are þ13:84� � h� þ 21:3� and �21:3� � h��13:84� corre-
sponding to antenna beam region. In STK software, the GPS satellite elevation
angle takes centre of the earth as the centre of the radial direction (at this point to
satellite observation point). Therefore, we have the conversion relationship:

u ¼ hj j � 90� ð65:1Þ

The corresponding elevation is �76:16�\u\� 68:7�, shown in Fig. 65.2.

65.2.3 Analysis of CNR Boundary Parameters

This chapter focus on the impact of the lunar spacecraft received signal CNR on the
feasibility of GNSS positioning.

Literature [23] indicates outdoor GPS received signal CNR generally in 35–
55 dB Hz range. The signal greater than 40 dB Hz is generally considered as strong
signal, and less than 28 dB Hz is regarded as weak signal. General GPS receiver can
process signal CNR is higher than that of 35 dB Hz. When the CNR is lower than
28 dB Hz, receivers will be unable to effectively process the received signals.
Previous analysis [20] of the GPS signal coverage does not take into account the
effect of the sensitivity of the receiver, only from the geometric point of view that
will be discussed below.

The existing experiment verify that [19], when the spacecraft located at an
altitude of 60,000 km, the receiver can still receive GPS side lobe signal. Literature
[8] simulation results show that the Doppler frequency shift aided pretreatment
algorithm, BAP (Block Averaging Pre-Processing), can effectively track the signal
whose CNR is low to 21 dB Hz. Moreover, literature [23] declares that using the
extended Kalman filter, weak signal receiver can acquire and keep tracking signal
whose CNR is 15 dB Hz.

Luna (Moon)

GNSS Navigation Satellite

The Earthϕ

Fig. 65.2 Sketch elevation of the navigation satellite to the lunar spacecraft
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GNSS signal’s CNR of spacecraft received relate to the following factors:
Equivalent isotropically radiated power (EIRP): PEIRP; Free space loss: Ld;
Receiving antenna gain: Gr.

Among them, PEIRP is the product of send power and antenna gain, shows the
joint effect of sending power and the antenna gain. Expressed below:

PEIRP dBWð Þ ¼ Pt dBWð Þ þ Gt dBð Þ ð65:2Þ

Ld is related to the propagation distance. The greater the distance is, the more
loss the signal has, which expressed below:

Ld dBð Þ ¼ 20 log
k

4pR

� �
dBð Þ ð65:3Þ

For the general ground GPS receiver, the average of antenna gain is 3.0 dB. While
for space receiver and deep spacecraft, receiver antenna gain is key factor to decide
received signal CNR. The received power of the receiver (Pt) can be represented as:

Pt dBWð Þ ¼ PEIRP dBWð Þ � Ld dBð Þ þ Gr dBð Þ ð65:4Þ

In addition to the above factors, there are some other factors, including atmo-
spheric loss, polarization mismatch and antenna phase center. From the existing
literatures, EIRP of GPS L1 frequency point satellite is PEIRP ¼ 26:8 dBW.

In GPS L1, take L2 frequency point as an example, the frequencies of the
transmitted signal are fL1 ¼ 1575:42MHz, fL1 ¼ 1227:6MHz and c =
299,792,458 m/s. At 2008/07/01 12:00:00, distance from GPS No. 2 satellite to
spacecraft is R ¼ 345319:600831 km. By equation (65.3), Ld ¼ �207:16 dB. GPS
receiver general for omnidirectional antenna gain is Gr ¼ 3 dB. For deep space
receiver, antenna gain needs to be improved.

Therefore, from Eq. (65.4), the general omnidirectional antenna receiver signal
receiving power is Pr ¼ �177:36 dBW ¼ �147:36 dBm. Receiving signal CNR
is (relative spatial noise background):

CNR ¼ �147:36� �174ð Þ ¼ 26:64 dBHz ð65:5Þ

Present research showed that [8] the signal CNR of 26.64 dB Hz can be acquired.

65.3 GNSS Signals Beam Main Lobe Receiving
Performance Analysis for Lunar Spacecraft

Lunar spacecraft, from launch to revolution the luna, need to experience three
stages: the earth phase modulation orbit, the earth-luna transfer orbit and lunar
acquisition. For GNSS orbit determination, the most important part is the luna
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phase synchronous orbit far away from the earth. Since the distance of the earth and
the luna is about 60 times the radius of the earth, the luna can be treated as a point
for analyzing. Therefore, in order to verify the feasibility of lunar spacecraft orbit
determine with GNSS constellation, this paper will take lunar mass center as the
reference point to complete geometric visibility analysis. In the process of simu-
lation calculation, with the help of the AGI company STK (Satellite Tool Kit)
software for lunar spacecraft orbit modeling [24]. The STK software is used directly
for estimating the lunar orbit. Planets in STK, often used to represent the helio-
centric orbit objects, such as: planets, planets, asteroids and comets. In order to use
convenient, STK including the luna and the sun in planet in class. The software
takes into account the influence, the gravity of the luna and some quality using
compression ephemeris book of the U.S. naval observatory to predict the position
of the luna and satellite.

65.3.1 Visibility and CNR Analysis of Single GNSS
Constellation

For a single MEO satellite, taking GPS satellite MEO_SVN02 as an example,
during mid-month, there are continuous multi-day that satellite cannot be observed
by the spacecraft on the lunar orbit.

Satellite visible time of GPS is shown in Fig. 65.3. Satellites covered all the
simulation time. But solving positioning functions need at least 4 satellites. By
calculation, during the simulation time, we found that only a few time can receive
signals from 4 satellites synchronously. Therefore, it is not feasible for lunar
spacecraft positioning by single constellation of GPS.

Beside geometry visible, we also analyse the signal CNR change. Calculate the
CNR change trend of visible GPS satellites, shown in Fig. 65.4. During satellite
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visible period, CNR of all satellite is greater than 21 dB Hz, higher than the
minimum signal acquisition CNR threshold. So the key limitation of positioning is
not CNR but visible quantity in this situation.

Visibility of BDS’s MEO satellite is similar to GPS. Besides, the BDS con-
stellation contains IGSO and GEO satellites. According to the simulation result,
there are also several days cannot observe any satellite for spacecraft on the lunar
revolution orbit. IGSO visibility is also not perfect. Due to words limitation, the
details are omitted here. Whole constellation visibility is shown in Fig. 65.5, during
the period, the BDS constellation has too less visible satellites to satisfy the posi-
tioning demand of lunar spacecraft in lunar orbit. Therefore, rely on the single BDS
is not feasible to complete lunar orbit revolution determination.

Visibility of Galileo’s satellites is shown in Fig. 65.6. Signals from all Galileo
satellites also exist a few days that no satellites visible. CNR calculating results

Fig. 65.4 Sketch GPS
satellites CNR changing
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show that Galileo satellites’ CNR is all above 21 dB Hz during the visible period.
Therefore, rely on Galileo to positioning lunar spacecraft is not feasible.

GLONASS MEO satellites visibility is similar to Galileo that also has a few days
that all the satellites are not visible. Rely on the single GLONASS to complete lunar
spacecraft positioning is not feasible.

Summary, each one constellation of GPS, BDS, Galileo and GLONASS is
unable to satisfy positioning demand for spacecraft on lunar orbit.

65.3.2 Visibility and CNR Analysis of Dual GNSS
Constellations Combination

Using the same CNR threshold to analysis the visible satellites quantity of dual
GNSS constellations combined. Since the clock difference is different, when using
the dual constellation satellite positioning algorithm, at least 5 satellites are needed
for solving the equations. Table 65.2 shows the visibility of each dual constellations
combination when 5 satellites of dual constellations (or 4 satellites of single con-
stellation) are visible and above CNR threshold for lunar spacecraft.

65.3.3 Visibility and CNR Analysis of Multiple GNSS
Constellations Combination

Continue to analyses 4 cases of 3 constellations combination and one case of 4
constellations combination above the CNR threshold. Calculate different visible
satellites quantity distribution. For 3 constellations combination, there are 6
unknowns, therefore requires at least 6 equations. And at least 7 satellites are
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needed when 4 constellations combined, for solving positioning equations.
Table 65.3 shows the visibility of each 3 constellations combination when 6 sat-
ellites of 3 constellations (or 5 satellites of dual constellation or 4 satellites of single
constellation) are visible and above CNR threshold for lunar spacecraft. Figure 65.7
shows visible satellites quantity for 4 constellations combined. Conclusion is that
only a very little part of time can meet the demand of positioning solution.

Table 65.2 The percentage
of available time of dual
constellations combination

GNSS Available time (%)

GPS/BDS 0.05

GPS/Galileo 0.04

GPS/GLONASS 0.04

BDS/Galileo 0.13

BDS/GLONASS 0.02

Galileo/GLONASS 0

Table 65.3 The percentage
of available time of multiple
constellations combination

GNSS Available time (%)

GPS/BDS/Galileo 0.63

GPS/BDS/GLONASS 0.45

GPS/Galileo/GLONASS 0.11

BDS/Galileo/GLONASS 0.20

GPS/BDS/Galileo/GLONASS 0.69

Fig. 65.7 Sketch visible
satellites quantity for 4
constellations combined
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65.3.4 Summary of Beam Main Lobe Signal Received
Analysis

This chapter refers to the existing results and public literature, takes antenna beam
radiation main lobe angle and the lowest acquisition CNR as a threshold of sim-
ulation, analysis 15 cases of combination. By calculating the time distribution, it
cab be concluded that the existing main lobe signal receiving above CNR threshold
cannot satisfy the demand of lunar spacecraft positioning.

65.4 GNSS Signals Beam Side Lobe Receiving Performance
Analysis for Lunar Spacecraft

According to the conclusions in the previous chapter, this chapter expands ideas of
side lobe signal acquisition for lunar spacecraft on the lunar orbit.

According to literature [7], PiVoT receiver can acquire GPS’s main lobe signal
and side lobe signal on HEO where receivers can receive signals from both the
same side and the opposite side of the earth.

The experimental results by foreign scholars show that the side lobe signal
receiving is feasible for the GPS receiver on HEO [25] which can improve the
visible satellite quantity.

65.4.1 CNR of Side Lobe Signal

The lunar spacecraft GNSS side lobe signal receiving research should consider the
impact power loss of side lobe signal and then take methods to keep the CNR still
above acquisition threshold. Take GPS as example, side lobe signals are lower than
the main lobe about 15 dB. So Ls ¼ �15 dB. According to expression (65.4), the
CNR of side lobe signal is 11.64 dB Hz. Therefore, on one hand, the transmitting
power of satellites should be improved. On the other hand, higher gain receiving
antenna should be used in order to improve the signal CNR in receiver.

65.4.2 Multiple Constellation Visibility Analysis of Side Lobe
Signal Receiving

Since some methods can be adopt to improve the received signal CNR, assume
acquisition threshold is still 21 dB Hz. Analyses single constellation, dual con-
stellations and multiple constellations combination with side lobe signal receives.

Take GPS as example, Fig. 65.8 shows the visible satellites of GPS by histo-
gram. Figure 65.9 shows satellite visible time of GPS combined BDS with side lobe
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signal received by histogram. Figure 65.10 shows satellite visible time of GPS
combined BDS and Galileo with side lobe signal received by histogram.
Figure 65.11 shows visible satellites quantity when four constellations combined.
Others combinations omitted here since the words limited. Calculate the percentage
of visible time and list in Table 65.4.

Thus, when considering side lobe signal receiving, combination of the three
constellations can satisfy the demand of spacecraft lunar orbit positioning for the
100 % of the simulation time. When 4 constellations combined, the demand of 7
satellites (or 6 satellites of three constellations, or 5 satellites of dual constellations)
received also met for 100 % of the simulation time.
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when four GNSS
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Table 65.4 The percentage of available time with side lobe signal received

Single
GNSS

Available
time (%)

Dual GNSS Available
time (%)

Multiple GNSS Available
time (%)

GPS 59.7 GPS/BDS 99.961 GPS/BDS/Galileo 100

BDS 45.2 GPS/Galileo 99.954 GPS/BDS/GLONASS 100

Galileo 34.7 GPS/GLONASS 99.189 GPS/Galileo/GLONASS 100

GLONASS 10.3 BDS/GLONASS 98.614 BDS/Galileo/GLONASS 100

– – Galileo/
GLONASS

99.992 GPS/BDS/Galile/
GLONASS

100
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65.4.3 The Analysis Summary

This chapter calculates the antenna beam radiation range including main lobe and
side lobe. By taking lowest acquisition CNR threshold as a condition for simula-
tion, we analysed positioning feasibility of single constellation, dual constellations
combination, three constellations combination and four constellations combination.
Fifteen cases are analyses here and a conclusion is drawn: by considering the side
lobe signal receiving, in the simulation time, three or more constellations combined
can meets the demand of least quantity of satellites for function solving. And the
demand of the lunar spacecraft positioning tasks can be satisfied.

65.5 Conclusion

The simulation analysis shows that when only receive antenna pattern main lobe
signals from the GNSS constellation whatever kinds of combination cannot satisfy
the basic conditions for spacecraft positioning on the lunar orbit. By increasing the
antenna gain or other methods to make up the space transmission loss, the
receivers’ signal CNR for lunar spacecraft is acceptable. When side lobe signals are
received, any three or more GNSS constellations combination can satisfy the
demand of full time lunar orbit positioning. Lunar spacecraft positioning tasks by
using GNSS multiple constellations navigation is feasible.

Acknowledgments Financial aid information: Natural Science Foundation of China, Fund Code:
41304026.
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Chapter 66
Spoofing Interference Suppression
for GNSS Based on Estimating Steering
Vectors

Yaotian Zhang, Lu Wang, Wenyi Wang, Dan Lu, Qiongqiong Jia
and Renbiao Wu

Abstract The paper proposes a spoofing interference suppression algorithm for
multiple spoofing interferences existing simultaneously. First, the signals which
received from the reference antenna array are captured. The information about
visible satellite signals’ Doppler frequency and code delay are acquired. Using
these information, we can reconstruct the visible satellite signals. Then, the visible
satellite signals’ steering vectors are estimated by calculating cross-correlation
between the estimated visible satellite signals and the antenna array received sig-
nals. Utilizing the normalized cross-correlation coefficients of the visible satellite
signals’ steering vectors to detect spoofing interference and its steering vectors.
Final, the proposed algorithm constructs an orthogonal projection matrix based on
spoofing interference’ steering vectors. Spoofing interference are suppressed by
utilizing the constructed orthogonal projection matrix. The proposed novel spoofing
interference suppression algorithm can simultaneously suppress multiple spoofing
interference, which does not need to know the array manifold in advance and the
DOAs (Direction of Arrival) of satellite signals and spoofing interference.

Keywords Spoofing interference � Spoofing suppression � Steering vector � GNSS

66.1 Introduction

Currently, satellite navigation interference suppression research focuses on
oppressive interference suppression. Power inversion algorithm utilizes the fact that
oppressive interference power is much greater than satellite signal power and noise
power. Then, power inversion algorithm forms antenna nulling on the direction of
oppressive interference. However, spoofing interference power is lower than noise
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power, power inversion algorithm can’t suppress spoofing interference. By for-
warding or mimicking authentic satellite signals, spoofing interference can achieve
the purpose of misleading or even controlling the satellite navigation receiver.
Therefore, spoofing interference is a huge security threat of satellite navigation
system, especially in safety-related applications.

How to detect and suppress spoofing interference has become a main problem in
the Global Navigation Satellite Systems (GNSS) community. Existing anti-spoofing
interference techniques can be roughly classified into two main categories, namely
spoofing interference detection and spoofing interference mitigation. Currently, the
majority of anti-spoofing interference techniques belong to spoofing interference
detection. Spoofing interference detection is mainly based on monitoring abnormal
changes of some signal characteristics, such as CNR (Carrier to Noise Ratio) [1],
absolute power, relative delay of L1/L2 signals [2], code and phase rate, TOA
(Time of Arrival) [3], correlation output peak and AGC (Automatic Generation
Control) parameter in the tracking loop [4], etc. Spoofing interference detection
only focuses on discriminating the existing of spoofing interference. However,
these detection techniques can’t suppress spoofing interference directly.

The existing spoofing interference mitigation techniques suppress spoofing
interference from aspects of interference’ DOA, capturing part, tracking part,
positioning results, as well as navigation message. Daneshmand proposed a
spoofing mitigation technology based on dual antennas [5]. It estimated the angle of
spoofing by calculating cross-correlation between two antennas. But this technol-
ogy is sensitive to array manifold errors and need to know the array manifold.
Besides, this technology is only suitable for single forwarding spoofing interference
existing and the power of spoofing interference must be higher. Shi proposed a
spoofing mitigation technology by estimating satellites’ DOAs and calculating
position of receiver [6]. However, this technology has high computational com-
plexity because it need to demodulate the navigation message. This paper proposed
a novel spoofing interference suppression algorithm using antenna array can
simultaneously suppress multiple spoofing interference, which does not need to
know the array manifold in advance and the DOAs of satellites and spoofing
interference.

66.2 Data Model

Spoofing interference is consisted by multiple satellite signals (referred to pseudo
signals) and transmitted in the same direction. When multiple spoofing interference
sources incident on the antenna array, the received IF signals can be written as

y nTsð Þ ¼
XM
m¼1

amsam nTsð Þ þ
XP
p¼1

bpsspp nTsð Þþn nTsð Þ ð66:1Þ
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where, M and P are the number of authentic satellites and spoofing interference
sources respectively. sam nTsð Þ is the mth authentic satellites’ navigation signals,
sspp nTsð Þ represents the pth spoofing interference sources signals, a and sp refer to
authentic satellite signals and spoofing interference respectively.

sam nTsð Þ ¼ ffiffiffiffiffiffi
pam

p
Da

m nTs � sam
� �

cam nTs � sam
� �

ej/
a
mþj2pf 0am nTs ð66:2Þ

sspp nTsð Þ ¼
XLp
l¼1

ffiffiffiffiffiffi
pspl

q
Dsp

l nTs � sspl
� �

cspl nTs � sspl
� �

ej/
sp
l þj2pf 0spl nTs ð66:3Þ

/, f 0 and s are the phase, Doppler frequency and code delay of the received signals
respectively. D nTsð Þ and c nTsð Þ are navigation data and C/A code respectively. In
(66.3), Lp represents the number of pseudo signals in pth spoofing interference
sources. n nTsð Þ is the complex additive white Gaussian noise vector, Ts is the
sampling interval. am and bp represent array manifold of authentic signals and
spoofing interference respectively.

66.3 Estimating the Visible Satellites’ Steering Vectors

The signals which received from the reference antenna array are captured. The
information about visible satellites’ Doppler frequency and code delay are acquired.
When spoofing interference existing, the correlation function matrix for each PRN
usually has more than one peak. Using the ratio of the peak value and average noise
as conditions of capture judgment can guarantee to capture all authentic signal and
pseudo-satellite signal for each PRN. Thus, we can estimate Doppler frequency and
code delay of all authentic signal and pseudo-satellite signal and reconstruct them.
Assuming ŝl and f̂l are the lth satellite’ code delay and Doppler frequency
respectively, the lth satellite’ reconstruct signal can be written as

ŝl ¼ ½clð1� ŝlÞej2pf̂lð1�ŝlÞ; . . .; clðK � ŝlÞej2pf̂lðK�ŝlÞ�T ð66:4Þ

where, K is the length of the data block, namely the number of samples within one
spreading code period. Making the lth satellite signal’s reconstruct signal correlate
with the antenna array received IF signals,

rl ¼ Yŝ�l ¼ RlaðhlÞ ð66:5Þ

where, Y ¼ y1. . .yK½ �, Rl represents spreading code correlating gain which is a
constant. aðhlÞ represents steering vectors of the lth satellite signal. Obviously, we
can use rl as the estimation vectors of the lth satellite signal’s steering vector.
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66.4 Detect the Number of Spoofing Interference
and Its Steering Vector

Assuming ri and rj respectively represent steering vectors of satellites signal si and
sj. qij represents the normalized cross-correlation coefficients of ri and rj,

qij ¼
ri
rik k

� �H rj
rj
�� ��

 !�����
����� ð66:6Þ

Considered that authentic satellite signals come from different directions, how-
ever, spoofing interference which contains multiple pseudo signals and transmitted in
the same direction. Therefore, the steering vectors of pseudo signals have much high
normalized cross-correlation coefficients. But the normalized cross-correlation
coefficients of steering vectors between pseudo signals and authentic satellite signals
are very small. Making all the steering vectors which estimated from Eq. (66.5)
correlate each other. When normalized cross-correlation coefficients of two steering
vectors larger than the decision threshold DD. Then, the two signals which the two
steering vectors corresponding to can be considered from the same direction. Namely,

qij �DD ð66:7Þ

We can concluded that once normalized cross-correlation coefficients of steering
vectors larger than DD, the steering vectors corresponding to satellite signals are
pseudo signals, others steering vectors corresponding to satellite signals are
authentic satellite signals.

According to the judgment result of spoofing interference, constructing an
spoofing interference subspace based on spoofing interference’ steering vectors,

U ¼ spanfr1; . . .; rPg ð66:8Þ

The orthogonal complement space of U is

U? ¼ I� UðUHUÞ�1UH ð66:9Þ

The orthogonal projection matrix of spoofing interference is

P? ¼ U?ðU?ÞH ð66:10Þ

The spoofing interference is suppressed by utilizing the constructed orthogonal
projection matrix.

z nTsð Þ ¼ P?y nTsð Þ ð66:11Þ

Eventually, putting any way output of z nTsð Þ into satellite navigation receiver
for tracking and positioning.
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66.5 Numerical Results

An antenna array with ten elements is used and the antenna configuration is chosen
a uniform linear array with a half GPS L1 wavelength spacing. Four authentic
satellite signals are PRN1, PRN2, PRN3 and PRN25, transmitted from the direction
at azimuth of �5�, 10�,�25� and 25�, SNR = � 20 dB. There are two spoofing
interference sources. One spoofing interference source composed by SP1-PRN1,
SP1-PRN3, SP1-PRN25 from the direction at azimuth of �50�. The other spoofing
interference source composed by SP2-PRN1, SP2-PRN2 and SP2-PRN3 and SP2-
PRN25 from the direction at azimuth of 40�. The PRN’s power of each spoofing
interference source is INR = � 18 dB.

In Fig. 66.1, black dashed line represents the authentic satellite signals’ DOAs,
black solid line represents the pseudo signals’ DOAs. From the Fig. 66.1, we can
obviously see that the estimated steering vectors’ spatial domain response aim to
the direction of all authentic satellite signals and spoofing interference.

Figure 66.2 is array pattern obtained by the proposed algorithm. It’s obviously
observe that the proposed algorithm can form two antenna nulling on the direction
of spoofing interference sources, while on the direction of authentic satellite signals
the array pattern has relatively flat gain.

Figure 66.3 is the PRN2’s correlation function matrix before spoofing interfer-
ence suppression. It is clearly to observe that the correlation function matrix
existing two obviously correlation peaks. One peak is belong to authentic satellite
signal, the other peak is belong to spoofing interference. Figure 66.4 is the PRN2’s
correlation function matrix after spoofing interference suppression. After spoofing
interference suppression, the correlation function matrix only existing authentic
satellite signal’s correlation peak, the spoofing interference’s correlation peak has
been suppressed totally.

Fig. 66.1 Spatial domain response of estimated steering vectors
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Fig. 66.2 Array pattern

Fig. 66.3 The PRN2’s
correlation function matrix
before spoofing interference
suppression

Fig. 66.4 The PRN2’s
correlation function matrix
after spoofing interference
suppression
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66.6 Conclusion

This paper proposed a novel suppression algorithm for multiple spoofing interfer-
ence existing. By reconstructing visible satellite signals and correlating with
antenna received signals estimate steering vectors of visible satellite signals can be
estimated. Finally, use steering vectors of spoofing interference, an orthogonal
projection matrix can be obtained. The spoofing interference is suppressed by
utilizing the constructed orthogonal projection matrix. The proposed novel spoofing
interference suppression algorithm can simultaneously suppress multiple spoofing
interference, without prior information of the array manifold in advance and the
DOAs of satellites and interference.
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Chapter 67
Satellite Navigation Anti-jamming
Algorithm Based on Extended Array

Fusheng Li, Wenyi Wang, Dan Lu, Lu Wang, Qiongqiong Jia
and Renbiao Wu

Abstract In the complex electromagnetic environment, the Global Navigation
Satellite System (GNSS) was seriously influenced by the interference. The anti-
jamming algorithm based on the uniform array have been widely used in GNSS
interference suppression technology, but the number of the interference is limited
by the number of the antenna sensor. This paper proposed an interference sup-
pression algorithm based on the extended array, the algorithm could suppress more
interference than the number of antenna sensor. Firstly, the covariance matrix of the
non-uniform array is vectorized. After that, the spatial smoothing is used to build up
the rank of the covariance matrix. With the smoothed covariance matrix, power
inversion algorithm is used to estimate the directions of the interference. Then,
forming an overdetermined equation based on the interference subspace and an
arbitrary signal’s steering vector, whose direction is different form the interference.
Finally, solving its least-squares solution to get the optimal weight, which can form
nulls in the direction of interference without affecting the useful signal. The sim-
ulation results verify the effectiveness of the proposed algorithm.

Keywords Satellite navigation � Extended array � Spatial smoothing � Least
squares solution

67.1 Introduction

The Global Navigation Satellite System (GNSS) has many characteristics such as
all-weather, global coverage, high accuracy in three dimensional timing and posi-
tioning, rapid time-saving and high-efficiency, multi-functional, which making it
widely used in military and civilian fields. However, the satellite is usually far away
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from earth, which makes the power of the received satellite signal very weak (about
−160 dBW). And it is drowned in the noise, also the structure of the GNSS signal is
known as public, so it is vulnerable to be interferenced. If the power of interference
exceeds the processing gain of the system, the GNSS receiver will not be able to
acquire and track the useful signal, and it cannot achieve the goal of navigation.
Therefore, it is necessary to suppress the interference.

The existed anti-jamming algorithms, mainly from the time domain, frequency
domain, spatial domain or the joint domain to suppress the interference. The
methods in time/frequency domain can only suppress narrowband interference, and
do not have the ability to distinguish the spatial characteristics between the useful
signal and interference, thus it is unable to deal with a large number of narrowband
interference and broadband interference. In these cases, anti-jamming algorithm
based on adaptive antenna array attracts more and more scholars’ attention. The
literatures have proposed many algorithms, such as the power minimization algo-
rithm [1], the interference subspace algorithm [2] and the blind adaptive beam-
forming algorithm base on the GNSS signal characteristic [3, 4]. However, these
algorithms are usually based on uniform linear array, and the number of the sup-
pressed interference is strictly limited by the number of antenna array element.

In the complex electromagnetic environment, the receiver is seriously influenced
by the interference. The traditional anti-jamming algorithm based on uniform linear
arrays can not suppress more number of interference than the number of physical
antenna element. In order to deal with more number of signal, Pillai proposed a
spectrum estimation method based on the minimum redundancy array (MRA) [5],
Pal proposed a direction-of-arrival (DOA) estimation method based on the nested
arrays [6]. Although these methods can handle more signals than the actual number
of array element, but they only estimate the direction-of-arrival (DOA) of the
signal.

This paper proposed an interference suppression algorithm based on extend
array, the algorithm can suppress more number of interference than the number of
the physical array element. Firstly, using the received covariance matrix of the
physical array to obtain the received covariance matrix of the extend array, which
can be used to estimate the DOA of interference with the power inversion algo-
rithm. Then, forming null in the direction of interference and gain in the direction of
arbitrary signal. It is an overdetermined equation when the number of interference
exceeds the actual array element. Finally, by solving the overdetermined equation
to obtain the optimal weight, this weight is used to suppress more number of
interference than the number of the actual array element. Experimental results
demonstrate the effectiveness of the algorithm.

The remainder of this paper will be organized as follows. The signal model is
introduced in the Sect. 67.2. In Sect. 67.3 the DOA estimated method of the
interference is proposed. The optimal weight is calculated in the Sect. 67.4, and
simulation results are presented in Sect. 67.5.
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67.2 Signal Model

We consider K uncorrelated narrowband jammers and L satellite signals impinging
on an M-antenna nonuniform linear array (K[M), which are spatially distributed
in angle /k; k ¼ 1; . . .;K, and /s

l ; l ¼ 1; . . .; L, respectively. Then, the received
signal vector at time t can be written as,

xðtÞ ¼
XL
l¼1

slðtÞvsl þ
XK
k¼1

qkðtÞvk þ nðtÞ

¼ VsðtÞ þ nðtÞ
ð67:1Þ

where slðtÞ and qkðtÞ are the complex amplitudes of the lth satellite and the kth
jammer, respectively. nðtÞ is additive white Gaussian noise with zero mean and the
variance is r2 � V ¼ ½vs1; vs2; . . .; vsL; v1; v2; . . .; vK � is the steering vector matrix of
useful signal and interference, and sðtÞ is the signal vector. The steering vectors
vsl ; l ¼ 1; . . .; L and vk; k ¼ 1; . . .;K are defined as,

vsl ¼ e�jk0d1 sinð/s
l Þ; . . .; e�jk0dM sinð/s

l Þ
h iT

ð67:2Þ

and

vk ¼ e�jk0d1 sinð/kÞ; . . .; e�jk0dM sinð/kÞ
h iT

ð67:3Þ

where k0 ¼ 2p=k and dm is the position of the mth antenna, which is typically an
integer multiple of half-wavelengths.

67.3 Estimating DOA of Interference

Power inversion algorithm can form nulls in the direction of strong interference
without knowing any priori information, so it is widely used in the GNSS inter-
ference suppression. In this section the paper use the power inversion algorithm’s
feature forming null in the direction of strong interference to estimate the DOA of
interference.

In order to explain briefly, this paper take the four-antenna minimum redundancy
array (MRA) [7] as an example, as shown in the upper plot of Fig. 67.1. In the
Fig. 67.1 denotes a half-wavelength. When estimate the DOA of interference, the
covariance matrix of the original four-antenna MRA is instead by the covariance
matrix of the extended seven-antenna ULA, thereby increasing the degree of
freedom of the array. The following explains how to obtain the covariance matrix of
the extend array.
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Form the signal model (67.1), we can obtain the covariance matrix of the
received signal as,

Rx ¼ E xðtÞxHðtÞ� � ¼ Rs þ Ri þ Rn ð67:4Þ

where E �f g denote the expectation operator, �ð ÞH denote the transpose conjugate,
and Rs, Ri, Rn is the covariance matrix of the satellite signal, interference and noise.

Satellite signal power is usually 20–30 dB lower than the noise level, and the
power of the interference is often very strong, generally higher than the noise
power. Therefore, the covariance matrix of the received signal is determined by the
interference and noise, so (67.4) can be written as,

Rx � Ri þ Rn ð67:5Þ

From (67.5), Rx can be written as

Rx � Vi

r21
r22

. .
.

r2K

0
BBB@

1
CCCAVH

i þ r2I ð67:6Þ

where the steering vector matrix of interference is Vi ¼ ½v1; v2; . . .; vK �, and the
power of the interference is r2k ; k ¼ 1; . . .;K. r2 is the power of the noise, I denote
the identity matrix. Now, following [8], we vectorize Rx to get the following vector:

z ¼ vecðRxÞ ¼ vec
XK
k¼1

r2kðvkvHk Þ
" #

þ r2 l
!

n

¼ðV�
i � ViÞpþ r2 l

!
n

ð67:7Þ

where p ¼ ½r21 ; r22; . . .; r2K �T , l
!
n ¼ ½eT1 ; eT2 ; . . .; eTM �T , ei is a column vector of all

zeros except a 1 at the ith position. Comparing it with (67.1), we can say that in
(67.7) behaves like the received signal at an array whose manifold is given by
V�

i � Vi, where � denotes the KR product. The equivalent source signal vector is

First
subarray

1

1

1

3 2

Second
subarray

Lth
subarray

. . .

Fig. 67.1 Four-antenna MRA, the corresponding difference coarray, and the extend array after
smoothing
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represented by p and the noise becomes a deterministic vector given by r2 l
!

n. The
distinct rows of V�

i � Vi behave like the manifold of a (longer) array whose sensor

locations are given by the distinct values in the set fd
!
i � d

!
j; 1� i; j�Mg, where

d
!
i denotes the position vector of the ith sensor of the original array. But after the

previous processing, the original random number is instead by the signal power, the
interference become correlated sources, so we need spatial smoothing to build up
the rank of the covariance matrix. To apply the spatial smoothing we construct a
new V1 form V�

i � Vi. In (67.7) remove the repeated rows (after their first occur-
rence), and also sort the steering vector like a ULA (exponentially from negative to
positive), get a vector as,

z1 ¼ V1pþ r2 e
! ð67:8Þ

After processing, e
!
becomes a vector whose Lth element is 1, and the remained

elements are zero. We now divide this array into L overlapping subarrays, every
subarray has L elements, the received data of the subarray can be written as:

z1j ¼ V1jpþr2 e
!
j; j ¼ 1; 2; . . .; L ð67:9Þ

Resulting the covariance matrix of each subarray as,

Rj , z1jzH1j; j ¼ 1; 2; . . .; L ð67:10Þ

The smoothed covariance matrix is,

Rss ¼ 1
L

XL
j¼1

Rj ð67:11Þ

The smoothed covariance matrix behave like the extend array’s covariance
matrix. On the smoothed covariance matrix, we can estimate the DOA of the
interference with the power inversion algorithm [9]. Getting the weight of power
inversion algorithm,

wPI ¼ lR�1
ss f ð67:12Þ

where l is a scaling factor, the constraint vector is f ¼ 1; 0; 0; . . .; 0½ �T , so as to
avoid all the weights becoming zero.
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67.4 Calculate the Anti-jamming Weight

We have estimated the DOA of interference previously, so we can get the spanning

space of the interference steering vector Vi

	
¼ ½v	 1; v

	
2; . . .; v

	
K �. With the arbitrary

signal (the DOA is known), whose direction is different form the interference, and
the steering vector of this signal can be written as as. We only need to find a weight
to satisfy the following formula,

wH ~Vi ’ 0T

wHas ’ 1

(
ð67:13Þ

Because of the number of estimated interference signal exceeds the actual
number of array elements. The above problem is to solve an overdetermined
equation. It can be written as,

Ax ’ b ð67:14Þ

where A ¼ ½Vi

	
as�T (A is a ðK þ LÞ 
M matrix), x ¼ ðwHÞT (x is a M 
 1

vector) b ¼ ½1; 0; . . .; 0�T . Overdetermined equation is generally has no exact
solution, so we can only get its least squares solution. It can be got form minimize
the following question:

min Ax� bk k2 ð67:15Þ

Now we solve the minimize question, because A is a full rank matrix, then there
has a unitary matrix Q and a nonsingular upper triangular matrix R,

A ¼ Q
R
0

� �
, ½ Q1|{z}

ðKþLÞ
M

Q2|{z}
ðKþLÞ
ðKþL�MÞ

� R
0

� �
ð67:16Þ

The least squares solution can be written as,

xLS ¼ R�1QH
1 b ð67:17Þ

Therefore,

wH ¼ xTLS ð67:18Þ

After suppressing the interference the received data can be expressed as,

yðtÞ ¼ wHxðtÞ ¼ xTLSxðtÞ ð67:19Þ
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67.5 Simulation Results

The simulation using a four-antenna minimum redundancy array (MRA) to do
experiment. The experimental data used in the simulation is produced by a high-
fidelity GPS simulation software, whose sampling frequency is 5.714 MHz. The
validity of the data has been verified by the software and hardware receiver. The
interference is Gaussian white noise. Assuming the received signal contains only
one satellite signal and five jammers, the DOA of satellite signal is �60�, and the
DOA of the interference are ½�40�; �20�; 0�; 20�; 40��. The signal-to-noise ratio
(SNR) value is �20 dB and the interference-to-noise ratio (INR) is 15 dB. Fig-
ure 67.2 shows the beampattern of the extended array of the four-antenna MRA and
the four-antenna ULA base on the power inversion algorithm. As can be seen from
Fig. 67.2, when the number of the interference exceeds the number of the array
element, the four-antenna ULA cannot form nulls in all directions of the interfer-
ence, but the extended array can form nulls in all directions, which can be accu-
rately used to estimate the DOA of the interference.

The beampattern is generated using the weight computed from (67.17) and
plotted in Fig. 67.3, from the figure we can see, it can form nulls in all directions of
the interference, and does not affect the useful signal’s passing. To illustrate the
performance of this algorithm further, we do experiment with the data before and
after interference suppression. Figure 67.4a, b shows the results of the experiment.
In the figure, the factor of acquisition means the ratio of the maximum peak to the
second largest peak of the cross-correlation function, which is the function between
the code of intermediate frequency signal and the local code. When the value
exceeds 2 means the satellite signal can be acquired. It can be seen from the figure
we cannot acquire the useful signal without interference suppression, but after the
suppression we can get the useful signal.
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67.6 Conclusion

In this paper, we proposed an anti-jamming algorithm based on extended array,
when the number of the interference exceeds the actual number of the antenna
element. The algorithm estimates the DOA of the interference with the power
inversion algorithm based on the extended array. Then forming an overdetermined
equation based on the interference subspace and a known arbitrary signal’s steering
vector, whose direction is different form the interference. Solving its least-squares
solution to get the optimal weight of the interference suppression. Weighted to the
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receiving data to suppress the interference. The experiment verified, after the
interference suppression, we can acquire the satellite signal. It illustrates the
effectiveness of the algorithm.
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Chapter 68
Performance Assessment of Signal Quality
Monitoring Based GNSS Spoofing
Detection Techniques

Yichen Yang, Hong Li and Mingquan Lu

Abstract People are putting a great concern on Global Navigation Satellite System
(GNSS) security while enjoying its convenience. GNSS is vulnerable and easily
interfered by jamming or spoofing because of its opening signal structure, low
signal power and complicated transmission environment, and this may lead
potential security accidents or losses. Intermediate spoofing is an efficient spoofing
attack method which is able to implement spoofing attacks without interrupting the
regular functioning of user receivers and being noticed. This paper applies signal
quality monitoring (SQM) techniques to GNSS intermediate spoofing detection and
assesses the performance. The basic principle of intermediate spoofing attacking
process and its detection are explained at first, which shows its effects on tracking
loop status. Then, the techniques of SQM based on single correlator and multi-
correlator are discussed respectively and the factors affecting the performance are
analyzed and evaluated in detail, such as the number of correlators, SNR and so on.
At last the paper summarizes the performances of SQM for GNSS spoofing
detection.

Keywords Intermediate spoofing detection � Signal quality monitoring (SQM) �
Multicorrelator techniques � Performance assessment

68.1 Introduction

Nowadays, Global Navigation Satellite System (GNSS) is playing an extreme
significant role in everyday life and these wide utilizations gradually develop into
dependency. But tremendous danger is hiding behind these precise, convenient
systems all the time. As early as 2001, the U. S. Department of Transportation gave
the report on vulnerability assessment of the transportation infrastructure relying on
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GPS and a great concern was raised on GPS interferences and spoofing attacks [1].
As we know, the signal power of GPS is extremely low, ordinary receivers cannot
work at all when high power disturbs occur. What is worse, counterfeit signal can
be easily reproduced by a GPS signal generator due to the open structure of GPS
civil signals so that receivers may be spoofed without perceiving it and the position
or timing results will be wrong or even manipulated. The other navigation systems
are facing the same problems either.

In Ref. [2], the author categorized common spoofing attacks into three types:
simplistic attack, intermediate attack and sophisticated attack. Simplistic attack can
be performed simply by generating and broadcasting GPS signals with a simple
GPS generator. Intermediate attack synchronizes spoofing signals to the real
received signals and then increases its power to take the control of tracking loops.
Sophisticated attack needs multiple spoofers and antennas to generate counterfeit
signals which are deceptive and difficult to prevent. Among these three kinds of
spoofing attacks, intermediate spoofing is the most practical because it’s imple-
mented much more easily than sophisticated spoofing and it can mislead the
receivers surreptitiously with higher success probabilities than simplistic spoofing.

Considering the vulnerability of GNSS, plenty of interference mitigation and
anti-spoofing methods have been proposed in recent years. In Ref. [3], the author
addressed a method as signal quality monitoring (SQM), which is used to detect the
“evil waveform” caused by signal generation failures of GNSS satellites or mul-
tipath interferences at first. SQM techniques monitor the status of tracking loops
and raise alarms as soon as parameter anomalies are detected [3, 4]. Since spoofing
attacks will cause the status of tracking loops changing abnormally, it’s quite
appropriate to apply SQM to spoofing detection [5, 6].

This paper focuses on the detection of intermediate spoofing and methods based
on SQM techniques are proposed. After this introduction, the effect of intermediate
spoofing on signal tracking is explained in Sect. 68.2. The fundamental of SQM
techniques based spoofing detection and its performance are discussed in Sect. 68.3.
Then in Sect. 68.4, this paper analyzes the multicorrelator based SQM techniques
for spoofing detection and two different application situations are discussed to show
the advantages of this method. Section 68.5 summarizes the conclusions and pre-
sents some ideas about the future researches.

68.2 Effect of Intermediate Spoofing on Signal Tracking

Taking the GPS C/A signal as an example, the ideal correlation peak is perfectly
symmetric, and the values of early and late correlator are the same and the half of
the prompt one when signals are tracked normally. In practical situation, the cor-
relation peak is affected by the quality of received signals but still nearly symmetric.

As mentioned above, an intermediate spoofing can achieve attack without forcing
the receiver to lose lock. This process can be explained as follows. First, the tracking
loops lock to the authentic signal before an intermediate spoofing attack comes. Then
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an intermediate spoofer generates counterfeit signal and adjust its frequency and code
phase to that of real signal. After correlation peak of the counterfeit signal aligns the
genuine one, the counterfeit signal power increases gradually. The tracking loops will
finally lock to the spoofing signal and be totally controlled. Then the counterfeit
signal may continue to change its code phase, navigation data or others to lead the
receiver to get incorrect time or location. Figure 68.1 shows the process that how
intermediate spoofing attack controls the tracking loops.

Though intermediate spoofing attacks seem to be elusive, the status of tracking
loops reacts anomalously during an attack, such as the correlation peak distortion
showed in Fig. 68.1. The values of early, prompt and late correlator during an
intermediate spoofing attack are shown in Fig. 68.2. These three values fluctuate
tempestuously when the counterfeit signal is taking the tracking loops, and they
return to “normal situation” after the spoofing attack succeeds. This shows that a
distorted correlation peak or other abnormal phenomena can help us to detect
intermediate spoofing attacks.
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Fig. 68.1 The process that how intermediate spoofing attack controls the tracking loops
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68.3 Assessment of SQM Based Spoofing Detection

The distortion of correlation peak can be seen as an evidence of the existence of an
intermediate spoofing attack. So it is appropriate to apply SQM techniques to
spoofing detection by monitoring the correlation values and other tracking loops
parameters in real time.

68.3.1 Symmetry Tests

Symmetry tests are the main methods in SQM techniques and they are useful to
detect the distortion of correlation peak. Symmetry tests can be performed just
using the values of early, prompt and late correlator, which means low cost and
complexity. There are several metrics that can evaluate the correlation peak sym-
metry quantitatively, such as ratio tests, delta tests and so on [3]. In this section,
ratio tests metric is used to discuss the ability of spoofing detection.

The most common ratio tests metric is described as follows [3]

R ¼ IE þ IL
2IP

ð68:1Þ

where IE, IP and IL are the values of early, prompt and late correlator respectively
and the correlator spacing between early and late correlator is half of code chip as
Fig. 68.1 represents.
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The first figure in Fig. 68.3 shows the ratio test metric value when tracking loops
lock to the authentic signal for a period of 6 s, which keeps almost stable around a
constant and doesn’t exceed the two thresholds. The other figure shows the metric
value that an intermediate spoofing is added. We can see that the ratio value
increases promptly over the upper threshold when the fake signal is adjusting its
code phase to align to the real one. If the metric value exceeds the thresholds
sometime, an alarm should be raised to warn that the received signal is not reliable.

68.3.2 Performance Analysis and Evaluation

According to Ref. [7], the ratio test metric R can be approximated as a Gaussian
distributed variable in some conditions. Under this hypothesis, the mean value lR
and variance r2R of R can be derived according to Ref. [7, 8] and reported in the
following

lR ¼ Rc s� 1
2ð Þ þ Rc sþ 1

2ð Þ
2RcðsÞ ð68:2Þ

r2R ¼ 1
N � SNR � Rc sð Þ þ Rc sþ 1ð Þ

2R2
c sð Þ � R2

c sþ 1
2ð Þ

R3
c sð Þ

� �
ð68:3Þ

where Rc sð Þ is the correlation function estimated by the tracking loops and N is
number of integrated samples.
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Then two thresholds can be set with a certain false alarm probability. In non-
spoofing situation, this false alarm probability Pfa is the sum of probability that ratio
test metric R is larger than upper threshold Tu and smaller than lower threshold Tl,
described in Eq. (68.4)

Pfa ¼ PRðR[ TuÞ þ PRðR\TlÞ ð68:4Þ

As R�NðlR; r2RÞ, Eq. (68.4) can be denoted as follows

Pfa ¼ erfc
Tu � lRffiffiffiffiffiffiffiffi

2r2R
p

 !
¼ erfc

lR � Tlffiffiffiffiffiffiffiffi
2r2R

p
 !

ð68:5Þ

Then we can get the expressions of two thresholds as Eqs. (68.6) and (68.7)

Tu ¼ lR þ
ffiffiffiffiffiffiffiffi
2r2R

q
erfc�1 Pfa

� � ð68:6Þ

Tl ¼ lR �
ffiffiffiffiffiffiffiffi
2r2R

q
erfc�1 Pfa

� � ð68:7Þ

Equation (68.2), (68.3), (68.6) and (68.7) can also be found in Ref. [7]. We can
find that the thresholds are related to SNR closely. If the SNR gets higher, then the
variance r2R is smaller so that these two thresholds become closer to the mean value
lR. This result accords to common sense. Higher SNR means navigation signal is
less interfered and tracking loops can work better and get measurements in higher
accuracy. The ratio test values R calculated in real time are more likely to gather
around a certain constant lR, which means that these values have smaller variance.
And the probability that R get too far away from lR becomes really low unless an
intermediate spoofing or other interferences occur.

68.4 Assessment of Multicorrelator Based SQM
for Spoofing Detection

As discussed in last section, symmetry tests can be performed well on the detection
of intermediate spoofing in some situations, but there are still several weaknesses
that limit their performances. For examples, an alarm is given when the metric value
is beyond the thresholds and this spoofing detection is successful, but this also
denotes that the counterfeit signals have been already trying to take the tracking
loops and causing negative effects on normal working condition. The detection
alarm had better to be raised as early as possible for receivers to take appropriate
measures against spoofing signals. And the thresholds are affected seriously by SNR.
The variance r2R gets larger and the number of false alarm increases, so as to the false
alarm probability. Figure 68.4 illustrates the ratio test value when SNR is −20 dB.
The false alarm probability is 2.83 %, which is high and unaccepted in some cases.
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So it is inaccurate to perform spoofing detection with only one single set of
correlators or detection criterion to some extent. Considering the problems men-
tioned above, multicorrelator techniques give enlightenment and show great
advantages. The tracking situation can be much more exhaustively obtained by
using multicorrelator techniques with different strategies, so that the spoofing
detection accuracy will enhance.

The detection performance based on multicorrelator techniques is affected by the
detection strategies, in other words it is decided by several factors, such as metrics,
correlator location, correlator spacing and so on, and by how to combine them.
Take the choice of metrics as an example. Multicorrelators suggest that different
kind of metrics can be calculated with multicorrelator values. Just like the ratio test
metric talked before, metrics such as delta test metrics can be used as a detection
criterion. These three metrics are presented as follows [3]

• Ratio test metric

Ri ¼ IEi þ ILi
2IPi

ð68:8Þ

• Delta test metric

Di ¼ IEi � ILi
2IPi

ð68:9Þ

where IEi , IPi and ILi are the values of the ith early, prompt and late correlator. Then
the detection criterion is the combination of the metrics above, as expressed below
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c ¼ fRi;Dj; . . .g ð68:10Þ

It is quite complicated to choose appropriate the combination criterion to deal
with different spoofing cases and user needs. This section gives two situations as
examples below to show how multicorrelator detections are performed.

68.4.1 Situation I: Advance Alarm

In situation I, an advance alarm is needed before the counterfeit signals affect the
tracking loops. As to intermediate spoofing, the code phase or other parameters
have to adjust towards the real ones and the fake correlation peak also must move
gradually to the correlation peak of the genuine signal, just as the scene illustrated
in Fig. 68.1. So two sets of correlators are placed beside the real correlation peak,
which is shown in Fig. 68.5, so that they can detect spoofing signals before fake
correlation peaks align with the real one.

Figure 68.6 shows the detection results by ratio test metric using the first cor-
relator set located right at the correlation peak and the second set beside it. We can
see that the false alarm is raised by first correlator set at 2.170 s, while the second
set gives result at 1.822 s, which is early and leave extra time for further anti-
spoofing measurements.
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68.4.2 Situation II: Joint Detection of Ratio and Delta Metric

In situation II, SNR is low and probability of false alarm using only ratio test metric
is high. So a detection criterion that combines ratio test metric and delta test metric
is established. This criterion can be denoted as Eq. (68.11).

cII ¼ fR1;D2g ð68:11Þ

where R1 is the same meaning with Eq. (68.1) and D2 chooses the same prompt
correlator with R1 but another early and late correlator set. This criterion indicates
that a detection alarm will not be raised unless both the values of R1 and D2 go
beyond their respective thresholds at the same time, which can give results in higher
accuracy.

Figure 68.7 shows simulation results of criterion cII under −20 dB SNR for a
period of 6 s. Their thresholds can be derived with the same method in Sect. 68.3.
Table 68.1 shows the detail information of using metric R1, D2 and cII respectively.
We can see that metric cII has the lower false alarm probability and better
performance.
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68.5 Conclusion

The security of GNSS is being threatened seriously by spoofing attacks. This paper
has focused on the fundamental of intermediate spoofing attack and its influence on
the tracking loops. Since this spoofing attack causes the tracking status to change
unusually, this paper proposes a detection mechanism based on signal quality
monitoring techniques, which were originally designed to detect “evil waveform”
or interferences. The simulation results of single correlator set based SQM tech-
niques and multicorrelator based SQM techniques for spoofing detection are pre-
sented respectively, then their performances are evaluated and compared with each
other. We can get conclusions that: (1) the methods of single correlator set based
SQM techniques and multicorrelator based SQM techniques are both effective to
intermediate spoofing detection overall. (2) SNR is one of the most important
factors that affect the performance of SQM based spoofing detection. Single
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Fig. 68.7 Simulation results of criterion cII under −20 dB SNR for a period of 6 s

Table 68.1 Detail
information of using metric
R1, D2 and cII

Criterion Number
of alarms

Number of
false alarms

False alarm
probability (%)

R1 354 10 2.83

D2 56 4 7.14

cII ¼ fR1;D2g 47 0 0.00
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correlator set based SQM techniques will give higher false alarm probability when
SNR is low, while the performance of the multicorrelator ones is better and more
robust. (3) Considering different spoofing situations and user needs, the strategy
choice of anti-spoofing criterion is decisive when using the multicorrelator based
SQM techniques. Only appropriate strategy can bring correct and reliable detection
results.

The next step of the research will be focused on the choice of detection strategies
based on multicorrelator techniques and a more detailed performance analysis
should be given.
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Chapter 69
Robust SFAP Anti-jamming Algorithm
Based on Generalized Sidelobe
Cancellation

Long Liu, Zhaolin Zhang and Ling Wang

Abstract With the rapid development and the wide application of Global Navi-
gation Satellite System (GNSS), anti-jamming technology has been widely studied
and applied for anti-jamming satellite navigation receivers in recent years. The
robust space-frequency adaptive processing (SFAP), combining array signal pro-
cessing theory, adaptive filtering algorithm and Fast Fourier Transform (FFT),
based on segmentation of the frequency-domain is proposed in this paper. And the
method for calculating the anti-jamming weight of the frequency-domain based on
Generalized Sidelobe Cancellers (GSC) is also presented, which reduces the
dimension of the matrix during the process of the covariance matrix inversion.
Consequently, it makes the system much easier to implement. In addition, the
algorithm is improved further, combined with robust beamforming technology.
Through notch widen against frequency-domain, the error that exist in the actual
system, influencing the performance of algorithm, will be effectively reduced, and
the adaptability for high dramatic environment will also be enhanced.

Keywords Satellite navigation � SFAP � GSC � Robust beamform � Notch widen

69.1 Introduction

Adaptive array processing is a spatial sampling technology, i.e. the spatial signals are
sampled by a certain arrangement of the array element, and then get the desired
output result by the weighting processing (see [1]). Since the beam of the adaptive
antenna array can be easily controlled, and so it’s widely being used with digital
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spread- spectrum signal receivers in order to suppress radio frequency interference
(RFI) and noise. As the interference signal can be wideband and may have strong
multipath, space-time adaptive processing (STAP) is being proposed for interference
suppression generally. In STAP, the filter coefficients (anti-jamming weights), in
general, are adjusted to minimize the mean power of the output signal, which subject
to the look direction constraints. And this solution always requires manipulation of
LN � LN size matrices, where L is the number of elements in the antenna array andN
is the number of taps behind each antenna element. However, in environments with
severe RFI, especially with coherent RFI, STAP is known to distort the desired signal
which would lead to pseudorange and carrier phase errors [2].

Space-Frequency adaptive processing (STAP) is an approach where the time
domain signals received by antenna array are transformed to the frequency domain
using the fast discrete Fourier transform (FFT). The constrained minimization
algorithm is also be applied to suppress the jamming signals in the frequency
domain. In SFAP, one can process each frequency bin independently and enhance
the performance by increasing the number of frequency bins. In general, the
adaptive weights of the single frequency bin need to manipulate only L� L size
matrix.

In this paper, the performance of a space-frequency adaptive processing is
studied under strong jamming environment. The SFAP based on segmented FFT
technique where the time domain multi-sampling signals are segmented to perform
FFT, has been proposed by Gupta and Moore [2]. But as the real system snap-
sampling signals and the weights calculating need some time, a huge amount of
computation will weaken the real-time performance of system and lead to the
mismatch of adaptive weights, this which will bring errors to the satellite navigation
system. In order to improve the real-time performance of the real system, the SFAP
based on Generalized Sidelobe Cancellation (GSC) is proposed in this paper. This
will make the computation of the single frequency bin weights, where one only
need to deal with ðL� 1Þ � L size matrix, rather than usual size L� L. And the
lower of dimension will enhance the real-time performance of the satellite navi-
gation system. Simultaneously, when the vibration exists in the satellite navigation
system, or the jammer moves rapidly relative to the satellite navigation system, the
nulling mismatch of the pattern can lead to a huge drop of anti-jamming perfor-
mance. To deal with this problem, the notch widen technique [3, 4], based on
convex optimization is put forward by He [5] and Boyd and Vandenberghe [6], etc.
But the direction and moving range of jamming need to be measured in advance,
it’s difficult to carry out in project. In this paper, a modified approach based on
covariance matrix taper [3, 7], is proposed in frequency domain, the notch widen
can be achieved directly without the previous measurement of the direction and the
moving range of jamming.

The rest of the paper is organized as follows. The robust SFAP mathematical
model is presented in Sect. 69.2. Section 69.3 discusses the antenna array and the
signal scenarios in this study. The simulation and analysis results of this study are
given in Sect. 69.4. And finally, Sect. 69.5 contains the conclusion and the pro-
spective of this work.
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69.2 Robust SFAP Mathematical Model

69.2.1 Input Signal Model

Let the antenna array contains L elements. The signals received by antenna array are
down converted to midband and digitized. A block of M � N is sampled from each
antenna element, where M is the number of the segment and N represents the
number of frequency bins for FFT in each segment. Assume h0 is the direction of
the desired signal. The frequency domain samples for the mth segment are given by:

eX(m) ¼ eS(m)þ eJ(m)þ eN(m) m ¼ 1; 2; . . .;M ð69:1Þ

where ~SðmÞ is the L� N matrix of desire signal corresponding to the mth segment
in time domain. Similarly, ~J and ~N respectively corresponding to the jamming
matrix and noise matrix. Covert ~XðmÞ to frequency domain through N points FFT,
and then get the frequency domain form, FðmÞ, m ¼ 1; 2; . . .;M. Extract the kth
frequency bins from FðmÞ, and subsequently make up the L�M matrix, XðkÞ,
k ¼ 1; 2; . . .;N, which is the kth same frequency bin matrix among theM segments.

69.2.2 Generalized Sidelobe Cancellation Model

Generalized Sidelobe Cancellation (GSC) transforms the signal that the antenna
array receiving into two branches by using the directional information of desired
signal, as shown in Fig. 69.1. Where the upper branch signal, d0ðkÞ, is the reference
signal after process of spatial match filter, which contains the desired signal and the
jamming, and the desired signal after processing satisfies the distortionless con-
straint. On the lower branch, the desired signal is blocked by the blocked matrix,
B0, therefore, the lower branch only consists of jamming and noise. Obviously, the
jamming signals form two branches are associated. The signal-converted after
Wiener filtering make the jamming adaptive cancelling, and then the desired signal
without distortion is obtained [1].

XðkÞ is a L� 1-dimensional vector, which denotes the input signal, and k
denotes the frequency bin. B0 is full rank blocked matrix and the dimension is
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Fig. 69.1 The Structure of generalized sidelobe cancellation (GSC)
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ðL� 1Þ � L. The normalized steering vector for direction of the desired signal, h0,
is then given by

h0 ¼ aðh0Þ
aðh0Þk k ð69:2Þ

where h0 denotes the direction of the desired signal. In Fig. 69.1, where

d0ðkÞ ¼ hH0 XðkÞ ð69:3Þ

and

X0ðkÞ ¼ B0XðkÞ ð69:4Þ

in (69.3), superscript “H” denotes conjugate transpose, and there are two such rela-
tionships that hH0 h0 ¼ 1, B0h0 ¼ 0. In (69.4), X0ðkÞ is a ðL� 1Þ � 1-dimensional
vector. The L� L-dimensional transformation matrix, T, is given by h0 and B0

T ¼ hH0
B0

" #
ð69:5Þ

where T is a non-singular matrix. Combining (69.3), (69.4) and (69.5), one obtains

d0ðkÞ
X0ðkÞ

" #
¼ TXðkÞ ¼ hH0

B0

" #
XðkÞ ð69:6Þ

in Fig. 69.1, the output signal of GSC can be given by

yðkÞ ¼ e0ðkÞ ¼ hH0 XðkÞ �WH
X0
B0XðkÞ

¼ hH0 �WH
X0
B0

� �
XðkÞ ð69:7Þ

where

WGSC ¼ h0 � BH
0 WX0 ð69:8Þ

the following form can be derived according to the minimum variance distortionless
response (MVDR) beamformer.

WQuasi�MVDR ¼ THðTRXTHÞ�1Th0
hH0 T

HðTRXTHÞ�1Th0
ð69:9Þ

where the WQuasi�MVDR is named as weight vector of MVDR. According to the
formula (69.6), one obtains
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TRXTH ¼ E
d0ðkÞ
X0ðkÞ

" #
d�0ðkÞ XH

0 ðkÞ
� �" #

¼ r2d0 rHX0d0

rX0d0 RX0

� � ð69:10Þ

where r2d0 ¼ E d0d�0
� �

, rX0d0 ¼ E X0ðkÞd�0ðkÞ
� �

, RX0 ¼ E X0ðkÞXH
0 ðkÞ

� �
. Substitute

(69.10) in (69.9), one obtains

WQuasi�MVDR ¼ h0 � BH
0 R

�1
X0
rX0d0 ¼ h0 � BH

0 WX0 ð69:11Þ

where WX0 ¼ R�1
X0
rX0d0 . As WGSC ¼ WQuasi�MVDR, the formula (69.11) can be

rewritten as

WGSC ¼ h0 � BH
0 R

�1
X0
rX0d0 ¼ h0 � BH

0 WX0 ð69:12Þ

69.2.3 Covariance Matrix Taper Model

The capon beamforming technique based on conventional GSC model analyzed in
Sect. 69.2.1, has poor robust performance. In order to enhance the robust perfor-
mance of real system, a improved technique of covariance matrix taper is proposed
in this paper, to widen notch of the pattern the widen matrix, G, is given by

G½ �mn¼ sincðlmn � D=pÞ ð69:13Þ

where lmn is the distance between the mth and the nth antenna elements, D is a
parameter denoting the spread width. And the D for uniform linear array (ULA), is
the normalized bandwidth of jamming. One can rewrite (69.12) as

WGSC ¼ h0 � BH
0 R

�1
X0
ðkÞB0RXðkÞh0 ð69:14Þ

where

RX0ðkÞ ¼E B0XðkÞXHðkÞBH
0

� �
¼B0RXðkÞBH

0

ð69:15Þ

where RX0ðkÞ is the covariance matrix of X0ðkÞ, and RXðkÞ is the covariance matrix
of XðkÞ. RXðkÞ can be tapered through Hadamard multiplying (represented by “�”
in formula) with the widen matrix, one obtains
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R
_

XðkÞ ¼ RXðkÞ �G ð69:16Þ

R
_

X0ðkÞ ¼ B0R
_

XðkÞBH
0 ð69:17Þ

where R
_

X0ðkÞ and RXðkÞ respectively denotes the covariance matrix after taper. And
then the form of weights after covariance matrix taper can be given by

W
_

GSC ¼ h0 � BH
0 R

_�1

X0
ðkÞB0R

_

XðkÞh0 ð69:18Þ

formula (69.18) is the representation of anti-jamming weights based on the robust
GSC in frequency domain. The weights are obtained by limited space snap-sam-
pling, therefore the signal model with statistical significance, XðkÞ, is used as the
input of the system in this paper. And then the adaptive weights, ~WGSCðkÞ,
according with the kth frequency bin, can be obtained.

69.3 Antenna Array and Signal Scenarios

To facilitate the analysis, the radiation sources are assumed to be located in the far-
field array, and the signal received by antenna array is plane wave, and the geo-
metric aperture of antenna array is much smaller than the distance to radiation
source. What’s more, the desired signal is a narrowband signal, and the propagation
medium is isotropic, homogeneous. Also, the random noise regarded as stationary
and zero-mean, is uncorrelated with the desired signal.

A linear uniform antenna array consisting of seven elements is used in this study.
The interval of elements is selected to be k=2, k is the wavelength of the desired
signal. These antenna elements receive RFI signals centered at 1.575 GHz. The
signals are down-converted to midband 46.5 MHz, and sampled at a rate of
62 MHz. The value of M is set as 30, and the N is set as 1024, i.e. 1024� 30 points
are segmented into 30 segments, and then transformed to frequency domain by
1024-bin FFT.

The signals received by antenna elements consist of desired signal, jamming and
noise. Table 69.1 shows the center frequency, bandwidth, power and angular
location of various signals.

Table 69.1 Signal scenario of antenna array

Form Frequency (MHz) Bandwidth (MHz) Power (dB) h (°)

Desired signal 1575.42 20 −13 0

Jamming 1 1575.42 Narrow-band 60 45

Jamming 2 1575.42 Narrow-band 90 −60
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According the signal scenario showed in Table 69.1, the frequency spectrum of
the synthesized signal received by antenna elements that contains the desired signal,
jamming 1, jamming 2, and noise, as shown in Fig. 69.2.

69.4 Simulation and Analysis

As shown in Fig. 69.2, due to the impact of the jamming, the amplitude of spectrum
reaches the maximum at 46.5 MHz. And this will make the navigation system
unable to calculate the orientation information correctly. In this section, the signals
received by antenna elements are processed by the mathematical model of SFAP,
which is established in Sect. 69.2, and then the performance of the model is also
analyzed.

When the synthesized signal has no jamming, the conventional capon beam-
forming (CBF) pattern is given in Fig. 69.3a, and the pattern sidelobe of SFAP is
relatively flat, no significant fluctuation. In Fig. 69.3b, CBF of the synthesized
signal which contains jamming 1 and jamming 2 is given, in the directions of
jamming 1 and jamming 2, 60 and 90 dB attenuations are respectively formed. And
this shows that the SFAP based on GSC can effectively filter out the space
jamming.

In Fig. 69.3, the anti-jamming performance of SFAP based on GSC is obvious in
the ideal static environment without relative movement. However the nulling
mismatch of the pattern will occur when the random vibration and the rapid relative
movement between jammer and antenna array are existent in real system, and which
can lead to a huge drop of anti-jamming performance. Thus the wide notch for
jamming is required in a satellite navigation system, in order to suppress jamming

Fig. 69.2 The spectrum of
synthesized signal
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effectively in a realistic environment. In this paper, it will come true by covariance
matrix taper mentioned in the Sect. 69.2.3. Just as shown in Fig. 69.4, the robust
capon beamforming (RCB) is given.

In Fig. 69.4, the notch widen can be realized effectively by RCB, and make the
navigation system able to bear the random vibration and relative movement of some
extent. As the random vibration and the relative movement bring the angular
deflection, the output SINR is obviously affected. In Fig. 69.5, the influences for
CBF and RCB are shown.

In Fig. 69.5, the output SINR performance of RCB is superior to CBF. Since the
input SNR of the system model is −13 dB, the error caused by angular deflection
within 2° can be borne to RCB system, but for the CBF system, the satellite
navigation receiver unable to calculate the orientation information normally when
the angular deflection just reaches 0.5°.

Fig. 69.3 The pattern of
SFAP based on GSC.
a Contains signal. b Contains
signal, jamming 1 and
jamming 2
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69.5 Conclusion

The performance of robust SFAP based on GSC has been studied in this paper. It is
shown that when the random vibration and the relative movement exist in the
system, RCB based on covariance matrix tapers leads to improved performance.
And the calculated amount can be reduced effectively due to the implication of GSC
in SFAP; the real-time performance is then enhanced.

The robust SFAP algorithm analyzed in this paper has been realized in
embedded system based on FPGA and DSP, and the update time of adaptive
weights is about 200 ms. If the satellite navigation system is flying in the 10,000 m
high, and the jammer is located on the ground, in case that the angular deflection
reaches 2°, speed of the satellite navigation system need to achieve five times speed

Fig. 69.4 The pattern of CBF
and RCB

Fig. 69.5 The relation
between angular deflection
and output SINR
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of sound. Therefore the environment adaptability of this system is very strong.
Moreover, the less amount calculation of this method and the advantage of SFAP,
make it possible to achieve an anti-jamming system based on single FPGA. This
will reduce the complexity of the anti-jamming system, and the robust performance
of the system will be enhanced simultaneously.
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Chapter 70
Research on the BDS Inter-Satellite-Type
Carrier Phase Bias Introduced
by Different NH Code Sign Conventions

Zuohu Li, Hailing Wu, Liduan Wang and Hui Liu

Abstract As for D1 NAV message broadcast by BDS MEO/IGSO satellites, a
secondary code of Neumann-Hoffman (NH) code with length of 20 bits is modu-
lated on ranging code. However, the secondary coding are not implemented on D2
NAV message from BDS GEO satellites. While different GNSS receivers from
different manufactures were used for carrier phase difference applications, a bias of
180° (half a cycle) may be induced between those carrier phases obtained from two
different sign conventions A and B. The bias would result in that RTK activities
failed. For the issue mentioned in former content, this paper presents an intensive
research on the rationale of the BDS inter-satellite-type carrier phase bias intro-
duced by different NH code sign conventions. We select three kinds of most
popular GNSS OEM boards for testing and verification. A serial of crossover trails
and long-term stability tests are executed to identify the half-cycle carrier phase bias
between the BDS signals which two different OEM boards output. In addition, we
change the sign convention of NH code in the OEM board K508 of ComNav
Technology for further validation. Based on our test results, the paper proposes
a recommended solution as all GNSS device manufactures should take Convention
B for dealing with NH code between different BDS signals, to avoid the inter-
satellite-type carrier phase bias in RTK application.
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70.1 Introduction

BeiDou Navigation Satellite System (BDS) MEO/IGSO satellites broadcast D1
navigation message which is modulated with a secondary code, i.e. a 20-bit length
Neumann-Hoffman (NH) code (0, 0, 0, 0, 0, 1, 0, 0, 1, 1, 0, 1, 0, 1, 0, 0, 1, 1, 1, 0).
However, the secondary coding is not implemented on D2 navigation message from
BDS GEO satellites [1]. In case of BDS RTK (Real-time kinematic) activities,
GNSS receivers from different manufactures may take use of different NH code
sign conventions for BDS signals acquisition and tracking. A bias of 180° (half a
cycle) might be induced into double differences (DD) between those carrier phases
obtained from two different sign conventions A and B of two different manufac-
turers’ GNSS receivers. The bias would result that RTK activities failed, or that two
GNSS receivers/devices from different manufactures could not work together for
GNSS difference application.

70.2 NH Code Sign Conventions and 1/2-Cycle Ambiguity

70.2.1 Two Sign Conventions

There are two sign convention options for mapping the logic levels of NH code
onto signal levels: sign convention A and sign convention B, as listed in Table 70.1.
Sign convention A maps logic levels ‘‘0s’’ and ‘‘1s’’ of NH code onto signal levels
−1 and +1, respectively. This option is adapted by Grace Xinxin Gao from Stanford
University in her first publication on BDS signal structure in 2007 [2]. On the
contrary, sign convention B maps the logic levels ‘‘0s’’ and ‘‘1s’’ onto signal levels
+1 and −1, respectively. It’s prescribed in GPS and Galileo ICDs. On the surface,
these two sign conventions have different mapping results of signal levels. Actually,
this would result in a 180° carrier phase ambiguity for BDS MEO/IGSO signal.

70.2.2 Half-cycle Carrier Phase Ambiguity

BDS signal is composed of the carrier frequency, ranging code and navigation
message. Signals on BDS B1 and B2 are the sum of channel I and Q which are in
phase quadrature with each other. The ranging code and navigation message are

Table 70.1 Two sign conventions for NH code

Logic level of NH code Sign convention for signal level

Sign convention A Sign convention B

0 −1 +1

1 +1 −1
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modulated on carrier. For convenience, we just take channel I of BDS signal for
following analysis of half-cycle carrier phase ambiguity. Figure 70.1 depicts a
typical process for GNSS receiver signal processing. In the process, NH code
elimination for non-GEO satellite (MEO or IGSO) is the only different section as
compared to that for GEO satellite.

BDS B1I signal or B2I signal can be expressed as follows:

sI tð Þ ¼ AC tð ÞD tð Þ cos 2pft þ u0ð Þ ð70:1Þ

where, A is the signal amplitude of B1I or B2I, C(t) is the ranging code of B1I or
B2I, D(t) is the data modulated on ranging code of B1I or B2I, f is the carrier
frequencies of them, and φ represents their carrier initial phases [1]. Taking account
of the 20-bit NH code modulated on D1 navigation message broadcasted by BDS
MEO and IGSO satellites, the digital intermediate frequency (IF) signals of channel
I of all BDS satellites, i.e. GEO, MEO and IGSO, can be written as:

sMEO
IF;I nð Þ ¼ AC nð ÞD nð ÞNH nð Þ cos u nð Þð Þ
sGEOIF;I nð Þ ¼ AC nð ÞD nð Þ cos u nð Þð Þ ð70:2Þ

In the former equation, for clarity and easy expression only a ‘MEO’ is used to
identify those IF signals from MEO and IGSO satellites. And NH(n) denotes the
NH code modulated on MEO/IGSO satellites’ D1 navigation message.

As for IF signals expressed in Eq. (70.2), if signal carrier was eliminated in
carrier tracking loop, the basic carrier information of received signal is stored in
local carrier NCO (numerically controlled oscillator), and we can have [3]:

IMEO nð Þ ¼ AD nð ÞNH nð Þ cos Du nð Þð Þ
IGEO nð Þ ¼ AD nð Þ cos Du nð Þð Þ ð70:3Þ

RF front-end
Signal 

Acquisition

Digital IF Signal
sIF (n)

Carrier Phase &
Code Tracking

Stripping NH
(MEO/IGSO)

Bit sync,
Frame sync

MEO/IGSO 
Measurement & D1

NAV Msg

GEO Measurement 
& D2 NAV Msg

RF Signal
s (t)

Fig. 70.1 Signal processing of BDS satellites
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where Δφ(n) is the carrier phase difference between received signal carrier and a
replica of carrier phase produced by GNSS receiver’s NCO circuits, in which a
180° phase ambiguity (half a cycle) is incurred during the process of carrier
elimination from received signal. Fortunately, the half-cycle ambiguity can be
easily confirmed while the ranging code is eliminated from the input signal and
frame synchronization of navigation message is achieved.

According to Eq. (70.3), after code synchronization manipulation is finished, the
carrier phase measurement of GEO satellite can be obtained as follows:

/GEO
obs ¼ NGEO þ /GEO

frac ð70:4Þ

In the equation, NGEO is the integral part of GEO satellite carrier phase mea-
surement, i.e. integer ambiguity, and /GEO

frac is the fraction part of the measurement.
But as for MEO or IGSO satellites, if only NH code was removed before code

synchronization from the received signal, their carrier phase measurement could be
obtained. NH code modulated on received signal can be eliminated using an
operation of modulo-2 addition, and it appears that for polarized NRZ (non-return
to zero code) the modulo-2 addition operation can be replaced by using +1, −1
multiplication [4]. Because signal level of NH code is uncertain, it’s just like that
eliminating manipulation for NH code using two sign conventions as listed in
Table 1 would introduce a half-cycle (180°) ambiguity into carrier phase mea-
surement of MEO/IGSO satellites, as compared with that of GEO satellites. Then,
the carrier measurement of MEO/IGSO satellites can be formulated as:

/MEO
obs ¼ NMEO þ /MEO

frac þ /MEO
NH ð70:5Þ

where the half-cycle carrier phase ambiguity /MEO
NH has values of:

/MEO
NH ¼ 0

�0:5

�
; unit : cycleð Þ ð70:6Þ

70.3 BDS 1/2-Cycle Carrier Phase Biases Analysis on RTK

70.3.1 Double Differences (DD)

Generally, a difference positioning system would like to make use of DD for RTK
(real-time kinematic) computation. Herein, a short baseline RTK with DD will be
taken as an example for analyzing the impact of different options of NH code sign
conventions on high precise positioning algorithms.

Each DD measurement is relevant to two satellites’ measurement of the same
time from two GNSS receivers, which is derived from the results of two different
satellites’ single difference (SD), that is, twice differences are executed between two
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stations (rover and reference) and between two satellites respectively. DD diagram
is shown in the following Fig. 70.2

Given rover receiver u and reference station receiver r tracked BDS satellites

i and j at the same time, SD observation / ið Þ
obs;ur regarding BDS satellite i of these

two receivers could be expressed as follows, temporarily in spite of the half-cycle
carrier phase ambiguity /MEO

NH probably induced by the elimination manipulation for
MEO/IGSO satellites’ NH code using different sign conventions [5].

/ ið Þ
obs;ur ¼ / ið Þ

obs;u � / ið Þ
obs;r ¼ N ið Þ

ur þ / ið Þ
ur;frac ð70:7Þ

in which cycle integer difference N ið Þ
ur and carrier phase measurement fraction dif-

ference / ið Þ
ur;frac are defined as:

N ið Þ
ur ¼ N ið Þ

u � N ið Þ
r ð70:8Þ

/ ið Þ
ur;frac ¼ / ið Þ

u;frac � / ið Þ
r;frac ð70:9Þ

Similarly, SD observation / jð Þ
obs;ur regarding BDS satellite j of rover receiver and

reference station receiver can be expressed as:

/ jð Þ
obs;ur ¼ N jð Þ

ur þ / jð Þ
ur;frac ð70:10Þ

Based on Eqs. (70.7) and (70.10), DD carrier phase observation is defined as:

/ ijð Þ
obs;ur ¼ / ið Þ

obs;ur � / jð Þ
obs;ur ¼ N ijð Þ

ur þ / ijð Þ
ur;frac ð70:11Þ

Rover Station/User u 
Reference 
Station r 

BDS Satellite i
BDS Satellite jFig. 70.2 Double differences

diagram
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where

N ijð Þ
ur ¼ N ið Þ

ur � N jð Þ
ur

/ ijð Þ
ur;frac ¼ / ið Þ

ur;frac � / jð Þ
ur;frac

ð70:12Þ

Here, DD cycle integer ambiguity N ijð Þ
ur is a redefined unknown integer. The

fraction part of DD carrier phase / ijð Þ
ur;frac mainly includes two items: a negligible DD

measurement noise and a carrier phase component which could be determined by a
result of baseline vector divided by signal wave length [3].

70.3.2 BDS Inter-Satellite-Type 1/2-Cycle Carrier Phase
Biases

In this section, three kinds of DD combinations among BDS MEO/IGSO satellite
and GEO satellite are present for analyzing 1/2-cycle carrier phase biases and
impact of NH sign convention on RTK computation related to different DD com-
bination with BDS satellites.

70.3.2.1 DD Between Two BDS MEO/IGSO Satellites

Case 1 Two MEO or IGSO satellites are involved in rover receiver’s DD RTK
computation, as shown in Fig. 70.3.

Substituting Eq. (70.5) into Eqs. (70.7) and (70.10), and then their results into
Eq. (70.11), and considering the half-cycle carrier phase ambiguity /MEO

NH at the
same time, one can get:

u r

i: MEO /IGSO

j: MEO /IGSOFig. 70.3 Double difference
diagram of BDS MEO/IGSO
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/MEO ijð Þ
obs;ur ¼ NMEO ijð Þ

ur þ /MEO ijð Þ
ur;frac þ /MEO ijð Þ

ur;NH ð70:13Þ

where

/MEO ijð Þ
ur;NH ¼ /MEO ið Þ

ur;NH � /MEO jð Þ
ur;NH

¼ /MEO ið Þ
u;NH � /MEO ið Þ

r;NH � /MEO jð Þ
u;NH � /MEO jð Þ

r;NH

� �

¼ /MEO ið Þ
u;NH � /MEO jð Þ

u;NH

� �
þ �/MEO ið Þ

r;NH þ /MEO jð Þ
r;NH

� � ð70:14Þ

In Eq. (70.14), the first item /MEO ið Þ
u;NH � /MEO jð Þ

u;NH

� �
on the right side is the

difference of carrier phase ambiguities generated by NH code elimination manip-
ulation while two MEO or IGSO satellites are observed for DD by rover receiver.
At that time, no matter which NH sign convention was adopted, these two carrier

phase ambiguities /MEO ið Þ
u;NH and /MEO jð Þ

u;NH are always equal or have one cycle differ-
ence. Similarly, the second item on the right side of the equation also has the value
of 0 or 1.

Such that, the item /MEO ijð Þ
ur;NH in Eq. (70.13) equals to 0 or 1, which means that the

1/2-cycle carrier phase ambiguities will not have any impact on the RTK compu-
tation involving two non-GEO (MEO or IGSO) satellites’ DD.

70.3.2.2 DD Between Two BDS GEO Satellites

Case 2 Two GEO satellites are involved in rover receiver’s DD RTK computation,
as shown in Fig. 70.4. Since there’s no NH code modulated on D2 navigation
message of GEO satellite, i.e. no NH carrier phase ambiguity item is included in
Eq. (70.4), NH sign conventions will not affect DD RTK computation.

70.3.2.3 DD Between Two BDS GEO Satellites

Case 3 One GEO satellite and one non-GEO satellite (MEO/IGSO) are involved in
rover receiver’s DD RTK computation, as shown in Fig. 70.5.

Substituting Eqs. (70.5) and (70.4) into Eqs. (70.7) and (70.10) respectively, and
then their results into Eq. (70.11), and considering the half-cycle carrier phase
ambiguity /MEO

NH at the same time, one can get:
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/MEO ið Þ�GEO jð Þ
obs;ur ¼ NMEO ið Þ�GEO jð Þ

ur þ /MEO ið Þ�GEO jð Þ
ur;frac

þ /MEO ið Þ�GEO jð Þ
ur;NH

ð70:15Þ

in which

/MEO ið Þ�GEO jð Þ
ur;NH ¼ /MEO ið Þ

ur;NH ¼ /MEO ið Þ
u;NH � /MEO ið Þ

r;NH ð70:16Þ

In Eq. (70.15), the item /MEO ið Þ
ur;NH is the difference of carrier phase ambiguities

generated by NH code elimination manipulation while two MEO or IGSO satellites
are observed for DD by rover receiver u and by reference station receiver r,
respectively. As for this item, we need to identify two situations to determine its
specific value:

u r

i: GEO
j: GEOFig. 70.4 Double difference

diagram of BDS GEO

u r

i: MEO/IGSO

j: GEOFig. 70.5 Double difference
diagram of BDS GEO and
MEO/IGSO
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1. 1st situation: while both rover receiver u and reference station receiver r adopt

the same sign convention (A or B) for removing NH code, values of /MEO ið Þ
u;NH and

/MEO ið Þ
r;NH will be equal or have one cycle difference.

/MEO ið Þ
ur;NH ¼

�0:5ð Þ � �0:5ð Þ
�0:5ð Þ � �0:5ð Þ

0� 0

8<
:

¼ 0
¼ �1
¼ 0

ð70:17Þ

In this case, NH code eliminating manipulations will not bring a 1/2-cycle
carrier phase bias and have no impact on DD RTK computation.

2. 2nd situation: while rover receiver u and reference station receiver r adopt

different sign conventions for removing NH code, A or B respectively, /MEO ið Þ
u;NH

and /MEO ið Þ
r;NH will no equal. NH code eliminating manipulations of two receivers

will bring a 1/2-cycle carrier phase bias and make DD RTK computation failed.

/MEO ið Þ
ur;NH ¼ �0:5ð Þ � 0 ¼ �0:5

0� �0:5ð Þ ¼ �0:5

�
ð70:18Þ

70.4 Evaluation Results

70.4.1 Testing

At the end of 2013, researchers from ComNav Tech’s found that ComNav Tech’s
K505 OEM board could not have a RTK computation with Trimble BD970 as BDS
satellites were involved in. In April 2014, after a serials of experiments and data
analysis in depth, we revealed that if a BDS MEO/IGSO satellite was taken as the
reference satellite of DD, GEO satellites’ carrier phase measurement from ComNav
Tech’s K508 would have a 1/2-cycle bias as compared to those from Trimble
BD970, and vice visa. In addition, the 1/2-cycle bias also exist between NovAtel
OEM628 board and Trimble BD970, while there’s no such a bias between Nov-
Atel’s and ComNav Tech’s boards. The testing results are listed in Table 70.2 as
Item (1)–(3). And the testing equipment are shown in Fig. 70.6

On Jun 9–13 and Dec 1–5 2014, two further experiments were undertaken by
ComNav Tech and SOUTH Surveying and Mapping Instrument CO., for validating
former analysis results. Corresponding conclusions are as follows, and specific
results are also presented in Table 70.2:

• As we added a 1/2-cycle carrier phase to the carrier phase measurement output
of GEO B1I from Trimble BD970 OEM board using a firmware of before Dec
2014, these corrected measurement could have a successful DD RTK compu-
tation with ComNav Tech’s OEM boards.
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• Moreover, we changed the NH sign convention of ComNav Tech’s boards from
B to A for BDS B1I. A dedicated temporary firmware was released for updating
ComNav Tech’s K508. As expected, the board had a very successful DD RTK
computation with Trimble BD970 with the firmware of before Dec 2014.

• By Dec 2014, ComNav Tech’s K508 can work together with Trimble BD970
for RTK computation after BD970 is updated by a new released firmware.

Fig. 70.6 Tests on 0.5-cycle biases of carrier phase between different GNSS OEM boards

Table 70.2 Comparative results of BDS 0.5-cycle carrier phase biases between different receivers

Testing cases Receiver pairs Freq. IGSO
—
GEO

IGSO
—
MEO

GEO
—
MEO

(1) April 2014, Trimble BD970 (before
firmware is updated) vs. ComNav Tech
K508

BD970—K508 B1 −0.5 0.0 0.5

B2 0.0 0.0 0.0

(2) April 2014, NovAtel OEM628 vs.
ComNav Tech K508

OEM628—K508 B1 0.0 0.0 0.0

B2 0.0 0.0 0.0

(3) April 2014, Trimble BD970 (before
firmware is updated) vs. NovAtel
OEM628

BD970—OEM628 B1 −0.5 0.0 0.5

B2 0.0 0.0 0.0

(4) June 9–13 2014, Trimble BD970
(before firmware is updated) vs.
ComNav Tech K508 (a temporary
firmware for testing)

BD970—K508 B1 0.0 0.0 0.0

B2 0.0 0.0 0.0

(5) Dec 1–5 2014, ComNav Tech K508
vs. Trimble BD970 (after firmware is
updated with sign convention B for B1)

K508—BD970
(latest firmware)

B1 0.0 0.0 0.0

B2 0.0 0.0 0.0
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70.4.2 Current Situation of NH Code Sign Conventions

In accordance with those results listed in Table 70.2, and also combining Jean-
Marie Sleewaegen (Septentrio) and his team’s research conclusions [6], we
specified those NH sign conventions used by several major GNSS receiver
manufacturers in Table 70.3.

From Sleewaegen’s research and testing results [6], after Septentrio changed
their NH sign conventions (from A to B for both B1I and B2I), a 1/2-cycle bias of
B2I between receivers of Trimble and Septentrio vanished, and a new 1/2-cycle bias
of B1I between two of them comes up. Furthermore, the 1/2-cycle bias between
receivers of Javad and Septentrio also vanished. Such results just provide a proof for
those summaries in Table 70.3.

Before Nov 2014, among several major GNSS receiver and OEM board man-
ufacturers, there’s only Trimble GNSS board using NH sign convention A for BDS
B1I signal, which is different from all the other manufacturers. In the RTCM SC104
annual meeting of Sep 2014, SC104 BDS work group addresses this issue about
Trimble’s choice of NH sign convention for BDS B1I. By the beginning of Dec
2014, Trimble releases a new firmware to update the sign convention for BDS B1I
from A to B. Such a updating is also to fulfill his promise of announcing he would
make a change of what he used in the RTCM SC104 annual meeting of Sep 2014.

70.5 Conclusion and Advice

From the former analysis and evaluation results, we can see that BDS inter-satellite
carrier phase biases are not a system level drawback as what the research team from
Septentrio has thought [7, 8]. It just comes from different choices regarding the two
NH code sign conventions for BDS MEO/IGSO signal processing.

In conclusion, to avoid 1/2-cycle carrier phase biases arising again and also to
improve the compatibility of different GNSS receivers as using BDS signals for

Table 70.3 Summary of NH code sign conventions used by GNSS receiver manufacturers

Manufacturers Sign conventions

B1I B2I

Trimble (before Nov 2014) Convention A Convention B

Trimble (nowadays) Convention B Convention B

Javad [6] Convention B Convention B

Septentrio (before the end of 2013) [6] Convention A Convention A

Septentrio (nowadays) [6] Convention B Convention B

ComNav Tech, Ltd Convention B Convention B

NovAtel Convention B Convention B

Unicore Communications, Inc. Convention B Convention B
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RTK activities, sign convention B should be taken as the only choice handling NH
code modulated on MEO/IGSO D1 navigation message. The research and related
results delivered in this paper could provide a reference and instructive suggestions
for RTCM SC104 standards while their contents are related to BDS NH code.
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Chapter 71
A Position Calibration Algorithm
of Antenna Arrays

Jiachi Wang and Zhongjun Chen

Abstract The paper presents an adaptive position calibration algorithm of antenna
arrays basing on the FW algorithm, in which the alternative iteration method is
used. Simulation and theory analysis in Matlab shows that the proposed algorithm
work well with good resolution.

Keywords Position calibration � FW algorithm � Alternative iteration

71.1 Introduction

In order to solve the problem of position deviation in phase center from geometric
center of antenna arrays, which is caused in the process of producing and instal-
lation of the antenna arrays. The main approaches of position calibration are active-
calibration and passive-calibration. The active-calibration needs a signal source,
which direction is known, then using the error model to calibrate the position. But
this approach is very difficult in implementing process. One reason is the signal
source which has precise position is hard to get. The other reason is the old data
may no longer adapt to the new environment when the antenna array’s working
environment is changed.

The passive-calibration, also known as adaptive-calibration, which is no longer
need a signal source which has precise position. Firstly, this approach uses Least
Squares (LS) algorithm to approximate the ideal array model. Secondly, creating
and minimizing a cost function. In other words, the passive-calibration converts the
position calibration question into the optimization problem. The adaptive-calibra-
tion algorithm is based on software properties, which is easy to implement. This
approach can compensate for baffling hardware.
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In nowadays, there are few articles studying about self-adaptive error calibration
questions. The most successful self-adaptive algorithms are based on the algorithm
proposed by Friedlander and Weiss in 1991. This algorithm uses Music algorithm
to estimate the DOA and errors online. It has high precision, but the convergence is
not very well, which maybe convergence to local optimal point.

Looking at the results of existing researches, the position error correction is
mostly used active-calibration algorithm. The self-adaptive position error calibra-
tion algorithm is seldom studied. In this paper, we proposed a new active-
calibration algorithm which can exactly estimate the error of antenna array’s
position. The framework of this algorithm is based on FW adaptive calibration
algorithm. This algorithm has many advantages. For example, it has software
properties, which is not depend on the signal source that has precise position. But
the main drawback of this algorithm is the heavy computation. It has the common
problem of converging to local optimal value and also depend on the initial value.
While, in consideration of the characteristics of one-time, the algorithm does not
require real-time processing, so the heavy computation is acceptable. If the ideal
antenna array’s position is accurate, and the processing is not rough, this algorithm
can finally converge to the actual location.

71.2 Antenna Array Oriented Vector

The space rectangular coordinate system established as shown in Fig. 71.1,
Assuming that the antenna array is composed of M array element, the ordinal
numbers is 1, 2, …, M. Note that the position vector of array element m as rm. The
incident plane wave signal to the array reference point with angle ðh;uÞ, the signal
received by array reference point can be written as

x0 tð Þ ¼ s tð Þejxt ð71:1Þ

z

( , )θ ϕk Source

ϕ

mr y

θ
x

Fig. 71.1 Array geometry
model
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where sðtÞ is the amplitude of the signals, x represents angular frequency of the
signal, then the signal received by array element M can be expressed as

xm tð Þ ¼ s t � sm h;uð Þ½ �ejx t�sm h;uð Þ½ � ð71:2Þ

where smðh;uÞ is the relative time delay of array element M relative to reference
point when receive the incoming signal, then

xsm h;uð Þ ¼ rTmk h;uð Þ ð71:3Þ

where kðh;uÞ the vector of incoming signals, whose amplitude is 2p=k, define the
orientation vector matrix as

e h;uð Þ ¼ sin uð Þ cos hð Þ; sin uð Þ sin hð Þ; cos uð Þ½ � ð71:4Þ

If the received signal is a narrow-band signal, then

s t � sm h;uð Þ½ � � s tð Þ ð71:5Þ

Further, assuming that

/m h;uð Þ ¼ �xsm h;uð Þ ¼ 2p
k
rTme h;uð Þ ð71:6Þ

The signal received by array M has the expression

xm tð Þ ¼ s tð Þejxtej/m ð71:7Þ

Considering the baseband signal, that is, through the spectrum shift and sam-
pling, assuming that

xm n½ � ¼ s n½ �ej/m ð71:8Þ

Then the baseband digital signal can be written as

x n½ � ¼ x1 n½ �; x2 n½ �; . . .; xM n½ �ð ÞT¼ s n½ �a ð71:9Þ

With

a h;uð Þ ¼ ej/1 ; ej/2 ; . . .; ej/M
� �T ð71:10Þ

where a is the matrix of steering vector, which depends on the directions of arrival
(DOAs).

71 A Position Calibration Algorithm of Antenna Arrays 819



71.3 Oriented Vector Model with Position Error

At the time of antenna array disposal, due to machining accuracy and antenna array
element itself is not the ideal points, there is the position disturbance of antenna
array element. If we set position disturbance error of array M as Drm, then the
corresponding error correction model can be revised as

~/m h;uð Þ ¼ /m h;uð Þ þ D/m h;uð Þ
D/m h;uð Þ ¼ 2p

k Dr
T
me h;uð Þ

�
ð71:11Þ

Accordingly, steering vector can be revised as

c h;uð Þ ¼ diag W h;uð Þ½ �a h;uð Þ ð71:12Þ

where cðh;uÞ represents the steering vector which determined by the actual arrays
geometry location

W h;uð Þ ¼ ejD/1 ; . . .; ejD/M
� �T ð71:13Þ

If we consider the amplitude-phase error and mutual coupling of the array, then
the final math model of array steering vector can be expressed as

q h;uð Þ ¼ TZc h;uð Þ ð71:14Þ

where T is the diagonal matrix of amplitude-phase error, Z is the mutual coupling
matrix.

71.4 The Framework of FW Algorithm

The self-adaptive algorithm proposed by Friedlander and Weiss [1] in 1991 is
discussed below.

Suppose the number of signal source is L. They inject on the array in different
directions ðh1;u1Þ; . . .; ðhL;uLÞ. The FW self-adaptive algorithm’s cost function
which can estimate the direction of arrival, amplitude and phase errors, mutual
coupling and position error online is below:

MinJ ¼
XL
i¼1

qH hi;uið ÞUn

�� ��2 ¼ XL
i¼1

cH hi;uið ÞZHTHUn

�� ��2 ð71:15Þ

If we only use Lagrange multiply or steepest descent method to find optimal
solution, then the convergence performance is not satisfied and the computation is
complex, while many variables are involved.
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FW algorithm uses alternating iterative to find optimum solution, as described
below:
Step 1 Parameter setting: k is number of iterations,ðhki ;uk

i Þ, ck, Zk and Tk is the kth
iteration.

Step 2 According to the autocorrelation matrix R̂xx, obtain the noise subspace Un

[2].
Step 3 Set k ¼ 0, c0 ¼ a, Z0 ¼ T0 ¼ I. Also set q0ðh;uÞ ¼ aðh;uÞ, according to

spatial spectrum function P0 ¼ q0 h;uð ÞUnk k�2 to search peak-peak of L,
and find DOAðh0i ;u0

i Þ.
Step 4 The parameter alternate iteration k� 1ð Þ. Z ¼ Zk, c ¼ ck ,

ðhi;uiÞ ¼ ðhk�1
i ;uk�1

i Þ, T is a variable parameter. We minimize the cost
function of J, then obtain Tk which is the k iteration of T .
Then set T ¼ Tk, c ¼ ck, ðhi;uiÞ ¼ ðhk�1

i ;uk�1
i Þ, Z is a variable parameter.

We minimize the cost function of J, then obtain Zk which is the kth
iteration of Z.
Then set Z ¼ Zk, c ¼ ck , ðhi;uiÞ ¼ ðhk�1

i ;uk�1
i Þ, rm is a variable

parameter. We minimize the cost function of J, then obtain ck which is
the kth iteration of c.
Finally set qk h;uð Þ ¼ TkZkck h;uð Þ, We use spatial spectrum function
Pk ¼ qkðh;uÞUnk k�2 to search peak-peak of L, and find DOA’s kth
iteration ðhki ;uk

i Þ where
Jk ¼

XL
l¼1

qHk hki ;u
k
i

� �
Un

�� ��2 ð71:16Þ

Step 5 if Jk � Jk�1\e (threshold), stop the iteration process.

71.5 The Calibration Algorithm of Position Errors

71.5.1 Framework of Algorithm

In order to use alternating iterative method to calibrate the error of position, we
overwrite the cost function:

J ¼
XL
l¼1

c hk�1
i ;uk�1

i

� �H
Xrc hk�1

i ;uk�1
i

� � ð71:17Þ

where,
Xr ¼ ZH

k T
H
k UnU

H
n TkZk ð71:18Þ
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We obtain

J0 ¼ c h;uð ÞHXrc h;uð Þ
Ji ¼ J0 hk�1

i ;uk�1
i

� �
�

ð71:19Þ

Then, the cost function J is

J ¼
XL
i¼1

Ji ð71:20Þ

Suppose the m array antenna element’s geometrical position is: rm ¼
ðxm; ym; 0Þ;m ¼ 2; 3; . . .;M, we obtain x ¼ ðx2; x3; . . .; xMÞT , y ¼ ðy2; y3; . . .; yMÞT .
We also obtain @

@x ¼ @
@x2

; @
@x3

; . . .; @
@xM

h iT
, @
@y ¼ @

@y2
; @
@y3

; . . .; @
@yM

h iT
. Then

@J0
@x ¼ 2Re @c h;uð ÞH

@x Xrc h;uð Þ
n o

@J0
@y ¼ 2Re @c h;uð ÞH

@y Xrc h;uð Þ
n o

@J
@x ¼

PL
i¼1

@J0 hk�1
i ;uk�1

ið Þ
@x

@J
@y ¼

PL
i¼1

@J0 hk�1
i ;uk�1

ið Þ
@y

8>>>>>>>>><
>>>>>>>>>:

ð71:21Þ

Suppose the m array antenna element’s geometrical position is x ¼ xk, y ¼ yk,
then:

xk ¼ xk�1 � kk
@J
@x

xk�1; yk�1ð Þ ð71:22Þ

We obtain

yk ¼ yk�1 � lk
@J
@x

xk�1; yk�1ð Þ ð23Þ

where kk and lk are step-length coefficient.

71.5.2 Choice of Step-Length Coefficient

We use steepest descent method to determine the step length coefficient kk and lk.
Firstly, we introduce the steepest descent theorem.
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Theorem 4.1 If there exists the constant C; q[ 0, and x1 � x2j j\q,

@J
@x

x1ð Þ � @J
@x

x2ð Þ
����

�����C x1 � x2j j ð71:24Þ

Then,

J xkð Þ\J xk�1ð Þ ð71:25Þ

where, xk is created below:

xk ¼ xk�1 � kk @J
@x xk�1ð Þ

kk\min 1=C; q=dð Þ

d ¼ @J
@x

xk�1ð Þ
����

����

8>>><
>>>:

ð71:26Þ

71.6 Simulation

We calibrate the position errors of arrays which is a five-sensor array-antenna, as
shown in Fig. 71.2. We suppose there is no other error exists except position error.
The ideal array position is calculated based on the frequency of receive signal
1268.52 MHz and the geometric position of five-sensor array-antenna. After adding
the error of agitation, we can finally calculate the actual position of antenna array.
The location coordinates of ideal position and actual position is shown in
Table 71.1.

After we simulate 150 alternate iterations, the comparison of spatial spectrum is
shown in Fig. 71.3, and the before-and-after calibration of position errors is shown
in Table 71.2.

Fig. 71.2 A five-sensor
array-antenna
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Table 71.1 The location
coordinates of ideal position
and actual position (units: m)

Ideal position Actual position

Sensor 1 (0, 0) (0, 0)

Sensor 2 (0.1182, 0) (0.1382, −0.018)

Sensor 3 (0, 0.1182) (−0.025, 0.1392)

Sensor 4 (−0.1182, 0) (−0.1032, −0.017)

Sensor 5 (0, −0.1182) (−0.019, −0.1022)

Fig. 71.3 The comparison of
spatial spectrum, before and
after calibration, DOA = (60°,
45°) and (130°, 45°)

Table 71.2 The before-and-after calibration of position errors, DOAs = (60°, 45°) 和 (130°, 45°),
(units: m)

Actual position Calibration position Position error

Sensor 1 (0, 0) (0, 0) (0, 0)

Sensor 2 (0.1382, −0.018) (0.1340, −0.0161) (0.0043, 0.0019)

Sensor 3 (−0.025, 0.1392) (−0.0197, 0.1351) (−0.0053, 0.0041)

Sensor 4 (−0.1032, −0.017) (−0.1012, −0.0176) (−0.0021, −0.0006)

Sensor 5 (−0.0190, −0.1022) (−0.0220, −0.0996) (−0.0029, −0.0027)
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71.7 Conclusion

In this paper, we give a new position calibration algorithm combined with FW
algorithm that can calibrate the position of antenna arrays in online estimation.
Experiments have confirmed that the algorithm is effective in the position cali-
bration of antenna arrays, which can meet the requirements of position calibration
in beam direction of antenna arrays.
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Chapter 72
Performance Analysis of a Dual-
Frequency Software-Defined BeiDou
Receiver with B1 and B2 Signals

M. Zahidul H. Bhuiyan, Stefan Söderholm, Sarang Thombre,
Laura Ruotsalainen and Heidi Kuusniemi

Abstract The Chinese BeiDou Navigation Satellite System (BDS) is one of the
fastest emerging Global Navigation Satellite Systems (GNSS) that offers two civilian
navigation signals through its 14 operational satellites as of November 2014. The
release of the 2nd version of the BeiDou Interface Control Document (ICD) in
December 2013 makes it possible for the researchers worldwide to investigate the
performance of the 2nd civilian BeiDou B2 signal along with the legacy BeiDou B1
signal. In this paper, the researchers at the Finnish Geospatial Research Institute
(FGI) make an effort to analyze the performance of BeiDou B1 and B2 signals in
Finland considering the similarities and differences between the signals that affect the
final positioning result. The performance analysis is carried out in a software-defined
multi-frequency multi-GNSS research receiver developed at FGI. The data collection
and the result analysis are carried out in two steps. In the first step, a hardware multi-
frequency multi-GNSS simulator is utilized to verify the performance of the devel-
oped software-defined receiver. Afterwards, in the second step, the performance
evaluation of BeiDou B1 and B2 signals is carried out with live data sets.

Keywords BeiDou navigation satellite system � Software-defined dual-frequency
receiver

72.1 Introduction

The Chinese BeiDou Navigation Satellite System (BDS) has a mixed space con-
stellation that has, when fully deployed, five Geostationary Earth Orbit (GEO)
satellites, twenty-seven MEO satellites and three Inclined Geosynchronous Satellite
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Orbit (IGSO) satellites. The BeiDou system has been under development for more
than a decade, and it is estimated to be operational with global coverage at the latest
in 2020 [1, 2]. At present, the BDS has 14 operational satellites transmitting both
B1 and B2 civilian signals in two frequency bands: BeiDou B1 at 1561.098 MHz
and BeiDou B2 at 1207.140 MHz [3]. Unlike the US GPS and the European Galileo
navigation satellite systems, each BDS satellite transmits the same unique PRN
ranging code in both the frequencies. Generally speaking, both the BeiDou signals
(i.e., B1 and B2) exhibit similar signal characteristics, though they might have
different impact on the perceived performance of a receiver.

BeiDou B1 and B2 signals have different satellite transmission bandwidth. The
1-dB signal transmission bandwidth for BeiDou B1 is 4.092 MHz, whereas for B2,
it is 20 MHz [3]. Therefore, a dual-frequency BeiDou receiver having the same
front-end bandwidth for both the frequency bands will end up receiving signals
with different signal strengths from the same satellite, even though the user-satellite
geometry being the same for both the signals. Apart from that, the ionosphere is the
other differentiating factor between BeiDou B1 and B2 signals due to its frequency
dependent nature. In general, the B2 signal should experience more code-phase
delay than that of B1 signal, since B2 has a carrier frequency that is 353.958 MHz
less than B1 carrier frequency. In view of these differences between the two signals,
the authors carry out a comparative study on the perceived performance of BeiDou
B1 and B2 receiver, assuming each signal as a single system.

The rest of this paper is organized as follows. In Sect. 72.2, three different
ionospheric error correction methods are discussed. Section 72.3 briefly addresses
the main features of the implemented multi-frequency multi-GNSS software-
defined receiver. The data collection and the result analysis are carried out in two
steps. In the first step, a hardware multi-frequency multi-GNSS simulator is utilized
to verify the performance of the dual-frequency receiver. Afterwards, in the second
step, the performance of the dual frequency receiver is analyzed via live data
collection. Section 72.4 outlines the hardware simulation setup and the corre-
sponding result analysis for a dual-frequency software-defined receiver. In
Sect. 72.5, live data-collection scenarios are presented along with a detail analysis
of the positioning performance of B1 and B2 receiver. Finally, conclusions and the
future work directions are presented in Sect. 72.6.

72.2 Ionospheric Error Correction

Different methods can be utilized to minimize the ionospheric effect on the final
positioning solution. Three of these techniques are adopted in this research, and
therefore, these techniques are briefly addressed in the following.

• Use of broadcast ionospheric model,
• Use of global ionospheric maps, and
• Use of dual-frequency code phase-based iono-free combination.
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72.2.1 Use of Broadcast Ionospheric Model

The navigation message broadcast by the satellites contains a predicted ionospheric
model (four α and four β parameters) that can be used with the predefined iono-
spheric model to correct single frequency observations [4]. GPS and BeiDou both
utilize Klobuchar model as the broadcast ionosphere correction model. In case of
GPS, the Klobuchar correction parameters are broadcasted in sub-frame 4 for which
the GPS receiver might need to wait for a maximum of 12.5 min to obtain the
required coefficients. But, in case of BeiDou, the Klobuchar correction parameters
are included already in the first sub-frame requiring only a maximum of 30 s in case
of IGSO and MEO satellites and a maximum of 3 s in case of GEO satellites.

The inputs to the Klobuchar model are the user geodetic latitude, the longitude,
the time of the day at the intersection between the mean ionospheric layer and the
receiver to satellite line-of-sight, the relative azimuth and the elevation angle of the
satellite. In general, it is believed that in a normal ionospheric condition, Klobuchar
model can provide a correction for about 50 % of the ionospheric range delay in
terms of Root-Mean-Square Error (RMSE) [5].

72.2.2 Use of Global Ionospheric Maps

The International GNSS Service (IGS) produces ionospheric Vertical Total Electron
Content (VTEC) maps as one of the IGS products for the GNSS community. The
IGS offers their ionosphere products as two-dimensional Global Ionosphere Maps
(GIMs) in IONosphere map EXchange format (IONEX) [6]. The final IGS products
are uploaded with a delay of about 12–18 days for public downloading. Meanwhile,
a rapid version of GIMs is made available to the public with a latency of about 1–
2 days. Both the final and the rapid GIMs have a temporal resolution of 2 h and a
spatial resolution of 2.5° in latitude and 5° in longitude. The ultimate accuracy
varies from the level of 2 TECU to about 8–9 TECU [7].

The inputs for the GIMs Ionex model are the geocentric latitude and longitude of
the ionospheric point. For this position, the VTEC values are computed at each
observation epoch. The TEC maps are rotated around the Z-axis in the temporal
interpolation process in order to compensate the strong correlation between the
ionosphere and the Sun’s position. Finally, the interpolated VTEC values are then
converted to Slant TEC (STEC) in order to compute the estimated ionospheric
correction for a given frequency. In this work, either the final or the rapid IGS
ionospheric products are utilized depending on their availability at the time of
position computation.
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72.2.3 Use of Dual-Frequency Code Phase-Based
Ionosphere-Free Combination

No ionosphere modelling is required when measurements from more than one
carrier frequencies are available. For example, a dual-frequency receiver measures
the pseudorange for each of the two received signals, both of which are contami-
nated by the same ionospheric effect. Theoretically, in an ideal error-free scenario, a
proper combination of the available measurements allows the receiver to com-
pletely remove the ionospheric delay caused by the first order effects [8] and this is
one of the main advantages of dual-frequency receivers over single frequency ones.

In a code phase-based GNSS receiver, the measured pseudorange can be written
as:

cŝfi ¼ qþ Ifi þ csOther þ csei ð72:1Þ

where c is the speed of light, ŝfi is the measured pseudorange in seconds for a given
frequency fi (for i ¼ 1; 2), q is true geometric range in meters (which is the same for
both signals), Ifi is the frequency-dependent ionospheric delay given in meters,
sOther contains all other delays which are independent of the carrier frequency such
as troposperic delay, multipath, clock bias and sei is the delay measurement error
(sei ¼ ŝfi � sfi ) produced at the code tracking stage. By following the derivations in
[9], the ionosphere-free combinations can be written as:

q̂IF ¼ f 21
f 21 � f 22

q̂1 �
f 22

f 21 � f 22
q̂2 ð72:2Þ

where q̂IF is the estimated ionosphere-free pseudorange in meters, q̂1 and q̂2 are the
pseudoranges in meters for frequencies f1 and f2, respectively. The ionosphere-free
pseudorange is usually significantly noisier than the pseudoranges measured at f1
and f2. The ability of code phase-based dual-frequency receiver to remove iono-
spheric delay resides solely on the assumption of zero measurement error [10]. In
reality, the potential presence of measurement errors (i.e., multipath, clock bias,
etc.) cannot be ignored completely, which at the end degrade significantly the
accuracy of ionospheric delay estimation. Therefore, sufficient level of confidence
regarding the accuracy of the pseudorange measurements (i.e., the level of noise,
and the possible inherent bias) is needed before targeting a dual-frequency iono-
sphere-free position solution.

72.3 Multi-frequency Multi-GNSS Software-Defined GNSS
Receiver

A multi-frequency multi-GNSS software-defined receiver, known as FGI-GSRx,
has been developed in Finnish Geodetic Institute for analyzing and validating the
research findings in the context of multi-frequency multi-GNSS systems. At present
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the FGI-GSRx is capable of processing signals from five different systems, namely
GPS, GLONASS, Galileo, BeiDou and IRNSS. The FGI-GSRx can process signals
from GPS L1, Galileo E1, GLONASS L1, IRNSS L5 and BeiDou B1 and B2
frequencies. However, in this work, a comparative analysis will be carried out in the
developed FGI-GSRx software-defined receiver between BeiDou B1 and B2 sig-
nals highlighting the differences in their positioning performances due to the effect
of ionosphere and also due to the received signal strengths.

As mentioned in the BeiDou ICD [3], BeiDou B1 and B2 have identical signal
structure with the same set of PRN codes used for both the signals. The signal
acquisition for BeiDou B1 and B2 is carried out according to the scheme presented
before in [11] and [12]. With the use of same acquisition algorithm for the same
data set (collected at 10:40 o’clock on December 03, 2014), the FGI-GSRx suc-
cessfully acquires 5 B1 satellites and 7 B2 satellites as seen from Fig. 72.1.

The signal tracking is carried out according to the procedure mentioned in [11,
12]. The Signal-to-Noise Power Ratio (SNPR) based C/N0 estimation technique is
used for both B1 and B2 signals, which is claimed to be one of the best C/N0

estimators for BeiDou signals [13]. All the necessary implementation details about
the BeiDou software-defined receiver can be found in [11, 12].

72.4 Data Collection and Result Analysis with Hardware
Simulator

72.4.1 Data Collection with Hardware Simulator

A multi-frequency multi-GNSS hardware signal simulator from Spectracom (GSG 6
series [14]) was used to simulate BeiDou B1 and B2 signals in two different cases:

Case I: An ideal scenario with excellent signal strength and with no other
external source of errors (i.e., no environmental error, no multipath, etc.): the

Fig. 72.1 The acquisition metric for the December 03, 2014 data set at 10:40 o’clock local time
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objective here is to verify the performance of the developed BeiDou B1 and B2
receivers in an ideal no noise environment.
Case II: A moderate scenario with signal strength around 45 dB-Hz in the
presence of ionospheric and tropospheric error sources: the objective here is to
verify the performance of a code phase-based dual-frequency ionosphere-free
combination in a moderate environment in the presence of ionosphere and
troposphere.

The key simulation configuration parameters are mentioned in Table 72.1. The
BeiDou signals from Spectracom simulator is captured via a dual-frequency front-
end from Nottingham Scientific Limited (NSL) [15]. Among the two on-board
front-ends, the maxim 2769B front-end was configured to receive BeiDou B1 signal
at 1561.098 MHz with a bandwidth of 4.2 MHz, whereas the maxim 2112 front-end
was configured to receive BeiDou B2 signal at 1207.140 MHz with a bandwidth of
10 MHz. The received samples were complex for Beidou B2 signal and were real
for BeiDou B1 signal. Both the signals were sampled at 26 MHz sampling fre-
quency, and were synchronized with an internal onboard clock. The simulation
profile for case II is presented in Table 72.2.

72.4.2 Result Analysis with Hardware Simulator Data

The ENU plots for BeiDou B1 and B2 signals are shown in Fig. 72.2, and the
positioning result is presented in Table 72.3. It can be observed from Table 72.3

Table 72.1 Simulation profile for case I: BeiDou signals with no ionosphere and troposphere
error

Parameters Value Details

C/N0 *50 dB-Hz Signal strength

BeiDou B1 Maxim 2769B, Bandwidth: 4.2 MHz

BeiDou B2 Maxim 2112, Bandwidth: 10 MHz

Ionosphere error No No ionospheric error

Troposphere error No No tropospheric error

Multipath No Mulitpath is not present

Table 72.2 Simulation profile for case II: BeiDou signals with ionosphere, troposphere and noise

Parameters Value Details

C/N0 *45 dB-Hz Signal strength

BeiDou B1 Maxim 2769B, Bandwidth: 4.2 MHz

BeiDou B2 Maxim 2112, Bandwidth: 10 MHz

Ionosphere error Yes Klobuchar model

Troposphere error Yes Saastamoinen model
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that both the B1 and B2 signals offer a nice positioning fix with a 3D RMS less than
a meter (i.e., *0.73 m). The slight biases (mostly in Up component) may come
from many different reasons including the non-idealities between the simulator and
the front-end, PDOP, front-end noise, etc.

Table 72.4 compares the performance of a dual-frequency ionosphere-free code
phase-based positioning solution against a single-frequency ionospheric correction
based positioning solution assuming an average 50 % error correction with

Fig. 72.2 ENU plots for BeiDou B1 (a) and B2 signal (b)

Table 72.3 Simulation result for case I: BeiDou signals with no ionosphere and troposphere error

Parameters (m) PDOP BeiDou B1 BeiDou B2 BeiDou B1-B2

RMSEE 1.47 (11 satellites) for both
B1 and B2

0.06 0.02 0.14

RMSEN 0.13 0.12 0.19

RMSEU 0.72 0.72 0.74

RMSE3D 0.73 0.73 0.78
rHor 0.05 0.02 0.11

rVer 0.11 0.05 0.28

HPE (95 %) 0.22 0.16 0.4

Table 72.4 Simulation result for case II: BeiDou signals with ionosphere, troposphere and noise

Parameters
(m)

BeiDou B1 BeiDou B2 B1–B2

No
Iono.
corr.

50 % iono. corr.
via Klobuchar
Model

No
Iono.
corr.

50 % iono. corr.
via Klobuchar
Model

Dual Frequency code
phase-based iono-free
combination

RMSE3D 4.37 2.19 6.44 3.22 1.96
rHor 0.17 – 0.11 – 0.36

rVer 0.53 – 0.22 – 1.02
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broadcast Klobuchar model. The performance improvement is clearly visible in
case of dual-frequency ionosphere-free code phase-based solution. It is important to
note here that the simulation model does not include any multipath, clock bias or
any other errors than ionosphere, troposphere, and receiver noise.

72.5 Data Collection and Result Analysis with Live Data

72.5.1 Live Data Collection

Two dual-frequency front-ends from NSL were used to capture the live BeiDou B1
and B2 signal. The first NSL front-end with maxim 2112 chip [15] is configured to
receive BeiDou B1 signal, whereas the second NSL front-end with maxim 2112
chip is configured to receiver BeiDou B2 signal. The key configuration parameters
are presented in Table 72.5. The idea here is to compare the performance of BeiDou
B1 and B2 signals keeping all the front-end configuration parameters and acqui-
sition and tracking algorithms unchanged for both the systems.

Unfortunately, the two front-ends were not time synchronized due to the lack of
an external clock source. For that reason, it was not possible to have a dual-
frequency ionospheric-free solution for the first data set collected on December 03,
2014. The sky plot for December 03, 2014 data set is shown in Fig. 72.3.

For the other two data sets on November 05 and September 02, 2014, one single
NSL front-end was used with Maxim 2112 and Maxim 2769B onboard chips
configured to receive BeiDou B2 and B1 signals respectively, as mentioned in
Table 72.6. These two chips were time synchronized by a 10 MHz onboard clock.

72.5.2 Result Analysis with Live Data

72.5.2.1 Signal Strength Comparison

One traditional way of measuring the GNSS signal strength is by estimating the
carrier-to-noise density ratio of the signal. The Signal-to-Noise Power Ratio

Table 72.5 Two NSL stereo
v2 front-Ends configuration
for BeiDou B1 and B2 signal
reception for December 03,
2014 data set

Signal BeiDou B1 BeiDou B2

Front-end chipset Maxim 2112 Maxim 2112

Intermediate frequency
(MHz)

0 0

Front-end bandwidth (MHz) 10 10

Sampling frequency (MHz) 26 26

Number of quantization bits 3 bits 3 bits

Signal type I&Q,
complex

I&Q,
complex
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(SNPR) based C/N0 estimation technique, as mentioned in [13], was used for both
B1 and B2 signals. The estimated C/N0 plots for BeiDou B1 and B2 signals, and the
differences in the estimated C/N0 for the same tracked satellites are shown in
Fig. 72.4a–c respectively for December 03, 2014 data set. It can be observed from
Fig. 72.4c and 72.3 that the C/N0 differences are quite significant especially for low-
elevated satellites (satellites which have elevation angle below 30°). It is important
to note here that the same acquisition algorithm with similar acquisition parameters
(like B2) failed to acquire PRNs 2 and 6 for BeiDou B1.

72.5.2.2 Positioning Performance Comparison

A comparative analysis was carried out to measure the performance of BeiDou B1
and B2 signals in three different cases:

Fig. 72.3 Sky-plot for BDS
at 10:40 local time at
Helsinki, Finland on
December 03, 2014 with
elevation cut off angle 5°

Table 72.6 NSL stereo v2
front-End configuration for
BeiDou B1 and B2 signal
reception for November 05,
2014 and September 02, 2014
data sets

Signal BeiDou B1 BeiDou B2

Front-end chipset Maxim
2769B

Maxim 2112

Intermediate frequency
(MHz)

6.39 0

Front-end bandwidth (MHz) 4.2 10

Sampling frequency (MHz) 26 26

Number of quantization bits 2 bits 3 bits

Signal type Real Complex
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Case I: Use of broadcast ionospheric model,
Case II: Use of global ionospheric maps, and
Case III. Use of dual-frequency code phase-based ionosphere-free combination

It can be observed from Table 72.7 that the use of environmental correction
models improves the overall positioning performance for both B1 and B2 signals
for all the data sets. The positioning performance of B1 with broadcast ionospheric
correction parameters is much better than the positioning performance of B2 with

the same broadcast ionospheric correction parameters. The coefficient, k ¼ fB1
fB2

� �2
is

utilized while computing the ionospheric delay for BeiDou B2 signal as mentioned
in [3], where fB1 is the B1 carrier frequency, and fB2 is the B2 carrier frequency. The
poor positioning performance of BeiDou B2 as compared to BeiDou B1 is due to
the fact that the effect of ionosphere is much higher in lower frequencies (i.e., B2
signal got affected much more than B1 as carrier frequency for B2 is about
353.958 MHz less than B1 carrier frequency). Therefore, it is expected that the
average 50 % error corrections with broadcast Klobuchar model parameters are less

Fig. 72.4 a C/N0 for BeiDou B1 signal; b C/N0 for BeiDou B2 signal; c C/N0 differences for
BeiDou B2 and B1 signals in dB
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for B2 than for B1, meaning that the remaining left over ionospheric error will be
higher for B2 than for B1.

It can be observed from Table 72.8 that the use of Ionex files improves the
positioning performance in all the cases for both B1 and B2 signals. On the con-
trary, with the use of Ionex files, BeiDou B2 eventually offers better positioning
performance than B1 mainly for the following reasons:

I. B2 has higher signal strength leading to more satellites that are being tracked
for positioning solution than B1 with the same set of acquisition and tracking
algorithms,

II. B2 has better noise mitigation than B1 due to higher C/N0 (as can be seen from
the horizontal and the vertical standard deviation measurements from
Table 72.8), and

III. B2 ionospheric corrections are compensated more accurately with Ionex files
as compared to broadcast Klobuchar correction parameters.

It can also be observed from Table 72.8 that the use of dual-frequency code
phase-based ionosphere-free combination performs relatively poorly as compared
to broadcast correction-based positioning solution. This is mainly because of the
fact that the potential presence of measurement errors (i.e., multipath, receiver
noise, etc.) cannot be completely ignored, which at the end degrade significantly the
accuracy of ionospheric delay estimation. More specifically, most of the BeiDou
satellites when visible are most of the time poorly elevated while viewed from a
high-latitude country like Finland (>60° North). The low-elevated satellite usually
suffers from greater noise than a moderate-to-high-elevated satellite. Therefore, it is

Table 72.7 Positioning results with the use of broadcast ionospheric model

Data
sets

Parameters
(m)

BeiDou B1 BeiDou B2

Before
Iono.
and
Tropo.
corr.

After
Iono
and
Tropo.
corr.

Improvement
(%)

Before
Iono.
and
Tropo.
corr.

After
Iono
and
Tropo.
corr.

Improvement
(%)

Dec
03,
2014

RMSE3D 23.15 11.84 48.86 27.68 18.96 31.50

Nov
05,
2014

RMSE3D 17.44 10.57 39.39 29.14 14.81 49.18

Sep
02,
2014

RMSE3D 18.55 8.54 53.96 20.15 15.14 24.86

Overall improvement for B1 47.40 Overall
improvement for
B2

35.18
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worthwhile to investigate the performance of a dual-frequency ionosphere-free
position solution in a location (i.e., Asia-pacific region) where there is a sufficient
number of BeiDou satellites with elevation angle greater than 20°.

72.6 Conclusions

This paper presents a comparative performance analysis of BeiDou B1 and B2
signal, as a single system receiver and as a dual-frequency receiver. It is concluded
that a dual-frequency BeiDou receiver receives B2 signal with higher signal energy
than B1 due to the higher transmission bandwidth used to transmit B2 signal.
Therefore, a B2-only receiver can offer higher sensitivity acquisition and tracking as
compared to a B1-only receiver. On the contrary, B2 has greater ionospheric
residual error than B1, if broadcast ionospheric model correction parameters are
utilized. It was shown that B2 offered better positioning performance than that of
B1 when global ionospheric map-based correction (i.e., Ionex) model was utilized.
It was also concluded that a dual-frequency code phase-based ionosphere-free

Table 72.8 Comparison of BeiDou B1 and B2 positioning performance with three different
ionospheric correction methods

Data
sets

PDOP Parameters
(m)

BeiDou B1 BeiDou B2 B1–B2

After
Iono.
corr.

After
Ionex
corr.

After
Iono.
corr.

After
Ionex
corr.

Dec
03,
2014

4.06 for
B1(5 sat.)
and
2.74 for
B2
(7 sat.)

RMSE3D 11.84 7.57 18.96 1.51 N/A (Two
unsynchronized front-
ends were used)

rHor 2.10 0.69 0.51 0.32

rVer 2.08 2.09 0.6 0.59

HPE
(95 %)

7.70 4.14 19.40 1.07

Nov
05,
2014

4.06 for
B1
(4 sat.)
and
2.66 for
B2
(7 sat.)

RMSE3D 10.57 9.14 14.81 6.07 16.17

rHor 3.11 2.94 0.56 0.46 3.78

rVer 3.44 3.49 0.87 0.85 7.62

HPE
(95 %)

13.32 9.14 15.39 5.90 14.23

Sep
02,
2014

4.03 for
B1
(5 sat.)
and
3.68 for
B2
(6 sat.)

RMSE3D 8.54 9.61 15.14 8.85 29.25
rHor 2.09 1.31 1.23 1.32 4.69

rVer 3.10 4.14 2.43 2.45 13.77

HPE
(95 %)

8.50 6.36 15.20 5.10 19.23
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technique was not very effective in the presence of noise, multipath and other
possible error sources. The authors plan to investigate further the benefits of having
a dual-frequency receiver over a single-frequency receiver in terms of accuracy,
integrity, implementation complexity and so on.
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