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Preface

BeiDou Navigation Satellite System (BDS) is China’s global navigation satellite
system which has been developed independently. BDS is similar in principle to the
global positioning system (GPS) and compatible with other global satellite navi-
gation systems (GNSS) worldwide. The BDS will provide highly reliable and
precise positioning, navigation and timing (PNT) services as well as short-message
communication for all users under all-weather, all-time and worldwide conditions.

China Satellite Navigation Conference (CSNC) is an open platform for academic
exchanges in the field of satellite navigation. It aims to encourage technological
innovation, accelerate GNSS engineering and boost the development of the satellite
navigation industry in China and in the world.

The 6th China Satellite Navigation Conference (CSNC 2015) was held during
May 13–15, 2015, Xian, China. The theme of CSNC2015 is Opening-up, Con-
nectivity, Win–win, which covers a wide range of activities, including technical
seminars, academic exchanges, forums, exhibitions and lectures. The main topics
are as follows:

1. BDS/GNSS Navigation Applications
2. Satellite Navigation Signal System, Compatibility and Interoperability
3. Precise Orbit Determination and Positioning
4. Atomic Clock Technique and Time-Frequency System
5. Satellite Navigation Augmentation and Integrity Monitoring
6. BDS/GNSS Test and Assessment Technology
7. BDS/GNSS User Terminal Technology
8. Satellite Navigation Models and Methods
9. PNT System and New Technologies of Navigation

10. Policies and Regulations, Standard and Intellectual Property

The proceedings (Lecture Notes in Electrical Engineering) have 197 papers in
ten topics of the conference, which were selected through a strict peer-review
process from 513 papers presented at CSNC2015. In addition, another 251 papers
were selected as the electronic proceedings of CSNC2015, which are also indexed

vii



by “China Proceedings of Conferences Full-text Database (CPCD)” of CNKI and
Wan Fang Data.

We thank the contribution of each author and extend our gratitude to the 215
referees and 49 session chairs who are listed as members of the editorial board. The
assistance of the organizing committees of CNSC2015 and the Springer editorial
office is highly appreciated.

Jiadong Sun
Chair of CSNC2015

viii Preface
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Precise Orbit Determination

and Positioning



Chapter 1
Parametric Study of Solar Radiation
Pressure Model Applying to Navigation
Satellite Orbit Determination for Long Arc

Qiuli Chen, Haihong Wang, Hui Yang and Zhonggui Chen

Abstract The precision of broadcast ephemeris of navigation satellite is one of the
important factors, which determines the performance indicator of navigation
satellite system. However, the result of precise orbit determination and orbit pre-
diction affected the precision of broadcast ephemeris. It’s a very complex task to
calculate the precise orbit of satellite. The in-orbit satellite is effected by several
kinds of perturbations, that are Earth’s non-spherical gravitation, Sun and Moon
gravitation, solar radiation pressure (SRP), tidal acceleration and other little per-
turbing acceleration. Compared with the other pressure, SRP is the most important
error source for medium-earth-orbit satellites. On the basis of engineering parameter
and attitude control modes of a certain navigation satellite, this paper had con-
structed the composite SRP model including direct SRP, thermal radiation pressure
(TRP), Earth radiation pressure (ERP). The influence of SRP model parameters had
been analyzed in precise orbit determination by long arc orbit calculation.
According to the analyzed result, the adjust strategy of the parameters of SRP
model had been given for long arc orbit determination, thus the result of orbit
determination could be improved further.

Keywords Navigation satellite � Orbit determination for long arc � Solar radiation
pressure � Parameter analysis

1.1 Introduction

The precision of broadcast ephemeris of navigation satellite is one of the important
factors, which determines the performance indicator of navigation satellite system.
However, the result of precise orbit determination and orbit prediction affected the
precision of broadcast ephemeris. It’s a very complex task to calculate the precise

Q. Chen (&) � H. Wang � H. Yang � Z. Chen
Beijing Institute of Spacecraft System Engineering, Beijing 100094, China
e-mail: cql_hong@163.com

© Springer-Verlag Berlin Heidelberg 2015
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2015
Proceedings: Volume III, Lecture Notes in Electrical Engineering 342,
DOI 10.1007/978-3-662-46632-2_1

3



orbit of satellite. The in-orbit satellite is effected by several kinds of perturbations,
that are Earth’s non-spherical gravitation, Sun and Moon gravitation, solar radiation
pressure (SRP), tidal acceleration and other little perturbing acceleration [1].
Compared with the other pressure, SRP is the most important error source for
medium-earth-orbit satellites. On the basis of engineering parameter and attitude
control modes of a certain navigation satellite, this paper had constructed the
composite SRP model including direct SRP, thermal radiation pressure (TRP),
Earth radiation pressure (ERP). The influence of SRP model parameters had been
analyzed in precise orbit determination by long arc orbit calculation. According to
the analyzed result, the adjust strategy of the parameters in SRP model had been
given for long arc orbit determination.

1.2 Dynamic Model for Orbit Determination

In general, orbit determination includes initial orbit determination and orbit
improvement. The desired time Orbit parameters are calculated according to
measuring data of given arc orbit, that is orbit determination. Conventionally, initial
orbit determination is that six orbital elements be calculated by six unattached
measuring parameters, which is a two-body problem without any perturbation
elements. On the basis of initial orbit, orbital elements of given epoch could be
refined by orbit improvement using much measuring data [2].

Dynamic model for satellite initial orbit determination as follow [3],

x ¼ xðri; tÞ
y ¼ yðri; tÞ
z ¼ zðri; tÞ
x0 ¼ x0ðri; tÞ
y0 ¼ y0ðri; tÞ
z0 ¼ z0ðri; tÞ

8
>>>>>>>>><

>>>>>>>>>:

ð1:1Þ

where, x; y; z is satellite position, x0; y0; z0 being velocity of satellite, and riði ¼
1; . . .; 6Þ being six unattached integral constants. On the basis of x; y; z and x0; y0; z0

of given time, instantaneous position and velocity of satellite could be solved,
which is the process of initial orbit determination.

In precise orbit determination, several perturbed forces must be calculated. And
the precision of perturbed force model would affect the precision of satellite
dynamic model. In theory, the precision of orbit would be better with much precise
perturbed force model. The magnitude of perturbing acceleration of navigation
satellite with geosynchronous orbit altitude had been shown in Table 1.1. And
whether the perturbed force would affected sub-meter orbit had also be provided in
this table [4].

4 Q. Chen et al.



According to the magnitude of the perturbing elements in Table 1.1, selection
principle of different perturbed force models had been designed in this paper’s orbit
determination. RKF7(8) integral method had been used in orbit integral calculation.
At first, several perturbing elements used the existed model which hasn’t rela-
tionship with satellite engineering parameters. The above perturbed forces include
70 × 70 Earth’s gravitation, Sun and Moon gravitation, and relativity. To SRP
model, traditional fixed area-mass radio model and modificatory GPS T20 model
had been chosen respectively in orbit determination. Precise orbit had been deter-
mined for 3 days arc. The Root Mean Square (RMS) of three-dimensional position
error of 5 navigation satellites had been compared in Fig. 1.1.

The result of Fig. 1.1 showed that, the result of precise orbit determination using
traditional SRP model and GPS SRP model was unideal. Because the SRP model is
related with satellite surface configuration dimension, surface material character-
istic, and attitude control law. Thus, on the basis of factual navigation satellite
engineering parameters constructing SRP model is necessary.

Table 1.1 Magnitude of perturbing acceleration of navigation satellite

Perturbing force Perturbing acceleration (m/s2) Effect precision (10−1 m)

Earth’s non-spherical gravitation 3.7 × 10−5 ✓

Sun gravitation 3.7 × 10−6 ✓

Moon gravitation 3.7 × 10−6 ✓

Planet gravitation 3.5 × 10−12 ×

Direct SRP 2 × 10−6 (S/m = 0.1 m2/Kg) ✓

Tide 8.7 × 10−12 ×

Oceanic 1.4 × 10−12 ×

ERP 1.5 × 10−10 ✓

Relativity 5 × 10−10 ✓

Fig. 1.1 RMS of 5
navigation satellites for
precise orbit determination
(m)

1 Parametric Study of Solar Radiation Pressure Model … 5



1.3 Solar Radiation Pressure Modeled

Surface elements of the navigation satellite include regular and un-regular polygon,
column, taper, paraboloid, and so on. Complex three-dimensional surface config-
uration drawing of the satellite was shown in Fig. 1.2, which had been studied in
this paper.

The mission requirements of the Navigation satellite determine its attitude
control mode, that is navigation antenna which coincides with the +Z axis of body
fixed coordinate system pointing geocentric center of the Earth, to transmitted the
navigation signals. In order to get enough solar panels energy, ensure the entire star
power, avoid that single degree rotating of solar panels can’t be guaranteed the
precision of tracking the Sun, The addition of a yaw control about Z axis could
make the solar panels to track and perpendicular to the solar panels by rotating
round Y axis of body fixed coordinate system. When the angle between the sun
vector and the orbital plane is smaller than a certain value B0, satellite attitude
control system no longer work, that is yaw-fixed regime.

Direct solar is the most important source of SRP. Solar could be equivalent to
parallel light due to that the distance between Sun and satellite is so far, and the area
of Sun is much bigger than that of satellite. A hank of Sun light hitting satellite
surface could be divide into three parts, that are absorbed, specular reflected, diffuse
reflected. On the basis of Einstein’s special theory of relativity and synthesis cal-
culation, solar radiation pressure in the normal and tangential on the surface ele-
ment caused by a beam of light are respectively Fn and Fs :

Fn ¼ �ðAE cos h=cÞ½ð1þ vlÞ cos hþ 2
3
vð1� lÞ� ð1:2Þ

Fs ¼ ðAE cos h=cÞð1� vlÞ sin h ð1:3Þ

where, A be irradiated surface area, E ¼ 1367 W/m2 be solar radiation intensity, h
be incidence angle which is the angle between the incident light and the surface
element normal, lightspeed c ¼ 3� 108 m/s2, v be reflectivity of the surface
material, l be specular coefficient of surface of the material. To the in-orbit satellite,
the radiated relationship between surface parts and Sun were determined by attitude

Fig. 1.2 Complex three-
dimensional surface
configuration of the satellite
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control law. During yaw-steering regime, Sun vector moved always in XOZ surface
of body-fixed coordinate system. For yaw-fixed regime, there was an angle between
Sun vector and XOZ surface of body-fixed coordinate system, named b. Theoret-
ically, direct SRP model has a Y weight during yaw-fixed regime.

TRP is caused by temperature grads between satellite surface parts and space
environment. Stefan-Boltzmann law [5] is the theoretical basis of TRP simulate
modeled. The input of TRP model were complex three-dimensional surface con-
figuration and surface temperature of in-orbit navigation satellite. Similarly to direct
solar light, the satellite surface also radiated by Earth reflected light. Earth reflected
light were divided into optical radiation and infrared radiation. Optical radiation
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1 Parametric Study of Solar Radiation Pressure Model … 7



was exited on the hemisphere of Earth radiated by Sun, which was determined by
the relative geometry relationship of Sun, Earth, and the satellite. The intensity of
infrared radiation was related with orbital altitude and clouds change.

On the basis of complex three-dimensional surface configuration in Fig. 1.2,
other engineering parameters, and two attitude control modes, direct SRP, TRP, and
ERP were modeled in body-fixed coordinate system. X, Z, and Y solar radiation
perturbation acceleration is shown in Figs. 1.3, 1.4 and 1.5 respectively.

In Figs. 1.3 and 1.4, the angle between Sun vector and +Z axis of body-fixed
coordinate system was chosen as independent variable for X weight and Z weight
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of SRP model, named θeps. Theoretically, Y weight of direct SRP model was
exited only during yaw-fixed regime. The simulate result show that, Y weight of
SRP model had perfect pertinency with β. Thus, independent variable of Y weight
model was β.

1.4 Simulation Result

In order to validate the accuracy of simulate SRP mode, precise orbit determination
had been calculated using precise ephemeris of October 2013 published by Wuhan
University. Besides SRP, orbit determination algorithm and perturbation elements
were same to the Fig. 1.1. The arc orbit was 3 days. The sampling alternation was
60 s. Precise orbit determination had been calculated for five navigation satellites.
Three results of precise orbit determination had been stated in Fig. 1.6, where the
Root Mean Square (RMS) of three-dimensional position error of 5 navigation
satellites had been compared again.

RMS of three-dimensional position error of precise orbit determination using
three different SRP models had been compared in Fig. 1.6. The comparative result
shown that, the precision of orbit determination using simulation SRP model was
better than traditional SRP model and modificatory GPS T20 SRP model. Com-
pared with traditional SRP model, ameliorative scope of simulation SRP model was
64 %, which is 25 % for modificatory GPS T20 SRP model.

Whereas, the precision of satellite engineering parameters used in Sect. 1.3 for
simulation SRP model couldn’t be very perfect. Besides, there would be error
between actual in-orbit estate and ideal estate for SRP model. Least square method
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had been used to adjust the parameters of simulation SRP model. And optimize
SRP model had been used in precise orbit determination for a navigation satellite.

The change of RMS of 3 days arc had been shown in Fig. 1.7. The parameters of
simulation SRP model were adjusted by least square method. And the RMS of
precise orbit determination for the satellite was 1.09 m, that were 0.25 m better than
simulation SRP model. RMS of precise orbit determination for the other satellites
had also been improved using the same method.

Fig. 1.6 RMS of 5 navigation satellites for precise orbit determination (m)
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1.5 Conclusion

Simulation calculation had proved that SRP model are related with satellite engi-
neering parameters in this paper. Thus, it’s necessary to construct SRP model
according to satellite actual parameters for high precise navigation satellite. Com-
pared with traditional SRP model with fixed area-mass radio and modificatory GPS
T20 model, RMS of three-dimensional position error of precise orbit determination
using simulation SRP model had been advanced 64, 25 % respectively. On the basis
of simulation SRP model and published observation data, SRP model parameters
could be optimized ulteriorly, which could improve the RMS of precise orbit
determination farther.
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Chapter 2
BDS/GNSS Real-Time Kinematic Precise
Point Positioning with Un-differenced
Ambiguity Resolution

Lizhong Qu, Qile Zhao, Jing Guo, Guangxing Wang, Xiangxin Guo,
Qiang Zhang, Kecai Jiang and Liang Luo

Abstract BeiDou Navigation Satellite System (BDS) is constructed and operated
by China independently. It has important significance in researching the real-time
kinematic precise point positioning (PPP-RTK) based on BDS. The fusion of
multi-GNSS in data processing can increase satellites observed, improve the
geometric configuration of satellites constellation, enhance the accuracy, continuity
and reliability in real-time kinematic positioning. This paper deduced the mathe-
matical model of BDS/GNSS PPP-RTK, studied the theories and methods of
BDS/GNSS un-difference ambiguity resolution, and realized multi-GNSS
PPP-RTK by fixing the un-differenced ambiguities of BDS-only, GPS-only, both
BDS and GPS satellites, respectively. Multi-GNSS data of reference stations from
Crustal Monitor of Network of China (CMONOC) were processed. The experiment
results showed that the values of fractional cycle bias (FCB) of BDS IGSO and
MEO satellites kept stable; The precision were less than 1 cm in plane direction
and 3 cm in vertical direction after the fusion of BDS, GPS and GLONASS even
without ambiguity resolution, respectively; It not only raised the precision of
positioning but also quicken the convergence speed after fixing the un-differenced
ambiguities of BDS IGSO and MEO satellites; The performance of multi-GNSS
PPP-RTK improved further after fixing the un-differenced ambiguities of both BDS
and GPS satellites.
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2.1 Introduction

Beidou Navigation Satellite System (BDS) is constructed and operated by China
independently, which is the third mature Global Navigation Satellite System (GNSS)
by following the US GPS and the Russian GLONASS. From December 27, 2012 on,
BDS began to provide regional service officially. Nowadays, BDS satellite constel-
lation is composed of 5 GEO, 5MEO and 4 IGSO satellites [1]. Domestic and foreign
scholars have carried out a large number of studies on the precise orbit determination
and precise positioning of BDS [2–6]. The accuracy of BDS satellites’ orbit radial
direction reached 10 cm by usingWuhanUniversity PANDA software package [5, 6].
The fusion of multi-GNSS data effectively increase the number of satellites observed,
improve satellite spatial geometry construction. Thus, the integration of multi-GNSS
data can improve the positioning accuracy, continuity and reliability [7–10].

Traditional precise point positioning using un-differenced and ionosphere-free
pseudo-range and phase combination measurements can obtain positioning results of
centimetre level. But the fractional bias of the hardware delay result in the loss of
integrity character of un-differenced integer ambiguity and the float solutions are
acquired [11]. Currently, the un-differenced ambiguity resolution researches focused
on the GPS system. There were three main methods: decoupled clock model, single-
difference between satellites model and integer phase clock model [12–16]. By
ignoring the effect of receiver and satellite terminal pseudo-range hardware delay on
phase ambiguity, Geng et al. proved the equivalence of single-difference between-
satellites model and integer phase clock model [17]. Without any assumption, Shi
et al. proved the three methods equivalent by deducing the rigorous formulas and
comparing computational efficiency of the three methods [18]. BDS adopt Code
Division Multiple Access (CDMA) signal, which is the same as GPS. So the GPS
ambiguity resolution methods were able to be used on BDS. Based on the single-
difference between satellites ambiguity resolution method, we realized GNSS real-
time PPP by fixing the BDS-only, GPS-only and combined BDS/GPS ambiguity. As
we all known, the signal establishment system of GLONASS is Frequency Division
Multiple Access (FDMA). The hardware delay in receiver terminal between satellites
cannot be eliminated directly by using single-difference between satellites. As a result,
the ambiguity resolution of GLONASS satellites is more complicated [19]. In this
manuscript, we just consider the ambiguity resolution of BDS and GPS satellites.

2.2 Data Collection

24 stations with Multi-GNSS data from Crustal Monitor of Network of China
(CMONOC) were chosen as reference stations in this paper. The stations distribution
is shown in Fig. 2.1. All stations just contain GPS, BDS and GLONASS observa-
tions. Figure 2.2 shows the sky plots of GPS, BDS and GLONASS satellites tracked
at WUHN station. As we can see that, the distribution of GPS satellites tracked is
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more balanced than that of GLONASS and BDS and the satellites distribution after
the integration of multi-GNSS is more intensive. Figure 2.3 shows the time series of
DOP values and number of satellites tracked at WUHN station. The integration of
multi-GNSS improved the geometric configuration of satellite constellation,
increased the number of observable satellites, which can improve the accuracy,
enhance the continuity and the reliability in navigation and positioning service.

2.3 Processing Strategy

2.3.1 Mathematical Model

Precise point positioning mathematical model based on original dual-frequency
ionosphere-free combination is:

Ps
r ¼ qs0 þ cðdtr � dtsÞ þ ms

rTr þ cðBr � BsÞ þ es ð2:1Þ

Ls ¼ qs0 þ cðdtr � dtsÞ � kns þ ms
rTr þ cðbr � bsÞ þ es ð2:2Þ

where qs0 is the geometric distance between station r and satellite s. dtr is the receiver
clock error. Tr is the residual error of wet troposphere delay. ms

r is the mapping
function of wet troposphere delay. ns is integer ambiguity. Br, br are receiver terminal
hardware delay of pseudo-range and phase, respectively. Bs, bs are satellite terminal
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hardware delay of pseudo-range and phase, respectively. es, es are measurement
noise of pseudo-range and phase, respectively, which includes the multipath errors.
During parameter estimation, pseudo-range hardware delay Br is absorbed by the
receiver clock error. Formulas 2.1 and 2.2 are usually written as:

Ps ¼ qs0 þ c � dtr þ ms
rTr þ es ð2:3Þ

Ls ¼ qs0 þ c � dtr � kns þ ms
rTr þ es ð2:4Þ

where,

dtr ¼ dtr þ Br ð2:5Þ

Ns ¼ ns þ cðbr � bs � Br þ BsÞ=k ð2:6Þ
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Multi-GNSS PPP mathematical model is written as:

PG ¼ qG0 þ c � dtGr þ mG
r Tr þ eG

LG ¼ qG0 þ c � dtGr � kGNG þ mG
r Tr þ eG

PB ¼ qB0 þ c � dtGr þ cdtB�G
r þ mB

r Tr þ eB
LB ¼ qB0 þ c � dtGr þ cdtB�G

r � kBNB þ mB
r Tr þ eB

PR ¼ qR0 þ c � dtGr þ cdtR�G
r þ mR

r Tr þ eR
LR ¼ qR0 þ c � dtGr þ cR�G

r � kRNR þ mR
r Tr þ eR

8
>>>>>><

>>>>>>:

ð2:7Þ

where,

dtB�G
r ¼ dtBr � dtGr ð2:8Þ

dtR�G
r ¼ dtRr � dtGr ð2:9Þ

Compared with GPS and BDS, the signal structure of GLONASS is FDMA, which
results in internal frequency bias (IFB) between satellites. In this paper, the IFBs
were not estimated that were absorbed into the pseudo-range residual and phase
ambiguity.

2.3.2 Ambiguity Resolution Process

Real-time un-differenced ambiguity resolution contains two steps: (a) estimate the
satellite FCB of wide-lane and narrow-lane; (b) ambiguity resolution at rovers.

0

2

4

6

0
1
2
3
4

0

2

4

6

0 2 4 6 8 10 12 14 16 18 20 22 24
0
5

10
15
20
25
30

H
D

O
P

U
D

O
P

P
D

O
P

 BDS  GPS  BDS/GPS  BDS/GPS/GLONASS

Sa
te

lli
te

s

Hours

Fig. 2.3 Time series of DOP and satellites tracked at WUHN

2 BDS/GNSS Real-Time Kinematic Precise Point Positioning … 17



2.3.2.1 FCB Estimation

As Formula 2.6 shown, the initial phase and hardware delay are strongly correlated
with the ambiguity. After merging the hardware delay of the phase and code in the
receiver terminal with those in the satellite terminal, Formula 2.6 can be written as:

Ns ¼ ~Ns þ br � bs ð2:10Þ

The integer part of the hardware delay in the receiver and satellite terminal are
difficult to separate from the ambiguity and the fractional cycle bias (FCB) of them
broke the integer character of ambiguity. We can use the classic LAMBDA method
to fix the ambiguity as long as FCBs were separated accurately from the integer
part. The process to calculate the wide-lane and narrow-lane FCB is shown as
follows:

(1) Firstly, we solve the real wide-lane ambiguity based the Melbourne-Wübbena
(MW) combination observation and then separate the integer part Ns

mw of the
ambiguity from the FCB ðbr � bsÞmw by rounding directly;

(2) Secondly, we construct the single-difference between satellites by using wide-
lane FCB ðB̂r � B̂ jÞmw to eliminate the FCB in receiver terminal. Then, all the
same satellite pair FCBs of all the stations are acquired to calculate the average
values. Assuming that n satellites were tracked by all the stations in the same
time, we could get nðn� 1Þ=2 average FCB values. After that, we use the
least-square adjust with the quasi-stable datum or gravity datum method to get
the wide-lane and narrow-lane FCB of every satellite;

(3) Thirdly, the GPS daily static station coordinates by using PANDA software
package are regard as the “ground truth” and the precise orbit and satellite
clock error are used to calculate the un-differenced real ambiguity. The fixed
wide-lane ambiguities are subtracted from the real ambiguity to get the real
narrow-lane ambiguities. Then, we can get the satellite narrow-lane FCB by
following Steps (1) and (2).

2.3.2.2 Ambiguity Resolution at Rovers

The satellite wide-lane and narrow-lane FCBs of the reference network are
broadcasted to rovers in real-time. Firstly, we separate the wide-lane FCBs from the
wide-lane observations to fix the wide-lane ambiguities in a short initial time.
Meanwhile, we acquire the real solutions of un-differenced ambiguities and the real
solutions of the narrow-lane ambiguities can be solved out by using Formula 2.11.
Then, the satellites narrow-lane FCBs are subtracted from the real solutions of
narrow-lane ambiguities. After separating the receiver narrow-lane FCBs, the
classic LAMBDA method is used to search and fix the narrow-lane ambiguities.
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Finally, the fixed ambiguities are used to update the positions and we can get the
integer solutions [20].

Ns
nl ¼

f1 þ f2
f1

Ns � f2
f1 � f2

Ns
wl ð2:11Þ

where, Ns
nl is the real un-differenced ambiguity, Ns

wl is the integer un-differenced
wide-lane ambiguity.

2.3.3 Data Processing Strategy

Precise orbit and clock corrections are BDS/GPS/GLS/GALIEO multi-GNSS
products generated by Wuhan University PANDA software package [6]. The
sampling interval of precise satellite clock corrections is 30 s. The prior standard
deviation of PC and LC observations of BDS, GPS and GLONASS satellites are 0.2
and 0.002 m, respectively. During the parameter estimation, GPS and GLONASS
satellites antenna PCO and PCV are corrected and BDS satellites antenna PCO are
corrected for BDS satellites PCV are unknown. The PCO and PCV of receiver
antenna are unknown. Meanwhile, the troposphere delay, the phase winding and the
tidal effect are considered. The cutoff elevation angle is 7°. The specific observation
model is shown in Table 2.1.

2.4 Results Analysis

Data on September 27, 2014, were processed in this paper (day of year is 260) and
the sample interval is 30 s. 19 stations were taken as reference stations, which were
the red triangle in Fig. 2.1. The wide-lane and narrow-lane FCB of BDS MEO and
IGSO satellites and GPS satellites were estimated and provided to the rovers. When
constitute single difference observations between satellites, we selected one satellite
from the same system as the reference star. The FCB initialization time was 1200 s
and the FCBs were upgraded every 30 s. In addition, 5 stations were taken as rovers
to compare the accuracy of PPP-RTK float and fixed solutions, which were the
green cycles in Fig. 2.1. We processed the static data to simulate the kinematic
condition in BDS-only, GPS-only, combined BDS/GPS and combined BDS/GPS/
GLONASS mode. But only the ambiguities of BDS and GPS were fixed. The GPS
daily static solutions by using PANDA software package were taken as the “ground
truth” for the 5 rovers. By comparing the float and fixed solutions with the “ground
truth”, we analyzed the convergence time and the accuracy after convergence in the
East, North and Up components for each mode.
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2.4.1 FCB Stability Analysis

Figure 2.4 shows the time series of the un-differenced wide-lane and narrow-lane
FCBs of GPS satellites. Figure 2.5 shows the time series of the un-differenced wide-
lane and narrow-lane FCBs of BDS IGSO and MEO satellites. In the two figures, the
upper panel is the wide-lane FCB time series and the lower panel is the narrow-lane
FCB time series. As we can see, the un-differenced wide-lane and narrow-lane FCB
of GPS satellites are relatively stable in time domain and only a few satellites
fluctuate in the initial stage. The changes of all the satellites keep within 0.2 cycles.
The un-differenced wide-lane and narrow-lane FCB of BDS MEO satellites are also

Table 2.1 BDS/GNSS PPP-RTK measurement model and parameters estimation strategy

Observation model

Observables Un-differenced Ionosphere-free combination
(PC and LC)

Elevation mask 7°

Interval 30 s

Precise orbit PANDA software precise orbit: BDS/GPS/
GLONASS/GALIEO [6]

Precise satellite clock error PANDA software 30 s precise satellite clock
correction: BDS/GPS/GLONASS/GALIEO

Satellite antenna PCO GPS, GLS: IGS08.atx, BDS Default

Satellite antenna PCV GPS, GLS: IGS08.atx, BDS unknown

Phase wrapping Considered [21]

Receiver antenna PCO and PCV Unknown

Tropospheric Hydrostatics and wet-component delay:
Saatamoien model,
mapping function: VMF1

Ionosphere Eliminate first order ionosphere by using PC
and LC observations

Solid tide, ocean tide, pole motion IERS conventions 2010

Parameter estimation

Estimator Square root information filter [22]

Base station coordinate (for estimating FCB) GPS Daily Static Solution by using PANDA
software, 3D Accuracy 1 cm

Wide-lane and narrow-lane FCB upgrade
interval

30 s

FCB initial time 1200 s for both GPS and BDS satellites

Rovers coordinate (PPP) Random-walking, 5 m, 10 cm
ffiffiffiffiffi
Dt

p

Receiver clock error White noise

Tropospheric Piece-wise-constant, 2 h interval

System time in receiver terminal White noise

Integer ambiguity Estimated as constant. Fix all GPS satellites,
fix all BDS IGSO and MEO satellites
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relatively stable in time domain and the changes keep within 0.2 cycles, while the
wide-lane FCB of BDS IGSO satellites seem less stable than those of GPS satellites
and BDS MEO satellites, the changes of the IGSO satellites reach 0.2–0.4 cycles.
The narrow-lane FCB of BDS IGSO and MEO satellites are relatively stable after
convergence while fluctuate larger than those of GPS satellites in the initial stage. As
Formula 2.11 shown, the convergence time of the narrow-lane ambiguities depend
on the wide-lane and un-differenced ambiguities. The length of FCB initial time
seems enough for GPS and BDS wide-lane FCB estimation. But as Figs. 2.7 and 2.8
shows, BDS PPP needs more convergence time than that of GPS. During the
convergence stage, the narrow-lane FCB change with the un-differenced ambiguity.

Fig. 2.4 Time series of GPS satellites wide-lane and narrow-lane FCB of CMONOC

Fig. 2.5 Time Series of BDS IGSO and MEO satellites wide-lane and narrow-lane FCB of
CMONOC
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2.4.2 Positioning Results

Figure 2.6 shows the differences of BDS-only, GPS-only, BDS/GPS and BDS/GPS/
GLONASS PPP float and fixed solutions against the “ground truth” in East, North
and Up components. Table 2.2 shows the average values of RMS of the differences
of BDS-only, GPS-only, BDS/GPS and BDS/GPS/GLONASS PPP of the rovers.
We can find that:

(1) The RMS of the differences of BDS PPP float solutions for all the rovers are
better than 5, 2 and 7 cm in East, North and Up components, respectively. The
average values of the RMS are 2.8, 1.9 and 5.9 cm, respectively. The RMS of
GPS PPP float solutions are better than 3, 2 and 4 cm, respectively. The
average values are 2.2, 1.2 and 3.2 cm, respectively. The East and North
components of BDS PPP float solutions are very close to those of GPS PPP
while the Up component is far from that of GPS, which mainly dues to the
worse orbit accuracy of BDS. Compared with BDS-only and GPS-only PPP,
the accuracy of combined BDS/GPS positioning has improved significantly.
The RMSs are better than 2, 1 and 3 cm, respectively. And the average values
are 1.3, 0.7 and 2.6 cm, respectively. The accuracy improved 40.9, 41.7,
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Table 2.2 Average values
of RMS of float and fixed
solutions of BDS, GPS,
BDS/GPS and BDS/GPS/
GLONASS PPP

RMS East (cm) North (cm) Up (cm)

System Float Fixed Float Fixed Float Fixed

BDS 2.8 1.6 1.9 1.4 5.9 5.0

GPS 2.2 1.2 1.2 0.8 3.2 2.4

BDS/GPS 1.3 0.7 0.7 0.7 2.6 2.4

BDS/GPS/GLONASS 0.7 0.5 0.6 0.5 2.3 2.1
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18.8 % and 53.6, 63.2, 55.9 % than that of GPS-only and BDS-only PPP. The
RMS of BDS/GPS/GLONASS PPP float solutions are better than 1, 1 and
3 cm, respectively. The average values of the RMS are 0.7, 0.6 and 2.3 cm,
respectively. The accuracy improved 68.2, 50.0, 50.0 % and 75.0, 68.4,
61.0 % than that of GPS-only and BDS-only PPP and improved 68.4, 61.0,
11.5 % than that of BDS/GPS PPP.

(2) Compared with float solutions, PPP fixed solutions improve greatly in the
East, North and Up components. The average values of the RMS of BDS PPP
fixed solutions are 1.6, 1.4 and 5.0 cm in East, North and Up components,
respectively, which improve 42.9, 26.3 and 15.3 % than those of float ones.
The average values of the RMS of GPS PPP fixed solutions are 1.2, 0.8 and
2.4 cm, respectively, which improve 45.5, 33.3 and 25.0 % than those of float
ones. The average values of the RMS of BDS/GPS PPP fixed solutions are 0.7,
0.7 and 2.4 cm, respectively, which improve 43.8, 50.0, 52.0 % and 41.7,
12.5, 0.0 % than those of BDS-only and GPS-only fixed solutions, respec-
tively. The RMS of BDS/GPS/GLONASS fixed solutions are 0.5, 0.5 and
2.1 cm, respectively, which improved 68.8, 64.3, 58.0 % and 58.3, 37.5,
12.5 % than those of BDS-only and GPS-only fixed solutions and improved
28.6, 28.6, 12.5 % than that of BDS/GPS fixed ones. They also improved 28.6,
16.7 and 8.7 % than those of BDS/GPS/GLONASS float ones;

(3) Combined BDS/GPS PPP float solutions can achieve the accuracy of GPS PPP
fixed solutions. BDS/GPS/GLONASS PPP float solutions can achieve the
accuracy of BDS/GPS fixed solutions and beyond the accuracy of the GPS
fixed solutions.

Figures 2.7 and 2.8 show the time series of the differences of BDS-only, GPS-
only, BDS/GPS and BDS/GPS/GLONASS PPP float solutions and fixed solutions
against “ground truth” at WUHN and SXKL station. As we can see that:

(1) The differences of BDS PPP float and fixed solutions against “ground truth”
are within ±2 cm in East and North components after convergence, which are
very close to those of GPS PPP float and fixed solutions. The Up component
of BDS PPP float and fixed solutions are within ±10 cm, which were worse
than those of GPS. The North component of BDS PPP float solutions has the
fastest convergence speed while the East component has the slowest speed.
The reason may be that it takes a long time to make the ambiguity parameters
converge. BDS PPP fixed solutions significantly reduce the convergence time.
This is because phase observations were converted to precise distance mea-
surement after ambiguities resolution. The parameters are estimated quickly
and exactly which quickens the convergence speed.

(2) The East and North components of GPS PPP float and fixed solutions are
within ±2 cm after convergence and the Up component is within ±5 cm.

(3) The East and North components of BDS/GPS PPP float and fixed solutions are
within ±1 cm after the convergence and the Up component is within ±5 cm.
The fusion of BDS/GPS PPP float solutions did not reduce the convergence
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time significantly, which may due to the equal weighting of BDS and GPS
observations.

(4) The East and North components of BDS/GPS/GLONASS PPP float and fixed
solutions are within ±1 cm after the convergence and the Up component is
within ±5 cm.
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Fig. 2.8 Time series of float and fixed solutions of BDS-only, GPS-only, BDS/GPS and BDS/
GPS/GLONASS PPP at SXKL. a BDS. b GPS. c BDS/GPS. d BDS/GPS/GLONASS
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Fig. 2.7 Time series of float and fixed solutions of BDS-only, GPS, BDS/GPS and BDS/GPS/
GLONASS PPP at WUHN. a BDS. b GPS. c BDS/GPS. d BDS/GPS/GLONASS
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(5) The ambiguities resolution significantly accelerates the convergence speed and
improves the positioning accuracy.

2.4.3 Systematic Bias Stability Analysis

Figure 2.9 shows the system time difference between BDS and GPS and between
GLONASS and GPS at WUHN and SXKL station. We can see that the system
time difference after convergence is relatively stable in the time domain.
As Formulas 2.8 and 2.9 shown, the system time difference mainly depends on the
pseudo-range hardware delay in the, which is quite stable in a day time.

2.4.4 Residual Analysis

Observation residuals contain measurement noise, multipath errors, orbit errors and
dismodelled error such as receiver antenna PCV and PCO, which are important
indicator of orbit determination and positioning accuracy [6]. Figure 2.10 shows the
time series of BDS, GPS and GLONASS satellites LC and PC of all the 5 rovers.

Fig. 2.9 Time series of system time difference between GLONASS and GPS and between BDS
and GPS at WUHN and SXKL. a WUHN. b SXKL
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Figure 2.11 shows the RMS of PC and LC of BDS, GPS and GLONASS satellites.
It can be seen that the LC residuals of BDS, GPS and GLONASS are all within the
±2 cm. The PC residuals of BDS satellite are within ±2 m while those of GPS and
GLONASS satellites are within ±4 m. The average values of BDS satellites LC and
PC residuals RMS are 0.66 and 0.83 cm, respectively, which are less than those of
GPS satellites LC and PC residuals RMS while GLONASS satellites have the
largest LC and PC RMS values. The reason may be that all of the five rovers locate
in China, where satellites observed are mainly IGSO and GEO in a day time, whose
ambiguities are more stable compared to MEO satellites, which fit their observa-
tions better.

Fig. 2.10 Time series of BDS, GPS and GLONASS phase and code residuals of rovers. a BDS
Residuals. b GPS Residuals. c GLONASS Residuals
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2.5 Conclusions

In this article, we deduced the mathematical model of BDS/GNSS real-time kine-
matic PPP, studied the process and algorithm of un-differenced ambiguity resolu-
tion and realized the GNSS real-time kinematic PPP by fixing BDS-only, GPS-only
and combined BDS/GPS ambiguities. Multi-GNSS data of reference stations from
CMONOC were processed. We compared the accuracy of PPP float and fixed
solution, studied the stability of wide-lane and narrow-lane FCB of BDS IGSO and
MEO and GPS satellites, analyzed the stability of system time difference between
BDS and GPS, GLONASS and GPS, respectively and compared the LC and PC
residuals of BDS, GPS and GLONASS satellites. The following conclusions were
acquired:

(1) The wide-lane FCB of BDS MEO satellites keep stable in time domain within
0.2 cycles while those of IGSO satellites are within 02–0.4 cycles. The nar-
row-lane FCB of BDS MEO and IGSO satellites keep stable within 0.2 cycles
after convergence. The wide-lane and narrow-lane FCB of GPS satellites keep
stable in time domain and the changes stay within 0.2 cycles;

(2) The fusion of multi-GNSS positioning raised the precision, reliability and
continuity. The results of 5 rovers in this article showed that the precision were
less than 1 cm in plane and 3 cm in vertical direction even without ambiguities
resolution.

(3) The precision of GPS-only and BDS-only fixed solutions improved a lot than
those of the real solutions. The precision raised 1–2 cm in three-dimension.
Fixed the ambiguities of GPS and BDS at the same time improved further
positioning performance. The convergence speed was accelerated after
ambiguities especially for the east component.

(4) The system time differences between BDS and GPS and between GLONASS
and GPS are very stable in the time domain.
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Fig. 2.11 RMS of BDS, GPS and GLONASS phase and code residuals of Rovers
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We find that the fusion of multi-GNSS and the ambiguity resolution are the
important ways to improve the accuracy of precise positioning and reduce the
convergence time.
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Chapter 3
Characteristics Analysis of BeiDou
Melbourne-Wübbena Combination

Xiyang He and Xiaohong Zhang

Abstract Melbourne-Wübbena (MW) combination, which has characteristics of
geometry-free and ionosphere-free (first-order), has been often used for cycle slip
detection and facilitating ambiguity resolution in GNSS dual-frequency data
processing. The constellation of BeiDou Navigation Satellite System (BDS) is
different from that of GPS. GPS constellation includes only Medium Earth Orbit
(MEO) satellites, while BDS constellation is composed of three types of satellites:
Geostationary Orbit (GEO), Inclined Geosynchronous Orbit (IGSO) and MEO sat-
ellites. We studied the characteristics of BDS MW combinations of different types of
satellites with static observations. The results indicated that: all un-differenced MW
combinations of BDS observations show obvious systematic biases. These biases
cannot be cancelled out by single-differencing between satellites. On the contrary,
they are amplified due to the superposition of the systematic biases of two satellites
observations. By single-differencing between receivers, different characteristics are
shown for different types of satellites and different baseline distances. The systematic
biases of IGSO and MEO MW combination series can be cancelled out by single-
differencing between receivers over short and medium baselines, however, they
cannot be cancelled out over long baselines. For GEOMW combinations series, their
systematic biases cannot be cancelled out over both short and long baselines. The
further analysis of the DD (Double-differenced) MW combinations indicated that the
systematic biases which cannot be cancelled out by single-differencing between
receivers also cannot be cancelled out by double-differencing between both receivers
and satellites. By summing up these results, we analyzed the sources of the sys-
tematic biases of BDS MW combination: the systematic biases of IGSO and MEO
MW combination series mainly originate from multipath errors of satellite; the
systematic biases of GEO MW combination series also originate from multipath
errors, however, it is not sure that they originate from satellite multipath, receiver
multipath, or the combined influence of both satellite and receiver multipath.
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Keywords Melbourne-Wübbena (MW) combination � Beidou navigation satellite
system (BDS) � Un-differencing � Single-differencing � Double-differencing �
Numerical characteristics

3.1 Introduction

Chinese BDS has been built up at the end of 2012, which can provide PNT services.
The current BDS is a regional navigation satellite system, including 5 GEO sat-
ellites, 5 IGSO satellites and 4 MEO satellites.

Some recent studies [5, 9–11] have discovered that there are systematic code-
carrier divergences for BDS signals. These divergences can reach up to 0.4 m for
high elevations, and even 1 m for low elevations. Other studies [13] analysed the
characteristics of MW combination. They show that the fractional parts of mean
values of IGSO MW combination for different passes remain stable while the
scenarios for GEO and MEO satellites of BDS are different. Daily fluctuations can
be seen in the time series of GEO MW combinations. Their results indicated that
MW combination also suffer from the affection of these systematic biases. In order
to address this problem, Wanninger and Beer [14] proposed an elevation-dependent
correction model, which can be used for the correction of BDS IGSO and MEO
code measurements. Their tests showed that remarkable improvement was observed
after correction for single-frequency PPP (Precise Point Positioning) which is based
on single-frequency ionosphere-free combination. However, this model provides
only relative correction values, the real biases are still unknown.

For traditional GNSS positioning, one of the methods to eliminate the errors is
implementing single-differencing between satellites, single-differencing between
receivers or double-differencing between both receivers and satellites. With
regarding to BDS code systematic errors, what characteristics will be shown after
single-differencing or double-differencing? Whether the characteristics remain
unchanged for different baseline distances? These problems are still unknown for us
which are worth deep investigating.

Melbourne-Wübbena (MW) [7, 12] combinations eliminates both geometrical
terms and first-order ionospheric delay, which plays an important role in GNSS
precise positioning. In TurboEdit algorithm [2], MW combination is used for cycle
slip detection. With regarding to long baseline relative positioning or PPP AR
(ambiguity resolution), it is also used for WL (Wide-Lane) ambiguity resolution [1,
3, 4]. For these reasons, we analyze the characteristics of MW combinations which
are un-differenced, single-differenced between receivers, single-differenced
between satellites and double-differenced between both satellites and receivers
respectively, thus providing guidance for GNSS data processing of precise
positioning.
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3.2 GNSS MW Combination Considering the Effects
of Multipath and Hardware Delays of Satellite
and Receiver

Considering the multipath and hardware delays, un-differenced GNSS phase and
pseudorange observations of dual-frequency signals can be expressed as

L1 ¼ k1/1 ¼ q� If 22 = f 21 � f 22
� �þ k1 n1 þ d/1;r � d/s

1

� �þ mL1 þ eL ð3:1aÞ

L2 ¼ k2/2 ¼ q� If 21 = f 21 � f 22
� �þ k2 n2 þ d/2;r � d/s

2

� �� Dqþ mL2 þ eL ð3:1bÞ

P1 ¼ qþ If 22 = f 21 � f 22
� �þ dP1;r � dPs

1 þ mP1 þ eP ð3:1cÞ

P2 ¼ qþ If 21 = f 21 � f 22
� �� Dqþ dP2;r � dPs

2 þ mP2 þ eP ð3:1dÞ

Where /1 and /2 are the raw phases, L1 and L2 are the carrier phase ranges, P1 and
P2 are the code pseudoranges, f1 and f2 are the signal frequencies, c is the speed of
light, k1 and k2 are the signal wavelengths, I is the difference in ionospheric delay
between L1 and L2, q is the nondispersive delay, including the effects of geometric
delay, tropospheric delay, clock signatures, and any other delay with affects all four
observables identically, n1 and n2 are the phase ambiguities, d/1;r and d/2;r are the
hardware delays of phase observables originating in the receiver, d/s

1 and d/s
2 are

the hardware delays of phase observables originating in the satellite transmitter,
dP1;r and dP2;r are the hardware delays of pseudorange observables originating in
the receiver, dPs

1 and dPs
2 are the hardware delays of pseudorange observables

originating in the satellite transmitter. Dq is the differential delay between the L1
and L2 phase centers, which is correlated to satellite elevation and azimuth. e
represents the observational noise and the random part of multipath, m represents
the systematic part of multipath.

According to (3.1a–d), the wide-lane phase delays can be written as

Lw ¼ f1L1 � f2L2ð Þ
f1 � f2

¼ qþ If1f2
f 21 � f 22

þ c n1 � n2ð Þ þ d/1;r � d/s
1

� �� d/2;r � d/s
2

� �� �

f1 � f2

� f2Dq
f1 � f2

þ f1mL1 � f2mL2ð Þ
f1 � f2

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 21 þ f 22

p

f1 � f2
eL ð3:2Þ

We also derived the following pseudorange combination

Pw ¼ f1P1 þ f2P2ð Þ
f1 þ f2

¼ qþ If1f2
f 21 � f 22

þ f1 1;r � dPs
1

� �þ f2 dP2;r � dPs
2

� �� �

f1 þ f2
þ f2Dq
f1 þ f2

þ f1mP1 þ f2mP2ð Þ
f1 þ f2

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 21 þ f 22

p

f1 þ f2
eP ð3:3Þ
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Then, MW combination in cycles can be expressed as [1]

MW ¼ Lw � Pwð Þ=kw ¼ n1 � n2ð Þ þ d/1;r � d/2;r

� �� d/s
1 � d/s

2

� �� �

� f1 dP1;r � dPs
1

� �þ f2 dP2;r � dPs
2

� �� �

f1 þ f2ð Þkw � 2Dqf1f2
f 21 � f 22
� �

kw

þ mMW þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 21 þ f 22

p

f1 þ f2ð Þkw eP

ð3:4Þ

where

kw ¼ c
f1 � f2

;

mMW ¼ 1
f1 � f2ð Þkw f1mL1 � f2mL2ð Þ � 1

f1 þ f2ð Þkw f1mP1 þ f2mP2ð Þ;

2Dq
f1f2

f 21 � f 22
� 3:97Dq for GPS;

2Dq
f1f2

f 21 � f 22
� 3:86Dq for BDS:

Both GPS and BDS MW combination have large wavelength, which are 86.2
and 84.7 cm respectively. Because the pseudorange noise is much larger than the
phase noise, we ignored the effect of phase noise in (3.4). If Dq is no more than
1 cm, 2Dq f1f2

f 21 �f 22
is smaller than 4 cm, amounting to being smaller than 0.05 cycles. It

implies that Dq is much smaller than observational noise, therefore, we may safely
neglect this term. MW combination, then, can be expressed as

MW ¼ n1 � n2ð Þ þ d/1;r � d/2;r

� �� d/s
1 � d/s

2

� �� �

� f1 dP1;r � dPs
1

� �þ f2 dP2;r � dPs
2

� �� �

f1 þ f2ð Þkw þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 21 þ f 22

p

f1 þ f2ð Þkw eP þ mMW ð3:5Þ

Based on the above equation, by differencing between receiver we have

DMW ¼ Dn1 � Dn2ð Þ þ Dd/1;r � Dd/2;r

� �� �� f1DdP1;r þ f2DdP2;r
� �

f1 þ f2ð Þkw þ DmMW

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 f 21 þ f 22
� �q

f1 þ f2ð Þkw eP ð3:6Þ

Single differencing between receivers eliminates the hardware delays originating
in the satellite transmitter.
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Similarly, by differencing between satellites, we have

rMW ¼ rn1 �rn2ð Þ � rd/s
1 �rd/s

2

� �� �þ 1
f1 þ f2ð Þkw f1rdPs

1 þ f2rdPs
2

� �þrmMW

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 f 21 þ f 22
� �q

f1 þ f2ð Þkw eP ð3:7Þ

Single differencing between satellites eliminates the hardware delays originating
in the receiver.

Subtracting (3.6) with (3.5), we derived the double-differenced MW combination

rDMW ¼ rDn1 �rDn2ð Þ þ rDmMW þ
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 21 þ f 22
� �q

f1 þ f2ð Þkw eP ð3:8Þ

Double differencing between both receivers and satellites eliminates hardware
delays originating from both satellites and receivers.

As can be seen from (3.5), both geometrical terms (such as geometry range,
clocks and tropospheric delay) and first-order ionospheric delay are cancelled out.
The residual terms are observable noise, multipath error and the differenced hard-
ware delays of different signals. If hardware delays are stable and no cycle slips
happen, assuming that the observable noise and multipath have white noise char-
acteristic, then the derived MW combination would have white noise characteristic.
This characteristic has been used for cycle slip detection and wide-lane ambiguity
resolution in GPS data processing. The existing studies have demonstrated that the
hardware delays are stable, however, the multipath error may have systematic
characteristics.

3.3 Characteristics of BeiDou MW Combination

In order to analyze the characteristics of BDS MW combinations, we use four
baselines data for our test. The distances of the four baselines are shown in
Table 3.1. Three stations CUT0, CUT2 and CUTA are located in Curtin, Australia.
Another two stations WHCD and WHHP are located in Wuhan, China. All the data
were collected from February 22, 2014 to February 26, 2014 with a sampling
rate 30 s using Trimble NetR9 receivers, which can receive both GPS and BDS

Table 3.1 Baseline
information Baseline Distance

CUT0-CUT2 0 m

CUTA-CUT2 8.4 m

WHCD-WHHP 47.2 km

CUTA-WHHP 6617.6 km
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dual-frequency signals. The characteristics of between-receivers single-differenced
(SD) MW combinations, between-satellites single-differenced (SD) MW combi-
nations and double-differenced (DD) MW combinations are analyzed.

3.3.1 UD MW Combinations

We first computed the un-differenced MW combination series of all visible satellites
of the above five stations. The results show that the characteristics of BDS MW
combinations differ from those of GPS MW combinations, which indicates that the
BDS MW combinations indeed suffer from systematic biases of pseudoranges.
Figure 3.1 shows the examples of un-differenced MW combinations of GPS satellites
and BDS GEO, IGSO and MEO satellites. For clarity and convenient, only one
continuous arc is given for G01 and C06 and C11. For BDSGEO satellites, since they
usually can be observed continuously, five days MW series of C01 are given. As can
be seen, the un-differenced MW combinations of GPS satellites have white-noise
characteristics with a constant averaged value (the value of the noise is dependent

Fig. 3.1 UD MW combinations of station CUTA for different types of satellites
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with satellite elevation). However, the un-differenced MW combinations of BDS
GEO, IGSO and MEO satellites have systematic biases. The systematic biases of
BDS GEO satellites have daily periodical variations. The systematic biases of BDS
IGSO and MEO satellites are single-peak type and double-peak type respectively.
Moreover, the form of the systematic biases is dependent with the satellite elevation.

From (3.4) we know that the systematic biases of BDS un-differenced MW
combinations may originate from hardware delays of satellite or receiver, or mul-
tipath errors at satellite or receiver. It is well-known that single-differencing
between receivers can eliminate or reduce the common errors from satellite, and
single-differencing between satellites can eliminate or reduce the common errors
from receiver. Therefore, we implement single-differencing between receivers,
single-differencing between satellites and double-differencing between both
receivers and satellites to BDS MW combinations, and analyze the characteristics
of the generated SD and DD MW combination series.

3.3.2 Between-Satellites SD MW Combinations

From (3.7) we know that single-differencing between satellites can eliminate the
effect of hardware delay of receiver. In order to confirm that if the systematic biases
of MW combinations originate from receiver hardware delays, we obtained the
between-satellites SD MW combinations with observations of same satellites types.
Figure 3.2 shows the examples of the between-satellites SD MW combinations
series of GPS MEO, BDS IGSO, BDS MEO and BDS GEO satellites of station
WHCD. For BDS IGSO and MEO satellites, only a typical continuous arc is given
for each satellite as examples. For GPS satellites, there are no obvious systematic
biases for between satellites SD MW series, because there no obvious systematic
biases for UD MW series. For BDS satellites, the systematic biases of MW com-
bination series cannot be eliminated by single-differencing between satellites due to
that there are no similar characteristics for BDS MW combinations of different
satellites. Because of the superposition of the systematic biases of UD MW com-
binations of two BDS satellites, the systematic biases are amplified by single-
differencing between satellites.

3.3.3 Between-Receivers SD MW Combinations

From (3.7) we know that single-differencing between receivers can eliminate
the effect of hardware delay of satellite. In order to confirm if the systematic
biases of MW combinations originate from satellite transmitter, we computed the
between-receivers SD MW combination series with observations of three baselines

3 Characteristics Analysis of BeiDou … 37



Fig. 3.2 Between-satellites SD MW combinations of station WHCD for different types of
satellites

38 X. He and X. Zhang



CUTA-CUT2, WHCD-WHHP and CUTA-WHHP, which are short, medium and
long baselines respectively. Figure 3.3 plots the examples of between-receivers SD
MW combination series of GPS MEO satellites for different baseline distances.
Only one typical continuous arc is given for each satellite as examples for different
distance sceneries. As can be seen from Fig. 3.3, there are no obvious systematic
biases for between receivers SD MW series no matter how long the baseline dis-
tance is, because there no obvious systematic biases for UD MW series. Figures 3.4,
3.5 and 3.6 plots the examples of between-receivers SD MW combination series of
BDS IGSO, MEO and GEO satellites for different baseline distances. For GPS
MEO, BDS IGSO and MEO satellites, only one typical continuous arc is given for
each satellite as examples for different distance sceneries. As can be seen from these
figures, the systematic biases of IGSO and MEO MW combination series can be
cancelled out by single-differencing between receivers over short and medium
baselines, however, they cannot be cancelled out over long baselines. For GEO
MW combinations series, their systematic biases cannot be cancelled out over both
short and long baselines.

Fig. 3.3 Between-receivers SD MW combinations of GPS MEO satellites for different baseline
distances
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3.4 Sources Analysis of the Systematic Biases of BDS Code
Pseudoranges

We have confirmed that the systematic biases of BDS MW combination series are
amplified by single-differencing between satellites. Since single-differencing
between receivers can eliminate the effect of hardware delays originated in receiver,
we can deduce that the systematic biases of MW combination series must be not
related to the hardware delays originated in receiver. However, we still cannot
deduce that the systematic biases of MW combination series are also not related to
multipath originated in receiver, because the satellite elevation and azimuth of the
two satellites used for differencing may be different, therefore the generated mul-
tipath even for a same receiver may be different. Hence, the possible sources of the
systematic biases of MW combination series now include satellites hardware
delays, satellite multipath or receiver multipath.

We also confirmed that the systematic biases of BDS IGSO and BDS MEO MW
combination series can be cancelled out by single-differencing between receivers
over short and medium baselines. It indicates that the systematic biases of BDS
IGSO and BDS MEO MW combination series mainly originate from systematic
errors of satellite. Moreover, these errors are dependent with the baseline distance

Fig. 3.4 Between-receivers SD MW combinations of BDS IGSO satellites for different baseline
distances
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since the systematic biases of BDS IGSO and BDS MEO MW combination series
cannot be cancelled out by single-differencing between receivers over long base-
lines. Considering that the satellite hardware delays are independent with the
baseline distance, we can deduce that these systematic errors must not originate
from satellite hardware delays. Summing up these deductions, we can conclude that
the systematic biases of BDS IGSO and BDS MEO MW combination series mainly
originate from multipath errors of satellite. For BDS GEO satellites, since their
systematic errors cannot be cancelled out or reduced by differencing between
receivers or satellites, we can deduce that these systematic errors must not originate
from satellite or receiver hardware delays. Therefore, we can conclude that the
systematic biases of BDS GEO MW combination series are also originate from
multipath errors. Being different from BDS IGSO and BDS MEO satellites, we are
not sure they originate from satellite multipath, receiver multipath, or the combined
influence of both satellite and receiver multipath.

To further confirm our deduction, we computed the DD MW combination series
as it can exclude the effect of satellite and receiver hardware delays simultaneously.
Again three baselines CUTA-CUT2, WHCD-WHHP and CUTA-WHHP are used
for our test. Figure 3.7 shows the examples of GPS MEO, BDS IGSO, BDS MEO
and BDS GEO double-differenced MW combinations. For GPS MEO, BDS IGSO
and BDS MEO satellites, only one typical continuous arc is given for each satellite

Fig. 3.5 Between-receivers SD MW combinations of BDS MEO satellites for different baseline
distances

3 Characteristics Analysis of BeiDou … 41



as examples for different sceneries. As can be seen, there are no systematic biases
for GPS DD MW combination series no matter how long the baseline distance is.
There are also no systematic biases for BDS IGSO and BDS MEO DD MW
combination series over short and medium baselines. However, obvious systematic
biases can be observed for BDS IGSO and BDS MEO DD MW combination series
over long baselines and BDS GEO DD MW combination series over all three
baselines. It indicates that there are similar characteristics for between-receivers SD
MW combination series and DD MW combination series: the systematic biases
which cannot be cancelled out by single-differencing between receivers also cannot
be cancelled out by double-differencing between both receivers and satellites.
Based on these results, we further confirmed that the systematic biases of BDS
IGSO and BDS MEO MW combination series mainly originate from multipath
errors of satellite. The correlations of these errors between receivers are weakening
when the distance of the receivers are increasing. The results also further confirmed
that the systematic biases of BDS GEO MW combination series originate from
multipath errors. These biases do not show obvious spatial correlation.

The above analysis has demonstrated that the systematic biases of BDS GEO
MW combination series originate from the multipath. In order to further verify this
deduction, we tested it with the data of zero baseline CUT0-CUT2. Because a
common antenna is used for two receivers of a zero baseline, the multipath

Fig. 3.6 Between-receivers SD MW combinations of BDS GEO satellites for different baseline
distances
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generated in signals received by two receivers are completely the same. It means
that if the systematic biases of MW combination originate from multipath, they will
be cancelled out by single-differencing between receivers or double-differencing

Fig. 3.7 DD MW combinations for different types of satellites and different baseline distances

Fig. 3.8 Between-receivers SD MW combination series of BDS GEO satellite C04 of zero
baseline CUT0-CUT2
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between both satellites and receivers. Figure 3.8 shows the BDS GEO SD MW
combination series computed using data of zero baseline CUT0-CUT2. As can be
seen, the systematic biases are completely cancelled out by single-differencing
between receivers. These results indicated that our deduction is correct.

Table 3.2 summarized the above analysis.
The characteristics of the BDS MW combination series indicated that: if BDS

IGSO or BDS MEO code pseudorange observables are used for relative position-
ing, their systematic biases without having to be considered over short baselines;
however, they must be considered over long baselines. For BDS GEO code
pseudorange observables, their systematic biases must be considered over both
short and long baselines. If one conducts un-differenced positioning or single-
differenced positioning between satellites, systematic biases of all types of BDS
satellites have to be considered. Since there is no appropriate correction model for
BDS GEO satellites at present, it will be a future topic.

3.5 Conclusions

We computed MW combinations of different types of BDS satellites with static
observations of four baselines. SD MW combinations and DD MW combinations
are generated by single-differencing between satellites, single-differencing between
receivers and double-differencing between both satellites and receivers. By ana-
lyzing the time series of these combinations, we draw the following conclusions:

(1) Being different from GPS MW combinations, un-differenced MW combina-
tions of all three types of BDS satellites show obvious systematic biases.

(2) These biases cannot be cancelled out by single-differencing between satellites.
On the contrary, they are amplified due to the superposition of the systematic
biases of two satellites.

(3) The systematic biases of BDS IGSO and BDSMEOMWcombination series can
be cancelled out by single-differencing between receivers over short and medium
baselines, however, they cannot be cancelled out over long baselines. For BDS

Table 3.2 Existential state of the systematic biases of BDS code pseudoranges, ‘√ ’ indicates the
systematic biases exist

Operation IGSO MEO GEO

Single-differencing between satellites √ √ √

Single-differencing between
receivers or double differencing

Zero baseline × × ×

Short baseline × × √

Medium baseline × × √

Long baseline √ √ √

‘×’ indicates the systematic biases do not exist
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GEOMWcombinations series, their systematic biases cannot be cancelled out by
single-differencing between receivers over both short and long baselines.

(4) The further analysis of the DD MW combinations indicated that the systematic
biases which cannot be cancelled out by single-differencing between receivers
also cannot be cancelled out by double-differencing between both receivers
and satellites.

(5) By summing up these results, we analyzed the source of the systematic biases
of BDS MW combination: the systematic biases of BDS IGSO and BDS MEO
MW combination series mainly originate from multipath errors of satellite; the
systematic biases of BDS GEO MW combination series also originate from
the multipath errors, however, it is not sure that they originate from satellite
multipath, receiver multipath, or the combined influence of both satellite and
receiver multipath.

As the former studies and our work all demonstrated that BDS code measure-
ments suffer from the severe affection of multipath, how this effect are produced and
how to avoid this effect for the later BDS satellite platforms’ designing would be an
important issue needed to be paid attention to in the future.
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Chapter 4
Refining of BDS Differential
Code Bias Model

Qiankun Liu, Lifen Sui, Guorui Xiao, Yu Gan, Guobin Qi
and Tian Zheng

Abstract The differential code bias (DCB) in Global Navigation Satellite System
(GNSS) satellites should be precisely determined using real ground GNSS data when
designing certain applications, such as precise positioning, navigation and timing.
This paper analyzed the relationship between satellite elevation angle with DSNR
(difference signal to noise ratio) of BDS (BeiDou Navigation Satellite System)
different orbital satellite. The experimental results showed that the DSNR of IGSO
satellite was less than 5dBHz and more stable, much better than the other satellites;
the change of GEO satellite DSNR was small, but the absolute value was large;
MEO satellite DSNR changed frequently and big. A new algorithm to get the BDS
observation weight is introduced by considering the distance between the satellite
and the Earth and DSNR. The results indicated that the new weight algorithm
improved the DCB accuracy and enhanced the stabilities, which improved GEO
satellites 1–15 %, IGSO satellites 4.5–16 %, MEO satellites 20–22 %.

Keywords DCB � Quality analysis � BDS � Stochastic model � SNR

4.1 Introduction

Different frequencies navigation information transmit link is different, which lead
that different channel delay is different from each other. Describing the difference
between the channel delay parameter is called differential code bias (DCB). Studies
have shown that DCB is an important error source affected the total electron content
(TEC) calculation and precision positioning [1]. Currently DCB solver function
model is a hot, but stochastic model is rare [1–5]. Satellite elevation angle and
signal to noise ratio (SNR) can reflect the quality of the observations. The stochastic
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model based on satellite elevation angle and SNR can effectively weaken the
atmospheric residual error and multi-path error. What’s more, the stochastic model
based on SNR can also weaken the influence of diffraction [6]. GPS is composed of
24 Medium Earth Orbit (MEO) satellites, while BDS consists of three kinds of
satellites that are Geostationary Orbit (GEO) satellites, Inclined Geosynchronous
Satellite Orbit (IGSO) satellites and Medium Earth Orbit (MEO) satellite [7]. It is a
problem that cannot be ignored in the DCB solver that different orbits satellite has
different properties and signal quality of different frequencies is differences [8, 9].
This paper analysed the differences between the three BeiDou satellite signal
qualities, then proposed a weight algorithm that is suitable for BDS DCB resolu-
tion, finally compared the effects of different stochastic model for DCB solver and
calculated the BeiDou satellite differential code biases preliminary.

4.2 DCB Estimation Method

GNSS pseudorange observations of frequency i is expressed as:

Ps
i;r ¼ qsi;r � c � dtr þ c � dts þ 40:28

f 2i
� STEC þ Ts þ dhdði;PÞ;r þ dshdði;PÞ

þ dsmultði;PÞ þ esi;P ð4:1Þ

where s is sequence number of satellites, r is sequence number of receiver, qsi;r is the
geometric distance between the satellite s and the receiver r, STEC is slant total
electron content, c is speed of light in vacuum (m/s), rtr is clock bias for station r,
rts is clock bias for satellite s, Ts is tropospheric delay, dshdði;PÞ; dhdði;PÞ;r are the

satellite and receiver pseudorange code hardware delays of frequency i, dsmultði;PÞ is
pseudorange multipath error of frequency i, esP;r is pseudorange measurement noise.

Difference the pseudorange observation equations at B1 and B2 frequencies; it
will get a value of no geometric combination P4.

Ps
4;r ¼ F � STEC þ c � DCBs þ DCBrð Þ þ esP;r ð4:2Þ

where F ¼ 40:28 � 1
f 21
� 1

f 22

� �
, DCBs ¼ dshdð1;pÞ � dshdð2;pÞ, DCBr ¼ dhdð1;pÞ;r � dhdð2;pÞ;r

are satellite and receiver differential code bias.
As the pseudorange measurements have larger noise, usually carrier phase

smoothed pseudorange measurements are used as data preprocessing strategies to
improve pseudorange accuracy. Before pseudorange measurements are smoothed,
cycle slip detection and gross errors elimination should be done.

According to the spherical harmonic function model to describes the ionospheric
delay [10]. Make the difference between ionospheric residuals combination P4 and
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ionospheric delays as pseudorange observations in least square equations to get the
satellite and receiver DCB, there have the observation equations as follow [1]:

Lþ V ¼ A � XDCB

XDCB ¼ Xs
DCB;XDCB;r

� �

L ¼ ~Ps
i;j � F � STEC

8
<

:
ð4:3Þ

where V are the residuals of pseudo observations, A is design matrix, XDCB are the
estimated parameters including satellites and receivers DCB, ~Ps

i;j is the smoothed
pseudorange combination.

Since the design matrix A is rank-deficient of one, Eq. (4.3) is underestimated if
no priori satellite or receiver DCB reference value is introduced. Under different
constraints, satellites or receivers DCB are different, but the combination of receiver
and satellite DCB don’t change [11]. This paper adopts the method that the sum of
all BeiDou satellites DCB is 0, as follows:

S � Xs
DCB ¼ 0

S
1�n

¼ 1; . . .; 1½ �
(

ð4:4Þ

According to the basic principle of rank deficient least squares with constrained
conditions, we can get the following equations:

XDCB ¼ N þ STSð Þ�1U
N ¼ ATPA
U ¼ ATPL
r20 ¼ VTPV

n�n1�n2

QXX ¼ r20 � N þ STSð Þ�1

P ¼ diagðp1; . . .; pnsÞ

8
>>>>>>><

>>>>>>>:

ð4:5Þ

where r20 is posteriori unit-weighted mean error of the least squares adjustment, QXX

is the covariance matrix of satellites and receivers DCB, n is the observation
numbers, ns is number of observed satellites at station r, nr is the number of stations
involved in solution, P weight matrix for pseudo observations.

4.3 DCB Estimation Stochastic Model Refining

The constellation of BDS is composed of three kinds of satellite. GEO satellites
orbital height is 35,786 km [13]; the range accuracy is the highest [9, 12]; the orbit
accuracy is the lowest [14]; the DCB residual is the maximum [1]; the propagation
path is the longest when satellite elevation angle is equal to others [5]. IGSO
satellites orbital height is 35,786 km; the orbit accuracy is the highest; its DCB
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residual is minimum; its propagation path is about as same as GEO satellite’s when
satellite elevation angle is equal to others. MEO satellites orbital height is
21,528 km; its orbit accuracy and DCB accuracy are somewhere in between GEO
and IGSO; its range accuracy as same as IGSO satellites.

Based on the above considerations, the relationships between the BeiDou dif-
ferent satellites orbital are complex. Elevation angle and SNR don’t well describe
the observations quality of different orbital satellite. This paper presents a mixed
weight algorithm suitable for BDS DCB solver, as follows:

p ¼ S � sin
2ðeÞ
q2

ð4:6Þ

where e is satellite elevation angle, q is distance between the satellite and the
receiver (km), the scaling factor s is an empirical values that defined by Eq. (4.7).

SNR is generally 45Db-Hz, consistent with the change of satellite elevation
angle. Signal quality is good when the signal to noise ratio is large [4, 5]. Iono-
spheric residuals combination P4 is the difference of two frequencies pseudorange.
Signal qualities of different frequencies are not identical. Elevation angle model
cannot fully describe the observations quality because the DSNR is always
changing (see Fig. 4.1). Observations value should be considered have large errors
and reduced the weight when DSNR is large, though the satellite elevation angle is
big. This paper analyzed the DSNR between B1 and B2 frequency of three orbiting
satellites. The result showed that IGSO satellites DSNR are no more than 4.
Through trial and error analysis, the results were better when the difference of
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Fig. 4.1 DSNR changes with elevation of MEO, IGSO and GEO satellites of BJF1, XIA1 and
WHN1 station in 125 Day, 2013
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SNR1 and SNR2 took 4 as threshold. When DSNR is greater than 4, take 4 as a
molecular appropriate to reduce observation power ratio.

S ¼ 1 , SNR2� SNR1j j � 4
4

SNR2�SNR1j j ; others

�

ð4:7Þ

4.4 Experiment and Result Analysis

4.4.1 BDS SNR and Elevation Angle Analysis

This paper selects the observation of BJF1, XIA1, WHN1 stations in IGMAS
125 days of 2013, the sampling interval is 30 s, the cutoff elevation is 20°. Data pre-
processing marks the position of cycle slip and excludes the gross errors in
observations measurements. Experimental analyses the relationship between ele-
vation angle and DSNR of three orbiting satellites. The results of PRN 2 GEO
satellites, PRN 7 IGSO satellites and PRN 12 MEO satellites are showed in
Fig. 4.1. DSNR ¼ SNR2� SNR1 is the difference of SNR2 and SNR1. Elev is
satellite elevation angle.

It can be seen from Fig. 4.1:

(1) When the elevation angles are equal, IGSO satellites DSNR are smaller than
GEO and MEO satellites and not more than 4; it shows a low frequency
change; it changes in a small range. MEO satellites DSNR are large; it shows a
high frequency variation, it changes in a big range. GEO satellites are
somewhere in between. There are great differences between the different
stations.

(2) GEO satellites DSNR change rapidly along with the change of elevation angle,
followed with the IGSO satellite. MEO satellites DSNR change very frequent
and deeply when elevation angle is less than 40°. IGSO satellites DSNR
sometimes are smaller than 0, namely SNR2 is less than SNR1. GEO and
MEO satellite SNR2 both are bigger than SNR1 every time. Here we can
obtain that it is impossible to judge the observations quality of different fre-
quency by simple comparison with SNR size.

(3) There is a strong correlation between DSNR and elevation angle, namely the
bigger the elevation angle, the smaller the DSNR value. When elevation angle is
greater than 60°, DSNR remains stable. But DSNR change frequently, elevation
model does not fully describe the changes. Sometimes there is a great difference
of DSNR between consecutive epochs. Although the elevation angle is equal,
quality of different frequency pseudorange observations cannot be exactly the
same. Elevation model cannot full description the quality of P4 pseudorange.
DSNR can better reflect the local variations of the P4 pseudorange.
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4.4.2 Weight Algorithm Analysis

This paper selects the observation measurements of stations in IGMAS 125–
132 days of 2013; the sampling interval is 30 s; the cutoff elevation is 10°. Data pre-
processing marks the position of cycle slip and excludes the gross errors in
observations measurements. Experiments use the following three weight algorithm
program to estimate DCB:

Scheme 1: use sine function based elevation angle as weight algorithm.
p ¼ sin2 e;
Scheme 2: use sine function based elevation angle and distance between the
satellite and the receiver combination as the weight algorithm. p ¼ sin2 e

�
q2;

Scheme 3: use the elevation angle, distance and SNR scaling factor as the
weight algorithm that is defined by Eqs. (4.6) and (4.7).

Table 4.1 shows the DCB weighted average value of the three kinds of schemes in
consecutive 8 days. Figure 4.2 shows the standard deviations of different schemes.

Considering Table 4.1 and Fig. 4.2, we can draw the following conclusions:

(1) We can see from DCB standard deviation of 125–132 days in 2013, except
C04, C05 satellites, all satellites DCB standard deviation are less than 0.4 ns.
BeiDou satellites DCB are stability. GEO satellites DCB residuals are larger
than others, especially on the C04, C05 that are significantly bigger than the
other satellites. A number of days estimation results also show that C04 and
C05 satellite are biggest in single-day change, which may be due to that it is
the farthest distance and low elevation angle that results in poor signal quality.
Paper [3] has come to similar conclusions.

Table 4.1 BDS satellites
DCB of three schemes PRN DCB

(schemes 1)
DCB
(schemes 2)

DCB
(schemes 3)

1 15.73 15.69 15.7

2 6.67 6.67 6.68

3 4.82 4.92 4.94

4 4.88 4.79 4.77

5 −0.89 −0.94 −0.88

6 0.17 0.18 0.2

7 5.4 5.43 5.43

8 2.16 2.17 2.17

9 −6.56 −6.54 −6.54

10 −6.92 −6.91 −6.95

11 −7.7 −7.65 −7.65

12 −6.29 −6.21 −6.21

13 −7.45 −7.55 −7.57

14 −4.02 −4.05 −4.09
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(2) Different stochastic model has a great effect on the DCB solutions. The weight
algorithm taking into account the distance reduces the result standard devia-
tions by increase the MEO satellites weighted, improving the MEO satellites
DCB accuracy particularly.

(3) The new weight algorithm considering the DSNR and distance can better
describe the observation measurements quality of different frequency. It
improves the results accuracy by increase appropriately the weight of IGSO
and MEO satellites compared to the other programs. It improves the GEO
satellite 1–15 %, IGSO satellite 4.5–16 %, MEO satellites 20–22 %.

Figure 4.3 shows the DCB change sequence in consecutive 8 days of three
estimate schemes of BDS C02 GEO satellites, C06 IGSO satellites and C12 MEO
satellites DCB.

From Fig. 4.3, we can conclude that:

(1) IGSO satellites DCB are the most stable, not more than 0.1 ns in single day
change; GEO satellites DCB are generally within 0.4 ns; MEO satellites DCB
stabilities are somewhere in between and no more than 0.3 ns.

(2) Different ways to set weight algorithm results in a certain influence that the
differences of a single day estimate results may reach in 0.2 ns. The new
weight algorithm is more reasonable to describe the quality of the observed
values and enhances the stability of single day DCB.
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4.5 Conclusions

This paper described the DCB estimation function model, analyzed the differences
of different orbit satellites’ signal quality, proposed a new weight algorithm based
on distance between the satellite and the receiver and SNR difference of B1 and B2.
Researches show that:

(1) IGSO satellites DSNR are small and relatively stable, better than the MEO and
GEO satellites significantly.

(2) The new weight algorithm considered the distance and DSNR can describe the
observations quality of different frequency well, improve estimate accuracy
and enhance the stability. It has greatly improved the accuracy of the GEO
satellites and IGSO satellites, especially for MEO satellites. I believe that with
the increase of MEO satellites in BDS, the new weight algorithm will be
continue to improve the accuracy of calculation.
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Chapter 5
Estimation Strategy and Accuracy
Analysis of GNSS Real-Time Precise
Satellite Clock Error

Liang Chen, Changjiang Geng, Quan Zhou and Wenhai Jiao

Abstract The rapid development of the Beidou navigation satellite system (BDS)
accelerates the user demands for high-precision position and navigation. Interna-
tional GNSS Monitoring and Assessment System (iGMAS) built by China inde-
pendently provides a good platform for GNSS high-precise real-time products. In this
paper, the precise satellite clock error resolving model and strategy are studied, the
feasibility of real-time precise clock error estimation on the premise of guarantee
accuracy is researched, and the precision of real-time precise clock error using
iGMAS site resources (built and planning) is verified. The results show: There is
convergence process in the Un-difference mode to realize real-time clock estimation
and the convergence RMS accuracy comparing to IGS is about 0.2 ns; Epoch single-
difference model eliminates the continuous ambiguity, so there is no conver-
gence process, the precision is better than 0.2 ns; On the whole, the precision of
Un-difference mode and epoch single-difference model is quite; From the calculation
efficiency and high-precision clock error application, the epoch single-difference
model is adapt to GNSS real-time precise clock estimation because of less resolved
parameters; Using iGMAS site resources (built and planning) recently, the precision
of clock estimated by epoch single-difference model is about 0.2 ns.

Keywords iGMAS � Precise clock estimation � Un-difference � Epoch
single-difference � Accuracy analysis
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5.1 Introduction

With the providing services of Beidou navigation satellite system for Asia-Pacific
area and the development of the European Galileo navigation satellite system, there
are more choices for navigation users. In order to assessment the GNSS open
service signal performance, the concept of monitoring and assessment of GNSS
Open Services is present by China in 2010, and the international GNSS Monitoring
and Assessment System (iGMAS) has begun to be built [1]. By the end of 2014,
iGMAS has completed the first-phase construction. By design, iGMAS consists of
more than 30 global tracking stations, three data centers, several analysis centers
et al. [2].

With the development of GNSS technology, real-time and high-precision
products become one of the developing directions. Currently, the precise satellite
orbit and clock error products have been provided by IGS, even though the update
speed and accuracy of the ultra-orbit products have been meet the real-time users’
requirements, the ultra-clock error accuracy is about 3 ns [3] which cannot meet the
high-precision demands. In 2002, the real-time products plan was carried out by
IGS, which can provide 0.3 ns real-time clock error product now [4].

As one of analysis centers (Test and Assessment Center, TAC) of iGMAS,
depending on our high-precision products, the precise satellite clock error resolving
model, strategies and accuracy analysis are mainly studied in this paper. On the
premise of guarantee accuracy, the feasibility of achieving real-time clock error
resolving based on epoch single-difference model is demonstrated. On this basis,
using iGMAS site data and IGS data nearby iGMAS planning site, real-time clock
error product accuracy provided by iGMAS recently is verified.

5.2 The Estimation Model of Precise Satellite Clock Error

At present, there are two kinds of methods to obtain the precise satellite clock error.
One is to estimate the satellite clock error and orbit parameter together in the
process of satellite precise orbit determination, the other is to estimate precise clock
error in which the precise satellite orbit, station coordinates and the earth rotation
parameters have been fixed as products in process of satellite precise orbit deter-
mination. Because of an excess of estimated parameters (such as orbit, earth
rotation parameters, troposphere, clock, ambiguity, site coordinate and so on) in
normal equation, the calculation efficiency is not quick and data processing interval
is large normally (300 s), so subtly precise satellite clock cannot be get in the first
processing. In the second method, the real-time clock error can be calculated by
fixing some parameters as ultra-product such as the satellite orbit, the earth rotation
parameter, and troposphere etc., in which processing efficiency is raised due to the
number of parameters estimated in normal equation reduced.
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The principle and processing strategy of the un-difference model and epoch
single-difference model based on the second method are studied, and its accuracy
(take GPS for example) is compared and analyzed in next paper.

5.2.1 The Un-difference Model

In the dual-frequency data processing, the ionosphere-free combination is usually
used to eliminate the effect of ionosphere. The observation equation is as
follows [5]:

vsk;PC ¼ qsk þ c dtk � dTsð Þ þ Ds
k;trop þ esk;PC � Ps

k;LC
vsk;LC ¼ qsk þ c dtk � dTsð Þ þ kLC � Ns

k;LC þ Ds
k;trop þ esk;LC � kLC � Us

k;LC

�

ð5:1Þ

Among them, k, U, N is no ionosphere combination wavelength, phase obser-
vations and ambiguity, respectively; P is GNSS code observations; q is the station-
satellite geometrical distance; dt and dT is receiver and satellite clock error; c is the
speed of light; Dtrop is troposphere delay; e is the observation noise etc.

Using the observation error equation established by the formula (1), real-time
precise satellite clock error is estimated by Square Root Information Filter algo-
rithm. In this processing, satellite orbit and station coordinates are fixed; Ambiguity
is treated as a constant when there are no cycles or repaired and when cycle occurs,
ambiguity is estimated as one new parameter; antenna phase center offset model is
the newest IGS08 model; Receiver clock error and satellite clock error parameters
are both treated as white noise. Detailed estimation strategy is shown in Table 5.1.

5.2.1.1 The Epoch Single-Difference Model

There are a lot of ambiguity parameters in un-differenced model, which affect the
real-time clock error estimation efficiency. The ambiguity parameters are eliminated
in epoch single-differenced model, which is more suitable for the real-time clock
error estimation. The observation equation is as follows:

vsk;PCði; iþ 1Þ ¼ Dqskði; iþ 1Þ þ cðDdtkði; iþ 1Þ � DdTsði; iþ 1ÞÞ þ DDs
k;tropði; iþ 1Þ

þ esk;PCði; iþ 1Þ � DPs
kði; iþ 1Þ

vsk;LCði; iþ 1Þ ¼ Dqskði; iþ 1Þ þ cðDdtkði; iþ 1Þ � DdTsði; iþ 1ÞÞ þ DDs
k;tropði; iþ 1Þ

þ esk;LCði; iþ 1Þ � kLC � Us
kði; iþ 1Þ

8
>>>><

>>>>:

ð5:2Þ
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Among them, Dqskði; iþ 1Þ is the station-satellite geometrical distance changes
between adjacent epoch; station and satellite coordinates are fixed as precise result
from precise orbit determination in this process. So the parameters estimated in
epoch single-difference model include Ddtkði; iþ 1Þ, DdTsði; iþ 1Þ,
DDs

k;tropði; iþ 1Þ, and its meaning the changes of receiver clock error, satellite clock
error and the troposphere changes on relative to upper epoch, respectively.

From above equation, we can get that the parameters to be estimated in pseudo-
range and phase observation are the same. In order to minimize the impact on the
precision of clock error, the weight of pseudo-range observation can be reduced.
The change value of satellite clock error is estimated actually in this model, so the
initial satellite clock error need to be introduced in this model, which is get from
broadcast satellite clock error in this paper. The specific strategy is as Table 5.1.

Table 5.1 The estimation strategy of the GNSS clock error

Parameter Model

Observation
information

Observation LC, PC

Observation intervals 30 s

Priori information P1:3.0 m; L1:0.02 cycle

Elevation mask angle 7°

Observation weight p = 1, elev > 30°

p = 2sin(elev), elev ≤ 30°

Error correction Phase winding correct

PCV IGS08 model correction

Tide correction Model correction

Relativistic effects
Earth rotation

Model correction

Parameters
estimation

Reference clock ALIC

Orbit Fixed as precise orbit products

Site coordinates Fixed as precise site coordinates

EOP Fixed as IERS products

Troposphere Saastanmoine Model + white noise

Clock error of
Satellite

Estimation, Broadcast clock error + white noise,
priori-constraint 30,000 m

Clock error of
receiver

Estimation, Pseudorange estimation + white
noise, priori-constraint 9000 m

Ambiguity Un-difference estimation/Epoch single-difference
elimination
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5.3 The Comparison Method of Clock Error

Compared with IGS final precise clock error, quadratic difference method of clock
error assessment method is adopted in this paper. Firstly, one satellite is selected as
reference satellite (PRN1 in this paper), in order to eliminate the reference clock
differences selected in estimation strategy between clock error estimated in this
paper and IGS, other satellites clock errors result got from this paper and IGS final
products make a difference with this reference satellite. Use this result, the other
difference is done between same satellites of those two products to get quadratic
difference, then quadratic differential time series RMS is statistic as follows [6]:

RMS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i¼1
Di � �D
� �2

n

v
u
u
u
t ð5:3Þ

Among them, Di is the quadratic difference of i epoch, �D is the average.
Quadratic differential result contains one system deviation, which is due to refer-
ence clock error. For users of double-difference data process, initial satellite clock
bias have been eliminated in difference between satellites, will not affect the
positioning result; In un-difference data processing, the weight of pseudorange
observation is very low, those bias can be thought as been absorbed by the carrier
phase ambiguity, so ignore the influence of pseudorange deviation [4]. Quadratic
difference RMS can reflect the degree of coincidence between clock results
estimated in this paper with IGS final clock products effectively.

5.4 Analysis of Test Results

In order to analyze the characteristics, compare precise clock error accuracy
and estimation efficiency of the two models, global 40 IGS tracking stations
(see Fig. 5.1) observation data from October 17 to 23, 2014 (Day of year 290–296)
is analyzed by software developed by ourselves in this article. In order to imitate the
real time mode, the GPS orbit is fixed as GPS ultra-orbit products provided by our
iGMAS analysis center.

5.4.1 The Comparison of the Precise Clock Error Accuracy

Figure 5.2 shows the precise clock error accuracy with IGS clock on October 17,
2014 (Day of year 290) by un-difference and epoch single-difference model,
respectively (take PRN 12 and 15 for example). It can be seen from the results that
there is a convergence process due to need to estimate the ambiguity parameters in
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un-difference model and the result is stable after convergence (see as Fig. 5.2b).
However, because epoch single-difference model has eliminated the ambiguity
parameter, there is no convergence process (see as Fig. 5.2b). There is an obvious
constant-bias in single-difference model; because the single-difference model esti-
mates the satellite clock differences relative to the upper epoch, the existence of
clock error of first epoch causes the bias.

Figure 5.3 is the statistical RMS comparison of un-difference model and epoch
single-difference model from DOY 290–296, 2014. The RMS of un-difference
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model is the result after convergence and there are no PRN 3 results due to stoppage
in experiment. From the results, clock error RMS accuracy estimated by two
models comparing with IGS results is about 0.2 ns, most satellites accuracy of
epoch single-difference model is superior to 0.2 ns. On the whole, the clock error
accuracy estimated by the two models is about the same.

5.4.2 Estimation Efficiency Analysis

Due to irregularity of the satellite clock changing, the real-time clock error
estimation system needs higher estimation speed in order to meet the demands of
high precision in GNSS high-accuracy real-time applications. In order to verify the
clock error data processing efficiency of the two methods, about 40 stations
observation data on October 17, 2014 (DOY290 are processed by our clock
estimation software in the IBM X3850 server (processor Inter(R) Xeon(R) E7-4820
2.0 GHz, 16 g memory, Windows sever2008 64-bit operating system), and the time
comparison results between un-difference model and epoch single-difference model
for calculating each epoch time are shown in Fig. 5.4.

From Fig. 5.4, calculation consumption time of un-difference model is more than
epoch single-difference model due to large of parameters in normal equation, most is
in 0.8–0.9 s, however, the epoch single-difference model is about 0.1–0.2 s. There
are some larger consumption times epochs in the two models, and un-difference
model’s are more than epoch single-difference’s, which may be caused by the poor
data quality, the reason need to further study.

Combining the accuracy and estimation efficiency of the two models of clock
error resolving, and considering the update requirements of real-time clock error at
the same time, epoch single-difference model is more suitable for GNSS real-time
clock error calculation.
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5.4.3 Validation of iGMAS Real-Time
Clock Error Estimation

By the end of 2014, iGMAS has completed the first phase of construction. The
image below is the part of iGMAS’s sites having been built, looking forward to
building and planning. Due to iGMAS tracking stations are in the construction
stage, so in the next part, using iGMAS site data and IGS data nearby iGMAS
planned site, real-time clock error product accuracy provided by iGMAS recently is
verified by epoch single-difference model (Figs. 5.5 and 5.6).
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From the results, the clock error accuracy estimated by epoch single-difference
model is about 0.2 ns using about 20 iGMAS test site. What the RMS of G10 and
G21 is larger than other satellites is caused by less effective observation for the two
satellites from station. So, reasonable station distribution and enough observation
data are the premise conditions to obtain high-precision clock error.

5.5 Conclusions

From above discussion we will get conclusions as follow:

(1) due to ambiguity exists in un-difference model estimation clock error, there is
convergence process, after which the RMS accuracy comparing with IGS final
clock products is about 0.2 ns; While, because of epoch single-difference
model decoding continuous epoch ambiguity, there is no convergence process
and RMS is better than 0.2 ns comparing with IGS; On the whole, the clock
error accuracy estimated by the two models is about the same.

(2) Combining the accuracy and estimation efficiency of the two models of clock
error resolving, and considering the update requirements of real-time clock
error at the same time, epoch single-difference model is more suitable for
GNSS real-time clock error calculation because of less parameter and no exist
convergence.

(3) Using iGMAS site resources recently, the clock error accuracy estimated by
epoch single-difference model is about 0.2 ns.

Because there are lots of troposphere parameters in epoch single-difference
model, more research need to do in order to improve the estimation efficiency.
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Chapter 6
Integrating BDS and GPS to Accelerate
Convergence and Initialization Time
of Precise Point Positioning

Zongpeng Pan, Hongzhou Chai, Zehui Liu, Kefan Yang,
Yang Chong and Yangyin Xu

Abstract Due to the precision of BDS orbits and satellites clock, BDS PPP need
long time to convergence to centimeter accuracy than GPS PPP. Combined BDS/
GPS PPP can benefit from more visible satellites and enhanced satellite geometry
distribution, which can accelerate the convergence speed of PPP. In this contri-
bution, Combined BDS/GPS PPP and its integer ambiguity resolution were
investigated. Using data set of 8 MGEX stations, the visible satellites and PDOP
between GPS constellation and BDS/GPS constellations were analyzed. The results
show combined BDS/GPS constellations can increase visible satellites and reduce
PDOP. The improvement rate of visible satellites and PDOP is 89 and 31 %. Then,
the positioning accuracy and convergence speed of single system PPP and com-
bined BDS/GPS PPP were compared. For PPP hourly solutions, the positioning
accuracy and convergence time of combined GPS/BDS PPP is better than single
system PPP solutions. For PPP daily solutions, however, the positioning accuracy is
not significantly improved. Finally, the integer ambiguity resolution of PPP was
conducted. Only the GPS ambiguities were fixed and leaved BDS ambiguities as
float values. The experiment results with MGEX BDS/GPS data indicate that
combined GPS/BDS PPP with GPS integer ambiguity resolution can further
improve positioning accuracy of PPP hourly solutions. Comparing with float
solutions, the positioning accuracy is improved by 59.1 % in N component, 87.0 %
in E component and 39.1 % in U component.
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6.1 Introduction

The regional constellation of BeiDou Navigation Satellite System (BDS) has been
officially operation since the end of 2012. It can provide service of navigation,
timing and positioning in the Asia-Pacific Region. At the same time, IGS MGEX
analysis centers and iGMAS analysis centers focus on BDS orbit and satellites
clock determination [1–3]. The MGEX analysis centers such as WHU, GFZ and
ESA can provide BDS precise orbit and satellites clock which lead to more
researches focus on BDS precise positioning. The positioning accuracy of BDS PPP
can reach a few centimeters [1–4], but more convergence time is needed and the
positioning accuracy is less than GPS PPP [1, 2, 4, 5]. The reason is that BDS orbit
and clock products have a lower accuracy than GPS products, due to the small
network of monitor stations and the accuracy antenna model and solar radiation
pressure model are unknown.

To improve performance of a GNSS mainly depends on increasing the number
of navigation satellites, optimizing the spatial geometric configuration and
improving of the accuracy of the observation signals [5]. At the same time, the
fusion of multiple GNSSs can significantly increase the number of observed sat-
ellites and optimize the spatial geometry which can shorten convergence time of
positioning. Li et al. [3] presented that the combined BDS/GPS PPP which based on
un-differenced dual-frequency observations can shorten convergence time but it did
not improve positioning results [4]. Zhao et al. [1] presented that when BDS and
GPS data were combined to perform static PPP, the results were slightly worse
compared to GPS only solutions. This could be caused by the multipath of some
BDS GEO satellites and the process noise of intersystem biases for BDS. For
kinematic PPP, however, the BDS/GPS combinations significantly improved the
accuracy of GPS only PPP solutions. However, the above study focused on daily
solutions [1]. The combined GPS/BDS positioning accuracy with short-time
observations (such as 30–60 min) is unknown and PPP ambiguities are estimated as
float values. Considering the PPP ambiguity resolution (PPP-AR) can improve
positioning accuracy of short time.

With the development of PPP-AR in recent years, PPP ambiguity-fixed solution
can improve positioning accuracy and shorten PPP convergence time [6–10]. But
the convergence period to ambiguity-fixed solution is over several tens of minutes.
The reason for this long period is that the slowly change geometry of satellites and
other un-modeled error in observations lead to a long period before ambiguity
resolution can be attempted [10, 11]. Cai and Gao [12] presented that combined
GPS/GLONASS PPP can improve positioning reliable and reduce convergence
time [12]. Jokinen et al. [13] and Li et al. [14] showed that combined GPS/
GLONASS PPP can improve accuracy of GPS float ambiguity and reduce the time
to first-fixed solution [13, 14]. Above studies focused on GPS/GLONASS PPP,
however, combined GPS/BDS PPP was little studied. The impact of adding BDS
observations to improve GPS PPP ambiguity resolution is worthy of investigation.
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This contribution focuses on Integrating BDS and GPS to accelerate conver-
gence and initialization time of PPP. Firstly the PDOP value and visible satellites
are analysis between single system and combined BDS/GPS in the Asia-Pacific
Region. Secondly, the PPP convergence time of different system combination is
investigated and then the positioning accuracy of BDS, GPS and combined BDS/
GPS PPP in hourly solutions is compared. Finally, GPS PPP ambiguity resolution
was conduct and leaving BDS PPP ambiguities as real values, for the reason that
BDS orbit and clock products have a lower accuracy than GPS products and the
accuracy antenna model of BDS can’t acquire. The impact of GPS PPP ambiguity
resolution for combined BDS/GPS PPP hourly solutions is also investigated

6.2 Combined BDS/GPS PPP Model

6.2.1 Function Model

For combined BDS/GPS PPP, in order to eliminate the ionosphere effect, the
ionosphere-free observations are used. Considering hardware delays in observa-
tions, for a satellite j of any GNSS s (GPS or BDS) observed by receiver r, the
ionosphere-free pseudo range and carrier phase observations can be expressed as
follows

Ps;j
IF;r ¼ qs;jr þ c dtsr � dts;j

� �þMs;j
r dtrop;r þ c bsIFP;r � bs;jIFP

� �
þ e Ps;j

IF;r

� �

Us;j
IF;r ¼ qs;jr þ c dtsr � dts;j

� �þMs;j
r dtrop;r þ c bsIF/;r � bs;jIF/

� �
þ ksIFN

s;j
IF;r þ e Us;j

IF;r

� �

ð6:1Þ

where Us;j
IF;r and Ps;j

IF;r are ionosphere-free carrier phase and pseudo range obser-
vations, the subscript IF for ionosphere-free combination, r for station number,
superscript s for GNSS, j for a given satellite, ρr

s,j as geometric distance between
satellite and receiver, c for the speed of light in vacuum, dtr

s as the receiver clock
errors, dts,j as the satellites clock errors, bsIFP;r, b

s
IF/;r, b

s;j
IFP and bs;jIF/ as receiver-

dependent or satellite-dependent pseudo range and phase hardware delay, dtrop;r for

tropospheric zenith delay (ZTD), Ms;j
r for the mapping function, Ns;j

IF;r as the ion-

osphere-free ambiguity, e Us;j
IF;r

� �
, e Ps;j

IF;r

� �
for the carrier phase and pseudo range

measurement noise and other errors, ksIF is the wavelength of ionosphere-free
combination.

Generally, the satellites clock errors can be corrected using IGS precise clock
products ~dts;j ¼ dts;j þ bs;jIFP (which include satellite-dependent hardware delay) and
the receiver-dependent hardware delay is grouped into receiver clock, then the
Eq. (6.1) can be expressed as
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Ps;j
IF;r ¼ qs;jr þ c~dtsr þMs;j

r dtrop;r þ e Ps;j
IF;r

� �

Us;j
IF;r ¼ qs;jr þ c~dtsr þMs;j

r dtrop;r þ ksIFB
s;j
IF;r þ e Us;j

IF;r

� � ð6:2Þ

where kIFB
s;j
IF;r ¼ c bsIF/;r � bsIFP;r

� �
� bs;jIF/ � bs;jIFP
� �h i

þ ksIFN
s;j
IF;r, as float ambi-

guitywhich include receiver and satellite-dependent hardware delay, ~dtsr ¼ dtsr þ bsIFP;r
as the comprehensive receiver clock errors and receiver-dependent hardware delay.

It should be noted that BDS precise orbit and satellites clock products provided
by MGEX are based on the ITRF reference frame, which is the same as used in
single GPS data processing. It doesn’t need to transform coordinate reference frame
between two systems. Due to different time system between BDS and GPS, there
will have two receiver clock offsets in combined GPS/BDS PPP model, as follows

dtGr ¼ tr � tGsys dtCr ¼ tr � tCsys ð6:3Þ

where dtGr , dt
C
r as GPS and BDS receiver clock offset, tr is time of receiver clock,

tGsys , t
C
sys as GPS and BDS system time. Instead of estimating BDS receiver clock

offsets, it is preferable to introduce a system time difference parameter as it can
reflect the difference between GPS and BDS system times [5, 12]. The BDS
receiver clock offset can be expressed as

dtCr ¼ tr � tGsys � tCsys þ tGsys

¼ dtGr þ dtsys
ð6:4Þ

where dtsys ¼ tGsys � tCsys denotes system time difference between GPS and BDS.
Considering receiver-dependent hardware delay, the BDS receiver clock offset can
be expressed as

~dtCr ¼ ~dtGr þ ~dtsys
~dtsys ¼ dtsys þ bCIFP;r � bGIFP;r

ð6:5Þ

Introduce Eq. (6.5) into Eq. (6.2) and linearize the equation, the Combined BDS/
GPS PPP Model can be expressed as

DPG;j
IF;r ¼ lG;jr Drþ c~dtGr þMG;j

r dtrop;r þ e PG;j
IF;r

� �

DUG;j
IF;r ¼ lG;jr Drþ c~dtGr þMG;j

r dtrop;r þ kGIFB
G;j
IF;r þ e UG;j

IF;r

� �

DPC;j
IF;r ¼ lC;jr Drþ c ~dtGr þ ~dtsys

� �þMC;j
r dtrop;r þ e PC;j

IF;r

� �

DUC;j
IF;r ¼ lC;jr Drþ c ~dtGr þ ~dtsys

� �þMC;j
r dtrop;r þ kCIFB

C;j
IF;r þ e UC;j

IF;r

� �

ð6:6Þ
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where lG;jr , lC;jr denotes GPS and BDS unit direction vector, Dr denotes the
three-dimensional coordinate correction. The parameters to be estimated in the
equation are X ¼ ½ Dr; ~dtGr ; ~dtsys; dtrop;r; BG;j

IF;r; BC;j
IF;r �. The unknown vector X

includes three coordinate parameters, a receiver clock offset, a system time difference
parameter, a wet zenith tropospheric delay and real-value ambiguity parameters
and the Extended Kalman Filter (EKF) can be utilized in parameters estimation.

6.2.2 Stochastic Model and Parameter Estimation Method

Both the fusion of function model and stochastic model in combined GPS/BDS PPP
are important. When BDS and GPS data are combined to perform PPP, the initial
weight ratio between GPS and BDS observations are set as 1:4, due to the GPS
orbit and clock products have better quality compared with BDS ones. Whereas, the
weight ratio between pseudo range and phase observations are set as 1:10,000 and
the elevation-dependent weighting is also suggested in single GNSS observations.

Since the EKF is applied for combined PPP parameters estimation, appropriate
stochastic models for parameters need to be provided. The parameter of system time
difference can be modeled as random walk process [5, 12], due to its stable in short
time period. The other parameters can be processed the same way as single system
PPP and the error corrections such as windup, solid tide et al. must be considered. A
detailed and clear discussion of parameters estimation and error corrections [15, 16]
can refer to Kouba and Héroux [16].

6.2.3 Zero Difference Integer Ambiguity Resolution

In PPP data processing, the ionosphere-free ambiguities are usually estimated as
real-values, due to the existence of the receiver and satellite-dependent phase
hardware which also calls uncalibrated phase delays (UPD). As we known, double-
difference ambiguities can be fixed, because the UPD are canceled. If the UPD can
be canceled in PPP ambiguities, the PPP ambiguity fixing can be attempted. In
general, the ionosphere-free ambiguities are decomposed into wide-lane (WL) and
narrow-lane (NL) ones, as follows

kIFB
j
IF;r ¼

cf1
f 21 � f 22

Bj
1;r �

cf2
f 21 � f 22

Bj
2;r ¼

f2
f1 þ f2

kwB
j
w;r þ knB

j
1;r ð6:7Þ

where

Bj
w;r ¼ N j

w;r þ bw;r � b j
w

B j
1;r ¼ N j

1;r þ bn;r � b j
n

ð6:8Þ
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Bj
w;r and B

j
1;r as wide-lane and narrow-lane ambiguity which include receiver and

satellite-dependent UPD. N j
w;r and N j

1;r denote the original WL and NL integer
ambiguity. bw;r, bn;r, b j

w and b j
n denote receiver and satellite-dependent WL and NL

UPD. Form above equation, we can see that the separation of UPD and integer
ambiguity is key point in ambiguity fixing.

It is difficult to directly separate UPD and integer ambiguity, due to the linear
relationship between UPD and integer ambiguity. However, the UPD have an
integer part and a fractional part and the integer part will be grouped into integer
ambiguity which doesn’t lose its integer property.

Bj
w;r ¼ ~N j

w;r þ fw;r � f jw

B j
1;r ¼ ~N j

1;r þ fn;r � f jn
ð6:9Þ

~N j
w;r and ~N j

1;r denotes the sum of integer ambiguity and the integer part of WL
and NL UPD, fw,r, fn,r, f jw and fn

j denotes fractional part of receiver and satellite-
dependent WL and NL UPD, which also call UPD for convenience. If fractional
part of UPD can be resolved by server-end and provide to user, then the user can
perform integer ambiguity fixing with single receiver.

Generally, the satellite-dependent WL UPD are stable over several days and can
be estimated every day and applied to real-time PPP-AR with long update intervals
[6, 7]. The fractional part of NL UPD contains not only UPD but also the bias in the
estimated ambiguity, which are contaminated by inaccurate modeling of the
observations. This results in the fluctuation of the NL UPD. Fortunately, fractional
part of NL UPD is rather stable over a certain time span and can be estimated with
short-term intervals, such as every 10–15 min. The approach proposed by Li and
Zhang [14] can be applied to WL and NL UPD estimation [17] and integer
ambiguity resolution in single receiver is presented in following section.

Since WL ambiguities have long wavelength, reaching 0.86 m, WL ambiguities
can be easily and firstly fixed. The WL ambiguities can be calculated by taking the
time average of the M-W combinations [18, 19] in order to reduce the effect of
range noise and multipath.

Bj
w;r

D E
¼ f1

f1 � f2
U j

1;r �
f2

f1 � f2
U j

2;r

� �

� f1
f1 þ f2

Pj
1;r þ

f2
f1 þ f2

Pj
2;r

� �� 	

¼ ~N j
w;r

D E
þ fw;r � f jw

ð6:10Þ

where 〈*〉 denotes function of taking the time average. After correcting satellite-
dependent UPD, the corrected ZD ambiguities should have very similar fractional
parts and we take the mean fractional parts of all the corrected ambiguities as
receiver UPD. If satellite and receiver-dependent UPD are removed, WL ambigu-
ities can be fixed by rounding to the nearest integer value. In order to ensure
accuracy of fixed WL ambiguities, the fixing decision is made according to the
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probability P0, which is calculated with the following formula [20] and the mini-
mum probability is set as 0.999.

P0 ¼ 1�
X1

i¼1

erfc
i� jb� nj

ffiffiffi
2

p
r

� �

� erfc
iþ jb� nj

ffiffiffi
2

p
r

� �� �

erfcðxÞ ¼ 2
ffiffiffi
p

p
Z1

x

e�t2dt

ð6:11Þ

where, b is real-valued ambiguity, σ is its STD, n is the nearest integer of b. If WL
ambiguities are successfully fixed and introduce into ionosphere free ambiguities,
then the corresponding NL ambiguities can be obtained by

Bj
1;r ¼

f1 þ f2
f1

Bj
IF;r �

f2
f1 � f2

~N j
w;r

¼ ~N j
1;r þ fn;r � f jn

ð6:12Þ

After correcting the satellite and receiver-dependent NL UPD, the integer
property of NL ambiguities can be recovered. Due to the correlation between the
PPP ambiguities, the LAMBDA method [21] is applied to solve the NL ambigui-
ties. The criterion for the ratio test is set as 2.0.

If NL ambiguities are also successfully fixed, the ionosphere-free ambiguities
can be recovered by

~Bj
IF;r ¼

f2
f1 þ f2

~N j
1;rþfn;r � f jn

� �
þ f1f2
f 21 � f 22

~N j
w;r ð6:13Þ

Then the ambiguity-fixed solutions can be obtained by highly weighting the ~Bj
IF;r

in EKF. From Eq. (6.13), we find that the NL UPD is directly contributing to the
ambiguity-fixed solutions. Hence, the accuracy of NL UPD is important to the
positioning accuracy.

6.3 Experiments and Results Analysis

6.3.1 Data Collection

The experiments use observations of multi-GNSSs from 8 MGEX stations in March
11, 2014, DOY 70 and the data sampling rate is 30 s. The station distribution is
showed in Fig. 6.1. The corresponding precise orbit and satellites clock products
and the ‘ground truth’ are provided by GFZ, one of MGEX analysis centers. During
data processing, only the dual-frequency GPS/BDS observations are used. At the
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same time, dual-frequency GPS observations of global distribution IGS stations are
applied to estimate WL and NL UPD which proposed by Li and Zhang [17].

The PDOP value and visible satellites of GPS and combined GPS/BDS on 8
MGEX stations is analyzed. In Fig. 6.2, the left figure shows the average PDOP
value of each station. The right figure shows the average visible satellites of each
station. The elevation angle cutoff is set as 10°.

From Fig. 6.2, we can find that when the elevation angle cutoff is set as 10°, the
average PDOP value is 2.03 and the number of average visible satellites is 9 for
single GPS constellation. It also can be seen that the average PDOP value reduces
to 1.41 and the number of average visible satellites increases to 16 when combined
GPS/BDS constellations. The improvement rate of visible satellites and PDOP is 89
and 31 %. The above analysis shows combined BDS/GPS constellations can
increase visible satellites and reduce PDOP.
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Fig. 6.1 Station distribution
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6.3.2 Comparison of Convergence Time of Different
Combined System PPP

In order to assess the performance of the combined GPS/BDS PPP, the convergence
time, the positioning accuracy of hourly solutions and daily solutions are compared
among BDS, GPS and combined GPS/BDS. When BDS and GPS data are com-
bined to perform PPP, the initial weight ratio between GPS and BDS observations
are set as 1:4.

Figures 6.3 and 6.4 show the convergence time series of BDS, GPS and com-
bined GPS/BDS PPP on station GMSD and NNOR. The positioning results are
compared with the ‘ground truth’ which provide by GFZ network solutions. The
large fluctuations of time series are caused by simulated data breaks every 2 h on all
observed satellites.
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Fig. 6.3 Convergence time series of PPP with different system on GMSD station
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Fig. 6.4 Convergence time series of PPP with different system on NNOR station
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As we can see from Figs. 6.3 and 6.4, the combined GPS/BDS PPP can
accelerate convergence compares with GPS PPP and obviously faster than BDS
PPP. It also can see that the convergence time of BDS PPP is longer than GPS PPP
solutions. The main reason for this phenomenon is that the GPS orbit and satellites
clock products have better quality compared with BDS ones.

Figure 6.5 shows the accuracy of PPP hourly solutions and daily solutions of 8
MGEX stations can also indicate this phenomenon. As can be seen from left figure,
the positioning accuracy of GPS PPP and combined GPS/BDS PPP hourly solu-
tions are generally better than 10 cm in 3D component and the accuracy of GPS/
BDS PPP is better than GPS PPP. It also can be seen, the 3D positioning biases of
BDS PPP hourly solutions are reaching a few decimeters. Therefore, the conver-
gence time of BDS PPP is longer than combined GPS/BDS ones. As shown in right
figure, however, the daily solutions of BDS PPP are comparative to GPS and
combined GPS/BDS PPP. The positioning accuracy of BDS PPP daily solutions is
within a few centimeters and slightly worse than GPS one. Whereas, the positioning
accuracy of daily solutions of combined GPS/BDS PPP and GPS PPP is at the same
level.

In order to assess the performance of convergence and positioning accuracy of
combined GPS/BDS PPP, Fig. 6.6 shows the positioning results of PPP in different
period of daily data set on station CUT0, JFNG and MAL2. It can be seen, when
the data set is less than 2 h, the performance of convergence and positioning
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Fig. 6.5 PPP hourly solutions (left) and daily solutions (right) of 8 MGEX stations with different
system
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Fig. 6.6 The positioning results of PPP in different period of daily data set on station CUT0,
JFNG and MAL2
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accuracy of combined GPS/BDS PPP are better than single system PPP solutions.
When the data set is more than 2 h, the positioning accuracy of combined GPS/BDS
PPP is at the same level and slightly better than BDS PPP solutions.

6.3.3 Comparison Between PPP Ambiguity-Fixed Solutions
and Ambiguity-Float Solutions

The fusion of GPS and BDS to PPP can significantly increase the number of
observed satellites, optimize the spatial geometry which can shorten convergence
time and improve positioning accuracy with short-time observations. However, the
improved performance of positioning accuracy of combined GPS/BDS PPP is not
obvious. In order to further improve positioning accuracy with short-time obser-
vations, GPS PPP ambiguity fixing is attempted, leaving BDS PPP ambiguities as
real values, for the reason that BDS orbit and clock products have a lower accuracy
than GPS products and the accuracy antenna model of BDS can’t acquire. When
attempting PPP ambiguity fixing, the WL ambiguity can be calculated by taking the
time average of the M-W combinations and fixed to the nearest integer value. WL
ambiguity fixing decision is made if the probability P0 is large than 0.999. The NL
ambiguity fixing is attempted by the LAMBDA method and the criterion for the
ratio test is set as 2.0. The procedure of PPP ambiguity fixing can reference to
Sect. 1.2.3.

Figure 6.7 shows the positioning accuracy of GPS/BDS PPP ambiguities fixed
and float solutions in three component and 3D component with hourly observations.

As can be seen from left sub-figure, when PPP ambiguity is fixed, the posi-
tioning accuracy in NEU component is improved in different degree. It can be seen
more clearly in right sub-figure that the positioning accuracy is within 5 cm of
combined GPS/BDS PPP with GPS ambiguity fixing and the performance is better
than GPS/BDS ambiguities float solutions.

Table 6.1 statistics the positioning RMS of ambiguities fixed and floats solutions
in three component and 3D component with hourly observations and its
improvement rate.
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The result shows, the RMS of ambiguities fixed solutions are better than 1 cm in
horizontal components and 3 cm in the vertical. Comparing with float solutions, the
positioning accuracy is improved by 59.1 % in N component, 87.0 % in E com-
ponent and 39.1 % in U component. The improvement in E component is obvious.

6.4 Conclusion

Due to BDS orbit and satellites clock products have a lower accuracy than GPS
products, BDS PPP need long time to convergence to centimeter-level and the
positioning accuracy is less than GPS PPP solutions. Combined BDS/GPS PPP can
benefit from more visible satellites and enhanced satellite geometry distribution
which would accelerate the convergence speed of PPP. This contribution focuses on
integrating BDS and GPS to accelerate convergence and initialization time of PPP.
The experiment results with data set of 8 MGEX stations show

(1) When the elevation angle cutoff is set as10°, the average PDOP value is 2.03
and the number of average visible satellites is 9 for GPS only. However, the
average PDOP value reduces to 1.41 and the number of average visible sat-
ellites increases to 16 when combined GPS/BDS constellations. The
improvement rate of visible satellites and PDOP is 89 % and 31 %. Combined
BDS/GPS constellations can increase visible satellites and reduce PDOP.

(2) Combined GPS/BDS PPP can accelerate convergence compares with GPS
PPP and obviously faster than BDS PPP. For PPP hourly solutions, the
positioning accuracy of GPS PPP and combined GPS/BDS PPP hourly
solutions are generally better than 10 cm in 3D component and BDS PPP
solutions can only reach a few decimeters. For PPP daily solutions, the
positioning accuracy of BDS PPP are within a few centimeters and slightly
worse than GPS PPP solutions. The positioning accuracy of combined GPS/
BDS PPP and GPS PPP is at the same level.

(3) Further improvement of positioning accuracy with short-time observations can
obtain when GPS PPP ambiguities are fixed. The RMS of ambiguities fixed
solutions is better than 1 cm in horizontal components and 3 cm in the vertical.
Comparing with RMS of float solutions, the positioning accuracy is improved
by 59.1 % in N component, 87.0 % in E component and 39.1 % in U com-
ponent. The improvement in E component is obvious.

Table 6.1 The RMS of PPP ambiguities fixed and floats solutions with hourly observations and
its improvement rate

GPS/BDS float (m) GPS fixed/BDS float (m) Improvement (%)

N 0.0161 0.0066 59.1

E 0.0553 0.0072 87.0

U 0.0471 0.0287 39.1

3D 0.0744 0.0303 59.3
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In summary, the fusion of GPS and BDS to PPP can significantly increase the
number of observed satellites, optimize the spatial geometry and shorten conver-
gence time of positioning. At the same time, GPS PPP ambiguity fixing can further
improve positioning accuracy with short-time observations.
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Chapter 7
Study on BeiDou Navigation Satellite
Precise Orbit Determination Based
on the Extended Kalman Filtering

Yan Wang, Chuanding Zhang and Lijie Song

Abstract In order to the study of BeiDou navigation satellite system (BDS) precise
orbit determination, a suit of satellite precise orbit determination software named
Orbit Study is developed under VC6.0 platform. Object-oriented programming
ideas are used. The implementation of each module is carried out by the corre-
sponding c++ class. This software currently processes undifferenced phase and
pseudorange measurements. The Extended Kalman Filter (EKF) is used to estimate
parameters. It can satisfy the need of post or real time orbit determination. Firstly,
the basic modules of Orbit Study are introduced. The data management mode and
the optimization algorithm of improving the computational efficiency are also been
introduced in the first part. Secondly, the observation model, dynamic model and
EKF orbit determination process are introduced. Thirdly, BDS orbit determination
experiment is processed based on the observation of Compass Experimental Test
Service network (CETS). Two types for comparison for BDS orbit determination
accuracy are used, which are inner and outer consistency test. Although the results
show that the accuracy of Orbit Study is 10 cm worse than PANDA in radial
direction, it has orbit determination ability of BDS preliminary. At last, the reasons
of this result are analyzed and the next plans are proposed.
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7.1 Introduction

BeiDou navigation satellite system (BDS) is a global navigation system, which is
independently developed, deployed, and operated by China. The construction of
BDS implements the three-step strategy. The second step that operation of the
network has completed and it has already provided navigation and positioning
services for China and its surrounding. The third step of network operation work is
under construction. The final BDS is consisted of 5 GEO, 3 IGSO, and 27MEO
satellites [1, 2]. The key to enhancing satellite navigation system’s PNT perfor-
mance lies primarily in two aspects: on the one hand, increasing the number of
navigation satellites and optimizing spatial geometric configuration, that is,
improving satellites’ geometric observation condition at the ground terminal; on the
other hand, improving the accuracy of satellite ephemeris, clock offset and relevant
model parameters, which means improving accuracy of the system’s spatial signals
[3, 4]. The development of GPS tells us that satellite precise orbit determination
ability is the key part in the process of construction of the whole system. A series of
precise orbit determination experiment are processed by many scholars [4–6].

The International GNSS Service (IGS) plays an important role in the accuracy
improvement of the GPS orbit. A few analysis centers of IGS have had distinctive
precision positioning and orbit determination software [7]. If China wants to
improve the orbit accuracy of BDS, a few analysis centers are also need to be
established for the study of BDS satellite precise orbit determination for a long
time. In China, there are several research institutes. For example, Shanghai
Astronomical Observatory Chinese Academy of Sciences, Wuhan University,
Institute of Geodesy and Geophysics Chinese Academy of Sciences, China Xi’an
Satellite Control Center, Xi’an Research Institute of Surveying and Mapping,
Nanjing University, et al. The PANDA of Wuhan University has implemented a
series of studies on BDS satellite orbit determination and Compass Experimental
Test Service network has established [8, 9]. The SHORDE of Shanghai Astro-
nomical Observatory Chinese Academy of Sciences has used to BDS daily oper-
ation control system. The SPODS of Xi’an Research Institute of Surveying and
Mapping already has the ability of GNSS positioning and orbit determination [10].

To carry out BDS precision orbit determination research, we must have our own
analysis software. So a set of orbit determination software named Orbit Study is
developed, which has the ability of precise positioning and orbit determination.
This software currently processes undifferenced phase and pseudorange measure-
ments. The Extended Kalman Filter (EKF) is used to estimate parameters. It can
satisfy the need of post or real time orbit determination. Firstly, the basic modules
of Orbit Study are introduced. The data management mode and the optimization
algorithm of improving the computational efficiency are also been introduced in the
first part. Secondly, the measurement model, dynamic model and EKF orbit
determination process are introduced. Thirdly, BDS orbit determination experiment
is processed based on the observation of Compass Experimental Test Service
network (CETS). The accuracy of the orbit is assessed by two ways: On the one
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hand, overlap arc comparison is undertaken. On the other hand, compare with
PANDA’s result. The result shows that the results of Orbit Study haven’t get the
level of PANDA. But it has already had orbit determination ability of BDS pre-
liminary. At last, the reasons of this result are analyzed and the next plans are
proposed.

7.2 Software Overview

Orbit Study is developed under VC6.0 platform. Object-oriented programming
ideas are used. It mainly includes the following several modules: The first part is
data preparation and parameter Settings. The second part is data preprocessing. The
third part is orbit integrator, which is carried by Runge-Kutta and Adams-Moulton.
The fourth part is EKF filter. The fifth part is observation equation establishing and
error correction. The last part is quality control. Every functional module is
implemented by the corresponding data processing class. This structure makes the
data processing clearly and not easy to have errors.

7.2.1 Data Preparation and Parameter Settings

The job of data preparation is that downloading the corresponding data from IGS
data processing center, which includes observation data (RINXE format), broadcast
ephemeris, precise ephemeris, clock correction and updating the table files.
The table files include EOP parameter, station coordinates and phase center offset
data, et al.

The function of the parameter setting module is mainly to set the parameter of
data processing, which include the estimation time interval, the path of the data,
computation option, the condition of cycle slip detection and gross error rejection
and the parameters’ prior information and process noise, et al. This part can modify
the configuration file directly and can also be written from the software interface.

7.2.2 Data Management Mode

Figure 7.1 shows the construction of data management. The struct of total obser-
vation data is shown in Fig. 7.1. The total observation data consists of n*m
structure of objects named CStationOBS, where n is the number of station and m is
the number of epoch. Each CStationOBS object data consists of t OBSVEC
structure of objects, where t is the observation number of a station in one epoch.

The process that the RINEX format observation data transform to the con-
struction of Orbit Study is as follows:
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1. The observation data of a station is processed. An IGS station named ASPA is
chosen to illustrate, whose sampling interval is 30 s. The header of observation
data of ASPA is read and put into to a structure object named OBS_Header.
After that, the body of observation data of ASPA is read by the epoch and put
the data into the CStationOBS.

2. Cycle slip detection and gross errors rejection are processed by the satellite
number order. The observation data of one satellite is extracted from CStatio-
nOBS and put into CSimple_OBSV. So it is convenient for a satellite to cycle
slip detection and gross error rejection by the order of epoch. The method of
cycle slip detection is TurboEdit [11]. The symbol ‘Flag’ in STUCT OBSVEC
is the ambiguity flag, where 0 symbolize this observation cannot be used, 1
symbolize this observation has a new ambiguity, 2 symbolize this observation
has the same ambiguity with the last observation.

3. The ambiguity flag after step 2 will be put into the CStationOBS in the step 1. In
this step, the Flag of each observation will be the number of ambiguity instead.
If the observation cannot be used, the ‘Flag’ will be 0.

4. The next station will be processed until the last station. The clean observation
data will be wrote into a binary file. To the parameter estimation, the total
observation can be read directly from the binary file.

7.2.3 Orbit Integrator

The implement of orbit integrator in Orbit Study is as follows: Starting with 8
orders Runge-Kutta. When the order of right function of Adams integrator is met,
Adams integrator is used. In order to improve the accuracy of integrator, the

STRUCT
CStationOBS

STRUCT
CStationOBS

STRUCT
CStationOBS

STRUCT
CStationOBS

Sta1

Sta2

Sta4

Epoch1 Epoch2 Epoch288

STRUCT CStationOBS

Int n;//The outnumber of satellites in a epoch
double m_t;//Signal receiver time
STRUCT OBSVEC;

STRUCT OBSVEC
Int PRN;//Satellite number
Int Flag;//Phase bias  flag
double elev;//elevating angle 
double L1 L2 C1...;//Value of the observation 

STRUCT CSimple_OBSV

double m_t; //Signal receiver time
Int Flag;//phase bias flag
double L1 L2 C1...;//Value of the observation

Fig. 7.1 Construction of observation data in Orbit Study

84 Y. Wang et al.



Adams-Moulton algorithm is used. There are three orbit integrator classes in Orbit
Study, which are COrbit_Integral, CAdams and CRangeKutta. Figure 7.2 shows the
usage of the integrator.

7.2.4 EKF Parameter Estimation R

For parameter estimation, Orbit Study employs Extended Kalman Filter expressed
in Eq. (7.1) as the observation update and Eq. (7.2) as the temporal update.

CRungeKutta

COrbit_Integral
int Prepare_Interp(CJulianDay 

t0,double P0[],ForceModel 
Model)

int Interp(CJulianDay ti,double 
P[],int Rank)

int Init(CJulianDay t0,CJulianDay 
tn,double h,int mm , int nn );

Setting the parameters for the 
orbit integrator 

Calculation for the satellite state 
and state-transition matrix at

integral interval 

Interpolation for the satellite state 
and state-transition matrix at any 

time

CAdams

int Init( CJulianDay t0, double 
X0[],int m,double h, int rank,
ForceModel Model,int IsFAI )

int Get_Xn(CJulianDay tn, double 
Xn[])

Initialization for Adams 
integrator 

m_points>rank The satellite state and state-transition at time tn 
is calculated by Admas integrator 

YES

NO

int  
Get_Xn(CJulianDa
y tn, double Xn[]);

int Step8(CJulianDay 
t0,double X0[], CJulianDay 

tn, double Xn[]);

int rightf(CJulianDay 
tj,double y[],double

d[],double J[])

Geopotential

Tidal Effect

3rd Body Gravity

Planetary Ephemeris

Solar Radiation Pressure

Relativistic EffectCalculation for the 
satellite state and 
state-transition at 

time tn is by Runge-

Kutta integrator 

8 order Runge-Kutta

integrator
Calculation for the 

right function

Fig. 7.2 Class of orbit integrator
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In addition to the conventional forward filter, the backward filter and the smoother
are supported by Orbit Study.

Kk ¼ Pkð�ÞHT
k ðHkPkð�ÞHT

k þ RkÞ�1

x̂kðþÞ ¼ x̂kð�Þ þ Kkðzk � hðx̂kð�ÞÞÞ
PkðþÞ ¼ ðI � KkHkÞPkð�Þ

ð7:1Þ

x̂kð�Þ ¼ x̂kðþÞ þ
Ztkþ1

tk

f ðx̂kðþÞ; sÞds

Pkþ1ð�Þ ¼ Uðtkþ1; tkÞPkðþÞUðtkþ1; tkÞT þ Qk

ð7:2Þ

For the BDS orbit determination, the estimated state vector at tk consisting of the
satellite position and velocity, satellite clock, tropospheric parameters, SRP
parameters, and phase bias. Table 7.1 shows the estimated parameters per an epoch
if 18 stations’ measurements are used to determine the 14 satellites’ orbit.

The problem that large-scale matrix multiplication is always met in the EKF
parameter estimation. In Eq. (7.1), the calculation of gain matrices Kk is the most
time consuming part. The calculation of the two matrices that HkPkð�ÞHT

k and

Pkð�ÞHT
kQk is the most time consuming part. The special algorithms are designed

in Orbit Study:

1. Because of Pkð�Þ is a symmetric matrix, the lower triangular elements are only
stored in Orbit Study. The elements of this matrix are stored into a “one
dimensional array”. To the matrix multiplication, the corresponding elements in
the “one dimensional array” are determined by the line and column number in
the storage location of Pkð�Þ. This algorithm save memory space and improve
the computational efficiency.

Table 7.1 Estimated parameters per an epoch

Parameters Number of states Sats/Stas Total

Satellite position/velocity 6 14 84

Satellite SRP parameters 9 14 126

Satellite clock 1 14 14

Station receiver clock 1 18 18

Station Tropos. ZTD 1 18 18

Station Tropos. gradient 5 18 90

Carrier phase bias 1 18*14 252

Total parameters per Epoch 1490
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2. As the Table 7.1 shows, the number of the total parameters per epoch is 1490.
The Pkð�Þ in Eq. (7.1) is a matrix that 1490 multiply 1490. When to the
temporal update, the corresponding coefficient of many ambiguity parameters
is 0. The corresponding elements in Pkð�Þ are not changed after the temporal
update. In order to improve the computational efficiency, Orbit Study takes a
special algorithm. Extract the corresponding elements of the ambiguity
parameters in this epoch and put into a new matrix Pkð�Þ ep. The dimension of
Pkð�Þ ep is lower than Pkð�Þ. After the temporal update, the elements of
Pkð�Þ ep will be put back to Pkð�Þ. This algorithm improves the computa-
tional efficiency and not affects the accuracy.

3. To matrix Hk multiply matrix Pkð�Þ in Eq. (7.1), it will cost many time if Hk

multiply Pkð�Þ directly. Because Hk is matrix that have n lines, t columns and
many elements in it is 0, where n is the observation number in this epoch and t is
the number of total parameters. If Hk multiply Pkð�Þ directly, it is inefficient. So
a special algorithm is used in Orbit Study. The non-zero elements in Hk are only
stored, which in a “one dimensional array”. These non-zero elements of one
observation are constant. They are the corresponding coefficients of parameters
of dynamic, troposphere, clocks and phase bias. A index array named Hk�Index
is used to record the location of the elements of Hk. So the computational
efficiency is improved.

7.3 Algorithms and Models

7.3.1 Measurement Model

The basic observation for BDS orbit determination is the undifferenced ionosphere-
free carrier phase and pseudorange measurements, shown in Eq. (7.3):

ULC ¼ C1k1UB1 þ C2k2UB2 ¼ qþ cðdt � dTÞ þ T þ NLC

� Dpcvs � Dpcvr þ Drel þ Dphw þ eULC

PLC ¼ C1PB1 þ C2PB2 ¼ qþ cðdt � dTÞ þ T

� Dpcvs � Dpcvr þ Drel þ Dphw þ ePLC

C1 ¼ f 21 =ðf 21 � f 22 Þ
C2 ¼ f 22 =ðf 21 � f 22 Þ

ð7:3Þ

UB1;UB1;PB1;PB2 B1/B2 carrier phase measurement (cycle) and pseudorange
measurement (m)

q Satellite-station geometric distance (m)
dt; dT receiver/satellite clock bias (sec)
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NLC carrier phase bias of ion-free LC (m)
Dpcvs;Dpcvr satellite/receiver antenna PCV (m)
Drel relativity effect correction (m)
Dphw phase-windup effect correction (m)
eULC ; ePLC measurement noise of ion-free LC and PC (m)
f1; f2 B1/B2 carrier frequency (Hz), B1 = 1561.098 MHz, B2 =

1207.140 MHz

The SOFA software package is use to the transformation between inertial
coordinate (ECI) and earth-fixed (ECEF) [12]. Table 7.2 shows the details.
Table 7.3 shows the parameters and priori variance-covariance of parameters.

Table 7.2 Reference frames
and interconnection ECEF IGS08

ECI J2000

Precession/Nutation IAU 2000A/B

ERP parameters IERS Bulletin B, EOP C04, IGS ERP

Table 7.3 Reference frames and interconnection

Item Models Priori
variance-covariance

Observation Undifferenced ionosphere-free carrier phase
and pseudorange measurements

Phase: 0.02 cycle
Pseudorange 1.0 m

Estimation time span/
interval

3 days/300 s

Dynamic parameters Satellite position/velocity
BRNESE 9 SPR Parameters
Prior value computed from broadcast
ephemeris orbit smoothing

10 × 10 × 10 m, 10−4,
10−4, 10−4m/s
9 SPR: 0.1 times of
prior value

Station Tropos. ZTD Saastamoinen
Process noise

0.3 m + 0.001 m/s

Station Tropos.
Gradient

2 parameters
Process noise

0.02 m + 0.0005 m/s

Carrier phase bias Folat
Prior value computed from pseudorange

10 m + 0 m/s

Satellite clock White noise 100 m

Receive clock White noise
Prior value computed by pseudorange and
broadcast ephemeris

1000 m

Station coordinates Fixed
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7.3.2 Dynamic Model

Table 7.4 shows the dynamic models in Orbit Study.

7.4 Evaluation of Accuracy

To evaluate the accuracy of the BDS satellite orbit determination of Orbit Study,
using world-wide 18 CETS station observation data. Figure 7.3 shows the geometry
of the station network used for the evaluation. The estimation time span is 2012/11/
05-2012/11/13 (DOY 310-318). During this time, the working satellites are C01,

Table 7.4 Perturbative force models

Geopotential EGM96 up to 10 order

Tidal effect Solid earth, pole tide, ocean loading (IERS 2010)

3rd body gravity Moon and Sun as point of mass

Planetary Ephemeris JPL DE405

Eclipse model Cylidric or penumbra/umbra by earth and moon shadow

Solar radiation pressure model BERNESE ECOM model

Relativistic effect IERS 2010

Fig. 7.3 Station Network used for evaluation
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C04, C05, C06, C07, C08, C09, C10, C11, and C12. To compare, the orbit
determination results of PANDA are also be collected. Precise orbits of BDS sat-
ellites are determined with every three successive days as an arc segment. The two
arc segments that PANDA computes are collected, which are 2012/11/05-2012/11/
08 and 2012/11/06-2012/11/09.

The differences of overlapping arc are used to evaluate the orbit accuracy, which
is shown in Fig. 7.4.

Figure 7.5 and Table 7.5 show overlapping accuracy in the radial direction for
each of the satellites. This result is given by six arc segments (DOY 310–318). The
results show that the average accuracy in radial is about 20 cm.

Figure 7.6 and Table 7.6 show the estimated satellite orbit accuracy with respect
to the result of PANDA. The two successive arc segments are compared, which are
DOY 310-312 and DOY 311-313.

To make it more clearly, the overlapping accuracy of DOY 310-313 and DOY
311-314 is compared by Orbit Study and PANDA respectively. In Fig. 7.7, the top

Fig. 7.4 Differences of overlapping arc

Fig. 7.5 Overlapping accuracy in the radial direction
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Table 7.5 Overlapping accuracy in the radial direction (m)

2013/312 2013/313 2013/314 2013/315 2013/316 Average

C01 0.083 0.156 0.212 0.199 0.214 0.172

C04 0.157 0.192 0.211 0.278 0.260 0.220

C05 0.123 0.228 0.133 0.198 0.168 0.170

C06 0.199 0.276 0.154 0.148 0.091 0.174

C07 0.198 0.253 0.195 0.151 0.121 0.184

C08 0.271 0.141 0.127 0.275 0.272 0.217

C09 0.184 0.208 0.129 0.131 0.110 0.152

C10 0.194 0.191 0.162 0.180 0.228 0.191

C11 0.112 0.145 0.166 0.076 0.061 0.112

C12 0.097 0.149 0.078 0.072 0.137 0.107

Fig. 7.6 Estimated satellite orbit accuracy with respect to PANDA
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one shows the overlapping accuracy of Orbit Study. The bottom one shows the
overlapping accuracy of PANDA (Table 7.7).

From orbit determination results, we can see that the BDS orbit determination
accuracy of Orbit Study is 10 cm worse than PANDA in the radial direction. There
are two reasons for this result:

On the one hand, the strategy for precise orbit determination of PANDA is as
follows: firstly, resolving coordinate, clock offset and zenith tropospheric delay

Table 7.6 Overlapping
accuracy in the radial
direction (m)

3D Radial Along Cross

GEO 310–313 1.565 0.245 1.357 0.592

311–314 2.494 0.249 2.357 0.358

IGSO 310–313 0.593 0.158 0.384 0.395

311–314 0.574 0.134 0.410 0.355

MEO 310–313 0.361 0.081 0.292 0.197

311–314 0.458 0.187 0.321 0.266

Fig. 7.7 Overlapping accuracy of Orbit Study and PANDA
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(ZTD) parameters for ground stations. The GPS measurements are only used in this
step; then fixing ground receivers’ clock offset and ZTD parameters and resolving
the initial position of each of the six Beidou satellites, as well as satellite clock
offset and nine light pressure parameters. This strategy is different from Orbit
Study. The BDS measurements are only used for resolving the BDS dynamic
parameters. The GPS measurements are not used in Orbit Study.

On the other hand, because of this software is preliminary developed, there are
many details should be researched. For example, the module that ambiguity reso-
lution is no used in Orbit Study.

7.5 Conclusions and Plans

A set of orbit determination software named Orbit Study is described, which is
developed under VC60.0 platform. EKF parameter estimation is used in this soft-
ware. Many special algorithms for improving the computational efficiency are used
in this software. The key technology is described in part 2. The measurement model
and dynamic model are described in part 3. The accuracy evaluation result using
Orbit Study for BDS orbit determination is described in part 4. Two types are used
for accuracy evaluation, which are overlapping accuracy and comparing with
PANDA. The estimation result shows the accuracy of 20 cm as the satellite position
in radial direction.

The reason why the accuracy of Orbit Study is lower than PANDA is analyzed.
The next plans are as follows: Firstly, the error correction for measurements is to be
refined. Secondly, the module that ambiguity resolution is joined. At last, the
strategy that PANDA for BDS orbit determination is planned to join.
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Chapter 8
Analysis of Multi-frequency BDS/GPS
RTK Positioning

Yijun Tian, Dongqing Zhao, Shuangna Zhang, Zhiyong Huang
and Hang Dong

Abstract In this contribution, quality control which includes number of visible
satellites, PDOP and multipath of BDS+GPS integrated system in varying cut-off
elevations is analyzed by a lot of real datasets, and then the performance of BDS
+GPS multi-frequency RTK positioning over short baseline is evaluated. The fol-
lowing conclusions can be drawn: more satellites are visible in the combined BDS
+GPS system, which ensures the spatial geometry intensity even in case of high cut-
off elevations; With the cut-off elevation increases, the impact of the multipath
effects on BDS and GPS is significantly weakened, so the AR success rate is mainly
affected by the spatial geometry intensity in case of high cut-off elevations; The
triple-frequency BDS-only or combined system can perform as well as that of dual-
frequency, but it is not much beneficial to positioning performance; The AR success
rate and positioning accuracy of BDS+GPS combined system in case of high of cut-
off elevations still remain high, which will significantly improve the availability and
reliability of the current RTK positioning under some challenging conditions.
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8.1 Introduction

With the built of multiple satellite navigation systems, the navigation applications
of a single GPS system have been expanded to the coexistence of multiple satellite
systems, and multi-system positioning in continuity, availability, reliability, accu-
racy and efficiency have more advantages. After the BeiDou satellite navigation
system officially provide regional services in the Asia-Pacific region, the number of
visible satellites increase to 20 [1], and therefore assessment of the BDS/GPS RTK
positioning urgently need to be performed.

Cai [2] tested the BDS data quality and performance for single point positioning
(SPP) under different observing conditions. Odolinski [3] compared the perfor-
mance of the combined BDS-GPS RTK positioning with that of BDS- and GPS-
only. He [4] demonstrated the performance of the BDS/GPS single-epoch posi-
tioning in both static and kinematic modes. Teunissen [5] gave a formal and
empirical analysis of the single-epoch RTK positioning capabilities of BeiDou
+GPS. All above are research on single or dual-frequency combined BDS+GPS
system, little about triple-frequency is mentioned.

In order to test the data quality and performance of the combined BDS-GPS
multi-frequency high-precision RTK positioning, experiments have been conducted
under different cut-off elevations. To assess the BDS data quality, the PDOP, code
multipath and availability were analyzed and compared to GPS data. The results
show that adding BDS observations can significantly improve the positioning
accuracy of GPS-only RTK in environments with limited satellite visibility.

8.2 The GPS+BDS GNSS Model

The GPS- or BDS-only double differenced code and phase observation equation is
defined as follows:

/st
ur;� ¼ qstur;� þ Tst

ur;� � Istur;� þ k�Nst
ur;� þ estur;� ð8:1Þ

Pst
ur;� ¼ qstur;� þ Tst

ur;� þ Istur;� þ estur;� ð8:2Þ

In which /st
ur;� and Pst

ur;� denotes the system specific DD phase and code
observation vectors, respectively, with * = {G, B}(G = GPS, B = BDS), Tst

ur;� and
Istur;� denote the troposphere and ionosphere delay error, Nst

ur;� denote the DD integer
ambiguity vector.

We assume that nG GPS-satellites are tracked on two frequencies and nB BDS on
triple frequency, the combined short-baseline GPS+BDS model is then given as
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where E½:� and D½:� denote the expectation and dispersion operator, respectively.
The entries of the design matrix is given as
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In the above definition, the diagonal matrix K� contains the wavelengths of the
observed frequencies and A� contains the un-differenced receiver-satellite unit
direction vectors for GPS and BDS, respectively.

8.3 Quality Analysis of GPS+BDS Measurements

8.3.1 Analysis of Visibility and PDOP Value

The number of visible satellites and PDOP is used to analysis the intensity of space
geometry, and the real broadcast ephemeris was used to calculate the satellite
position when evaluating the number of visible satellite and PDOP value.
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In Fig. 8.1, the visible satellites of BDS are between 7 and 9, GPS between 4 and
9 while BDS/GPS combined system between 13 and 17. With the increase of cut-
off elevations, visible satellites of BDS- and GPS-only system significantly reduce,
while BDS/GPS remains high.

It can be seen from Table 8.1 that: The average visible satellites of BDS are
apparently more than GPS, however, the PDOP value is mostly smaller than GPS,
which means geometric configuration of BDS still need to strengthen. The avail-
ability of BDS/GPS is greatly superior to BDS-only and GPS-only, especially in
case of high cut-off elevations.

8.3.2 Multipath Combination

Considering short baseline, we apply system-specific double-differencing (DD) and
thus most systematic errors are eliminated. The key elements which affect posi-
tioning accuracy are multipath and thermal noise plus noise of code measurements,
so we need to construct the multipath combination (MPC) to assess multipath and
code noise level of a receiver. The MPCs for the receiver and satellite can be
respectively written as:
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Fig. 8.1 Number of visible satellites and PDOP value

Table 8.1 Average values of visible satellites and PDOP

15 20 25 30 35

Nsat PDOOP Nsat PDOP Nsat PDOP Nsat PDOP Nsat PDOP

GPS 6.9 2.6 6.1 3.5 5.2 6.0 4.5 7.7 3.5 7.6

BD 8.0 4.1 7.8 4.3 7.5 4.7 6.6 7.5 6.3 8.3

BG 15.0 1.6 13.9 1.8 12.6 2.2 11.1 3.2 10.3 3.8
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MP1s� ¼ Ps
�;1 �

f 21 þ f 22
f 21 � f 22

/s
�;1 þ 2f 22

f 21 � f 22
/s
�;2 ð8:4Þ

MP2s� ¼ Ps
�;2 �

2f 21
f 21 � f 22

/s
�;1 þ f 21 þ f 22

f 21 � f 22
/s
�;2 ð8:5Þ

MP3s� ¼ Ps
�;3 �

2f 21
f 21 � f 23

/s
�;1 þ f 21 þ f 23

f 21 � f 23
/s
�;3 ð8:6Þ

where Ps
� and /s

� are the code and carrier phase measurements, respectively, and
� ¼ fG;BgðG ¼ GPS;B ¼ BDSÞ. In the MPCs, the systematic errors and noise of
carrier phase measurements are assumed negligible compared with that of code
observations. The first-order ionosphere effect and geometric range between the
satellite and the receiver are eliminated, and the MPCs only consist of a constant
ambiguity term and thermal noise plus noise of code measurements.

Figure 8.2 shows the time series of B1, B2 and B3 for the BDS satellite and L1,
L2 for the GPS satellites. It can be seen that with the variation of elevations angles,
the MPCs change slowly, especially for the GPS satellites. For example, the time
series of G26 have typical multipath effects with stronger variations of a few meters
at two ends of the pass and smaller variations in between.

Figure 8.3 illustrates the STD of the multipath combinations for each BDS and
GPS satellite. It can be seen that the BDS code noise on the B1frequency which is
slightly smaller than B2 frequency is greatly larger than B3 frequency whereas the
GPS code observations on the L1 frequency have a significantly larger noise level
than L2 frequency. This indicates that the B1/B2 code are noisier than B3 code
while L1 noisier than L2. It should be mentioned that BDS can perform as good as
GPS in real time kinematic (RTK) positioning.

8.4 Positioning Results

A single-baseline RTK analysis was performed to verify the quality claims of the
previous section and to study the actual BDS+GPS performance. The standard
broadcast ephemerides were used to provide for the BDS and GPS satellite orbits
and clocks.

We start with the success-rate analysis. The ILS success rate is defined as,

PILS ¼ Number of correctly fixed epochs
total number of epochs

The results of single-epoch success-rate for seven different cut-off elevations are
shown in Table 8.2. In the success-rate behavior of 5 modes, the earlier refer to
presence of low-elevation multipath. As the cut-off elevation angle increase to 20�,
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multipath disappears and the success-rate increases. So here we can see an apparent
advantage which successful ambiguity resolution at higher cut-off elevation brings.
While the cut-off elevation is greater than 20�, the success-rates of BDS-only and
GPS-only all get smaller as the cut-off elevation gets larger, and the decrease
amplitude of three frequencies is slightly less than double frequencies. This
occurrence is mainly related to the number of tracked satellites. As the cut-off
elevation gets larger, less satellites of GPS or BDS are tracked, which influence the
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intensity of space geometry. Just as the double-frequency, combined systems
achieve higher success rate (up to 25�), even being successful up to 40� cut-off
elevation, also the triple-frequency. Comparing the relative effect of an added
frequency versus an added system, we can conclude that the effect of the former is
apparently lower than the latter.

In Fig. 8.4, results are shown for different systems and different frequencies. We
can see that the positioning performance of BDS is as good as GPS, which implies
that BDS can realize RTK positioning alone.

See Fig. 8.5, positioning accuracy of single system clearly becomes lower as the
cut-off elevations gets larger due to the fact that the total number of their visible
satellite drops, especially GPS. While maintaining a higher success-rate, combined
system has of course the best positioning performance of all, and it still enables
high precision positioning even in case of 35� cut-off elevation. With the addition of
BDS to GPS, the improved spatial geometry not only improved ambiguity reso-
lution, but it also avoids that in the many more correctly fixed solutions. However,
with the addition B3 to BDS double-frequency, no such improved receiver-satellite
geometry is present. Hence, the presence of B3 will now not be benefit to posi-
tioning performance.
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Table 8.2 Single-epoch ILS
success-rate for 10� 40� System Success rate (%)

10 15 20 25 30 35 40

GPS 88.9 97.2 97.6 95.2 95.2 80.7 56.2

BDS2 97.5 98.6 98.9 99.6 97.8 97.2 36.7

BDS3 97.6 98.8 99.0 99.7 99.6 99.4 62.4

BG2 70.9 91.1 98.1 99.9 100 100 100

BG3 70.2 86.9 97.7 99.9 100 100 100
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8.5 Summary and Conclusions

In this contribution, quality control and instantaneous RTK positioning perfor-
mance of a combined BDS+GPS system were analyzed for varying cut-off eleva-
tions. It was shown that more satellites are visible in the combined system, which
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will significantly reduce the PDOP value, and the spatial geometry intensity
remains high even in case of high cut-off elevations. The given analytical MPC
provide good understanding of how the multipath affects the AR success rate. The
actual ambiguity resolution performance for varying cut-off elevations was also
analyzed. Ambiguity resolution and positioning are namely driven by different
factors of the GNSS model, especially when increasing the cut-off elevations. The
triple-frequency BDS-only or combined system can perform as well as that of
double-frequency, but it is not much beneficial to positioning performance. The
combined system has of course better performance than the single system. It was
also shown that with the combined system much larger cut-off elevations can be
used, which means such measurement set-up will significantly increase the GNSS
applicability in constrained environments, such as in urban canyons or when low-
elevation multipath is present.
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Chapter 9
Upper Atmospheric Density Retrieval
from Accelerometer on Board GRACE
Mission

Runjing Chen and Bibo Peng

Abstract In order to improve the prediction accuracy of LEO, it is essential to
build up an accurate atmospheric model for density prediction. However, most
existing atmospheric models belong to the type of semi-empirical model, thus the
data sets are not of homogeneous quality and have limited geographical and tem-
poral coverage. Since the space-borne accelerometer could measure the total non-
conservative accelerations acting on LEO directly, the atmospheric drag component
could be isolated with the help of the solar and earth albedo radiation pressure
models, then the atmospheric density can be calculated, which provides necessary
data for making evaluation and improvement of the existing atmospheric models.
This paper describes the method to retrieve the upper atmospheric density from
accelerometer in detail, 3 months of observations spanning from May 2013 to July
2013 are selected to do the experiment, we use the dynamical orbit determination
strategy to calibrate the accelerometers, and then retrieve the air density at the
altitude of GRACE Mission. The results show that prediction models cannot exhibit
the density variation in high frequency, and the in situ measurements are very
useful in density analysis, in addition, it is validated that atmospheric density has a
positive correlation with the solar activity intensity.
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9.1 Introduction

Compared to high-orbit satellite, LEOs suffer from a significant increase of the air
mass density in the surrounding circumstance. As the atmospheric drag is pro-
portional to the air mass density, it plays the most essential role in all the non-
conservative forces acting on LEOs. Unfortunately, it is very difficult to predict the
air mass density in this region accurately beforehand due to its complex physical
interaction with a multiple of space weather factors such as solar activity, geo-
magnetic field variation, earth rotation, etc.

In situ measurement of atmospheric density in high temporal and spatial reso-
lution acts as an essential means to assess and improve existing atmospheric density
models. SuperStar accelerometer on board GRACE Mission could accurately
measure all the non-gravitational acceleration acting on the satellite, which provide
a new way to retrieve the air density. The SuperStar accelerometer consists of a
proof mass inside its box, which is immune to non-gravitational force. For satellite
body itself, it suffers from not only the gravitational force but also the non-gravi-
tational force. Due to the suffering force differences between the satellite surface
and the proof mass, the relative motion takes place. By producing the necessary
voltage at the electrodes, the proof mass could be kept at the center of the body. The
voltage can be converted to the non-gravitational force acceleration in proportion,
and then we finally get the value of non-gravitational force [1]. As the atmospheric
drag act as the most important perturbation non-gravitational force, and the solar
and earth radiation pressure can be calculated precisely by accurate physical
models, the drag could be isolated from the total non-gravitational acceleration.
Based on the aerodynamics, the drag coefficient can be obtained, atmospheric
density will finally be retrieved when the satellite’s geometry and its attitude are
known.

To study the atmospheric density is of great significance. It can be applied in
scientific investigations as well as in many types of satellite orbit calculations. It
contributes to prediction of the LEOs orbit and its lifetime, especially for the re-
entry trajectory. A priori knowledge of the satellite position and attitude in future
time helps the scientists to analyze potential risk for satellites and send maneuver
signals if necessary. In addition, there are a large number of orbiting objects in
space which can be classified into space debris, they should be carefully tracked, as
some of them have very large area-to-mass ratio, it might cause catastrophic con-
sequences in a collision with an operational satellite [2].

9.2 Accelerometer Calibration

Due to the complexity and particularity of the space environment, it is very difficult
to calibrate accelerometer in the laboratory, and the output values from acceler-
ometer are not the true value for non-gravitational acceleration, therefore calibration
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must be done. In general, the real non-gravitational acceleration acting on GRACE
can be expressed as:

~ftrue ¼ ~Bþ S~fobs ð9:1Þ

where~fobs is the raw measurement value of ACC in the satellite reference frame [3];
~B is the bias vector in the measured acceleration, S is a 3x3 orthogonal matrix with
its diagonal elements as the scale vector for~fobs. The off-diagonal elements of S are
all set to be zero, and~ftrue is the true value for accelerometer.

To estimate the bias and scale factors, we consider them as orbit dynamical
unknown parameters and fit the orbit to the GPS phase observations in the process
of POD to work them out. The dynamic orbit determination technique is applied to
obtain best fit orbit. A software developed by IGG1 is used to implement this task.
Gravitational forces are precisely calculated following the IERS 2010 [4], which
includes a series of corrections to the in situ gravitational model coefficients. As for
non-gravitational forces, they are replaced by the observations from SuperSTAR
accelerometer where a priori calibration parameters [5] has been applied to correct
the raw data.

The direct output of observed non-gravitational forces from accelerometer are
represented in the SRF (Science Reference Frame), which is defined as follows. It
has its origin at the center of mass of the satellite, the X axis points to the its twin
sister satellite which nominally aligns with the velocity direction, the Z axis is
perpendicular to the X direction pointing toward the radial direction, and the Y axis
completes the right-handed coordination system with the Z and X axes. In order to
transform the ACC measurement to the inertial frame, we need to use the quater-
nions from the SCA1B file to form rotation matrix which is released together in the
Level1B file packages. For missing data in SCA1B file, we use the following
method to make interpolation of the quaternions at those epochs we need [6].

Given are two arbitrary normalized quaternions referring to epochs ta and tb
(tb > ta), linear interpolation to an epoch between ta and tb, we should firstly
determine the sign ambiguity. If the scalar product of the vector parts of the two
quaternions is negative, all elements in qbt have to change their sign:

qb ¼ �qb if qa1qb1 þ qa2qb2 þ qa3qb3\0ð Þ ð9:2Þ

The quaternion describing the differential rotation between the rotations qb and
qa can be written by

qab ¼ q�aqb ð9:3Þ

1Institute of Geodesy and Geophysics, Chinese Academy of Sciences.
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where

qab4 ¼ qa4qb4 þ qa1qb1 þ qa2qb2 þ qa3qb3
qab1 ¼ qa4qb1 � qa1qb4 þ qa3qb2 � qa2qb3
qab2 ¼ qa4qb2 � qa2qb4 þ qa1qb3 � qa3qb1
qab3 ¼ qa4qb3 � qa3qb4 þ qa2qb1 � qa1qb2

ð9:4Þ

The rotation angle corresponding to the rotation described by qab is

Uab ¼ 2 arccos qab4ð Þ ð9:5Þ

This angle may be linearly interpolated

Uat ¼ t � ta
tb � ta

Uab ð9:6Þ

The quaternion qt for interpolating t can finally be written as

qt ¼ qaqat ð9:7Þ

9.3 Satellite Configuration

The simplified surface model as well as the optical parameters for each plane are
given in Ref. [3]. Figure 9.1 is the sketch map for the model, which is a combi-
nation of six panels. The Front and Rear refer to the head and the tail plane of
GRACE Mission in the velocity direction respectively, Starboard and Port are the
planes at both sides, Zenith and Nadir correspond to the top and the bottom plane.
Xb, Yb, Zb in the figure refer to the three axes of satellite frame, while Xs, Ys and Zs

are the panel frame with Xs pointing to the normal direction of each panel.

Fig. 9.1 Simplified GRACE
surface model
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9.4 Solar and Earth Radiation Pressure Acceleration

The GRACE Mission suffers from the radiation pressure due to the incident radi-
ation from solar and earth, which is the net momentum change per unit time.
Acceleration by solar radiation can be calculated as follows [11, 12]:

~fsolar ¼ �f c
S�
c

Au

r

� �2X6

k¼1

Ak

m
� ~nk �~sð Þ 1� qkð Þ~sþ 2

d
3
þ qk � ~nk �~sð Þ

� �

~nk

� �

ð9:8Þ

where f accounts for the satellite eclipse, usually a conical model is applied to
determine whether the satellite is exposed to the solar ray, S� is the solar flux
constant with value of 1366.1 W/m2, c is the speed of light in a vacuum, Au is the
astronomical unit, and r is the distance from the Sun to the satellite, m is the satellite
mass which can be obtained from the Level 1B MAS file. Ak , qk and dk indicate the
area, specular and diffuse reflectivity coefficients of the panel k respectively.
Equation (9.8) shows that the solar radiation force is the sum of two components:
one acts along the opposite direction of radiation ~s, the other one acts along the
opposite of normal direction. c can be used to adjust the resultant force to account
for model error.

Earth radiation pressure comprises two components, one is the solar radiation
reflected from the earth surface directly when it reaches the earth, the other com-
ponent is the radiation reemitted from the earth which has been absorbed earlier. In
this case, we divide the earth into many small elements, and consider the earth
radiation pressure is the sum force from each of these elements. The equation can be
expressed in the following way:

~frefl ¼ �crefl
S�
c

Au

R

� �2 1
m

XN

i¼1

X6

k¼1

ti � ~ni �~R� ��Ai � Ak � ~nk �~si
� �

1� qvisk
�

~si
�

þ 2
dvisk
3

þ qvisk ~nk �~si
� �

� �

~nk

�

ð9:9Þ

~femit ¼ �cemit
S�
c

Au

R

� �2 1
m

XN

i¼1

X6

k¼1

ei
4
Ai � Ak� ~nk �~si

� �
1� qIRk
� ��

~si

þ 2
dIRk
3

þ qIRk ~nk �~si
� �

~nk

� ��

ð9:10Þ

where crefl and cemit is the adjustment coefficients for the modeled force,~R is the unit
vector pointing from the earth to the sun, ti, ei are the albedo and emissivity of the i
th earth surface element,~ni corresponds to its normal direction,~si is the unit vector
for the i th element pointing from the surface to the satellite, Ai is the area of the
element, qvisk , dvisk , qIRk , d

IR
k are reflectivity and emissivity coefficients for k th panel

of the satelllite. Other symbols have the same meaning as the equations above.
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9.5 Upper Atmospheric Density Retrieval

The atmospheric drag acts primarily in the along-track component, meanwhile ACC
observations in X component have few spike signals, so it is ideal to use mea-
surement in this component to retrieve upper atmospheric density. As the calibrated
ACC observations consist of all the non-gravitational accelerations, drag could only
be obtained when the solar and earth radiation acceleration have been removed
from the total acceleration. Therefore the atmospheric density can be calculated as
follows:

fobs�d ¼ fcal � fsolar � frefl � femit ð9:11Þ

q ¼ 2m~fobs�d;x

CaAt2r
ð9:12Þ

Where m is the satellite mass, ~fobs�d;x is the atmospheric drag in the along-track
component, Ca is the drag coefficient, A is the projected area in the along-track
component for GRACE, tr is the satellite moving velocity relative to surrounding
atmosphere. In fact, the in-track velocity change induced by atmospheric rotation
and wind is neglectable compared to satellite’s velocity in the same direction, so
calculations of the accurate drag coefficient and area-to-mass ratio are key points in
density retrieval. For satellite mass reduction due to gas burning, we can get the
real-time mass value from MAS Level 1B file.

9.6 Experiment and Result

In order to retrieve the upper atmospheric density following the method proposed in
this paper, we use 92 days of the data for GRACE-A and GRACE-B spanning from
May 1st to July 31st in 2013 to do the experiment. Dynamical orbit determination
strategy is applied to work out calibration factors, all the models used in the
software are listed in Table 9.1. For calculation of the solar radiation pressure
acceleration, conical shadowing model is employed to account for the shadowing
factor, solar position can be obtained from DE405 ephemeris, the simplified
GRACE surface model is used to represent the shape of the GRACE Mission. As
the reflectivity and emissivity coefficients for each small area element on the earth
surface are required in calculation of the earth radiation acceleration, measurements
from spectrometer FM1 on board Terra Mission are used which includes worldwide
2.5° × 2.5° monthly-average albedo and longwave flux [13]. In addition, HWM07
model [14] is used to get the wind, satellite mass can be found in the MAS1B file,
the projected area for GRACE Mission in the flight direction can be calculated
based on attitude data from SCA file, drag coefficient can be obtained using the
Sentman model [15].

110 R. Chen and B. Peng



We consider the bias and scale factors as unknowns to estimate in POD, Fig. 9.2
is the result. It can be evidently seen that the bias and the scale factors were
inversely proportional to each other. GRACE-A had the scale factors varying from
0.898 to 0.971, while the bias factors varied from −1322 to −1220 nm/s2; For
GRACE-B,the scale factors varied from 0.906 to 0.942 while the bias factors varied
from −634 to −591 nm/s2. Overall, GRACE-A was more stable in calibration than
GRACE-B. As the twin satellites were only 220 km apart from each other, they
should suffer from almost the same non-gravitational acceleration in magnitude.
Figure 9.3 displayed the time series of the difference between the calibrated mea-
surements of GRACE-A and GRACE-B for one week, which showed that non-
gravitational accelerations were more or less the same for GRACE-A and GRACE-
B for the majority of the epochs, and the mean difference was only 4 nm/s2 with the
standard error of 11.027 nm/s2. Big difference points corresponded to those epochs
when the satellite flied across earth polar areas.

Atmospheric density retrieved from ACC observations on May 12, 2013 was
compared with the output values from NRLMSISE-00 [16] and JB2008 models
[17] in Fig. 9.4, good consistence could be found among the three lines, which

Table 9.1 Models and Parameters used in POD

Model Description

Gravitational model EGM2008 (150 × 150) [7]

Correction to low-degree coefficients a: correction to �C20 �C30 �C40 using secular rates;

b: correction to �C21ðtÞ and �S21ðtÞ
Solid Earth tides a: frequency-independent part: correction up to 4°

coefficients

b: frequency-dependent part: correction up to 2°
coefficients

Ocean tides FES 2004 [8], truncated up to 50 degrees

Solid Earth pole tide Correction to �C21ðtÞ and �S21ðtÞ
Ocean pole tide correction up to 3° coefficients

N body perturbation JPL DE405 [9]

General relativity IERS 2010 [4]

Reference Frame J2000.0

Precession/nutation IAU2000A

Earth orientation parameters EOP 08 C04 [10]

Non-gravitational acceleration Accelerometer observations

POD arc length 24 h

Parameters to be estimated Description

Initial satellite state 6 parameters (position and velocity)

Accelerometer calibration 3 bias factors, 3 scale factors

Ambiguity Real value solution

Clock error Real value solution
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Fig. 9.2 Estimated calibration factors for GRACE-A and GRACE-B

Fig. 9.3 Non-gravitational acceleration difference between GRACE-A and GRACE-B
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agreed with each other in trend and magnitude order. Only the ACC-derived
atmospheric density could capture the variation in high frequency, while empirical
models only reflect the stable variations, indicating that improvements were
required for existing models. Figure 9.5 gives the atmospheric density difference for
ascending and descend ing orbit arcs of GRACE-A Mission. As only hemisphere of
the earth can be illuminated by sun light, the ascending and descending arcs cor-
respond to the day and night side of the earth respectively (except that when orbital
plane is perpendicular to the sun light). Due to absorption of the solar radiation
energy, atmospheric density in the illuminated side becomes significantly larger
than the dark side. It can be evidently seen that the descending orbit arc was in the
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Fig. 9.5 Atmospheric density
of ascending orbits and
descending orbits on May 12,
2013
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light side in Fig. 9.5, where the maximum density in this side was 50–70 % larger
than the minimum value in the dark side, especially the first orbit arc with the most
pronounced density discrepancy. In addition, when satellite moved around the
earth, the earth also rotated itself synchronously, so different angles were formed
between incident radiation vector and the GRACE orbit plane. Figure 9.6 gave the
relationship between the atmospheric density and the latitude in the 7th orbit arc. In
this time period, the satellite passed the longitude concentrated between W61° and
W55° for the descending arc and concentrated between E129°–E134° for the
ascending arc with the UTC ranging between 11:00 and 12:30, the sun’s rays was in
the vicinity of the meridian at the Greenwich, so solar illumination was more closer
to the descending arc, making the atmospheric density around larger than it was for
the ascending arc. Following conclusions could be drawn from Fig. 9.6: for light
side of the earth, density decreased with increasing latitude in southern hemisphere,
while reverse was found between N30° and N75° but decrease rapidly above N75°.
Overall, density decrease in the southern hemisphere was more pronounced than the
southern hemisphere, so that density in the arctic area was notably larger than the
southern pole area; while for the dark side, atmospheric density increased along
with the increasing latitude for both northern and southern hemispheres, especially
for the northern hemisphere, but a small decrease area was found between N45° and
N60°. To study the relationship between density variation and solar activity
intensity, Fig. 9.7 gave the variation scope of atmospheric density at perigee of
GRACE-A from May 1st to July 31st, 2013 along with corresponding F10.7 value
at that day, where strong positive correlation could be evidently seen, big fluctu-
ation of density was found at those days with high values of F10.7, which was one
order magnitude larger maximally than quiet days.

Fig. 9.6 The relationship
between variations of
atmospheric density and
latitude on May 12, 2013
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9.7 Conclusion

This paper introduces the method to retrieve the atmospheric density by acceler-
ometer on board GRACE Mission, and 92 days of data spanning from May 1 to
July 31 in 2013 for GRACE-A and GRACE-B was used to do the experiment, we
compare the derived density with the output from NRLMSISE-00 and JB2008
atmospheric models, indicating the superiority of accelerometer in extracting
atmospheric density change in the high frequency. Besides, the atmospheric density
is significantly larger in the light side of the earth than it is in the dark side, and
distinct difference in variation can be found between the two sides. In addition, it is
verified that atmospheric density variation is highly correlated with the solar
activity intensity.
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Chapter 10
Dynamic GPS Precise Point Positioning
for Deformation Monitoring Using Prior
Information

Zhiping Liu, Ziqiang Zhao and Qiuzhao Zhang

Abstract The single epoch deformation monitoring method based on the relative
positioning principle was analyzed and its limitations were investigated. This paper
presents an intensive study on the deformation features of monitoring objects using
a deformation transformation matrix from the rectangular space to topocentric
Cartesian coordinates and proposes a dynamic PPP deformation estimation method
that includes prior information regarding the deformation features of the monitoring
objects. The method was applied to a case study using high-rate data from four
international GNSS service (IGS) sites located in a magnitude-9.0 earthquake zone
in Japan. The results showed an effective improvement on the precision and con-
vergence of the deformation solution and were in agreement with current results,
proving that our method is effective and reliable.

Keywords GPS � Dynamic precise point positioning � Prior information �
Deformation monitoring � Earthquakes

10.1 Introduction

Currently, GPS data is applied to several deformation monitoring studies (e.g.,
surface subsidence in urban areas and subsistence of highway subgrades and high
slopes). Nowadays, the extraction of GPS deformation information generally
involves the single epoch deformation monitoring method based on the relative
positioning principle [1]. However, this method cannot be applied to the dynamic
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large deformation monitoring of long baselines [2, 3] since long bases result in less
common visible satellites with the consequent failure of the deformation estimation.
In addition, to avoid an ambiguous solution and cycle slip detection, a range
restriction to the actual deformation must be applied. Unfortunately, the above
requirements are difficult to meet for the deformation monitoring of mining pits,
long-span bridges, high-rise buildings, and earthquake displacement.

On March 11, 2011 (05:46:23 UTC), a violent earthquake of magnitude 9.00 at a
depth of 20 km [4] occurred 130 km east of the Sendai Port in Honshu, Japan. After
the earthquake, several organizations, including the Jet Propulsion Laboratory (JPL)
and the Geographical Survey Institute of Japan, quickly provided the coseismic
displacement and inverted the dislocation distribution using high-frequency
observation data from GPS monitoring stations in Japan [5]. Abundant research has
focused on the surface deformation features caused by the earthquake in both Japan
and surrounding areas [6–8].

This paper focuses on the deformation monitoring method based on precise point
positioning (PPP). First, we introduced the dynamic PPP estimation method and
used it to analyze the prior deformation features of four types of monitoring objects
according to their characteristics. A new dynamic PPP deformation monitoring
method using the prior information was then suggested, for which high-frequency
data was selected from four international GNSS service (IGS) stations (DAEJ,
MIZU, SHAO, and USUD) to perform a deformation calculation and analysis and
verify the validity and effectiveness of the method.

10.2 Dynamic GPS Precise Point Positioning

10.2.1 The Zero-Difference Observation Model

The equations for the pseudo-range and phase zero-difference observations were:

Pj
i;f ¼ q j

i � c dti þ Bi;fP

� �þ c dt j þ Bj
fP

� �
þ I ji;f þ T j

i þ re ji þ e ji;fP ð10:1Þ

U j
i;f ¼ q j

i � c dti þ Bi;fU

� �þ c dt j þ Bj
fU

� �
þk � N j

f � I ji;f þ T j
i þ re j þ e ji;fU ð10:2Þ

where Pj
i;f is the pseudorange, U

j
i;f is the carrier phase (unit: m), q j

i is the geometrical
distance between the satellite and the center of the receiver, (see Eq. (10.3)), c is the
speed of light, f is the signal frequency of the receiver, and λ is the wavelength of the
corresponding frequency f. For Eq. (10.2), N j

f represents the ambiguity of the whole

cycles, dti and dt j are the clock corrections for the receiver and satellite, respectively,
Bi and Bj are the corrections for the differential code bias for the receiver and satellite,
I ji;f is the correction for the ionosphere, T

j
i is the correction for the neutral atmosphere
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delay, re ji is the correction for the equivalent range delay due to the relativistic effect
of the jth satellite, and e ji represents the observation noise.

The expression of q j
i in Eqs. (10.1–10.2) was rewritten as:

q j
i ¼ X j � Xi

�
�

�
�

X j ¼ x j þ pc j þ er j

Xi ¼ xi;0 þ pci þ eli þ oli

8
<

:
ð10:3Þ

where Xi ¼ Xi; Yi; Zið Þ is the corrected coordinate of the observation station, X j ¼
X j; Y j; Z jð Þ is the corrected coordinate of satellite j, x j ¼ x j; y j; z jð Þ is the barycentric
coordinate of satellite j, xi;0 ¼ xi;0; yi;0; zi;0

� �
is the coordinate of the observation

station i, pc j and pci are the corrections for the phase center of the satellite and receiver
antennas, respectively, er j is the correction for the effect of the earth’s rotation, eli is
the correction for the terrestrial tide, and oli is the correction for the sea tide.

10.2.2 Dynamic PPP Estimation Method

We developed a dynamic PPP model [9] using high-precision IGS products and
GPS dual-frequency iono-free combination observations and correcting for the
satellite phase center, relativistic effect, earth’s rotation, zenith tropospheric delay,
and terrestrial and sea tide effects. The coordinate correction parameters for the
observation stations, the clock correction of the receiver, the residual delay of the
wet atmosphere zenith, and the epoch-by-epoch ambiguity also had to be estimated
using successive adjustment methods based on the satellite elevation fixed weight
model [1, 10]. The authority downgrading had to be conducted on a cycle slip of the
carrier phase and the interpolation of the satellite orbit based on the receiving time
of the signal had to be revised during signal transmission, unlike for the interpo-
lation of the clock correction. The IGS precise clock correction products were
obtained from dual-frequency iono-free combination observations, so that no
hardware delay correction was needed [10].

For the parameter estimation in the dynamic PPP, the correction for the obser-
vation station’s coordinates and clock, and the residual delay of the wet atmosphere
zenith were time-varying parameters, while the ambiguity parameters were constant
and treated as time-unvarying parameters in the absence of lock-loss or cycle slips.
Setting xk as the time-unvarying parameter, yk as the time-varying parameter, and
Lk ,Pk as the observation and weight matrix of the kth epoch, the adjustment model
was expressed as:

Vk ¼ Ak � yk
u1�1

þBk � xk
u2�1

�Lk ð10:4Þ
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where yk ¼ dx dy dz c � dt dTwet½ �T , xk ¼ N1 � � � Ns
� �T

, and Ak;Bk

represent the corresponding design matrices, with dx, dy, dz as the correction
parameters for the observation station’s coordinates, c � dt as the clock correction of
the receiver (equivalent distance), dTwet as the residual delay of the wet atmosphere
zenith, and N as the ambiguity of the iono-free combination.

Setting x̂k�1,Qx̂k�1
as the time-unvarying parameter estimation and the associa-

tion factor matrix after adjustment in one cast for the first k-1 epochs, we obtained
the following fictitious observation equation:

�Vx̂k�1¼ xk � x̂k�1 ð10:5Þ

Thus, considering the observation information of the kth epoch and the esti-
mation information x̂k�1,Q�1

x̂k�1
of the time-unvarying parameter for the first k-1

epochs, according to the generalized adjustment principles, we obtained:

VT
k PkVk þ �VT

x̂k�1
Q�1

x̂k�1
�Vx̂k�1 ¼ min ð10:6Þ

Using the generalized adjustment, the following equation for the adjustment
parameters was obtained:

Na;k Nab;k

Nba;k �Nb;k

	 

yk
xk

� �

¼ La;k
�Lb;k

� �

ð10:7Þ

where Na;k ¼ AT
k PkAk;Nb;k ¼ BT

k PkBk;Nab;k ¼ AT
k PkBk;Nba;k ¼ BT

k PkAk and La;k ¼
AT
k PkLk;Lb;k ¼ BT

k PkLk; �Lb;k ¼ Lb;kþQ�1
x̂k�1

x̂k�1; �Nb;k ¼ Nb;k þ Q�1
x̂k�1

.
The sequential adjustment estimation [1] was obtained by solving the time-

varying parameters ŷk by back substitution after solving the time-unvarying
parameters x̂k or by solving the time-unvarying parameters x̂k by back substitution
after solving the time-varying parameters ŷk . In addition, the variation in the
ambiguity parameters must be processed (i.e., increased or decreased) because of
the change in satellite attitude and receiver lock-loss, among other factors.

10.3 Dynamic PPP Deformation Monitoring Using Prior
Information

The deformation monitoring needs accurate initial coordinates of the observation
stations, which can be solved by static PPP for follow-up data processing and later
obtention of the coordinate correction or deformation time series.

The current GPS single epoch deformation monitoring method estimates first the
deformation under the WGS84 coordinate system, followed by its conversion to the
topocentric Cartesian coordinate system, which is easier for deformation explana-
tion. However, it does not include the prior information of the deformation features
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in the data processing. Thus, to unify the relationship between deformation esti-
mation and explanation, a transformation expression of the deformation or cor-
rection under the topocentric Cartesian and rectangular space coordinate systems
must be obtained first [1, 11]:

dN
dE
dU

0

@

1

A ¼
� sin �u cos �k � sin �u sin �k cos �u

� sin �k cos �k 0
cos �u cos �k cos �u sin �k sin �u

2

4

3

5
dx
dy
dz

0

@

1

A ð10:8Þ

where dx; dy; dzð ÞT is the deformation or correction of the rectangular space
coordinate system, dN; dE; dUð ÞT is the deformation or correction of the topo-
centric Cartesian coordinate system, and �u; �k are the latitude and longitude of the
observation stations, respectively, which can be calculated using the approximate
coordinates of the observation stations.

In deformation monitoring, such as for mining pits and engineering slopes, it is
usually easy to obtain the azimuth tendency after the deformation from the variation
of the coordinates. Then, the following equation, including the known deformation
azimuth angle, is obtained according to Eq. (10.8):

sin a � dN � cos a � dE ¼ Va ð10:9Þ

where α represents the azimuth angle of the station deformation, Va 2 Norm 0; r2a
 �

.
For high and large-span bridges (large linear structures), the deformation fea-

tures manifest as distinct horizontal hunting and elevation vibration, with almost no
deformation in the direction of the bridge path. The prior information is then given
by the following equation:

cos b � dN þ sinb � dE ¼ Vb ð10:10Þ

where β represents the azimuth angle along the bridge path, Vb 2 Norm 0; r2b
n o

.

For the monitoring of surface subsidence in urban areas and subsistence of
highway subgrades, the deformation features manifest as distinct surface subsi-
dence, with almost no changes in the horizontal direction (i.e., dN � 0; dE � 0).
Then, using Eq. (10.8), the restraint equation can be expressed as:

dN ¼ VdN

dE ¼ VdE

(

ð10:11Þ

where VdN 2 Norm 0; r2dN
 �

;VdE 2 Norm 0; r2dE
 �

.
For the monitoring of plate or crustal movement and high-rise buildings, the

deformation usually manifests as horizontal deformation, while the approximate
elevation of the observation stations remains almost unchanged (i.e., dU � 0).
Then, the following restraint equation can be obtained based on Eq. (10.8):
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dU ¼ VdU ð10:12Þ

where VdU 2 Norm 0; r2dU
 �

.
In addition, we can obtain a more accurate residual delay of the wet atmosphere

zenith in the time-varying parameter xk by a random walk method [12] as:

dTwet ¼ Vwet ð10:13Þ

where Vwet 2 Norm 0; r2wet
 �

.
The restraint equation including Eqs. (10.9–10.12) and (10.13) can be expressed

as:

Ck � yk ¼ �Vyk ; Q�Vyk
ð10:14Þ

where Q�Vyk
¼ diag r2a; r

2
b; r

2
dN ; r

2
dE; r

2
dU ; r

2
wet

n o
and Ck is obtained from

Eqs. (10.8–10.12).
In conclusion, combining Eqs. (10.4), (10.5) and (10.14), the dynamic PPP

deformation monitoring method with prior information for the time-varying
parameters can be obtained and expressed by the following equation based on a
generalized adjustment:

�Na;k Nab;k

Nba;k �Nb;k

	 

yk
xk

� �

¼ La;k
�Lb;k

� �

ð10:15Þ

where �Na;k ¼ Na;kþCT
kQ

�1
�Vyk

Ck.

The sequential adjustment estimation can be obtained by solving the time-
varying parameters ŷk by back substitution after solving the time-unvarying
parameters x̂k as:

x̂k ¼ Qxk
�Lb;k � Nba;kN�1

a;kLa;k

� �

Q�1
x̂k ¼ �Nb;k � Nba;k �N�1

a;kNab;k

(

ð10:16Þ

ŷk ¼ �N�1
a;k La;k � Nab;k x̂k
� �

Qŷk ¼ �N�1
a;k þ �N�1

a;kNab;kQx̂kNba;k �N�1
a;k

(

ð10:17Þ

or by solving the time-unvarying parameters x̂k by back substitution after solving
the time-varying parameters ŷk as:

ŷk ¼ Qŷk La;k � Nab;k �N�1
b;k
�Lb;k

� �

Q�1
ŷk

¼ �Na;k � Nab;k �N�1
b;kNba;k

(

ð10:18Þ
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x̂k ¼ �N�1
b;k

�Lb;k � Nba;k ŷ
� �

Qx̂k ¼ �N�1
b;k þ �N�1

b;kNba;kQŷkNab;k �N�1
b;k

(

ð10:19Þ

Nevertheless, the dynamic PPP deformation monitoring method with prior
information proposed in this paper is designed for certain practices and not all
requirements from Eqs. (10.9–10.12) can be met in actual situations. In most cases,
only one or certain restraint equations are selected. Appropriate constraint condi-
tions combined with engineering practices must then be chosen for each specific
practical application.

10.4 Results and Discussion

To validate the method proposed in this paper, high-frequency GPS (00:00–07:30
UTC, from March 11, 2011) and precise IGS ephemeris data were selected for four
IGS stations (DAEJ, MIZU, SHAO, and USUD), located at epicentral distances of
about 140, 450, 1362, and 2088 km, respectively (Fig. 10.1) from the magnitude-
9.0 earthquake that occurred in Japan on March 11, 2011 (05:46:23 UTC). The
movement of the stations during the earthquake and the recovery from deformation
for short periods were calculated and analyzed.

The deformation for all stations was calculated using the dynamic PPP method
(Fig. 10.2). To clearly show the deformation results for all stations, the results for
USUD, DAJE, and SHAO were moved −1, +1, and +2 m, respectively.

Previous research has shown that two main types of waves: P and S, are gen-
erated during an earthquake. P-waves are relatively less destructive than S-waves,
which have a great tangential destructive power, causing horizontal warping and
extrusion of the crust. The horizontal displacement caused by an earthquake is
greater than the vertical, which mostly returns to its initial state. Thus, the prior
information was added to the elevation direction using Eq. (10.12) and the

Fig. 10.1 Map of the
earthquake epicenter and IGS
stations
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deformation estimation results using the dynamic PPP with prior information are
shown in Fig. 10.3.

The north direction deformation time series (Fig. 10.2a) showed that for MIZU,
which was closest to the earthquake epicenter, the maximum instant southward
displacement of 1.61 m and the permanent deformation of 1.20 m was generated
after the earthquake. Oppositely, USUD was deformed instantly during the earth-
quake, with a maximum instant southward displacement of 0.27 m, which mostly
recovered after the earthquake. The stations of DAEJ and SHAO, located further
from the epicenter, showed small deformations during the earthquake and suffered a
very small impact. The deformation time series in the east direction (Fig. 10.2b)
revealed a maximum instant eastward displacement for MIZU of about 2.76 m, with
a remaining permanent deformation of up to 2.10 m. The maximum eastern dis-
placement for USUD was 0.57 m, with a permanent translation of 0.15 m, while
DAJE and SHAO had very little deformation during the earthquake and nearly
completely recovered after it. According to the deformation time series (Fig. 10.2c),
the deformation estimation errors for the four stations on the vertical direction were
much bigger than for the north and east directions, with some low-frequency
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(a)Fig. 10.2 Deformations
calculated using the dynamic
precise point positioning
(PPP) for four international
GNSS service (IGS) stations.
a Deformation in the north
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c Deformation in the vertical
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deformation. The analyses suggested that this was mainly caused by imperfect data
processing procedures such as the cycle slip detection or the low geometric strength
of observation models.

The deformation time series for the north direction (Fig. 10.2a) showed that
station MIZU was the most affected by the earthquake, with a maximum instant
southward displacement of 1.65 m and a permanent deformation of 1.17 m after the
earthquake. The arrival time of the seismic waves was 05:47:11 as inversed from
the deformation series. For USUD, the maximum southward displacement was
0.22 m, with a northward permanent deformation of 0.05 m and an arrival time of
the seismic waves of 05:48:34. However, DAJE and SHAO were only displaced for
0.02–0.03 m during the earthquake, fully recovering in a very short period, with
almost no permanent deformation. The arrival time of their seismic waves was
05:52:20 and 05:54:58, respectively. The deformation time series in the east
direction (Fig. 10.3b) showed a maximum instant eastward displacement for MIZU
of 2.87 m, with a permanent deformation of 2.06 m after the earthquake. For
USUD, the maximum displacement was 0.62 m, with a permanent deformation of
0.16 m. DAJE and SHAO showed very little deformation during the earthquake,
fully recovering in a very short period. The vertical deformation time series
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(PPP) with prior information
for four international GNSS
service (IGS) stations.
a Deformation in the north
direction. b Deformation in
the east direction.
c Deformation in the vertical
direction

10 Dynamic GPS Precise Point Positioning… 125



(Fig. 10.3c) revealed a small subsidence within 0.10 m for all stations, representing
only a slight effect of the earthquake.

Comparing Figs. 10.2 and 10.3, we see that the maximum deformation differ-
ence for MIZU in the north direction was 0.04 m, with a permanent deformation
difference of 0.03 m, while for the east direction, the maximum deformation dif-
ference was 0.11 m, with a permanent deformation difference of 0.04 m. For
USUD, the difference in the maximum deformation in the north direction was
0.05 m, with a permanent difference of 0.05 m, while for the east direction, the
maximum difference was 0.05 m, with a permanent difference of 0.03 m. Thus, the
absolute difference in the maximum horizontal deformation between these two
methods was 0.04–0.11 m, while the absolute difference in the permanent dis-
placement was 0.03–0.05 m. In relation to the total deformation, the relative dif-
ference between the two results was 1–5 %. However, for the vertical direction
(Fig. 10.2), the results did not agree with the fact that earthquake waves spread
successively from the smaller effect and shorter distance from the earthquake epi-
center. Oppositely, the results including the prior information (Fig. 10.3) were
consistent with previous work [4, 8, 13]. In addition, the dynamic PPP deformation
monitoring method using prior information improved the precision and conver-
gence of the deformation solution for the north, east, and vertical directions.

According to the arrival time of the seismic waves and distance from the epi-
center, the transmission speed of the seismic waves obtained by inversion was 3.1–
4.1 km/s, in agreement with Liu et al. [4]. In addition, since MIZU and USUD were
the stations most affected by the earthquake and had the largest deformation, to
better represent their horizontal movement during the earthquake, the plane
movement track of the deformation time series for these two stations was shown for
05:46:00–05:51:00 UTC. Figure 10.4 clearly shows the plane movement for these
two stations, indicating that the crustal movement caused by the earthquake was
characterized by deformation resilience. The closeness to the earthquake epicenter
resulted in a higher resilience proportion, in agreement with Zhang et al. [13].

Fig. 10.4 Motion trajectory in the horizontal direction for the international GNSS service (IGS)
stations MIZU a and USUD b for 05:46:00–05:51:00 UTC
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10.5 Conclusion

This paper highlights that the current single epoch deformation-monitoring methods
are difficult to apply in large dynamic deformation estimations of long baselines.
The deformation estimation method based on dynamic precise point positioning
was presented. This method involved the construction of the deformation trans-
formation matrix from the rectangular space to the topocentric Cartesian coordinate
system, which is easier for deformation explanation, followed by the unification of
the deformation estimation and explanation standards to better consider the
deformation features during data processing. In addition, we obtained prior defor-
mation features for four types of monitoring objects by combining engineering
mechanics, engineering geology, and engineering practices and proposed a dynamic
PPP deformation monitoring method using this prior information. The new method
was applied to the calculation and analysis of the dynamic deformation of four
Japanese stations due to the 2011 magnitude-9.0 earthquake that occurred in Japan.
The obtained deformation features were consistent with current results, confirming
a new reliable method for the estimation of large dynamic deformation for long
baselines.
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Chapter 11
Positioning Accuracy Analysis of Beidou
Continuous Operation Tracking Stations

Xiangxin Guo, Qile Zhao, Shenghua Jiang and Min Li

Abstract Based on PANDA software, GPS and Beidou observation data of four
Beidou continuous operation tracking network (iGMAS/BETS/CMONOC/MGEX)
are calculated in precise point positioning mode, while GPS and Beidou positioning
accuracy and observation residuals of each tracking station are analyzed, which can
provide reference for the establishment of centimeter-level reference coordinate
frame using Beidou system. The results are as follows: single day positioning
repeatability with Beidou are 11.06, 7.33, 30.13 mm in E, N, U directions
respectively; the STD of differences between GPS and Beidou are 11.36, 7.43,
31.73 mm in E, N, U directions, which indicates that Beidou system can achieve
centimeter-level precision positioning at service area; the average of differences
between GPS and Beidou are 4.87, 2.65, 29.38 mm in E, N, U directions, which
demonstrates an obvious systematic bias of precision positioning between GPS and
Beidou; according to tracking network, GPS and Beidou positioning accuracy and
residuals are statistically analyzed, which shows that CMONOC tracking network
has the best positioning accuracy, while MGEX and BETS tracking network are
worse and iGMAS tracking network is much lower.

Keywords Beidou navigation satellite system � Precise point positioning �
iGMAS/BETS/CMONOC/MGEX

11.1 Introduction

China is implementing the BeiDou Navigation Satellite System (referred to as
“Beidou System”) independently. The initial satellite navigation system was
completed in December 27, 2012. It contains 4 medium earth orbit satellites,
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5 inclined geosynchronous orbit satellites and 5 geostationary orbit satellites in orbit
and provides coverage in the Asia-Pacific region (55°S–55°N, 70°E–150°E) with
positioning, navigation, timing, and short-message communication service capabil-
ities. The system is designed to provide global coverage around 2020 [1, 2]. Many
scholars have verified Beidou system’s basic navigation and positioning service
performance in the Asia-Pacific region [3–6]. Its satellite visibility and DOP can meet
the needs of different users. Pseudorange and carrier phase measurement accuracy is
equivalent to the US GPS system. MEO and IGSO satellites orbit determination
accuracy are better than 10 cm. Precise point positioning accuracy in horizontal
direction and vertical direction is better than 1 and 3 cm respectively.

Nowadays there are four Beidou high precise observation network operating
steadily in the world. For monitoring and evaluating the four systems (GPS/
GLONASS/Beidou/Galileo) operation condition and key performance indicators,
China has established an international GNSS Monitoring and Assessment System
(iGMAS), including eight domestic and four overseas tracking stations. To further
enhance the theory and application of the Beidou system, Wuhan University em-
placed 20 Beidou Experimental Tracking Stations (BETS) worldwide. Crustal
movement observation network of China (referred to as “state land network”,
CMONOC) also has 26 base stations to upgrade to GPS/Beidou dual mode
receiver. For all-round development of multimode GNSS technology research, IGS
globally deployed 114 MGEX (Multi GNSS Experiment) tracking stations, 30
tracking stations among having the ability to receive Beidou data [7–10].

In this paper, GPS and Beidou observation data taken from the Asia-Pacific
region iGMAS/BETS/CMONOC/MGEX tracking stations was used to non-differ-
ence pattern Precise Point Positioning (PPP) based on the integrated satellite nav-
igation data processing software (Position And Navigation Data Analysist,
PANDA) developed independently by Wuhan University, comparing the four
network tracking station coordinates, analyzing Beidou continuous operation
tracking stations positioning accuracy, verifying Beidou wide range positioning
levels, providing reference for establishing centimeter coordinate reference frame in
the use of Beidou system, laying the foundation for regional high-precision posi-
tioning, navigation and timing services.

11.2 Data Sources

This paper adopts GPS and Beidou observation of Beidou continuous operation
tracking stations in Beidou system service area, whose 50-day observation time
ranging from 8 September to 27 October, 2014 (day of year from 251 to 300, 2014).
The distribution of Beidou continuous operation tracking stations is shown in
Fig. 11.1, divided by iGMAS/BETS/CMONOC/MGEX tracking network, where
number of iGMAS tracking station is 6, number of BETS for 7 stations, number of
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CMONOC tracking station is 16, and number of MGEX tracking station is 7. Each
of tracking station information is shown in Table 11.1, which contains the type of
receiver stations and antenna types.

11.3 Positioning Solution Strategy

In this paper, 50 days of GPS/Beidou observation data from DOY 251 to 300 in
2014 taken from iGMAS/BETS/CMONOC/MGEX tracking station was calculated
in the method of non-difference pattern PPP with the PANDA software, indepen-
dently developed by Wuhan University. Mathematical model of the geometry
information, the signal dissemination of atmospheric information, astronomy and
geodynamic information was established. The model error detection, sequential
least squares and nonlinear state estimation were adopted in data analysis and
processing, eventually obtaining massive ground tracking station network precise
coordinates [11–13]. GPS/Beidou PPP solution strategy is shown in Table 11.2, and
the final products of Beidou precise orbit and clock error products released by

Fig. 11.1 Distribution of Beidou continuous operation tracking stations (red represents for
iGMAS, yellow represents for BETS, blue represents for CMONOC, green represents for MGEX)
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Wuhan University are employed. Its accuracy can meet the needs of centimeter-
level positioning [14, 15]. Note that the antenna phase center variations (PCV) and
antenna phase center offset (PCO) of Beidou satellite and receiver has not been
calibrated, and it will not be considered.

11.4 Positioning Results Analysis

The above iGMAS/BETS/CMONOC MGEX tracking station daily static solution
were calculated to get single day repeatability precision of GPS and Beidou of the
tracking station, while standard deviation (STD) of GPS and Beidou difference are
shown in Fig. 11.2.

As can be seen from Fig. 11.2, GPS single day repeatability precision is sub-
stantially better than 3 mm in the horizontal direction and substantially better than
5 mm in the elevation direction; Beidou single day repeatability precision is sub-
stantially better than 1 cm in the horizontal direction and substantially better than
3 cm in the elevation direction; deviation STD difference between GPS and Beidou

Table 11.1 Information of Beidou continuous operation tracking stations

Network Station Receiver
type

Antenna type Station Receiver
type

Antenna type

iGMAS BRCH CETC-54
GMR-4011

LEIAR25.R4
LEIT

TAH1 CETC-54
GMR-4011

LEIAR25.R4
LEIT

KUN1 UNICORE
UB4B0I

NOV750.R4
NOVS

WUH1
SHA1 BJF1

BETS CHDU UNICORE
UR240

HX-BS483A SHA2 TRIMBLE
NETR9

TRM59900.00
NONELASA LGD1

BJF2 MRO2
PFTP

CMONOC GSMQ TRIMBLE
NETR9

TRM59900.00
SCIS

SXKL TRIMBLE
NETR9

TRM59800.00
SCISHIHK SCGY

LALX WUHN TRM59900.00
SCISNMBT XIAM

QHTT XJKE
SXTY XZYD
SCJU YNSM
SNMX YNZD

MGEX CUT0 TRIMBLE
NETR9

TRM59800.00
SCIS

REUN TRIMBLE
NETR9

TRM55971.00
NONE

GMSD NRMG TRM57971.00
TZGD

JFNG TRM59800.00
NONE

NNOR SEPT
POLARX4

SEPCHOKE_MC
NONE

MRO1 TRM59900.00
NONE
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Table 11.2 GPS/Beidou PPP solution strategy

Parameter Model

Observation Observation data No difference non-ionosphere combination
(pseudorange and carrier)

Elevation mask 7

Antenna phase center
correction

GPS: IGS absolute phase center correction; Beidou:
Ignored

Error
correction

Phase wrapping GPS: correct; Beidou: Ignored

Tropospheric model Saastamoinen + GMF model + Process noise
20 + 2 cm/sqrt (hour)

Ionospheric correction Dual-frequency and ionospheric combination
observations to eliminate

Atmosphere loading Leave out

Relativistic correction IERS2010

Tide correction Earth tide, sea tide, pole tide (IERS2010)

Satellite ephemeris GPS: IGS Precision orbit; Beidou: WHU Precision
orbit

Receiver clock error process estimate + white noise, priori constraints:
9000 m

Satellite clock error GPS: IGS Precision clock; Beidou: WHU Precision
clock

Station coordinate Parameter estimation

0

5

10

15

G
P

S
 

re
pe

at
bi

lit
y 

(m
m

)  E
 N
 U

0

20

40

60

B
ei

do
u 

re
pe

at
bi

lit
y 

(m
m

)

0

20

40

60

80

CMONOC MGEXiGMAS

 G
P

S
/ B

ei
do

u 
di

ffe
re

nc
e 

pr
ec

is
e 

(m
m

)

Network Name
BETS

Fig. 11.2 GPS/Beidou repeatability and their difference STD

11 Positioning Accuracy Analysis … 133



is substantially less than 1 cm in the horizontal direction and generally within 3 cm
in the elevation direction. The results show that there is a big discrepancy in Beidou
horizontal direction and elevation accuracy because at the present stage 14-satellite
Beidou system has 5 GEO satellites, which remained relatively immobile ground
points and located at the equator. These observations of GEO satellites has weak
constraint for elevation direction geometric, whose geometric precision attenuation
factor is small, therefore the direction of precision elevation was significantly lower
than the horizontal accuracy [16].

According to iGMAS/BETS/CMONOC/MGEX tracking network, GPS/Beidou
repeatability and their difference statistics are shown in Tables 11.3 and 11.4.

As can be seen from Table 11.3, GPS positioning precision with Beidou con-
tinuous operation tracking stations is 2.63, 1.76 and 5.42 mm in E/N/U direction
respectively; Beidou positioning precision is 11.06, 7.33 and 30.13 mm in E/N/U
direction respectively, which verifies that Beidou system positioning precise can
reach 1 cm in horizontal direction and 3 cm in elevation direction. Comparing
positioning precise of four Beidou continuous operation tracking network, precision
of CMOMOC network is the best and that of iGMAS network is the worst, while
precision of MGEX network is little better than that of BETS network.

As can be seen from Table 11.4, the STD of differences between positioning
results with GPS and Beidou is 11.36, 7.43 and 31.73 mm in E/N/U direction
respectively. The gap between Beidou and GPS positioning accuracy is mainly due
to the poor products of Beidou satellite orbit and clock errors, which currently only
reaches 10–20 cm 3-dimensional orbit accuracy [14] with an order of magnitude
worse than that of GPS. The average difference between GPS and Beidou in E, N,
U three directions is respectively 4.87, 2.65 and 29.38 mm, which indicates the

Table 11.3 GPS/Beidou
repeatability Component GPS (mm) Beidou (mm)

E N U E N U

IGMAS 3.11 1.64 7.09 14.78 9.29 35.27

BETS 2.28 1.72 5.18 10.26 7.65 34.63

CMONOC 2.52 1.64 4.83 10.84 6.97 29.6

MGEX 2.81 2.17 5.58 9.16 6.17 22.44

ALL 2.63 1.76 5.42 11.06 7.33 30.13

Table 11.4 statistics of difference between GPS and Beidou

Component RMS (mm) STD (mm) Average (mm)

E N U E N U E N U

iGMAS 14.91 9.96 49.41 14.06 9.3 44.58 4.96 3.57 21.31

BETS 11.17 7.8 37.44 10.6 6.78 31.97 3.52 3.86 19.49

CMONOC 12.43 7.3 45.04 11.24 7.02 30.18 5.31 2.00 33.43

MGEX 11.22 7.57 39.62 10.07 7.4 24.03 4.95 1.60 31.50

ALL 12.36 7.89 43.24 11.36 7.43 31.73 4.87 2.65 29.38
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presence of GPS and Beidou significant systematic bias, especially in the elevation
direction. System error is influenced with a variety of relevant factors such as the
satellite and the receiver phase center corrections, satellite orbit and clock errors and
frame of reference [4, 8, 16].

Observation residuals contain a variety of noise sources, including orbit error,
PCO and PCV model corrections, multipath effects and noise observations [17–19],
and it is one of the most important indicators to assess noise observations and
positioning accuracy. Statistically analyzing GPS and Beidou pseudorange iono-
sphere-free combination of observations (Pseudorange Combination, PC) with
carrier-free ionization combined observations (Carrier Phase Combination, LC)
residuals respectively, each Beidou and GPS residuals of Beidou continuous
operation tracking stations are shown in Fig. 11.3.

As can be seen from Fig. 11.3, PC residuals of GPS and Beidou observation are
around 1.8 m, while LC residuals of GPS and Beidou observation are around 8 mm,
and residuals of GPS observation are greater than most of residuals of Beidou
observation.

According to iGMAS/BETS/CMONOC/MGEX tracking network, GPS and
Beidou residuals statistics are shown in Table 11.5. As can be seen from Table 11.5,
GPS and Beidou PC residuals are 2.06 and 1.84 m, while LC residuals are 8.98 and
7.76 mm. The reason why GPS residuals are slightly larger than Beidou ones is that
the determination of GPS precise orbit and clock errors does not rely on these four
tracking networks. However, Beidou orbit determination used iGMAS/BETS/
MGEX data, whose orbit and clock errors absorbed some orbit station-related
errors. What is more, GPS orbit products is based on IGS, while Beidou orbit
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determination and positioning are based on PANDA software, resulting a high
degree of consistency [6, 20].

From Table 11.5 it can also be found that CMONOC tracking network has the
least residuals, while the iGMAS the largest. The residual of MGEX tracking
network is less than that of BETS. The result is consistent with the comparison
results of the above-mentioned various tracking network positioning accuracy,
indicating that iGMAS tracking station data has relatively poor quality.

11.5 Conclusion

Based on non-differential data processing mode PANDA software of Wuhan
University, observations of Beidou continuous operation tracking station (iGMAS/
BETS/CMONOC/MGEX) were precise positioning analyzed, while statistical
analysis of Beidou and GPS positioning accuracy and observation residuals of each
tracking station were done, the results are as follows:

(1) The STD of differences between GPS and Beidou of four tracking network are
respectively 11.36,7.43 and 31.73 mm in E, N, U three directions, which
shows regional post-positioning accuracy of Beidou system has reached 1 cm
in horizontal direction and 3 cm in elevation direction. The large discrepancy
with GPS positioning accuracy is because of slightly worse precision of
Beidou satellite orbit and clock products;

(2) The average of differences between GPS and Beidou are respectively 4.87,
2.65, 29.38 mm in E, N, U three directions. The systematic bias between GPS
and Beidou is caused by a variety of factors such as satellite and receiver phase
center corrections, satellite orbit and clock errors, the frame of reference and
so on;

(3) According to positioning accuracy and residuals statistics of each tracking
network, the same conclusion is that positioning accuracy of CMONOC
tracking network is the best, which is better than those of MGEX and BETS
tracking network is worse, while positioning accuracy of iGMAS tracking
network is slightly poor.

Table 11.5 Statistics of
Beidou and GPS residuals GPS Beidou

mm PC LC PC LC

iGMAS 2902.68 9.49 2246.56 7.98

BETS 2221.68 8.31 1895.80 8.27

CMONOC 1389.74 9.08 1510.13 7.37

MGEX 1728.88 9.02 1695.43 7.40

ALL 2060.75 8.98 1836.98 7.76
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(4) The fact that Beidou regional system can achieve centimeter-level precision
positioning can provide a reference for the establishment of centimeter-level
coordinate reference frame using Beidou system.
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Chapter 12
A Parallel Processing Strategy of Large
GNSS Data Based on Precise Point
Positioning Model

Yang Cui, Zhiping Lu, Hao Lu, Jian Li, Yupu Wang
and Lingyong Huang

Abstract With continuous increasing of the data scale of GNSS observations
network, the computing pressure of data processing is growing. The undifferenced
precise point positioning (PPP) model is one of the main strategies of GNSS
network data processing. With the increasing of stations’ scale, the processing time
of PPP pattern also increases linearly, the traditional serial processing pattern need
to consume a large amount of computing time. As the PPP model is not related, this
model has good characteristics of parallel processing between stations. This paper
established a distributed parallel processing strategy based on the PPP model, which
can not only improve the efficiency of data processing, but also enhance the effi-
ciency of hardware performance. However, due to the high concurrency of data
access and processing, the parallel programming is faced with great challenges
which can cause immeasurable results. In this paper, by analyzing the flow char-
acteristics of the PPP method, a parallel GNSS data process model at multi-core and
multi node level was set up, and a lightweight parallel programming model was
adopted to realize the parallel model. Through a large number of data tests and
experiments, high efficiency of parallel processing of GNSS data based on the PPP
model was achieved. The experiment shows that, under the environment of
four multi-core nodes, the parallel processing is at least six times faster than the
traditional serial processing.
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12.1 Introduction

The computational burden of large global navigation satellite systems (GNSS)
networks data processing is nowadays already a big challenge, so the theory of
rapid processing and application of large network data, especially the real time data
processing, has received more and more concern and attention [1–4]. Currently in
the data processing for joined multiple ground tracking networks, the double
difference (DD) method which is based on the baseline network solutions and the
undifference (UD) method based on precise point positioning (PPP) technology are
two main treatment strategies [2]. For n stations, the calculation time of double
difference is O(n3). With the increase of stations’ scale, the processing time
increases in geometric ratio. It is difficult to meet the needs of integrated processing
of large scale data. The UD method based on PPP pattern completely breaks the
current computational bottleneck of DD network solution, and it gradually becomes
the trend of large GNSS network data processing. Although the algorithm
complexity of UD method is O(n), the computational cost is still great as the
number of stations increases rapidly.

On the other hand, performance of computer hardware platform updates quickly,
multi-core CPU and many-core GPU have become the mainstream of current
general computer architecture. Ordinary personal computer has a “supercomputing”
performance, the corresponding parallel computing technology and its application
attract more and more attention. With the rapid development of computer network
and communication technology, computing platform and environment have passed
through a series of new changes, new type of distributed network computing
solution platform emerge, such as Web services, grid computing and cloud com-
puting. Establishing a parallel distributed computing platform by using multiple
computers in the network becomes the preferred method of large-scale geodetic
observational data processing [5–9].

Traditional GNSS data processing procedures are generally written for single-
processor architecture, and the utilization efficiency of current hardware platform
computing performance is very low. In order to achieve GNSS data distributed
processing in a multi-node network environment, parallel design for the traditional
model is a primary problem [7]. As UD calculation procedure for each station has a
natural feature of parallel processing, this paper implements distributed computing
of UD model based on windows communication foundation (WCF) technology
under multi-node network environment, and multi-core parallel computing is
achieved by using task parallel library (TPL) technology in a compute node. By
using such parallel treatment strategy under multi-core and multi-node network, fast
parallel processing of large GNSS network data is realized.
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12.2 PPP and Network Parallel Design

12.2.1 PPP Workflow

The PPP approach combines precise clocks and orbits products to calculate very
precise positions up to few centimeter level with a single receiver which can be
double or single frequency. PPP provides a new solution for wide-area high pre-
cision positioning, which forms a set of complete theories, methods and products.
Due to the face that it can directly obtain high precision coordinates and is not
restricted to the reference station distribution, PPP has been widely applied. Data
processing of single station with precise point positioning includes five parts:

1. Data reading module. The main objects in this part include observation files,
precise ephemeris and clocks files, ERP file and antenna file.

2. Data preprocessing module. After reading the raw data, a few steps are
implemented, including basic quality checking for observational data, calculate
the coordinates of the observation satellites corresponding the signal transmis-
sion time, cycle slip detection and marking.

3. Error correction module. Correct and reasonable error correction is the key to
achieve high precision positioning outcomes. Referencing to the latest specifi-
cation of IERS 2010, the original carrier and pseudo-range observation error are
corrected. This module includes tropospheric effects correction, carrier phase
wind-up effect correction, antenna phase centre correction, relativistic correc-
tion, earth deformation effects (solid tides, ocean loading, and pole tide)
correction, etc.

4. Parameter estimation module. By using object-oriented programming model, the
parameters prior information of current epoch are extract automatically from the
previous epoch estimation information, and the new estimation information is
updated.

5. Results analysis and output modules. The estimation information of current
epoch is analyzed and checked, current results are output and the calculation of
the next epoch is prepared.

According to the PPP processing flow above, a set of precise point positioning
program has been developed by using C# language, Fig. 12.1 shows the core code
for the program domain module, and this module contains various error correction
models, data preprocessing and other core code. 45 IGS stations’ observational data
in the first day of 2013 are selected and processed by using this program. The
positioning results are compared with the coordinate solution file which was
released by IGS, and the difference is shown on Fig. 12.2. The static positioning
results are basically within 2 cm, and which are similar to the positioning accuracy
of the similar software.
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12.2.2 Parallel Network Design of PPP

As the number of the GNSS stations increases, the processing time of UD strategy
will greatly increases, and the timeliness of data processing is low. Currently,
GNSS data acquisition and resources (network, server, etc.) are distributed, and the
distributed computing environment which is composed by existing multiple
multicore computers via internet network provides a new hardware platform for
GNSS data processing, as shown in Fig. 12.3. The multicore CPU hardware
structure of each node belongs to symmetric multi-processor shared-memory
architecture, which can be implemented with multi-threads (or process) to give full
play to the performance of the hardware. Physically parallel execution can be

Fig. 12.1 PPP core code

Fig. 12.2 Static positioning calculation results of 45 IGS station
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realized on the multicore multithread, which is different from the traditional single-
core multithread. Multiple computers which are connected via the Internet can
collaborate to processing GNSS data by using open protocols and consistent
programming interface.

Due to the fact that UD method has good features in parallel, coarse-grained UD
processing of individual station as the minimum unit of large scale GNSS data
computing tasks can avoid design of complex parallel procedure and algorithm. In
order to ensure load balancing of computing tasks in distributed computing envi-
ronment, as well as to achieve parallel computing between nodes, a load balancing
task allocation method was designed as follows: assuming that current Internet has
m available compute nodes and n UD computing tasks. The control center gathers
information of each node, such as CPU frequency, memory size, number of
physical cores and other information, and then it adopts percentile system to
evaluate computers performance, assuming their scores are s1, s2, …, sm. When
m > n, the control center selects n top-ranking nodes, when m < n, all of the nodes
are taken to participate calculation. Assuming that q = min(m, n), then the node
which gets the score of si is assigned with ki parallel computing tasks:

ki ¼ n

,Xq
j¼1

sj

 !
� si

" #
ð12:1Þ

where [] is the rounding operation. According to this automatic assignment policy,
the distribution of all tasks is dynamic and controllable, and load balancing among
all compute nodes is guaranteed. Usually the number of UD computing tasks is
larger than the available computing nodes, and current personal computers are

Node 1

Core
1

Core
2

Shared 
Memory

Node 2

Core
1

Core
2

Shared 
Memory

Node 3

Core
1

Core
2

Shared 
Memory

Fig. 12.3 Multi-core and multi-node distributed computing environment
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dual-core or quad-core. In order to fully utilize the computing performance of
resource, each node can be performed further parallel computing by using multi-
core characteristics.

12.3 Parallel Implementation Based on WCF and TPL
Technology

As an integrator of the development of Microsoft distributed applications, WCF
combines all technologies associated with distributed system under the.NET
framework, such as .NET Remoting, ASMX, WSE and so on [10]. WCF is simple
and easy to operate, which supports for multiple protocols, including TCP, HTTP,
cross-process and customize protocols. It allows developers to build a cross-plat-
form, secure, reliable and transactional solutions, which can be collaborated with
existing systems. When using WCF to achieve distributed PPP computing, the
traditional PPP applications only need to be established and published as web
services. The node which is deployed PPP services is called the server, and each
client can call the PPP computing services via the Internet. Through the GNSS
services management container, the client can find, access and manage all available
GNSS network services. The server provide real-time GNSS services through the
Internet, which can avoid a large amount of local data being transmitted to the
remote client or fusion end.

Each PPP services are implemented by using parallel programming mode.
Compared with single-threaded programs, the development and debugging of the
same functions multithreaded programs are much more complex. In 2010, Microsoft
released the Parallel Extensions which is applicable to the .NET framework4.0. By
using the new task parallel extensions library TPL, the users can use a lightweight
task-based programming model to describe the parallel development, and it is easier
to write codes which take advantage of multicore processors capability. Users can
write extension codes which is along with the increase of available cores, instead of
dealing with complex managed threads. The tectonic unit of parallel program is
upgraded from the “thread” to the “task” by parallel extensions. The difficulty of
parallel computing program development greatly reduced, and the efficiency of
parallel development improved.

In the .NET Framework4, a new task-based parallelism namespace (System.
Threading.Tasks) is introduced in TPL. By using the methods provided by the
parallel static class, parallel computing can be achieved in load balancing. Software
developers do not need to build, manage, control and synchronization the complex
multiple threads form the bottom. For many PPP computing tasks, each PPP
computational task is seen as a “Task”, and the “Task” can be parallelized by
circulating parallel class. TPL can achieve parallel execution of a fixed number
independent loop iterations without changing the original code inside the loops,
which enables all tasks kept busy calculated.
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Figure 12.4 is the flow chart of UD network parallel service implemented based
on WCF and TPL technology. The client application calls the UD multi-core
parallel computing services which is provided by multiple computing nodes in the
Internet, thus realizing co-processing of large scale GNSS data across multiple
nodes. Communication among computing node are simple instructions, avoiding a
log of raw observation data transmission in the network. Each node implements a
coarse-grained multi-core UD parallel computing without a heavyweight thread
code.

12.4 Experiment and Analysis

12.4.1 Experimental Environment and Data

In order to build a distributed computing environment, the GNSS WCF UD service
software is installed on four computers, and their location is in Longhai Road
campus of Zhengzhou Information Engineering University. Local client which is in
the center campus is parallel to invoke computing services provided by these
servers. Configuration of the four compute nodes are basically similar (frequency
2.0–2.4 GHz, memory 2–4 GB, Windows 7 operating system), and the physics core
are quad-core. The development of WCF UD computing services adopted Visual
Studio 2013 C# .NET framework, and the client is a desktop application.

160 IGS stations are randomly selected as the test data. Observation date
is January 1, 2013, and sampling rate is 30 s. All data are stored on a public
FTP server at the local area network for ease of management. Each computing
task contains the name of the stations, observation date and other information.
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Fig. 12.4 Flowchart of PPP network parallel service implemented based on WCF and TPL
technology
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After receiving the instruction of computing task, the compute node analyses the
task and automatically downloads stations data from FTP server, and then parallel
UD computing is implemented under the multi-core environment.

12.4.2 Analysis and Comparison

There are two solutions to dealing with UD computing task of different scales:
Scheme 1, traditional serial processing in one node; Scheme 2, distributed parallel
processing in four nodes. The statistics of computing time of different tasks scale
are shown in Fig. 12.5.

In Fig. 12.5, blue squares represent the time overhead of serial computing
scheme, and red circles indicate the time overhead of distributed computing
scheme. The figure shows that the computational efficiency of distributed
processing scheme is higher than that of traditional centralized processing. Thanks
to multi-core parallel and multi-node parallel processing strategy, the parallel
speedup ratio achieved 6.0 when using four nodes, which is six times faster than
traditional serial computing model. For example, serial processing of 160 stations
needs 161 min, but the distributed parallel processing only requires 27 min. If more
computing nodes are used, the speedup will be greater and the computational
efficiency will be higher. With the increase of GNSS data scale, the improvement of
processing efficiency of distributed computing is more pronounced, and the
computing pressure on the client also greatly reduces. This is the new trend that
current cloud computing and other new technologies are chasing.

Fig. 12.5 Comparison of the two schemes time overhead
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12.5 Conclusion

By analysing the characteristics of the UD model flow, a distributed parallel
processing strategy of large GNSS data based on the UD pattern is proposed in this
paper, and multi-core and multi-node distributed parallel PPP processing are
achieved by using lightweight parallel programming model provided by WCF
technology and TPL technology. Finally, the distribution UD co-processing of
large-scale GNSS data based on multiple nodes is realized, which not only validates
the high efficiency of distributed parallel GNSS data processing, but also improves
the efficiency of resource utilization and reduces the computing pressure on the
client.
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Chapter 13
New Results of Multi-GNSS Orbits
Validation Based on SLR Observations

Jinchao Xia, Geshi Tang, Chao Han, Jianfeng Cao,
Hongzheng Cui and Xie Li

Abstract Nowadays there are more than 30 GNSS satellites equipped with laser
retro-reflectors. Orbits of these satellites can be independently validated with a high
precision using range observations by satellite laser ranging (SLR). China has
completed the Asia-Pacific area COMPASS Satellite Network, and is committed to
the establishment of the international GNSS Monitoring and Assessment System
(IGMAS). Orbit validation is one of the key factors in the development of IGMAS,
so this paper validated almost all GNSS satellites carrying reflectors to see whether
the IGMAS orbits is qualified, including all 24 of GLONASS, 4 of COMPASS, 4 of
GALILEO based on the rapid orbits from BACC IGMAS Analysis center.
According to IERS2010 convention, correction models such as station coordinates,
laser propagation delay models were introduced to establish the measurement
model. The validation of the BACC orbits shows a mean deviation around 5–10 cm
for the GLONASS satellites, 10–15 cm for the COMPASS MEO/IGSO satellites,
2.65 m for the COMPASS GEO satellites, and 20–25 cm for the GALILEO
satellites.
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13.1 Introduction

Satellite Laser Ranging (SLR) is a precise range measurement system consisted of
two parts-retro reflectors on a satellite and a ground station that produces short laser
pulses. It measures the flight time interval of the pulses from the ground station to
the target satellite and back again, in order to calculate the range between the station
and the satellite. Since the first SLR experiment in the 1960s, many countries have
developed SLR systems. Today over 50 stations of the ILRS network over the
world are actively ranging over 60 satellites as well as 5 lunar reflectors [1]. After
five decades development, SLR technology has achieved sub-centimeter precision
in a single measurement and becomes one of the most precise technologies of the
space geodesy means [2].

SLR has become a distinctive technique to validate GNSS orbits since it was
proposed to track to GPS satellites, which provides an opportunity to compare GPS
and laser system directly [3]. The reasons are as follows. First, compared with
GNSS microwave observation, SLR allows an independent way of external vali-
dation without ambiguities since SLR’s signal is not affected by the ionosphere [4].
Second, this type of satellite, usually irregular shaped, is orbiting at a high altitude
of about or greater than 20,000 km, which means the solar radiation pressure is the
largest non-conservative perturbation acting on it, resulting the solar radiation hard
to model. Third, for some GNSS constellations, the tracking network coverage are
limited to a region and far from sufficient, but SLR stations over the world may play
an important role to improve the tracking coverage. Therefore SLR is a very
important means of external orbit comparison. SLR observations to GNSS satellites
may be used for different purposes. First, Satellite Laser Ranging (SLR) observa-
tions allow for an independent validation of orbits derived using microwave
measurements as provided by IGMAS or the International GPS Service (IGS).
Second, laser and microwave observations can be combined to determine orbit
[3, 5, 6]. The Chinese COMPASS system has already launched a regional navi-
gation service and pursues build-up of a global system till 2020. In the development
process of IGMAS center, the validation to GNSS using SLR observations may be
very useful especially when the constellation is not completed.

There are two GPS satellites (GPS 35, 36) equipped with retro-reflector, as well
as all GLONASS satellites, multiple COMPASS (M1, M3, G1, I3, and I5) and
Galileo satellites (101, 102, 103, 104, and new launched 201). As a key feature, lots
of satellites in the new constellations (i.e. Galileo, COMPASS, QZSS and IRNSS)
are equipped with laser ranging reflector arrays enabling high-precision two-way
ranging measurements. This paper compared values between SLR ranges and
computed ranges derived using IGMAS orbits (BACC supplied GPS, GLONASS,
COMPASS, GALILEO orbits). Up to now, the SLR observations to satellites were
mainly used for dynamical satellites like LAGEOS I, LAGEOS II, CHAMP, or a
few GNSS satellites like GPS 35 and 36 or all GLONASS satellites and so on
[4–10]. Some are used for combination with GNSS observations for orbit deter-
mination, but seldom work were done for multi-GNSS orbit validation.
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13.2 SLR Data and Preprocessing

13.2.1 SLR Data

SLR observations are collected by ILRS (International Laser Ranging Service). In
the procedure of observation, every station collects raw observations, generates
normal points in an interval (5 min for GNSS satellites), and then submits all
together into a unified global ILRS release. The resulting range measurements are
available at the Crustal Dynamics Data Information System (CDDIS) as normal
point data [11].

The latest normal point data format is the Consolidated Range Data (CRD) [12].
It is a flexible, extensible format for the ILRS full rate, sampled engineering, and
normal point data. CSTG Normal Point Data is a history format. As for new data,
only CRD data is available.

In this paper, all the SLR data for all satellites has been performed in 20-day
duration, from Aug 1, 2014 to Aug 20, 2014, which is in a routine operation time of
BACC IGMAS center. During this time, SLR stations observed 30 satellites (see
Fig. 13.1). Most satellites are observed by more than 15 stations. Some satellites
were observed by more than 20 stations, while 3 satellites were observed by less
than 10 stations. Because GPS 35 and 36 was no longer observed by ILRS, so there
are no SLR observations. BACC supplied orbits of nearly all satellites of 4 systems
(GPS, GLONASS, COMPASS and GALILEO) using microwave observations. In
order to validate the orbits of BACC GNSS, the rapid ephemerides of BACC were
used in this paper (Fig. 13.2).

Fig. 13.1 Observation number of stations of every GNSS satellites
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13.2.2 SLR Data Preprocessing

After getting the raw data, it’s necessary to preprocess it to eliminate poor qualified
data and form a convenient data structure for orbit validation. The data structure of
a normal point may include laser emission time t, fly time Δt, station ID, satellite
ID, station temperature, humidity, air pressure, observation quality and rms. In the
preprocessing, SLR data with big rms (>5 cm) should be deleted, as well as the data
with elevation angle less than 10°. In addition, the observation of a station should
be stable, the observing and calculating difference should be within a certain
threshold range according the precision of SLR system, e.g. within 1 m or less. If
the threshold is exceeded, this observation should be considered as a gross error.

Take the i-th station with position Piðxi; yi; ziÞ for example, which is observing
satellite SðXs; Ys; ZsÞ, so the distance between the Pi and S can be demonstrated as ρ:

q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðXs � xiÞ2 þ ðYs � yiÞ2 þ ðZs � ziÞ2
q

ð13:1Þ

For orbit validation, we should obtain three types of data: observed data Ri,
station coordinates Pi after eccentricity correction, precise orbit of satellite S with
precise CoM. Station position can be derived using ITRF coordinates. Satellite
position of the reflecting time can be interpolated using the ephemeris by Chebyshev
or Lagrange polynomial interpolation (9-order Chebyshev in this work). We also
need some other supporting information, like: (1) IERS C04 EOP data for conver-
sion between the earth-fixed frame and the inertial frame; (2) JPL-DE421 ephemeris

Fig. 13.2 Observation number of stations during validation
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for the calculation of the general relativity corrections and coordinate system
conversion; (3) SLR station coordinates: ITRF2008 coordinates and velocity, and
eccentric station.

The methods of orbit validation of different GNSS systems are almost the same.
The main computing model is on the station coordinates corrections and the
propagation delay model. The sore difference is the satellite-related calculations.
Because station position is in the ITRF frame, satellite ephemeris should be con-
sistent with it. As different satellite-fixed reference systems have different frames, a
transformation should be applied to them.

13.3 SLR Data Measurement Model

The validation of GNSS orbits is based on the difference between the SLR observed
range and the computed range. So the computed range should be precisely calcu-
lated, as well as the observed range. This means precise correction to station, CoM
and propagation delay.

13.3.1 Station Correction

Station’s position are influenced by station motion model, as well as solid tide, pole
tide, ocean loading tide and so on [13, 14].

Station coordinates can be derived from ITRF2008 coordinates P2005.0 and
velocity V. The unit of tobs is converted to year, while ecc is the station eccentricity:

P ¼ P2005:0 þ V � ðtobs � 2005:0Þ þ ecc ð13:2Þ

Station displacement by solid tide is a necessary correction. The main consid-
erations are cyclical elasticity by the Sun and the Moon gravitation. Wahr tidal
model is introduced. Generally, It’s a function of the observing time (t), station (rSta),
the position of the Moon (rMoon) and the Sun (rSun) and tidal Love number (pLove):

DPstide ¼ dPSolid t; rSta; rMoon; rSun; pLoveð Þ ð13:3Þ

The displacement caused by the ocean tide loading is also introduced. Ocean tide
loading is the elastic response of the crust to the ocean tides. At a point at moment t,
three-dimensional displacement components caused by ocean loading is a function
of 11 components tides:

DPotide ¼ dPOtideðt;Acj;xj; vj; fj; lj;UcjÞ ð13:4Þ
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Here, j denotes 11 component tides, while fj, lj depends on the longitude of the
ascending node of the Moon; xj and vj are the angular velocity and the astro-
nomical argument at the moment t = 0 h. Acj,Ucj, are the amplitude and phase of the
station of j component tide, respectively.

The displacement caused by polar tide can be denoted as a function like:

DPptide ¼ dPPtide t; rSta; gSta; xp; yp; pLove
� �

ð13:5Þ

Constants like the rotational angular velocity of the Earth (x) are also concerned;
gSta is the gravity of this station; ðxp; ypÞ is the mean polar motion, which can be
read from EOP file.

So an accurate station position may be:

P ¼ Pobs þ DPstide þ DPotide þ DPptide ð13:6Þ

13.3.2 Laser Propagation Correction

The laser propagation delay consists of two main parts: troposphere delay and
general relativity effects, so corrections of these should be considered. In addition,
CoM should be calculated.

Tropospheric delay in zenith direction may reach a few meters; an effective
troposphere model is the Marini-Murray model, which is a function of the station
temperature, humidity, laser wavelength, angle of observation height [9].

The tropospheric correction reads as following form,

DqTrop ¼ dTropðk; rSta;P0; T ;EÞ ð13:7Þ

λ is the laser wavelength. Station position rSta will be transformed to the latitude
φ and elevation h of the station, respectively; P0, T, W, are atmospheric pressure of
the station (mbar), temperature (Kelvin) and relative humidity (%), respectively.

The effect of general relativity delay is as the following formula:

DqRel ¼
2GM
C2 ln

r1þ r2þ q
r1þ r2� q

� �

ð13:8Þ

M represents a celestial body mass (the Earth), C is the speed of light, r1, r2
represents earth center to the satellite and station respectively, ρ is the distance from
the station to satellite.

CoM of a satellite (only nominal yaw-mode orbit is involved in this paper):
Center correction of the satellite is related with the direction of satellite-fixed axis in
space. For GPS, COMPASS MEO and IGSO, GLONASS, GALILEO, Z axis
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points earth mass center, while the solar panels is oriented to the Sun, and Y axis is
perpendicular to the plane of the Sun-Earth-Satellite, X axis completes a right-hand
system; As for COMPASS GEO satellite, Z-axis points center of the earth, and Y
axis is perpendicular to the instantaneous orbital plane. The formula is as follows:

DqOffst ¼
½C�ðR�rÞ � SP

jR�rj ð13:9Þ

[C] is transformation matrix from J2000.0 geocentric inertial coordinate system
to satellite fixed coordinate system; R, r are the position of the station and the
satellite in J2000.0 inertial system; Sp is the satellite-fixed vector of the reflector.

13.4 Validation of GNSS Orbit

13.4.1 Computed Range

The computed range value is necessary to be derived for orbit validation. When
dealing with a normal point of pulse emission time t0, associated with IGMAS
ephemeris, we cannot directly calculate the arrival satellite time t1 and back to
station time t2. Since the station and the satellite are all moving, this is an iterative
process in the inertial frame. Time t1 is calculated as follows:

(1) At time t0, the inertial coordinates of the station O0, and the position of the
satellite S1, so we get an approximate value of t1 = t0 + (S0−O0)/c, c is the
speed of light;

(2) Store S1 of Step (1) as S1old, and interpolate the new position S1 with time t1.
Calculate the distance D from S1 to S1old, meanwhile calculate the new
t1 = t0 + (S1new−O0)/c;

(3) Repeat Step (2) till D < threshold. Threshold can be set to 1 mm.

After t1 is calculated, a similar process can be done to determine t2. It should be
noted that, inertial coordinate of the station O2 should be calculated at t2. This
calculation is a pure geometric process, relating only the launch time t0, station
location and satellite ephemeris, no need to consider the light propagation delay.

After getting the value of t2, t2−t0 is the calculated value of laser pulse flight
time. The residual O–C expression as following formula can be used:

qo� qc ¼ Dt � c
2

�
X

Dq� t2 � t0
2

� c ð13:10Þ

Where t2−t0 is the calculated time of flight, Δt is the observed time of flight.P
Dq means summary of all the range corrections.
According to this formula, after data preprocessing mentioned in Sect. 13.2, and

corrections of position and delay in Sect. 13.3, we can begin orbit validation.
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13.4.2 Results and Analysis of Orbit Validation

The resulting residuals are an indicator of the microwave-observation-based orbit
errors of the radial direction (laser shooting direction). Without considering sta-
tions’ time bias and other systematic bias, this is a direct way of orbit validation. As
seen from Fig. 13.3, the comg1 (COMPASS GEO) shows a mean deviation of
2.65 m, while the other COMPASS satellites show deviations less than 15 cm
(comi3, comi5, and comm3); the GALILEO satellites (gal101, gal102, and gal103)
show deviations around 20–25 cm; the GLONASS satellites show deviations less
than 10 cm, and most of them are around 5 cm. The highest bar of COMPASS GEO

Fig. 13.3 Mean deviations of multi GNSS orbit validation

Fig. 13.4 Ratio of observations with different deviations
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Fig. 13.5 a Validation of COMPASS-G1. b Validation of COMPASS-I3. c Validation of
COMPASS-M3. d Validation of GALILEO-103. e Validation of GLONASS-105
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Fig. 13.5 (continued)
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reflects the altitude of GEO satellite and its observation geometry. Figure 13.3
shows a mean deviation around 5–10 cm for the GLONASS satellites, 10–15 cm
for the COMPASS MEO/IGSO satellites, 2.65 m for the COMPASS GEO satel-
lites, and 20–25 cm for the GALILEO satellites. After checking the stations (7090,
7237, 7825) observing satellite COMPASS GEO G1, which were on good status,
we can conclude that the inconsistence between the orbits and the SLR observation
resulted from the deduced orbit.

Figure 13.4 shows the ratio of the validation results, we can see most of
observations (around 90 %) are less than 3σ. Different thresholds were set for
different satellites, according to altitude and observation geometry of different
satellites. Here the threshold (σ) COMPASS GEO is set as 5 m, the GLONASS and
COMPASS MEO and IGSO as 10 cm, the GALILEO as 20 cm, respectively. Here,
the mean deviation of each satellite is expressed as

meanðjqo� cjÞ ¼ 1
n
�
Xn

i¼1

jDqij ð13:11Þ

In Eq. (13.11), n is the number of observations with deviation less than 3σ.
Some detailed validations of satellites are shown in Fig. 13.5a–e. Figure 13.5a

reflects the radial deviation between COMPASS-G1. Because it is a GEO satellite

Fig. 13.5 (continued)
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orbiting at a high altitude, the number of observation is a little less, compared with
other satellites. Figure 13.5b, c show validations of COMPASS-I3 and COMPASS-
M3, and the former is centralized in the threshold, while the latter is a little diverse
between 3 times of threshold.

Figure 13.5d, e show validations of GALILEO-103 and GLONASS-105, and the
former is a little diverse with quite lot observations below the lower threshold line,
while the latter is centralized within the upper and lower threshold.

In a word, the method of validating GNSS satellite orbit using SLR observations
was studied in this paper. We performed orbit validation for 30 GNSS satellites
during 20 days of data from BACC (one of IGMAS analysis center). The results
show we achieved the standard of IGMAS. The validations performed here have to
be extended to a long time span. Such an extension of this study will allow for the
measurement of differences between the SLR and GNSS observations. The results
have the potential to judge the orbit of IGMAS center.
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Chapter 14
Study in BDS Uncombined PPP
Ionospheric Delay Estimation
and Differential Code Biases

Huarun Wang, Hongzhou Chai, Min Wang, Zongpeng Pan
and Yang Chong

Abstract Station-satellite DCB may be absorbed into the ionospheric delay in
uncombined PPP resolution because of the direct usage of the precise clock offset
production based on the ionosphere-free combination estimation. BDS station-
satellite DCB is separated in this paper with the ionospheric delay estimation of
uncombined PPP, analysis in results and stability is also introduced. Slant iono-
spheric delay is inverted with ionosphere observation and separated DCB at last.

Keywords BDS � Uncombined PPP � Station-Satellite DCB � Ionospheric delay

14.1 Introduction

In recent years, the technology of Precise Point Positioning (PPP) is widely applied
using the precise orbit and clock offset production without establishing base station
to achieve relatively higher accuracy of positioning [1, 2]. Traditional PPP applies
ionosphere-free combination thus abandoning partial original information and
enlarging the combination noise, uncombined PPP can avoid these drawbacks by
estimating the slant ionospheric delay which is regarded as an unknown parameter
in the observation equation. Owing to the precise clock offset estimated by iono-
sphere-free combination, station-satellite DCB is directly involved into the
uncombined PPP estimation, and absorbed by ionospheric delay, receiver clock
offset and integer ambiguity [3, 4]. A comparison of coordinate correction and
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clock offset between uncombined PPP and traditional PPP is given firstly in this
paper, then a separation of station-satellite DCB is processed by ionosphere mod-
eling with the ionospheric observation containing station-satellite DCB as well as
the theory of demarcation with carrier phase smoothed pseudorange [5–7]. Mean-
while analysis of stability in station-satellite DCB corresponding to different con-
stellations is also given and the slant ionospheric delay of uncombined PPP is
reached at last with station-satellite DCB separated.

14.2 Principle of Uncombined PPP and Ionosphere
Observation

The influence of code hardware delay can be contained into clock offset because of
the fact that precise satellite orbit and clock offset production are estimated by
ionosphere-free PPP combination, its magnitude can be represented as Eq. (14.1):

DB ¼ f 21 B1 � f 22 B2

f 21 � f 22
ð14:1Þ

where fj is frequency, Br;Pj ;B
s
Pj
is station and satellite pseudorange code hardware

delay, B1 ¼ Br;P1 þ Bs
P1
, B2 ¼ Br;P2 þ Bs

P2
which should be deducted from code

observation equation are the comprehensive effect on two frequency points
respectively. Ignoring higher order ionospheric influence, the uncombined PPP
code and carrier phase observation equation based on precise orbit and clock offset
can be represented as follows:

Ps
r;j ¼ �lsr � Dr þ cdtr þMs

r � zpdr þ cjsþ ePj

Lsr;j ¼ �lsr � Dr þ cdtr þMs
r � zpdr � cjsþ kjN

s
r;j þ eLj

ð14:2Þ

where μr
s, Δr are line-of-sight direction unit vector and station coordinate correction

respectively, dtr is receiver clock offset, Mr
s is troposphere zenith path delay map-

ping function, τ is ionospheric observation obtaining station-satellite DCB mean-
while cj ¼ f 21 =f

2
j , λj is wave length, Nr,j

s is integer ambiguity, ePj , eLj are code and
carrier phase noise respectively, I is slant ionospheric delay on B1 frequency point
and meets the relation:

I ¼ sþ f 22 B2 � B1ð Þ
f 22 � f 21

ð14:3Þ

In this paper, kalman filter model is adopted in uncombined PPP estimation. For static
positioning, coordinate correction is set unchanged parameter, troposphere zenith
path delay is set random walk model, clock offset and ionospheric observation meet

162 H. Wang et al.



white noise process, integer ambiguity is set unchanged without cycle slip, yet valued
huge noise when cycle slip happens [8].

Carrier phase smoothed pseudorange is used to estimate ionospheric delay and
separate hardware delay biases in traditional geometry-free mode, geometry-free
combination is defined as:

UI ¼ U1 � U2 ¼ c2I � c1Ið Þ þ k1N1 � k2N2ð Þ
PI ¼ P2 � P1 ¼ c2I þ B2ð Þ � c1I þ B1ð Þ ð14:4Þ

Also carrier phase smoothed pseudorange is set as ionospheric observation ~UI;arc

which is represented as [9]:

UI;arc ¼ UI � UI � PIh iarc ¼ c2I þ B2ð Þ � c1I þ B1ð Þ

¼ f 21 � f 22
f 22

I þ B2 � B1ð Þ ð14:5Þ

where 〈〉arc represents the observation average value in a continuous arc of a

specific satellite, and ~UI;arc ¼ f 22
f 21 �f 22

UI;arc, the relation can be written as:

I ¼ ~UI;arc þ f 22 B2 � B1ð Þ
f 22 � f 21

ð14:6Þ

Obviously the two ionosphere observations share a common format containing
ionospheric delay and station-satellite DCB except for original observation and
error influence. Station-satellite DCB can be absorbed by ionospheric delay,
receiver clock offset, integer ambiguity according to the linear relation in uncom-
bined PPP observation equation, whereas can only be absorbed by ionospheric
delay in geometry-free mode, thus there may exist some differences in station-
satellite DCB estimated with the two kinds of ionosphere observation.

14.3 Ionosphere Modelling and Station-Satellite DCB
Separation

According to the linear relation between ionosphere observation and station-satellite
DCB, there exists rank-deficient in equations formed with every satellite’s obser-
vation data on each epoch, and the station-satellite DCB can be separated through
ionosphere modeling. Slant ionospheric delay can be mapped into vertical zenith
direction with ionosphere single layer model and the correlation between ionospheric
delay and satellite elevation angle [10].
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VTEC ¼ MFðzÞ � STEC ð14:7Þ

The mapping function is represented as:

MFðzÞ ¼ cos arcsin
R

Rþ H
sinðazÞ

� �� �

ð14:8Þ

Where z is elevation angle, R is earth radius (R = 3671 km), H is the altitude away
from earth surface (H = 506.7 km, a ¼ 0:9782), ionosphere model applies spherical
harmonics function.

VTEC ¼
Xnmax

n¼0

Xn

m¼0

~Pnm sin bð Þ anm cosmsþ bnm sinmsð Þ ð14:9Þ

Where β is the geocentric latitude of the ionosphere pierce point (IPP), s is the
sun-fixed longitude of IPP, nmax is maximum order (defaulted as 2), ~Pnm is nor-
malized Legendre polynomials, anm, bnm are ionosphere model coefficients which is
estimated every 2 h, slant ionospheric delay on B1 frequency point meets the
relation with total electron content as:

STEC ¼ f 21 � I
40:28

ð14:10Þ

Function can be easily got as:

MFðzÞ � f 21
40:28

I ¼
Xnmax

n¼0

Xn

m¼0

~Pnm sin bð Þ anm cosmsþ bnm sinmsð Þ ð14:11Þ

The ionosphere model coefficients can be estimated with Eq. (14.11) according
to least squares method, also station-satellite DCB and ionospheric delay can be
obtained then.

14.4 Results and Analysis

14.4.1 Results and Analysis of Uncombined PPP Estimation

Test data with 30 s intervals is selected from MGEX station CUT0 on 240th day in
2013 in this paper, kalman filter estimation with ionosphere-free combination and
uncombined PPP are both applied. The initial coordinate is set as true reference value
provided by authority institution, owing to the lack of BDS satellite antenna phase
centre correction, only the polar motion and solid earth tide are considered in the error
correction. In static mode, the result of position estimation is shown as Fig. 14.1.
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Figure 14.1 shows the comparison of traditional ionosphere-free combination
PPP and uncombined PPP in position estimation, the RMS on X, Y, Z direction in a
single day is 0.049, 0.099, 0.118 m respectively in uncombined PPP’s result,
comparatively the latter reaches the result of 0.026, 0.034, 0.051 m. Analysis from
convergence rate shows that the accuracy RMS on X, Y, Z direction in half an hour
is 0.069, 0.272 and 0.287 m in uncombined PPP, the other reaches 0.052, 0.164 and
0.152 m. Obviously, uncombined PPP performs better than ionosphere-free PPP in
both positioning correction estimation and convergence rate because the former
remains an original noise whereas the latter one enlarges the noise by nearly three
times.

Figure 14.2 shows the P1 original observation and receiver clock offset esti-
mation and mutual differences in the two PPP modes.

It can be easily seen that P1 pseudorange shows a seasonal variation because of
seasonal leap of receiver’s clock, also the clock offset estimated shares the same
current. Although results of the two PPP modes present a good consistency, their
mutual differences RMS reaches 0.439 m which equals 1.464 ns. According to
former analysis, this consequence may be caused by absorption by receiver clock
due to the linear relation between station-satellite DCB and clock offset.

14.4.2 Test of Station-Satellite DCB Separation

Here observation data of C05, C09, and C11 is selected to calculate ionospheric
observation with the method introduced before, Figs. 14.3, 14.4 and 14.5 show their
series respectively.

Fig. 14.1 Position correction series of PPP in CUT0 station

14 Study in BDS Uncombined PPP Ionospheric Delay Estimation … 165



Obviously, ionospheric observation calculated by uncombined PPP which is
characterized as white noise is much noisy, it seems dispersive but still conforming
with the result from smoothed pseudorange. It also can be seen that the ionospheric
observation from the two methods shows different situation for different constel-
lations, for instance the results estimated from C05 and C09 share little discrepancy,
however the calculated values from C11 exist obvious systemic deviation. The
reason is probably that station-satellite DCB in uncombined PPP can be absorbed
into ionospheric delay, clock offset and integer ambiguity but can only be absorbed
into ionospheric delay in smoothed pseudorange method.

After obtaining ionospheric observation, station-satellite DCB can be separated
through ionosphere modeling with the method introduced in Sect. 14.3. Because
BDS satellite’s DCB production hasn’t been released yet, DCB of satellite and

Fig. 14.2 P1 observation and clock offset and mutual difference

Fig. 14.3 Ionospheric observation series of C05 satellite
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receiver are united into one parameter to estimate rather than separating the satellite
DCB with constraints. Figure 14.6 shows the comparative statistical results of
station-satellite DCB separated by the two ionspheric observation calculated from
CUT0 station’s data on 240th day in 2013, and C01 satellite doesn’t join the
estimation due to the lack of precise orbit that day.

It can be seen that station-satellite DCB estimated by the two kinds of iono-
spheric observation from most non-MEO satellites are near except for C08, the
values from MEO satellites differ largely in general. Figure 14.7 gives a statistical
variation of the station-satellite DCB estimated corresponding to each satellite in
CUT0 station on 236–240th day.

Fig. 14.4 Ionospheric observation series of C09 satellite

Fig. 14.5 Ionospheric observation series of C11 satellite
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Table 14.1 gives the specific station-satellite DCB estimation and standard
deviation in the 5 days.

Figures 14.8 and 14.9 shows the variation of part of GPS station-satellite DCB
estimated and the standard deviation respectively in these days.

Naught accrues when there is no precise ephemeris related to the corresponding
satellite which is removed in least squares estimation. From the figures and table,
BDS station-satellite DCB varies stably, the estimation stability of GEO and IGSO

Fig. 14.6 Comparison of station-satellite DCB estimation on 240th day in CUT0 station

Fig. 14.7 Station-satellite DCB estimation of every satellite on 236–240th day in CUT0 station
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satellites is equivalent with the standard deviation of 0.296 m, MEO satellites have
a worse result with the standard deviation of 1.073 m, however GPS station-satellite
DCB is stable in general with the standard deviation of 0.274 m which is common
with BDS’s GEO and IGSO but better than BDS’s MEO, the reason is maybe that
magnitude of station-satellite DCB absorbed into clock offset and integer ambiguity
differs from BDS constellations.

Figures 14.10 and 14.11 gives the ionospheric delay series of C05 and C11
respectively which is obtained from ionospheric observation removing the station-
satellite DCB.

Table 14.1 Station-satellite DCB estimation and standard deviation (unit: m)

PRN
day

1 2 3 4 5 6 7

236 −8.310 0.000 −5.326 −4.609 −2.136 −4.378 −5.245

237 −8.287 −4.742 −5.235 −4.441 −1.756 −4.348 −5.030

238 −8.739 −5.569 −5.813 −4.863 0.000 −4.806 −5.573

239 −8.523 −5.400 −5.744 −4.741 0.000 −4.806 −5.618

240 0.000 −5.553 −5.719 −4.915 −2.896 −4.934 −5.716

Std 0.211 0.390 0.266 0.193 0.581 0.271 0.288

PRN
day

8 9 10 11 12 13 14

236 −5.775 −2.089 −2.402 −3.239 −3.769 −1.291 −2.842

237 −5.741 −2.011 −2.253 −0.991 −3.852 −0.446 −2.054

238 −5.979 −2.572 −2.787 −1.983 −2.187 −1.413 −2.008

239 −6.037 −2.593 −2.779 −3.547 −4.087 −3.432 −3.746

240 −6.087 −2.778 −2.846 −3.472 −4.175 −3.004 −4.557

Std 0.156 0.338 0.267 1.121 0.815 1.254 1.104

Fig. 14.8 Station-satellite DCB estimation of GPS satellite on 236–240th day in CUT0 station
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From the figures, the ionospheric delay after removing station-satellite DCB with
the two different methods performs a good consistency, and the variation trend
shows good agreement with satellite constellations and properties that has been
known. Notably, some ionospheric delay values estimated in partial period of time
is negative which are inconsistent with real value, this maybe result from the
uncorrected influence such as antenna phase center and antenna altitude offset,
some other station systemic errors which haven’t been taken account of may also
cause the negative values.

Fig. 14.9 Station-satellite DCB estimation standard deviation of GPS satellite on 236–240th day
in CUT0 station

Fig. 14.10 Ionospheric delay series of CO5 satellite after removing station-satellite DCB
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14.5 Conclusions

Uncombined PPP has an advantage of positioning accuracy and convergence rate
compared to traditional ionosphere-free combination PPP. The separated station-
satellite DCB from the two kinds of ionospheric observation exists differences
because station-satellite DCB in uncombined PPP can be absorbed into ionospheric
delay as well as receiver clock and integer ambiguity. Also the stability of station-
satellite DCB estimated from uncombined PPP in different BDS constellations is
variant, stability corresponding to GEO and IGSO seems equivalent with standard
variation of 0.296 m, whereas the MEO’s is worse with standard variation of
1.073 m.

Due to the uncorrected systemic corrections such as antenna phase center offset
and antenna altitude, although the ionospheric delay inverted coincides with the
known ionosphere space-time properties, there exists negative values in some
period of time and a systemic bias in general.
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Chapter 15
Research of KeyTechnology
on the Combination of GPS, VLBI,
SLR and DORIS Solution for Station
Coordinates and ERPs

Min Li, Tian-he Xu and Hang Yu

Abstract This paper mainly focuses on the combination of station coordinates and
ERPs and the realization of TRF based on four technologies GPS, VLBI, SLR and
DORIS, and discussed some key points including the combination model, datum
definition methods and strategies to the validity of solutions in detail. By comparing
our results with ITRF08, the difference in determining the center of mass is
2.4–7.7 mm, the uncertainly error is 1.25 mm; the consistently in scale is
1.10 ± 0.06 ppb; small difference still remains in rotation because of the uncertainly
of solutions. As to ERP, the combined solution showed a little difference with C04
and the optimal solution in xpo and ypo, the WRMS compared to C04 is 0.077 and
0.055 mas separately, LOD and UT are fused with DORIS solutions, the combined
solution of LOD generally keep a consistency with C04, the WRMS is 0.026 ms,
but UT show a large difference and unconsistence with C04 and the optimal
solution because it could only be determined by VLBI.
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15.1 Introduction

The establishment of International Terrestrial Reference Frame (ITRF) is based on
four techniques-GPS (Global Positioning System), VLBI (Very Long Baseline
Interferometry), SLR (Satellite Laser Ranging) and DORIS (Doppler Orbit deter-
mination and Radio positioning Integrated on Satellite). The observation data with
multi-years are analyzed and the corresponding accumulated solutions with multi-
years including station coordinates and ERPs are realised by each technique
analysis-center, then their solutions are combined according to their property and
advantage at normal equation level by IERS (International Earth Rotation and
ReferenceSystems Service), we may get a high accurate and long-term stable
terrestrial reference frame as well as the corresponding high accurate EOP series. At
present, the latest TRF is ITRF08, it’s accuracy is better than ITRF05 after
resolving the previous data with the latest model and software, the long-term sta-
bility of its origin can approach 1 cm, and the accuracy of scale factor is better than
1.2 ppb (parts per billion, 10−9).

This paper mainly focuses on the combination of station coordinates and ERPs
based on four techniques, and discussed some key points including the combination
model, datum definition methods and the optimization of co-locations coordinates.
As to the difficulties including the balance between the constraints added to each
technique and the acquisition of optimal solution, we have found a better way to
fuse each technique and their co-locations after trying several projects and get better
results while comparing with ITRF08.

15.2 Combination Model

The solution in week or day of each technique contains a reference datum which
can be called TRF, the single TRF and the combined TRF can be connected by
Helmert 14 parameters that are 7 datum transformation parameters and their
velocities, then, we may get the combination model in regard to station coordinates
and velocities [1], detailed description of the formula please refer to the first
reference context.

15.3 Datum Definition for TRF

As we have discussed before, datum definition means determination of fourteen
parameters including three translations’ (origin definition), one scale and three
rotations’ (direction definition) and their velocities if we consider the change of
TRF. ERP connect celestial reference frame and terrestial reference frame, to solve
ERP with any technique means definition and use of TRF, and the transformation

174 M. Li et al.



between one TRF solved by one technique and the other TRF and combined TRF is
achieved by the above 14 parameters which are directly connected to the trans-
formation with different ERP series.

In fact, different techniques have different abilities for TRF monitoring and
realization. GPS, SLR and DORIS are satellite techniques and they are sensitive to
origin and scale, VLBI can get a higher accuracy than other techniques on the
determination of scale [2]. The direction cannot be determined by any techniques
and it’s made by given agreements. So we need to define a datum for the combined
TRF.

On this paper, the datum is defined according to the strategies of ITRF2008
realization [3]:

(1) Origin: the three translation parameters and their velocities between the
combined TRF and SLR’s are set to zero at the reference epoch.

(2) Scale: the scale factor parameter and its velocity are set to zero between the
combined TRF and the average of VLBI’s and SLR’s at the reference epoch.

(3) Direction: the three rotation parameters and their velocities on the core stations
between the combined TRF and ITRF2008 are set to zero at the reference
epoch.

15.4 Constraints for Datum Definition

The datum of ITRF is defined with proper constraints and they are mainly strong
constraints, loose constraints, minimum constraints, inner constraints and regular-
izated constraints [1, 4], which and how to use constraints is hard to determine and
absolutely important to the accuracy of TRF.

On this paper, the inner constraints and minimum constraints are used for intra-
technique and inter-technique combination separately.

15.4.1 Minimum Constraints

Minimum constraint is added to each technique before inter-technique combination.
As VLBI cannot determine the origin and direction, so the constraints are added and
the translation and rotation parameters between the VLBI solution and ITRF are set
to zero on the core stations so that its origin and direction are linked to ITRF but
scale; SLR cannot determine the direction, so the rotation parameters are set to zero
and the direction is linked to ITRF but origin and scale; it’s the same with GNSS
and DORIS, their seven parameters are all set to zero.
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15.5 Determination of the Relative Weight Factor

When it comes to the liner L-S adjustment, the post-processing variance factor can
be regard as the full assessment of a sub-net, and it’s based on known relative
weight factor of different normal equations. While in inter-technique combination,
even though the normal equations of a sub-net is known, the relative weight factor
of different techniques’ normal equations is still unknown, that’s to say, they need
to be determined [5].

As to the inter-technique normal equation systems, the rescaling model [6] can
be expressed as:

X4
i¼1
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r2i
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i PiAi

 !
� x ¼

X4
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The coefficient and constant matrix are shown as Ai
T Pi Ai and Ai

T Pi li. 1/σi
2 is the

weight factor, σi is the primary variance factor which can be determined using
Helmert variance components estimation:

While iteration after k times, we have:
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vTðkÞi � Pi � vðkÞi ¼ xTðkÞ � AT
i PiAi � xðkÞ � 2 � xTðkÞ � AT

i Pili þ lTi Pili ð15:4Þ

Among the above three formulas, vi is the residual vector between the combined
solution and sub-net i, the weight matrix, degree of freedom, number of observa-
tions are shown as Pi, ri, ni, x is the unknown parameters of the combined solution.
Just keep iteration until the ratio of the post-processing variance factor between
each sub-net get close to 1. Currently many analysis-centers have adopted this
method to rescale the sun-net, such as IVS combination center BKG, IGS analysis-
center and ITRF combination center IGN, Bernese software [7] and so on.

In fact, while inter-technique combination, the iteration is hard to converge
because of the differences of number of stations and accuracy of each sub-net, so
usually the methods of Helmert variance component estimation and experienced
weighting are combined [8] which will be discussed later.

176 M. Li et al.



15.6 Selection of Co-location Sites and Local-Ties

While inter-technique combination, a large number of high accuracy and well
distributed co-location sites together with local-ties are particularly important for
the realization of ITRF.

Co-location sites [1] refer to stations set up at the same site or close together with
two or more space geodetic techniques, their distance is called local-ties which is
measured with classic method or GPS.

The accuracy of co-location sites and local-ties is crucial to ITRF, they can unify
all the TRFs and thereby eliminating the systematic errors between different tech-
niques. Usually the distance is at several hundreds magnitude, in fact it can reach
30 km due to insufficient number of the uneven distributed stations, so we need to
establish the tracking network and resurvey the local-ties [1]. Currently the
uncertainly of the accuracy of local-ties can reach 1–3 mm (some more than 3 mm),
they are supplied in SINEX format with variance–covariance matrix information.

15.7 Repeatability of Station Coordinates

The stability of TRF can be measured by repeatability of station coordinates [9], the
repeatability refer to the precision a particular TRF can reach with another set of
observation data under the same datum. On this paper, we have computed the
weekly or daily repeatability for single technique and the combination which are
connected with Helmert 14 transformation parameters, and the post residuals v are
used to compute the repeatability:

rista ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pnsol
i¼1

v2i

nsol� 1

vuuut
ð15:5Þ

nsol is the number of solutions for station ista number i, note that residuals vi and
repeatability σi contain three components of coordinates, rista,North, rista,East,
rista,Height need to be computed separately, so we still need to compute the
repeatability for each component rsol, it’s expressed as:

rsol;North ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPnsta
ista¼1

nista � r2ista;North
Pnsta

ista¼1
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vuuuuut ð15:6Þ
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nista is the number of techniques co-located at the site, the repeatability is the
weighted average value consider all the stations co-located together. Solutions of 1
year are sufficient for the determination of the repeatability of three components of
all the stations.

15.8 Combination Analysis

15.8.1 Characteristics of Single Technique Solution

It’s necessary to analysis each technique solution before combination, the reference
epoch is day 184.5 (day of year) year 2013; their characteristics are shown in
Table 15.1:

15.8.2 Intra-technique Combination

For one technique, the process mainly include gross error detection and rejection,
unification of a priori value, parameter elimination, normal equations reconstruc-
tion, variance component estimation and rescaling factor determination, different
kinds of minimum constraints attached with ITRF solutions added to each tech-
nique, normal equations stacking and computation.

The covariance matrix of IGS solutions in GPS week 1765, 1769 and 1770 are
abnormal, and they need to be re-analyzed.

The four-technique solutions are all based on ITRF08 excepted that UT and
LOD for DORIS are UT1R-UTC and LODR, they are UT1-UTC and LOD but
deducted with harmonic tidal item of the solid Earth, the corresponding correction
formula can be refered to IERS conventions 2010 [10].

Table 15.1 Characteristics of single technique solution

Technique GNSS VLBI SLR DORIS

Data input Weekly Daily
(discontinuities)

Weekly Weekly

Number of
stations

616 99 95 101

Solution
type

Variance–
covariance

Normal equations Variance–
covariance

Variance–covariance

Constraint Minimum None Loose None

ERPs Pole motion
(velocity), LOD

Pole motion
(velocity), LOD, UT

Pole motion,
LOD

Pole motion
(velocity), LOD, UT
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IGS solutions have already been added with minimum constraints (translation,
rotation and scale); IVS solutions are free of datum and we can add any constraints
if necessary; ILRS has released two kinds of solutions including ilrsa (official
solution, provided by main combination center ASI) and ilrsb (available from
alternate combination center DGFI), as they differ in precision, we combine them.
DORIS has no offical combination solutions, solutions with loose constraints are
provided by five analysis centers and their products are combined by us. Due to the
particularity and less number of stations of SLR, we can’t get a stable and high
accuracy solution by adding minimum constraints (such as NNR condition),
therefore loose constraints (usually the standard deviation with 1 m is enough) are
added [11]. Finally VLBI, SLR and DORIS are added with minimum constraints
according to their own properties we have mentioned before, in addition the sys-
tematic errors from analysis centers for SLR and DORIS need to be excluded.

15.8.3 Inter-technique Combination

Since we only consider solutions for 1 year, the velocity of station is not computed,
thus Helmert 7 parameters are considered. Then we need to change ERP intervals,
define datum, co-adjustment with local-ties information, normal equations stacking
and computation.

Taking into account that the ERP intervals differ in various techniques, especially
the day interrupted solution for VLBI, thus we need to change the intervals for all
techniques to 12 h, at the same time, polar motion parameters need to be added with
loose constraints, usually standard deviation with 100 mas is enough [7].

For co-location sites, the following problems are existing currently [1]:

(1) Instruments change frequently leads to discontinuities of GPS station coor-
dinate series, and it has limited the reliability of local-ties greatly;

(2) VLBI and SLR co-located sites are not well averaged distributed;
(3) The number of VLBI and DORIS co-located sites is very small and the data is

also limited.
(4) Parts of SLR and GPS stations are not co-located together;
(5) The number of SLR and DORIS co-located sites is very small.

So, we have collected all the co-location sites used for ITRF08 realization, a total
of 285 co-location sites stored in 53 SINEX files [12], but how to use them properly
is worth studying and we will discuss in detail below.
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15.9 Combination Results

15.9.1 Weight Factor

In order to get statistically satisfactory combined solution, we input each post
variance factor which is used by Helmert variance component estimation together
with experienced weighting to adjust each technique solution. After computation,
the initial variance factor has turned to be: GPS 0.034, VLBI 0.67, SLR 8.12,
DORIS 4.05, so the scale factor for each technique is 29.41, 1.49, 0.12, 0.25, GPS
and VLBI are up weighted, SLR and DORIS are down weighted, the final variance
factor for the combined solution is 5.75.

The stations selected are essential to obtain a stable and reliable weight factor,
the standard deviations of some non-core stations are large and that will signifi-
cantly down the weight factor, therefore the stations are excluded. The main reason
of large variance factor for SLR and DORIS is discontinuity and big jump of their
station coordinates, such as fewer numbers of observation days and poor solution
accuracy, like SLR sites 7110 and 7403 (located at southern hemisphere), DORIS
sites BETB, GR3B, JIVB, SANB, STJB and STKB.

15.9.2 Selection of Co-location Sites

Since only pole motion and local-ties connect four techniques, they have a direct
impact on precision of station coordinates, datum parameters and variance factor,
therefore, we have to consider several points while selecting co-location sites:
(1) precision of local-ties; (2) effect of co-location systematic errors; (3) effect of
co-location sites on datum parameters and ERP [3, 11].

After checking the precision of ITRF2008 local-ties, the results are shown in
Table 15.2:

For establishing and maintaining high-precision terrestrial reference frame, the
tie discrepancies between different technique reference points should be less than
10 mm [13], obviously quite few co-location sites meet requirements.

Local-ties inevitably contain systematic errors caused by GPS. We can find
errors which can reach 2.3 mm related to un-standardized radoms covered on GPS

Table 15.2 Accuracy of
Local-ties between different
techniques (G/V/S/D: GPS/
VLBI/SLR/DORIS)

Technique G-V G-S G-D V-S V-D S-D

Number 36 35 38 27 18 17

Local-ties
(mm)

<6 17 15 13 2 3 2

6–10 9 10 5 4 3 3

>10 10 10 20 21 12 12
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antenna in elevation at sites co-located with GPS such as COR1 and NYA1 by
investigating the residuals of local-ties [3, 14, 15].

Although the precision of some local-ties meet requirement, unavoidable
deformation of local reference frame will occur when integrated with techniques
differ large in precision [11]. For example statistics show that the precision of three
components of coordinates of co-location sites are 1.8 and 10–20 mm for SLR and
VLBI, these sites will absolutely cause deformation of SLR and VLBI nets if they
are used, so it’s particularly important to rescale the normal equations of co-location
sites, and at the same time, more additional factors are waiting to be considered.

In order to prevent deformation of nets cause by local-ties, we have designed five
projects, the arguments are rescaling factors of local-ties, the variables are similar-
linked transformation residuals RMS between each technique solution and the
combined solution [11, 16, 17], 4 parameters transformation residuals RMS for
polar motion between GPS and the combination, difference of scale factors of the
combination contributed by VLBI and SLR separately, the variance factor of the
combination. We select polar motion as it’s the only parameter connecting four
techniques and GPS is best for its determination; scale is most sensitive to defor-
mation of local reference frame [3]; variance factor is related to deformation
residuals. The five rescaling factors are: ratios between minimum stds of co-location
sites and variance factor of single TRF, ratios between maximum stds of co-location
sites and variance factor of single TRF, selection of local-ties with precision 0.1, 0.5
and 1 mm. the results are in Table 15.3:

We can see from the above results:

(1) The appraisal results from four parts show that we can obtain smaller defor-
mation residuals of local reference frame, polar motion and scale differences
and variance factor if we select the ratio between the maximum stds of co-
location sites and variance factor of local reference frame or the local-ties with
precision 0.5 mm.

(2) Higher or lower precision of local-ties will effect the deformation of TRF,
especially the local-ties with precision 0.1 mm can cause deformation of VLBI

Table 15.3 Results of five projects (G/V/S/D: the same as Table 15.2, C: the Combination,
P: Projects)

Similar transformation
residuals RMS/mm

Polar motion
differences
(G-C)
RMS/mas

Scale difference/ppb Variance factor

G-C V-C S-C D-C xpo ypo

P1 2.3 2.9 6.1 5.1 0.083 0.058 0.55 5.50

P2 1.6 1.4 3.9 2.2 0.069 0.050 0.41 3.15

P3 2.4 2.9 7.4 4.1 0.091 0.070 0.52 22.55

P4 1.2 1.6 3.4 1.9 0.070 0.039 0.39 6.25

P5 2.1 2.7 6.6 2.3 0.066 0.059 0.33 2.20
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and SLR nets, as the variance factor significantly became larger; the precision
of local-ties also effects the scale of the combined TRF, that’s to say scale
connects local-ties tightly.

15.9.3 Datum Parameters

The origin of the combined TRF is defined by SLR, the translation parameters at
reference epoch 13:184.5 are shown in Table 15.4, and we can see that it’s quite
small, the maximum value is 0.22 mm; scale differences defined by the average of
VLBI and SLR compared with each of them are shown in Table 15.4, it’s obviously
small. In order to evaluate the precision of origin and scale, we compare our
combined solutions with ITRF08 and find that the consistency level is 1.25 mm. As
to direction, we select 179 core stations used by ITRF08 including 107 GPS sta-
tions, 27 VLBI stations, 15 SLR stations and 12 DORIS stations [3], small variation
of rotation parameters is found when comparing with ITRF08, that is mainly related
to uncertainty of solutions [18]. Detailed comparision results are shown in
Table 15.5.

For a good TRF the similar transformation residuals should be zero (or very
small) with its inner TRFs. Finally to the combined TRF in order to reflect the
internal precision and find whether deformation occurs, we have compared it with
four techniques using similar transformation, RMS of residuals are shown in
Table 15.6, the deformation between the four-single TRF and the combination is
quite small, SLR and DORIS are larger, maybe it’s because of their lower-precision
of solutions.

Table 15.4 Translation and Scale difference between single technique and the combination

TX TY Tz Scale

SLR −0.09 ± 0.13 0.22 ± 0.13 0.17 ± 0.13 0.91 ± 0.30

VLBI – – – −0.25 ± 0.28

Table 15.5 Datum difference between ITRF08 and the combination

TX/mm TY/mm TZ/mm D/ppb Rx/mas Ry/mas Rz/mas

−2.46± −2.90± 7.71± 1.10± 0.03± 0.03± 0.04±

1.25 1.25 1.25 0.06 0.03 0.03 0.03
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15.9.4 Station Coordinates

The stability of TRF can be measured by repeatability of station coordinates [9],
parts of co-location sites of single technique and the combination are shown in
Fig. 15.1, by comparison we can see:

(1) Repeatability of station coordinates for GPS changes a little before and after
the combination, they almost are at the same level, poor repeatability for
VLBI, SLR and DORIS before combination and big difference among the
stations are explained: a limited number of stations and their uneven distri-
bution; few observation days resulting in station coordinates discontinuities,
i.e., only about 20 on average among the almost more than 50 SLR stations
worldwide can be used for daily observation and several stations appear quite
few times; uneven distribution of VLBI and SLR stations for north and south
hemispheres (especially for VLBI) resulting in very poor repeatability in North
direction of several stations located at south hemisphere. After combination
we get a good repeatability of worldwide stations, the three components of all
the stations are more balanced (except few jumps in elevation direction),
mainly due to a more uniform distribution of both hemispheres stations,
technique fusion has formed advantages complementary, the differences in
precision between four techniques are partially eliminated and the stability of
solutions are obviously improved.

(2) The repeatability of GPS co-location sites has been deteriorated and the sta-
bility has been reduced but not VLBI and SLR after combination, the reason is
probably that after the determination of origin by SLR, the other techniques
are all effected by SLR and the three components have made a certain degree
of translation especially for GPS that can be seen in Table 15.7; further more
the repeatability and stability in direction N, E and U are all greated improved
for DORIS, which maybe the result of co-adjustment with GPS, VLBI and
SLR co-location sites [19].

(3) We find that station coordinates can’t well be determined by single technique
will improve a lot in precision after combination such as GPS station YAR2,
VLBI station 7224, most SLR stations and almost all the DORIS stations.

(4) Totally speaking, the repeatability of the four technique co-location sites in
direction horizon and elevation is within 5 mm, an average improvement of
3.29 and 2.81 mm in North and East, direction elevation is within 15 mm, an
average improvement of 0.98 mm.

Table 15.6 Similarity-linked
transformation residuals
between single technique and
the combination

Technique 3D RMS (mm)

GPS 2.05

VLBI 2.22

SLR 5.69

DORIS 3.34
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Fig. 15.1 Repeatability of
station coordinates for single
technique and the
combination (from left to
right: 22 GPS stations,
6 VLBI stations, 10 SLR
stations, 6 DORIS stations)
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15.9.5 ERPs

Because of the inconsistent resolution of ERPs such as half week for VLBI, in order
to compare and evaluate the precision and stability of ERPs, we have transferred the
resolution into half-day by parameter transformation and adding additional con-
straints before normal equations stacking, LOD and UT1-UTC is interpolated into
daily resolution. The optimal solution of single technique and the combination are
compared to EOP C04/IERS2010; the results are shown in Figs. 15.2, 15.3, 15.4
and 15.5, weighted RMS of statistical results for unbiased differences (systematic
errors excluded) compared to the official solution are shown in Table 15.8:

We can see from the results: GPS solution is official and can make a good
comparison with other techniques, its polar motion parameters are in consistent
with IERS08 C04. Our LOD and UT solution is somehow certain of inconsistent
with C04, as the VLBI observations are discontinue we have introduced the DORIS

Table 15.7 Repeatability of station coordinates for four techniques and the combination

Repeatability technique/co-location sites Single technique (mm) Combination (mm)

North East Height North East Height

GPS (22) 2.41 2.30 5.40 2.74 2.56 6.41

VLBI (6) 7.32 5.45 8.11 3.41 4.19 6.40

SLR (10) 7.27 7.49 7.51 2.61 2.45 7.41

DORIS (6) 16.97 14.96 11.27 3.29 3.04 2.24

Fig. 15.2 Difference between C04 and GPS solution and the combination for XPO
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solutions which resulting in inconsistency with C04 though pre-processing of
systematic errors while ITRF08 only takes VLBI solutions and thus the systematic
errors related to satellite technology are fully avoided.

Fig. 15.3 Difference between C04 and GPS solution and the combination for YPO

Fig. 15.4 Difference between C04 and GPS solution and the combination for LOD
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Fig. 15.5 Difference between C04 and VLBI solution and the combination for UT1-UTC

Table 15.8 Difference
between C04 and the optimal
solution and the combination
for XPO, YPO, LOD and UT

Parameter Technique Max Min Mean WRMS

XPO
(mas)

GPS 0.182 −0.125 0.011 0.046

VLBI 0.298 −0.235 0.048 0.123

SLR 0.580 −0.440 0.118 0.208

DORIS 0.600 −0.592 0.220 0.224

Com 0.391 −0.301 0.015 0.077

YPO
(mas)

GPS 0.126 −0.102 0.001 0.035

VLBI 0.228 −0.198 0.065 0.117

SLR 0.578 −0.558 0.040 0.163

DORIS 0.594 −0.599 −0.046 0.258

Com 0.209 −0.149 −1.5E-4 0.055

LOD
(ms)

GPS 0.034 −0.033 −0.002 0.012

VLBI 0.056 −0.060 0.003 0.022

SLR 0.092 −0.096 −0.003 0.030

DORIS 0.087 −0.085 0.004 0.028

Com 0.065 −0.099 −0.004 0.026

UT1-
UTC
(ms)

VLBI 0.021 −0.015 0.001 0.006

DORIS 0.071 −0.069 0.008 0.021

Com 0.055 −0.059 −8.4e-5 0.017
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15.10 Summary

On this paper, we have mainly discussed the strategy of optimal combination, the
accuracy and consistency of the combined solution in every aspects, our results are
in good accordance with ITRF08 in station coordinates, ERPs (except for and UT)
and datum parameters, as we are the first time for GPS/VLBI/SLR/DORIS com-
bination, the following questions are waiting to be solved:

(1) Impact of excessive constraints. We have added a variety of loose constraints
to each technique before combination, such as SLR and DORIS, considering
two facts: quite small number of stations and unstable of TRF; making up the
defect for each technique in datum definition, so we have added minimum
constraints without eliminating the loose constraints that may enhance the
solutions but also effect or change its own datum information (for example
attaching the translation, rotation and scale parameters to ITRF08 with min-
imum constraints).

(2) Errors of interpolating ERP series. While ERP series linear interpolation and
smooth, we don’t consider the impact of high-frequency white noise and have
to analysis the impact of such errors on the combined TRF.

(3) Co-location sites selection. At present so many urgent problems for co-location
sites: few sites, uneven distribution, low accuracy of local-ties, observation data
out of time, so the worldwide sites need to be resurveyed and parts instruments
need renovation.

(4) Construction of nonlinear and mm-level TRF [4, 20]. First the existing space
geodesy ground monitoring networks should be glomerated or at least more
dense, particularly in the southern hemisphere, refurbishment and upgrading
of the equipments; the second is to continue to optimize the combination
mathematical model and the methods of benchmarks establishment, adding
station seasonal changes and simultaneous analysis its inner multiple geo-
physical signal.

(5) Multi-GNSS determining TRF. Although the measurement accuracy of GPS is
better than GLONASS/BeiDou/Galileo, we have found in addition to the
annual and semi-annual terms, but also hidden 1.04 cpy (cycle per year) term
of false signals of nearly 1 year closely related to the GPS satellite constel-
lations [21]. So it’s quite important to introduce the other GNSS to reduce
GPS technique-related errors, but the multi-GNSS data fusion methods still
requires serious consideration.
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Chapter 16
Cycle-Slip Detection and Correction Based
on Polynomial-Fitting Ionosphere-Free
Combination and Ionospheric Total
Electron Contents Rate

Ming Liu, Hongzhou Chai and Di Li

Abstract This paper develops a new cycle slip detection and repair method that is
based on polynomial-fitting ionosphere-free combination and ionosphere total
electron contents (TEC) rate (TECR), and uses dual-frequency GNSS data to
present the mathematical model of the two method. It proves that the new algorithm
can detect and repair the cycle slips with a very high level of success by the
experiments with 1 Hz or even higher rate data, especially the method of TECR. In
addition, the combination of the two methods can detect and repair their insensitive
cycle slips effectively. Because the new method only use carrier phase, it can not
only detect the cycle slips effectively, but also repair them reliably.

Keywords Polynomial fitting � Ionosphere-free combination � Total electron
contents rata � Cycle slip detection and correction

16.1 Introduction

Cycle slips occur if the GPS receiver loses phase lock of the satellite signal.
However, correcting cycle slip detection is critical for high accuracy of positioning.
Now, there are many researches on the cycle slip detection such as Bastos and
Landau [1], Colombo et al. [4], Bisnath and Langley [2], and Lee et al. [5]. But
some methods are based on the integration of the GPS and INS data, e.g. Colombo
et al. [4] and Lee et al. [5], which significantly constrain their feasibility in many
applications due to the cost of INS system as well as the complexity of adding an
INS system to GPS. A list of the general cycle slip detection methods such as
phase–code comparison, phase–phase ionospheric residual, Doppler integration,
and differential phases of time have been summarized in Xu [6]. However these
methods have their own limitation. The phase–code comparison method is not
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effective in repairing small cycle slips (e.g. 1–2 cycles) due to the low accuracy of
code measurement. We have tested the Doppler integration method, and like the
phase–code comparison, it cannot succeed in small cycle slips. The phase–phase
ionospheric residual method, which is essentially the geometry-free linear combi-
nation, has a shortcoming of being insensitive to special cycle slip pairs and unable
to check on which frequency the cycle slip happen [6].

In this paper, a new cycle slip detection and repair method that employs the
ionospheric total electron content (TEC) rate (TECR) and polynomial-fitting ion-
osphere-free combination is proposed. Unlike other methods where the ionospheric
variation is regarded as a nuisance or simply ignored, in this method, the iono-
spheric variation, characterized by the TEC rate, is precisely estimated and used to
detect and repair cycle slip. Without cycle slips, the ionospheric physical TECR is
normally bounded by a certain value. In this study, the threshold value that we
choose is 0.15 TECU/s. When there are cycle slips, the ionospheric TECR will
become significantly larger, with most contribution from the artificial ionospheric
TECR which is resulted from cycle slips. The ionosphere-free (IF) ambiguity will
also change when there are cycle slips. With the data of both ionospheric TECR
change and IF ambiguity change, the cycle slips can be precisely and uniquely
determined.

16.2 Polynomial-Fitting Ionosphere-Free Combination

16.2.1 Carrier Phase Observations

The observation equations of dual-frequency GPS carrier phase measurements can
be written as:

k1U1 ¼ q� dtr � dtkð Þcþ k1N1 � dion þ dtrop þ e ð16:1Þ

k2U2 ¼ q� dtr � dtkð Þcþ k2N2 � cdion þ dtrop þ e ð16:2Þ

The observation equations for IF combination can be written as:

Uc ¼ f 21 k1U1 � f 22 k2U2
� ��

f 21 � f 22
� � ¼ k f1U1 � f2U2ð Þ ð16:3Þ

Uc ¼ q� dtr � dtkð Þcþ kN þ dtrop þ ec ð16:4Þ

N ¼ f1N1 � f2N2; k ¼ c= f 21 � f 22
� � ð16:5Þ

where λ1 and λ2 are the wavelengths of the GPS L1 and L2 signals, respectively; Φ1

and Φ2 are carrier phase measurements on L1 and L2 frequencies, respectively; ρ is
the geometrical distance between the receiver and the satellite; δtr and δtk are the
GPS receiver and satellite clock errors, respectively; c is the speed of light in
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vacuum; δion is the ionospheric range delay on GPS L1 signal; δtrop is the tropo-
spheric range delay; N1 and N2 are the integer number of cycles for GPS L1 and L2
signals, respectively, which are often called ambiguities; γ = f1

2/f2
2 is the ratio of the

squared frequencies of GPS L1 and L2 signals. The carrier phase measurements Φ1

and Φ2 and the ambiguities N1 and N2 are in the unit of cycle. The δtr and δtk are in
the unit of second. The rest variables are all in the unit of meter.

16.2.2 Cycle Slip Determined from the Polynomial-Fitting
Ionosphere-Free Combination

The polynomial-fitting ionosphere-free combination can be formed as below.

Uc ið Þ ¼ a0 þ a1 ti � t0ð Þ þ a2 ti � t0ð Þ2 ð16:6Þ

When there are cycle slips,

Uc ið Þ ¼ a0 þ a1 ti � t0ð Þ þ a2 ti � t0ð Þ2 þ kDNc ð16:7Þ

DNc ¼ f1DN1 � f2DN2 ð16:8Þ

The specific steps are that use m epochs of carrier observation without cycle slips
to fit the polynomial (6) when m ≥ 5, resolve the coefficient of polynomial by using
the least squares method, then calculate the mean square error with residual vi

r mð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiP

v2i
m� 3

r

ði ¼ 1; 2; . . .;mÞ ð16:9Þ

Extrapolate the carrier observation U0
c mþ 1ð Þ of the next epoch by using the

polynomial and compare with the real observation Φc(m + 1)

Uc mþ 1ð Þ � U0
c mþ 1ð Þ�

�
�
�\k � r mð Þ ð16:10Þ

When meeting the above inequality, we consider that there are no cycle slips.
Then continue the processing with the above real observation.

Uc mþ 1ð Þ � U0
c mþ 1ð Þ�

�
�
�� k � r mð Þ ð16:11Þ

When meeting the above inequality, we consider that there are cycle slips. Then
restart a new arc and resume the above processing. Combining Eqs. (16.6) and
(16.7), the cycle slip can be estimated as;

kDNc ¼ Uc mþ 1ð Þ � U0
c mþ 1ð Þ ð16:12Þ
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The maximum of the window’s width is n, when m > n, remove the earliest
observed value and fit the polynomial with the new one to maintain the maximum
of window’s width as n.

Because the method of TECR has a high level of success to detect and repair the
cycle slips, we can enlarge the restrained condition to avoid mistaken judgement. In
this paper, we order k = 6. In addition, when a period of observed values are so
smooth that makes σ(m) very small which is difficult to meet Eq. (16.10), it will
lead to mistaken judgement. In order to avoid this situation, we order σ(m) > 0.1.

However, there are some problems exist in this method. First, the polynomial-
fitting method needs five started data without cycle slip. Second, the method alone
can’t distinguish which frequency has cycle slip. Finally, there are some cycle slip
pairs that this method couldn’t detect, such as DN1

DN2
¼ f2

f1
¼ 60

77.

16.3 Detecting Cycle Slips by Using TECR

From Eqs. (16.1) to (16.2), we can derive the ionospheric total electron contents
from dual-frequency carrier phase measurements as below. It is assumed that we
use the GPS data from epoch (k − 1).

TECU k � 1ð Þ ¼ f 21 k1U1 k � 1ð Þ � k2U2 k � 1ð Þ½ � � k1N1 � k2N2½ � � bi � bpf g
40:3� 1016 c� 1ð Þ

ð16:13Þ

where bi and bp, in unit of meters, are the inter-frequency biases of the receiver and
the satellite, respectively. Other terms in Eq. (16.13) are the same as those defined
in previous equations. The values of satellite and receiver inter-frequency biases are
quite stable during a period of a few days. Therefore, they can be treated as
constants during the cycle slip detection where the time interval between two
consecutive epochs is normally as short as 1 s or at most a few minutes.

We only consider the cycle slip occurrence at epoch (k). The GPS L1 and L2
carrier phase measurements at epoch (k − 1) are regarded as free of cycle slips or
the cycle slips have already been repaired if they indeed occur at that epoch. If the
total electron contents TECΦ(k) estimated from epoch (k) is differentiated with that
of epoch (k − 1), the total electron contents rate (TECR) can be derived.

TECRU kð Þ ¼ TECU kð Þ � TECU k � 1ð Þ
Dt

ð16:14Þ

where TECRΦ(k) is the TEC rate at epoch (k); Δt is the time interval between
epochs (k) and (k − 1), which is typically 1 s for high rate GPS observations.
Rearranging Eqs. (16.13) and (16.14), the cycle slips at epoch (k) can be estimated
as:
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k1DN1 kð Þ � k2DN2 kð Þ ¼ � 40:3� 1016 c� 1ð ÞDt � TECRU kð Þ
f 21

þ k1 U1 kð Þ � U1 k � 1ð Þ½ �

� k2 U2 kð Þ � U2 k � 1ð Þ½ �
ð16:15Þ

It is clear that all the terms in the above Eq. (16.15) are known except the TEC
rate TECRΦ(k). If the TECRΦ(k) is also known, we can then estimate the cycle slip
k1DN1 kð Þ � k2DN2 kð Þ. It should be noted that in Eq. (16.12) only carrier phase
measurements are used; thus, it is expected that the accuracy of the estimated
k1DN1 kð Þ � k2DN2 kð Þ will be very high.

As illustrated in Eq. (16.11), the TECRΦ(k) is estimated from the measurements
at epoch (k) and its previous epoch (k − 1). But we cannot use the Eq. (16.11)
because we are intending to detect cycle slips at epoch (k) and we are not sure if
epoch (k) has cycle slips. The TECRΦ(k) however can be estimated based on the
measurements of the previous epochs. Since we are detecting and repairing cycle
slips on an epoch-by-epoch basis, all the epochs prior to the current epoch (k) are
free of cycle slips because their cycle slips, if any, have been repaired. Therefore at
epoch (k), we can use the previous epochs to estimate the TEC rate for epoch (k).
For instance, at epoch (k − 1), we can use the measurements of epochs (k − 1) and
(k − 2) to derive TECRU k � 1ð Þ. At epoch (k − 1), if the rate of the TEC rate (i.e.
TEC acceleration) is also known, the TECRΦ(k) at epoch (k) can be readily esti-
mated as:

TECRU kð Þ ¼ TECRU k � 1ð Þ þ TEC
g
RU k � 1ð Þ � Dt ð16:16Þ

where TEC
g
RURU k � 1ð Þ is the TEC acceleration at epoch (k − 1). The determi-

nation of the TEC
g
RU k � 1ð Þ can be performed as below:

TEC
g
RU k � 1ð Þ ¼ TECRU k � 1ð Þ � TECRU k � 2ð Þ

Dt
ð16:17Þ

In the practical implementation, both TECRU k � 1ð Þ and TECRU k � 2ð Þ are
estimated using measurements of previous epochs. They are averaged to smooth the
noise in the measurements [3]. Thus, more accurate TECRU k � 1ð Þ and
TECRU k � 2ð Þ can be obtained.

The mean and the variance of the TECR at epoch (k) can be recursively cal-
culated as below:

E TECRU kð Þ½ � ¼ TECRU kð Þ ¼ TECRU k � 1ð Þ þ 1
k

TECRU kð Þ � TECRU k � 1ð Þ
h i

ð16:18Þ
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r2 kð Þ ¼ r2 k � 1ð Þ þ 1
k

TECRU kð Þ � TECRU kð Þ
h i2

�r2 k � 1ð Þ
� �

ð16:19Þ

In this study, we consider the TECR data basically constant over a short period
(normally no more than half minute). The TEC acceleration is also calculated to
account for the different ionospheric rates between epochs. The TECR calculated at
epoch (k), shown in Eq. (16.14), is compared with the one estimated in Eq. (16.17).
If their difference, called TECR residual, is within four times of the standard
deviation, no cycle slips are assumed at epoch (k). Otherwise, cycle slips are
detected, and Eq. (16.15) is used to determine the size of the cycle slip term
k1DN1 kð Þ � k2DN2 kð Þ½ �.
The variance of k1DN1 kð Þ � k2DN2 kð Þ½ � can be estimated as:

r2 kð Þ ¼ 12 k21 þ k22
� �

r2U ð16:20Þ

In Eq. (16.20), the wavelengths λ1 and λ2 are in unit of meter/cycle, and the
standard deviation σΦ is in the unit of cycle. The variance σ2(k) has a unit of m2. In
practical application, the standard deviation σΦ is usually expressed with length unit,
e.g. mm after being implicitly multiplied by its wavelength. The carrier phase
measurement error inside the receiver is normally small, at about 1 mm level.
Considering the noises resulting from multipath and atmospheric effects, the overall
carrier phase measurements may have a few millimeters. If we take σΦ = 5 mm, the
standard deviation of the cycle slip term k1DN1 kð Þ � k2DN2 kð Þ½ � is estimated to be
5.4 mm. It clearly shows that the cycle slip term k1DN1 kð Þ � k2DN2 kð Þ½ � estimated
from the TEC rate data has a very high accuracy. This is due to the sole use of high
accuracy carrier phase measurements and no pseudorange measurements being used.

However, the method has its own faults either. First, the method alone can’t
distinguish which frequency has cycle slip. Moreover, there are some cycle slip
pairs that this method couldn’t detect, such as DN1

DN2
¼ k2

k1
¼ 77

60.
Therefore, we can use the stability of TECR to judge whether there are cycle

slips. Then, combining the above two proposed methods can solve all problems.

16.4 Data Test and Analysis

The effectiveness of this method was tested using many sets of GPS observations
which were recorded at an interval of 1.0 s. And analysis it by adding some cycle
slips that are difficult to detect. The results show that they were essentially con-
sistent. We used the dataset from the station coco on 15 January 2012 as example.

It has been shown that in the equatorial region like Hong Kong, the ionospheric
slant TEC rate is about 0.01 TECU/s during quiet ionosphere periods, and it rises to
0.03 TECU/s during active ionosphere period. When the cycle slip pair is (−1, −1),
which represents −1 cycle on L1 and −1 cycle on L2 carrier phase measurements,
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the TECR is −0.514 TECU. Therefore we can determine whether there are cycle
slips of PRN2 by using TECR, as shown in Fig. 16.1.

In this test, eight pairs of cycle slip are simulated to evaluate the effectiveness of
the method. The simulated cycle slips are added to the GPS data that are then
processed by our computer program implementing this algorithm. The results were
shown in Figs. 16.2, 16.3 and Table 16.1.

The results in Figs. 16.2 and 16.3 clearly showed that combining the two method
proposed in this paper can detect all insensitive and difficult cycle slips. The results
in Table 16.1 showed that the new method has a higher level of accuracy than M-W
and TECR combination method proposed by Liu [7].
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16.5 Conclusions

This paper proposed a new method to detect and repair cycle slip, which is based on
the joint use of ionospheric TECR and IF combination. The fundamental principle
of this new method largely lies in the fact that the physical (natural) ionospheric
TECR is normally considerably smaller than the artificial TECR that is caused by
cycle slips. If the calculated TECR exceeds our predefined threshold, it is assumed
that cycle slips happen, and the cycle slips on L1 and L2 are determined from the
changes of both ionospheric TECR and IF ambiguity. The results indicate that the
approach is effective in detecting and repairing cycle slips.

Acknowledgments This work is supported by China National Natural Science Foundation of
China (No: 41274045).

0 100 200 300 400 500 600 700 800 900
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

Epoch/1s

(m
)

Fig. 16.3 The absolute value
of TECR residual

Table 16.1 The correction of cycle slip

Epoch Cycle slip IF and TECR
combination

M-W and TECR
combination

Pair ΔN1 ΔN2 ΔN1 ΔN2

100 (1, 0) 0.9866 −0.0021 0.8993 −0.0701

200 (0, −1) −0.1874 −1.1414 −0.4195 −1.3223

300 (1, 1) 1.1002 1.0874 0.7983 0.8522

400 (−1, −1) −0.8462 −0.8609 −1.2338 −1.1629

500 (7, 9) 7.1708 9.1487 5.7406 8.0343

600 (9, 7) 8.8373 6.8829 8.3760 6.5235

700 (−7, −9) −6.8723 −8.8899 −8.2063 −9.9293

800 (−9, −7) −8.9910 −6.9884 −10.2155 −7.9426
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Chapter 17
BDS and GPS Ultra-Short Baseline
Measurement Performance Comparison
and Analysis

Kang Zhang, Jinming Hao, Yu Zhang, Qiang Li and Tuansheng Yang

Abstract Since BeiDou satellite navigation system (BDS), which is independently
developed and being implemented in China, successfully realizes the coverage in
the Asia-Pacific region at the end of 2012, it has been widely used in the national
economy and society, with that the whole system runs stably, and is in good
condition. In order to verify the precision level of the positioning solution of the
second generation BeiDou system (BD-2) in the condition of short baseline, based
on the measured data, through the use of self-written baseline solving program, we
get the short baseline calculating results under the condition of the static and
dynamic experiments respectively based on BD-2 and GPS. Then through the
comprehensive comparison of the above results, we analyze the accuracy and
reliability of ultra-short baseline results based on BD-2. The experimental results
show that, the reliability of the short baseline solution of BD-2 is rather equal
compared with GPS. Under the static condition, the precision of ultra-short baseline
solution of BDS is slightly worse than GPS; under the dynamic condition, that of
BDS in E and N directions are rather equal to that of GPS, while in the U direction
it is not as good as GPS.
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17.1 Instruction

Currently, research on GPS technology is relatively rich compared to other systems.
In China, GPS has been widely used in transportation, agriculture, meteorology and
other industries. BD-2, as China’s self-developed global satellite navigation system,
the rapid development of which will break the monopoly of GPS upon satellite-
navigation-related industries in China. Up to 2013, Beidou has been made great
progress in the military and civilian aspects, and the latest Beidou military receivers
can reach positioning results in centimeter level. Domestic and foreign learners
have done a lot of research on GPS high-precision dynamic measurement with long
baseline and short baseline [1, 2]. Tang W in Wuhan University has done some tests
and analysis upon BD-2 single-epoch baseline solution [5].

In this paper, BDS/GPS dual-system multi-frequency receivers are used to
collect the ultra-short baseline data in Zhengzhou, and observation data from dif-
ferent systems were calculated respectively, as to analyze the accuracy and reli-
ability of ultra-short baseline measurement with the use of the Beidou satellite
navigation system. And the results of BDS were compared with that of GPS to
verify the positioning performance of China’s Beidou satellite navigation system at
this stage.

17.2 Basic Theory

In ultra-short baseline measurement, since the distance between the base and rover
is generally less than 100 meters, with the use of double-difference observables we
can eliminate all the errors associated with the baseline length, such as satellite
position error, ionospheric delay error, tropospheric delay error and so on [1]. The
main source of error is the measurement noise and multipath effects.

Whether static or dynamic baseline solution, it belongs to the relative positioning
in essence. In two receiver antennas receiving satellite signals, we use the one
receiver antenna single point positioning solution as the coordinates of the base
station, while the other one is performed differential calculation. Due to the short
baseline length, the accuracy of the coordinates of the base station affecting the final
baseline solution results can be basically negligible.

Typically, the double-difference model can be simplified as:

rDUij
ur ¼ rDqijur þ krDNij

ur þrDeijur;U
rDPij

ur ¼ rDqijur þrDeijur;P

(

ð17:1Þ

where,
rD represents the double-difference operator
i; j represents the No. of satellite
u; r is the No. of the receiver (station)
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U j
u;P

j
u respectively denote the phase and Pseudo-range observables (meter)

N j
u is for integer ambiguity (week)

e ju;U; e
j
u;P

respectively denote carrier phase noise and pseudorange noise (meter)

Suppose that the number of simultaneous observing satellites is m, we firstly
perform single-differential calculation between two stations to the same satellite, so
the error normal equation is obtained [6, 8]:

V ¼ A � X � L ð17:2Þ

In which,
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where,
eix; e

i
y; e

i
z are the sight line vector components between the rover and the

No. i satellite
DNi

ur is for inter-stations single difference ambiguity of the No. i satellite
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According to the principle of least squares, the corrections of the rover’s
unknown parameters are obtained [4]:

dX ¼ ðATPAÞ�1ATPL ð17:3Þ

Through the above formula, the float single-difference ambiguities can be
solved, and the double-difference ambiguity can be obtained by doing subtraction
between the two of single-difference ambiguity, then the integer ambiguity solution
can be searched using LAMBDA algorithm [6, 7, 9].

Any two antennas compose a baseline. With the integer ambiguity estimation is
successful, the baseline vector solution can be calculated out. As shown in
Fig. 17.1, the baseline vector points to the 2nd antenna (Ant2) with the first antenna
(Ant1) as the origin of which.

17.3 Experiment Designing and Data Processing

The experiment is carried out on October 11th, 2014 in the experimental field of
satellite navigation of Information Engineering University, which is divided into
static and dynamic experiments, where three different baseline lengths (all less than
20 m) are set respectively. Each session lasts about 30 min with the data sampling
interval of one second. The experimental site is chosen in the open while the
satellite elevation cut-off angle is set to 15 degrees in order to reduce the influence
of multi-path effects. The Trimble R8 receivers produced by the US Trimble
Navigation Company are used for data collection with the receiver antenna of R8-4
internal. All six sessions’ data were processed and analyzed, but due to space
limitations, this paper only illustrate the results of dynamic and static experiment
with baseline length of about 1.3 m.

The experiment listed in this paper is done through fixing the two receivers to
both ends of the long board. In the static experiment, the board is fixed on the
ground stable, while in the dynamic experiment, the board is rotated and swayed
back and forth continuously to simulate the movement. Both dynamic and static

Fig. 17.1 Antenna
configuration of ultra-short
baseline
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experiment adopted the same measurement, and the collected multi-frequency data
of BDS and GPS were both processed through afterwards batch algorithm. Due to
the short baseline length, during the data processing both tropospheric and iono-
spheric corrections are not considered, and broadcast ephemeris is used rather than
precise ephemeris.

17.4 Experiment Analysis

17.4.1 Satellite Observing Performance Analysis

In both experiments given in the paper, the number of visible satellites are sepa-
rately shown in Figs. 17.2 and 17.3.

We can see that in the static experiment, BDS remains at nine satellites visible in
most cases, while GPS is at seven visible, sometimes at six; in the dynamic
experiment, BDS remains at nine satellites visible, while GPS is at seven visible.
Overall speaking, in the experimental area, the number of satellites visible of BDS
is slightly more than GPS.
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Fig. 17.2 Number of visible
satellites in static test with
baseline length of about 1.3 m
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Fig. 17.3 Number of visible
satellites in dynamic test with
baseline length of about 1.3 m
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To further analyze the observing performance of BD-2 in Zhengzhou, the PDOP
values of BDS and GPS in both static and dynamic experiment are respectively
given in Figs. 17.4 and 17.5, and their carrier phase integer ambiguity RATIO
values are respectively shown in Figs. 17.6 and 17.7.

Fig. 17.4 PDOP values of BDS and GPS in static test with baseline length of about 1.3 m
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Fig. 17.5 PDOP values of BDS and GPS in dynamic test with baseline length of about 1.3 m
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From Figs. 17.4 to 17.5, it can be seen whether GPS or BDS, the PDOP value
throughout the experiment remained between 2 and 3, showing that all the obser-
vations are in good condition. PDOP values of GPS tend to be lower than that of
BDS, which is also reflected in the following analysis that ultra-short baseline
measurement accuracy of GPS is slightly better than that of BDS. In addition it can
be seen from Figs. 17.6 and 17.7 that in whether dynamic or static experiment,
RATIO values of GPS are higher than that of BDS, explaining GPS ambiguity
fixing more successful than BDS, which is caused by the use of a continuous
process manner in ambiguity fixing and the existence of heterogeneous constella-
tion of BDS.

17.4.2 Static Measurement Experiment

In the static experiment, entire baseline was fixed on the ground motionless, in
order to analyze the static baseline measurement performance of different satellite
navigation systems, the baseline measurement performance of multi-frequency of
BDS and GPS were compared and analyzed in the following. The frequencies of
GPS are L1 (1575.42 MHz) and L2 (1227.6 MHz), while that of BDS are B1
(1561.098 MHz) and B2 (1207.14 MHz) [3]. The measurement accuracy with
baseline length of about 1.3 m of BDS and GPS are shown in Figs. 17.8, 17.9,
17.10 and Table 17.1.

From Figs. 17.8, 17.9 and 17.10, it can be seen the measurement results of both
GPS and BDS are relatively stable, which are in the same order of magnitude.
Though there is no significant difference, the measurement noise of BDS is yet a
little bigger compared to GPS. From Table 17.1 it can be seen whether in the
direction E, N or U direction, the standard deviation of BDS(E-2) is significantly
worse than that of GPS (E-3) with an order of magnitude lower, which indicates
that in the static case ultra-short baseline measurement accuracy of BDS is worse
than GPS.

Fig. 17.7 RATIO values of
ambiguity resolution in
dynamic test with baseline
length of about 1.3 m
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Fig. 17.8 BDS and GPS
static baseline solution results
with baseline length of about
1.3 m in E direction

Fig. 17.9 BDS and GPS
static baseline solution results
with baseline length of about
1.3 m in N direction

Fig. 17.10 BDS and GPS
static baseline solution results
with baseline length of about
1.3 m in U direction
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17.4.3 Dynamic Measurement Experiment

In the dynamic measurement experiment, the entire baseline consisted of two
receivers was overall shaken, with the baseline length remained unchanged. The
dynamic baseline measurement performance of multi-frequency of BDS and GPS
were compared and analyzed in the following. The measurement accuracy with
dynamic baseline length of about 1.3 m of BDS and GPS are shown in Figs. 17.11,
17.12, 17.13 and Table 17.2.

From Figs. 17.11, 17.12 to 17.13, it can be seen the measurement results of BDS
and GPS are both relatively stable, which are in the same order of magnitude, while
the measurement noise of BDS is a little bigger compared to GPS. As can be seen
from Table 17.2, in the E and N directions standard deviation of the baseline
solution of BDS is in the same order of magnitude compared with GPS, while in the
U direction that of BDS is an order of magnitude lower than the GPS, which shows
in the dynamic case ultra-short baseline measurement accuracy of BDS is equal to
GPS in the E and N directions, while worse in the U direction.

Besides, in this paper other baseline observation data collected were also pro-
cessed and analyzed, the results of which are consistent with the above results, what
are not listed due to limited space.

Table 17.1 BDS and GPS
measurements and standard
deviation in static baseline

Mean (m) Standard deviation (m)

E N U E N U

BDS −1.306 −0.137 −0.020 0.013 0.020 0.064

GPS −1.303 −0.141 −0.018 0.002 0.002 0.006

Fig. 17.11 BDS and GPS dynamic baseline solution results with baseline length of about 1.3 m in
E direction
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Fig. 17.12 BDS and GPS dynamic baseline solution results with baseline length of about 1.3 m in
N direction

Fig. 17.13 BDS and GPS dynamic baseline solution results with baseline length of about 1.3 m in
U direction

Table 17.2 BDS and GPS
measurements and standard
deviation in dynamic baseline

Mean (m) Average (m)

E N U E N U

BDS 0.960 0.672 −0.087 0.379 0.4175 0.167

GPS 0.964 0.670 0.078 0.380 0.4185 0.063
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17.5 Conclusions

In this paper, a detailed comparison of ultra-short baseline measurement perfor-
mance with the use of BDS and GPS is made. We get the following conclusions:

(1) As a whole, whether static or dynamic, the ultra-short baseline measurement
results of BDS and GPS are quite equal, with no significant difference, the
observation noise of BDS is yet a little bigger compared to GPS.

(2) The experiments show that under the same conditions, the number of visible
satellites of BDS tend to be more than GPS, in the integer ambiguity fixing of
the baseline solution, the RATIO value of BDS is smaller than GPS, and the
PDOP value of BDS do not differ greatly with GPS.

(3) Under the static condition, the precision of ultra-short baseline solution of
BDS is slightly worse than GPS regardless in the directions of E, N or U.

(4) Under the dynamic condition, the precision of ultra-short baseline solution of
BDS in the E and N directions are rather equal to that of GPS, while in the U
direction it is not as good as GPS.
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Chapter 18
The iGMAS Combined Products
and the Analysis of Their Consistency

Hongliang Cai, Kangkang Chen, Tianhe Xu and Guo Chen

Abstract Several analysis centers (AC) and a product integration and service
center have been built by the international GNSS continuous Monitoring and
Assessment System (iGMAS). Product integration and service center (ISC) is a
reprocessing center of high-precision products, which is also the window of
products distribution center. Product integration and service center analyzes the
quality of product from each analysis center, and then reprocesses to generate the
combined product. The consistency of combined products is very important to the
users of navigation and positioning, which directly affects the service performance
of combined products. At first, this paper introduces the progress in iGMAS
product combination. Then, the consistency of basic combined products (orbits,
Earth rotation parameters, station coordinates, and clocks) is analyzed in details.
And the precise point positioning tests are implemented to verify the consistency of
combined products. Finally, some suggestions are given according to the test results
of the present stage. The results of PPP test show that the static PPP coordinate
daily repeatability of combined orbit/clock is at millimeter level. The standard
deviation of combined orbit/clock single epoch PPP difference is comparable with
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the best AC orbit/clock solutions. The results of static and dynamic PPP also prove
that the consistency of combined orbit/clock considering the consistency correction
is improved significantly.

Keywords iGMAS � Product combination � Analysis of consistency � Precise
point position

18.1 Introduction

The international GNSS continuous Monitoring and Assessment System (iGMAS)
is an open technology platform to monitor and evaluate the health and key per-
formance of global satellite navigation system (GNSS). The purpose is to generate
and publish high-precision products of orbit and clock errors, tracking station
coordinates, earth rotation parameters, global ionosphere delay and other products.
Product integration and service center (ISC) is an important part of the international
continuous monitoring and assessment system and is also the center of high-pre-
cision products reprocessing. Meanwhile it is the window of products distribution
center. Currently, all iGMAS analysis centers have submitted the station coordinate,
ERPs, satellite orbit and clock errors of GPS, GLONASS, BDS and Galileo to ISC.
ISC analyzes the quality of all analysis centers’ products on time, and provides the
combination products and their precision assessment report at the same time. Due to
different kinds of combined products and different methods that are used, the
consistency among iGMAS combined products will not be guaranteed. Terrestrial
reference frame is maintained by tracking station coordinates. If station coordinate
is not consistent with the combined orbits and ERPs, it would cause some serious
problems. The consistency of satellite orbit and clock products also has an
important influence on the precision of precise point positioning [1–3].

The research on analysis center products combination had become a rich source
since the IGS organization was founded. Many foreign researchers, such as
Springer et al. have done a lot of work in this area [4–10]. The product combination
models and methods of IGS analysis center (AC) orbit, clock error, station coor-
dinates and other products have been improved continually [8–11]. Currently, the
international GNSS continuous monitoring and assessment system is in the
experimental stage. It will provide more complete products and service including
iGMAS station related products, ionosphere scintillation index and integrity
products etc. It will also face many new problems and challenges. Among them, the
consistency of the iGMAS combination products is a problem that needed to solve
currently. This paper reviewed the present situation and problems of iGMAS
product combination. And then, the consistency of combined products was dis-
cussed in detail. This paper focused on the strategy of data processing to improve
the consistency of combined product, and the tests of precise point positioning were
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implemented to verify the consistency of combined orbit and clock products.
Finally, some suggestions were given according to the current situation of ACs,
which would make iGMAS provide better products and service and meet the needs
of different users.

18.2 The Present Situation of iGMAS Product
Combination

Usually, the data processing software and strategies of analysis centers are not the
same. Meanwhile, the station number and station distribution of each AC in product
calculation are also different. There is an obviously difference in the coordinate and
time reference frame of AC’ products. There are abnormal values in products of a
single analysis center, especially the clock errors. Therefore, it is necessary to
combine the station coordinates, ERPs, satellite orbit and clock errors submitted by
analysis center and provide combined products.

Currently, iGMAS products integrated center can generate and push almost all
products on time, such as final, rapid and ultra-rapid orbit, clock errors and ERPs,
final station coordinates, final and ultra-rapid troposphere products, final and rapid
ionosphere TEC grid, DCB and GNSS integrity etc. The algorithm of products
integration has been improved and perfected continuously. Meanwhile, the product
integration software has also been modified and upgraded. There are some prob-
lems found in the test phase. The precision of iGMAS station products is poor.
There are no ERPs in SINEX file submitted by analysis centers, which makes it
impossible for combining ERPs and station coordinates at the same time. Different
PCO corrections of BDS satellites are adopted by analysis center, which has an
influence on the combination and accuracy assessment of BDS satellite clock errors.
The coordinates of IGS and iGMAS station in SINEX file submitted by analysis
center are calculated separately, they are not self-consistent, which makes that there
are many null matrix in the variance matrix when calculating the combined station
coordinates. In addition, there are less same stations in different analysis center’s
SINEX solution, which makes the combined solution unstable.

18.3 The Analysis of iGMAS Combined Products’
Consistency

Analysis center submit their all products calculated independently to ISC in single
file separately on time. ISC analyzes the quality of submitted products and calcu-
lates the combined products. Usually, every combined product is calculated using
different algorithm and program separately. If we do not take effective measures,
the self-consistency among the combined products will be very poor [2]. It is our
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impression that the combined orbits, ERPs and clock errors are of very high quality
and are in general more accurate and reliable than the solutions obtained by the
individual ACs. Nevertheless, there are possibly a few improvements which can be
made. First of all the consistency between the combined products can, and should,
be improved, especially with respect to those users who want to perform precise
point positioning.

The combination of station coordinates and ERPs uses the SINEX file that
submitted by analysis centers as input, through adopting the appropriate pre-pro-
cessing algorithm to detect the gross errors of input data, determining the optimal
weight of ACs, using the method of superposition equation to calculate the com-
bined solution. The combined solutions include the station coordinates, ERPs and
geocenter motion [10–12]. Finally, the cumulative solutions including reference
epoch’s station coordinates and velocity are obtained with time series stack [13–
15]. It will be possible to adding ERPs in SINEX file of Analysis Center that ERPs
and station coordinates are combined at the same time. It can improve the quality of
the combined ERPs and ensure the consistency of station coordinates and ERPs.

The calculation model of Analysis Center final orbits is that satellite orbit,
ground tracking station coordinates and ERPs are estimated at the same time using
the original observation data. The Final procedures use a no-net rotation (or other
removable) constraint, satisfied over the IGb08 core network. It is incumbent upon
the ACs to ensure that their procedures are consistent with the expectations of the
combinations. There are obvious system difference among analysis center’ prod-
ucts, such as satellites orbit. In order to maintain the consistency between com-
prehensive of final product and ground station coordinates as well as ERP. The AC
SINEX and ERP rotations were added to the combination model by Springer in
early 2000. The introduction of RXac

snx;RY
ac
snx andRZ

ac
snx was proposed by Jan Kouba

to maintain consistency between the IGS SINEX and final orbit combinations. The
approach is predicated upon the assumption that each set of AC Final orbits, ERPs,
SINEX, and clocks are each internally self-consistent. Provided the assumption is
valid, then applying RXac

snx;RY
ac
snx andRZ

ac
snx ensures long-term consistency between

the IGS terrestrial frame and the final orbits. RXac
erp andRY

ac
erp were introduced by

T. Springer to approximate day-to-day variations in the AC orbits not captured by
the AC weekly SINEX rotations. At that time, the IGS SINEX combinations were
based on weekly integrations, and so the associated RXac

snx;RY
ac
snx andRZ

ac
snx were

weekly averages. In his report on these matters, T. Springer showed that the ERP
rotations significantly reduced the AC rotational biases and scatter. However, the
SINEX combinations of iGMAS are based on daily integrations. There is no longer
a need to include the ERP rotations in the combination model so that the final orbits
are not unnecessarily harmed by the ERP rotations [9]. At the AC level, the ultra-
rapid and rapid procedures transfer the terrestrial frame to the orbits by tightly
fixing the a priori positions of the IGb08 reference frame stations. At the combi-
nation level, the main procedural difference between the rapid/ultra-rapid and final
is that AC SINEX and AC ERP X- and Y-rotations are not applied for the iGMAS.
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The satellite orbit and clock errors are combined using the weighted average
method separately. The self-consistency of orbit and clock errors affects the service
performance directly. In order to maintain the consistency of all IGS combined
products, the compatibility corrections of satellite orbit, station coordinates and
geocenter offset are applied to AC clock solutions prior [8]. Since AC clock
solutions, in general, refer to different reference clocks, significant inconsistency
errors can be introduced, in particular in the areas with solution gaps, or when
satellite and/or station is missing from AC clock solutions. The clock combination
accounts for these AC reference clock differences before the combination. It is
important that the alignment of the combined clocks to a chosen reference time.
Currently, the broadcast clocks are used for this purpose [16].

Due to the difference in data processing, calculating strategy and station selec-
tion etc. of analysis center, it is not appropriate to calculate troposphere combi-
nations using the weighted average method. The final troposphere combinations of
iGMAS is obtained by using precise point positioning technology to estimate sta-
tions’ tropospheric delay with combined orbit and clock errors products. It can
maintain the consistency between troposphere combinations and other products,
such as orbit, clock errors, station coordinates and ERPs. Precise point positioning
usually adopts ionosphere-free combination observation equation, the consistency
of ionosphere combinations won’t be discussed anymore.

Precise Point Positioning (PPP) is an effective method to evaluate the consis-
tency of orbit and clock corrections, which usually adopts the ionosphere free
combination observation equation for non-difference solution [2, 8]. The error
equation can be expressed as follows:

v jp ¼ q j þ c � dt þ dq j
trop � p j þ ep

v ju ¼ q j þ c � dt þ dq j
trop þ k � N j � k � u j þ eu

ð18:1Þ

where j is the PRN number of satellite; c is the speed of light in vacuum; dt is the
receiver clock error; dq j

trop is tropospheric delay correction; ep; e/ is the not mod-
eling error, such as multipath and observation noise etc. p j;/ j is the ionosphere free
combination observations of corresponding satellite; v jp; v

j
/ is observation error, λ is

the wavelength; q j is the geometric distance between the satellite position at signal
transmission time and the receiver position at signal receiving time; N j is the
integer ambiguity of ionosphere free combination observations. After linearization
of Eq. (18.1) is:

V ¼ AX � L

X ¼ x y z dt dqtrop N j
� �T ð18:2Þ

where A is the corresponding design matrix; L is the constant term that corre-
sponding observed values minus the calculated value of the theoretical schematic;
X are parameters to be estimated; x; y; z is three-dimensional positional parameters;
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dt is receiver clock parameters; dqtrop is tropospheric delay parameters; N j is
integer ambiguity parameters.

When solving the equation, the position parameters of single epoch (dynamic)
Precise Point Positioning are calculated separately for each epoch. In the case of
static, the position parameters are regarded as constant. In the situation that without
cycle clips or cycle clips is repaired correctly, integer ambiguity is regarded as a
constant parameter. In the event of cycle slips, the integer ambiguity is often treated
as a new constant parameter processing.

In this paper, we select the same precise point positioning software and station
observation data. The precise point positioning tests were implemented using the
products BDS Week 0458 (285–291 day of year in 2014). In the PPP tests, nine
kinds of orbit and clock corrections were used respectively. The test results was
analyzed and used to verify the consistency of integrated orbit and clock errors. The
combined orbit and clock errors are obtained with independent orbit and clock
errors of six iGMAS analysis centers. The nine kinds of orbits and clock corrections
are as follows: combined orbit and clock with the consistency correction (ISC1),
combined orbit and clock without the consistency correction (ISC2), IGS orbit and
clock (IGS), orbit and clock of six iGMAS analysis Centers (AC1, …, AC6). The
static and single epoch PPP tests were respectively implemented with 25 IGS
stations, which have good global distribution. The distribution of stations is as
follows (Fig. 18.1):

The daily repeatability of static PPP can efficiently verify the consistency of orbit
and clock errors. Figure 18.2 and Table 18.1 is the results of daily repeatability of
static PPP test. The median of 25 stations coordinates daily repeatability with
different orbit and clock corrections.
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Fig. 18.1 The distribution of sites used
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The results of single epoch PPP can more clearly and directly reflect the con-
sistency and reliability of orbit and clock corrections. We selected four stations
from the static PPP station data, which are ARTU, BRAZ, MAG0 and WSRT. Then
we implemented single epoch PPP tests with nine kinds of orbit and clock products,
which are the combined orbit and clock (ISC1) with consistency correction, com-
bined orbit and clock (ISC2) without consistency correction, IGS orbit and clock,
orbit and clock of six iGMAS analysis Centers (AC1, …, AC6). The single epoch
PPP results of four stations at first day of the BDS week were calculated using
different orbit and clock products. Figures 18.3, 18.4 and 18.5 is respectively the
ARTU station N, E, U component coordinate difference of single epoch PPP with
respect to the IGS station coordinates solution. Figures 18.6, 18.7 and 18.8 is
respectively the WSRT station N, E, U component coordinate difference of single
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Fig. 18.2 Median daily repeatability of PPP with different orbits/clocks

Table 18.1 Median daily
repeatability of PPP with
different orbits/clocks (unit:
mm)

Product Period North East Up

ISC1 285–291 2.6 3.9 6.1

ISC2 285–291 4.1 6.0 8.5

IGS 285–291 2.8 3.4 7.2

AC1 285–291 3.5 1.9 5.7

AC2 285–291 16.7 10.5 23.4

AC3 285–291 2.5 1.6 6.3

AC4 285–291 2.7 3.2 6.9

AC5 285–291 2.1 5.1 6.4

AC6 285–291 3.2 5.8 9.6
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epoch PPP with respect to the IGS station coordinates solution. Tables 18.2, 18.3
and 18.4 is respectively the four stations standard deviation of N, E, U component
coordinate difference of single epoch PPP with different orbit/clock products.

Fig. 18.3 The N component coordinate difference of single epoch PPP with respect to the IGS
station coordinates solution

Fig. 18.4 The E component coordinate difference of single epoch PPP with respect to the IGS
station coordinates solution
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From the results above, we can see that

(1) In the results of static PPP tests we can see that the median of daily repeat-
ability using different orbit/clock products is at millimeter level except AC2.
Among them, the result of AC3 and AC1 is best, then the ISC1 and IGS.
The median of daily coordinate components repeatability of ISC1 is better

Fig. 18.5 The U component coordinate difference of single epoch PPP with respect to the IGS
station coordinates solution

Fig. 18.6 The N component coordinate difference of single epoch PPP with respect to the IGS
station coordinates solution
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than ISC2 obviously, which proved that the consistency of ISC1 orbit and
clock have significantly improved than ISC2.

(2) We can see that from the N, E, U component coordinate difference of single
epoch PPP with different orbit/clock products in Figs. 18.3, 18.4, 18.5, 18.6,
18.7 and 18.8 the difference of AC1 and ISC1 is smaller and more smooth.

Fig. 18.7 The E component coordinate difference of single epoch PPP with respect to the IGS
station coordinates solution

Fig. 18.8 The U component coordinate difference of single epoch PPP with respect to the IGS
station coordinates solution
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The difference of AC2 is larger than others. Meanwhile, the results of AC2
single epoch PPP have no convergence. The divergence appeared in the end of
IGS single epoch PPP difference sequence. It is supposed that there are some
abnormal values in the satellite clock corrections. In addition to AC2, the
results of single epoch PPP get convergence within 200 epochs. After con-
vergence, the absolute value of E and N component coordinate difference is
less than 10 cm, and the absolute value of U component coordinate difference
is less than 20 cm.

(3) Tables 18.2, 18.3 and 18.4 is the standard deviation of the N, E, U component
coordinate difference of single epoch PPP with different orbit/clock products.
We can see that the standard deviation of N component coordinate difference
of AC1, ISC1and AC3 is about 5 cm, which is smaller than others. The
standard deviation of E component coordinate difference of AC1, ISC1and
AC4 is within 6 cm, and the U component is within 11 cm. The standard
deviation of AC2 N, E, U component coordinate difference is all larger than
1 m, which is consistent with the difference sequence in Figs. 18.3, 18.4, 18.5,
18.6, 18.7 and 18.8. The standard deviation of N, E, U component coordinate
difference of ISC1 single epoch PPP is all better than ISC2, which increased
10 % on average.

Table 18.2 The standard
deviation of N component
coordinate difference of single
epoch PPP (unit: m)

Product ARTU BRAZ MAG0 WSRT Mean

ISC1 0.051 0.047 0.044 0.058 0.050

ISC2 0.057 0.054 0.049 0.060 0.055

IGS 0.065 0.048 0.059 0.085 0.064

AC1 0.049 0.043 0.044 0.057 0.048

AC2 1.381 0.188 1.508 1.474 1.138

AC3 0.050 0.055 0.044 0.058 0.052

AC4 0.059 0.057 0.044 0.057 0.054

AC5 0.052 0.064 0.044 0.062 0.055

AC6 0.062 0.073 0.048 0.066 0.062

Table 18.3 The standard
deviation of E component
coordinate difference of single
epoch PPP (unit: m)

Product ARTU BRAZ MAG0 WSRT Mean

ISC1 0.049 0.065 0.051 0.050 0.054

ISC2 0.051 0.068 0.059 0.059 0.060

IGS 0.063 0.061 0.076 0.054 0.064

AC1 0.043 0.058 0.051 0.051 0.051

AC2 1.444 0.140 2.463 1.018 1.266

AC3 0.057 0.068 0.057 0.054 0.059

AC4 0.051 0.053 0.054 0.057 0.054

AC5 0.046 0.072 0.053 0.055 0.056

AC6 0.054 0.067 0.057 0.072 0.063
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(4) The results of static PPP and single epoch PPP tests both proved that the
consistency between combined orbit and clock considering consistency cor-
rection is better than without consistency correction. The models and methods
of iGMAS products integrated and service center used to improve the com-
bination products consistency is correct and effective.

18.4 Conclusions and Recommendations

ISC is a reprocessing center of iGMAS high-precision products. Meanwhile it is
also the center of products distribution, which provides services directly to a variety
of users. Therefore, it is necessary to ensure the reliability and consistency of the
combined products. The data processing strategies and methods for improving the
consistency among the combined products were introduced in this paper. The
consistency of combined products was analyzed in detail. The results of static PPP
and single epoch PPP tests fully proved that the consistency between combined
orbit and clock products is comparable with the best products of iGMAS analysis
centers.

In order to maintain the consistency of integrated products, the products sub-
mitted by analysis centers, such as orbit, clock corrections and station coordinates,
should be internal self-consistent, which is a prerequisite for the method of product
consistency correction introduced in this paper. It is necessary for each AC to
generate station coordinates, ERPs, orbit and clock products etc. using the same set
of software. To make the combined iGMAS orbit and coordinates, essentially the
iGMAS reference frame, consistent we need to include the Earth Rotation
Parameters in the SINEX files. The inclusion of these parameters will allow it to
obtain combined ERPs which are consistent with the reference frame. The AC
orbits can then easily be made consistent with this reference frame. At the same
time the accuracy of the combined ERPs should be improved obviously. One other
product can be estimates of the Earth’s Center of Mass, which could be included in
the SINEX files. These estimates may also be useful for the orbit combination and

Table 18.4 The standard
deviation of U component
coordinate difference of single
epoch PPP (unit: m)

Product ARTU BRAZ MAG0 WSRT Mean

ISC1 0.105 0.131 0.104 0.082 0.105

ISC2 0.112 0.136 0.110 0.091 0.112

IGS 0.146 0.130 0.152 0.147 0.144

AC1 0.098 0.129 0.102 0.081 0.103

AC2 3.158 1.137 4.326 1.654 2.569

AC3 0.119 0.170 0.114 0.096 0.125

AC4 0.130 0.116 0.103 0.085 0.108

AC5 0.118 0.174 0.100 0.095 0.122

AC6 0.115 0.206 0.166 0.117 0.151
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clock combination. To apply PPP technique to upcoming missions with Low-Earth-
Orbiting (LEO) satellites carrying GNSS receivers, one will need nearly continuous
knowledge of the satellite clocks. It will be mandatory to have access to satellite
clock estimates with a 30 s sampling rate. If satellite clocks are provided with a
sampling of 30 s, people might also become interested in obtaining 30 s station
clock estimates. This would especially be interesting in the framework of the time
transfer project. However 30 s station clock estimates might be much more difficult
to do than 30-second satellite clock estimates. Some ACs, such as IGG and TLC,
have already provided 30 s sampling rate final and rapid clock products, the other
ACs are needed to join in as soon as possible. Currently, iGMAS analysis centers
only submit BDT products to ISC. The observation data of almost all tracking
stations is referenced to GPST. The loss of accuracy in clock interpolation from
BDT to GPST is great, especially the station clock. In order to avoid the loss of
precision caused by the interpolation calculation and improve the usability of the
integrated products, the GPST products should also be submitted and combined.
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Chapter 19
Enhanced RTK Integer Ambiguity
Resolution with BeiDou Triple-Frequency
Observations

Tao Li, Kongzhe Chen and Jinling Wang

Abstract With the availability of BeiDou Navigation Satellite System (BDS)
triple-frequency observations, more strategies can be carried out to improve integer
ambiguity resolution (IAR) performance for both short and long baseline RTK. In
this paper, we first present the intrinsic natures of IAR for short and long baseline
RTK. The double differenced mathematical models for short and long baseline
are specified first. From the model perspective, the IAR performances of dual-
frequency and triple-frequency are analyzed and compared. To improve the AR
performance using triple-frequency observations, the integer least-squares (ILS)
success-rate can be increased by first partial fixing the Extra Wide-lane (B2&B3)
and then the Wide-lane (B1&B2, B1&B3) integer ambiguities in a geometry-based
model because of their relatively long wavelengths. For short baselines, the IAR at
each carrier can be resolved conditioned on the resolved WL integer ambiguities.
For long baselines, two ionosphere-free combinations (B1&B2, B1&B3) can be
formulated, and only the integer ambiguity vector on each carrier needs to be fixed
with more redundant observations. It turns out that with triple-frequency observa-
tions, the performances of both short and long baseline RTK can be improved.
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19.1 Introduction

GNSS Real-Time Kinematic (RTK) technique has been popular applied in areas
such as surveying, precise navigation, etc. As the key to centimeter-level or even
millimeter-level accuracy, the double differenced ambiguity vector in the carrier
phase observations requires to be fixed to integers. For short baselines, the double
differencing strategy greatly mitigates or eliminates the nuisance parameters such as
troposphere delay and ionosphere delay. This is, however, extremely difficult for
long baseline scenarios, in which the atmosphere delays are quite different due to
geographic difference, especially for the ionosphere delay, which is mixed with the
integer ambiguities and hinders the integer ambiguity resolution (IAR).

Traditionally, dual-frequency observations are adopted to formulate linear com-
binations to fully eliminate the first-order ionosphere delay in long baseline RTK,
such as the ionosphere-free (IF) linear combination implied in Bernese [2]. With the
modernization of GNSS, triple-frequency RTK has been researched in numerous
publications, such as the Three-Carrier Ambiguity Resolution (TCAR) model sug-
gested in Forssel et al. [5] and Vollath et al. [23], and the Cascade Integer Resolution
(CIR) model developed in Hatch et al. [10] and Jung et al. [12]. These two models
have been studied and compared with LAMBDA in Teunissen [20], which con-
cludes that those two models are both examples of integer bootstrapping, rather than
the optimal integer least-squares (ILS) [19]. In Feng [4] and Li [13], a number of
linear combinations with the aim of longer wavelength, reduced/eliminated iono-
sphere delay and decreased observation noise are proposed and it is suggested that
the ambiguity resolved Extra Wide-lane (EWL) and Wide-lane (WL) models can be
applied as precise code observations. These researches analyze the performance of
triple-frequency RTK performance from a mathematical model point of view.

With the development of BeiDou Navigation Satellite System (BDS), three
carrier signals are currently being broadcasted in the Asia-Pacific region, namely the
B1, B2 and B3, with frequencies of 1561.098, 1207.140 and 1268.520 MHz [1, 16,
25]. Providing the actual gathered triple-frequency observations, Tang et al. [17]
proposed the modified TCAR model and compared it with the other models and the
results seem quite optimistic given a prior information of the ionosphere-delay.
However, obtaining such a prior information with certain accuracy is hardly possible
in real-time applications. A recent publication by Zhao et al. [26] takes advantage of
the ambiguity resolved EWL and WL carrier phase observations and three code
observations to pursue an optimal linear combination to estimate the ionosphere-
delay so that the integer ambiguities at each carrier can be resolved, yet the accuracy
of the estimated ionosphere-delay is extremely essential for IAR at each carrier. It is
apparently that triple-frequency IAR is still an open problem for both short and long
baseline RTK solutions, and of course more investigations are required.

This contribution is organized as follows. We first present the intrinsic natures of
IAR for short and long baseline RTK. The double differenced mathematical models
for short baselines (in which ionosphere delay is assumed to be absent) and long
baselines (in which ionosphere delay is to be modeled) are specified. From the
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model perspective, the IAR performances of dual-frequency and triple-frequency
(including both short and long baselines) are analyzed and compared in terms of
ILS success-rate, which maximizes the success-rate of IAR. To improve the IAR
performance using BDS triple-frequency observations, a Z-transformation, which
transforms the original ambiguity vectors of B1, B2 and B3 to EWL (B2&B3) and
WL (B1&B2), are applied. The ILS success-rate can be increased by a partial fixing
of the EWL integer ambiguities first because of its relatively long wavelength and
less impacted by the ionosphere-delay, and followed by a partial fixing of the WL
integer ambiguities conditioned on the resolved EWL ambiguities. Then, for short
or medium baselines, the integer ambiguity vector at each carrier can be fixed
conditioned on the resolved WL integer ambiguities. For long baselines, the two IF
combinations (B1&B2 and B1&B3) are formulated and with the resolved WL
integer ambiguities, only the integer ambiguity vector of B1 (or B2, B3) needs to be
fixed after reparametrizing the ambiguity component so that more redundant
observations are obtained. To evaluate the proposed scheme, BDS triple-frequency
data from various baseline lengths are surveyed and the IAR performances for the
original ambiguity resolution and the partial fixing are all statistically compared. It
turns out that with the proposed strategy, RTK performance with triple-frequency
observations can be improved for both short and long baselines. The IAR can
sometimes be conducted epoch-wisely even for long baselines. In the end, the
conclusions are given.

19.2 Mathematical Models

To minimize the impacts of troposphere delay and the ionosphere delay, a double
differencing between satellites and receivers is used. Without loss of generality, the
double differenced mathematical models can be described as follows [11, 14]:

DrPk ¼ Drqþ f 21
f 2k
DrI þ Drv ð19:1Þ

DrLk ¼ Drq� f 21
f 2k
DrI þ kkDrNk þ Dre ð19:2Þ

where P and L are the code and carrier phase observations in unit of meter; Dr is
the double differencing operator; q represents the geometric distance and the
non-dispersive troposphere delay; I is the ionosphere delay; Nk is the integer
ambiguity vector on the kth frequency, with the corresponding wavelength of kk . v
and e are the observation noise for code and carrier phase, respectively. The
remaining multipath is assumed to be assimilated in the observation noise.
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The stochastic models of the above equations can be defined as:

D ¼ r20R
�1 ð19:3Þ

where D is the variance-covariance matrix of the code and carrier phase observa-
tions. It is assumed there is no correlation between code and carrier phase obser-
vations and the noise ratio between code and carrier phase is 100. Even though
research has indicated that B3 has a much smaller noise than that of B1 or B2 [17],
we presume that each carrier shares the same noise. r20 is the a priori variance and R
is the weight matrix.

After linearization of Eqs. (19.1) and (19.2), the unknown parameters in the
geometry based models can be estimated in ways of either least-squares or Kalman
filter. Hereafter, we make use of the least-squares estimation, yet the conclusion
holds the same for Kalman filter. The estimated integer ambiguity vector is the so-
called float ambiguities (or real-valued ambiguities). To resolve the integer ambi-
guities, the ILS estimation has been proved to be optimal in terms of maximizing
the ILS success-rate and it is recommended to be used for IAR.

19.2.1 Short Baseline RTK

In the case of short baselines, the double differenced atmospheric delays can be
greatly mitigated or even eliminated. In such a case, the IAR performance is rarely
impacted by the ionosphere delay. For one satellite pair, geometry-free models of
(19.1) and (19.2) can be expressed in a matrix form as follows:

DrPk

DrLk

� �

¼ 1 0
1 kk

� �
Drq
DrNk

� �

ð19:4Þ

It is obvious that in Eq. (19.4), the integer ambiguity vector is only affected by
the observation noise. With further extension, the triple-frequency observations of
Eq. (19.4) can be explicitly given as:

DrP1

DrP2

DrP3

DrL1
DrL2
DrL3

2

6
6
6
6
6
6
4

3

7
7
7
7
7
7
5

¼

1 0 0 0
1 0 0 0
1 0 0 0
1 k1 0 0
1 0 k2 0
1 0 0 k3

2

6
6
6
6
6
6
4

3

7
7
7
7
7
7
5

Drq
DrN1

DrN2

DrN3

2

6
6
4

3

7
7
5 ð19:5Þ

Applying the models as shown by Eqs. (19.3, 19.4 and 19.5), the IAR perfor-
mance of dual-frequency and triple-frequency of a short baseline can be evaluated
according to the ILS success-rate.
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19.2.2 Long Baseline RTK

When the baseline length is relatively long (for instance, longer than 20 km), the
atmospheric delays sometimes cannot be eliminated by double differencing due to
the geographic differences, especially for the ionosphere delay, which differs for
each satellite and is almost inseparable with the integer ambiguities in a single
epoch. In a similar manner as the short baseline RTK, the mathematical models for
one satellite pair can be explicitly given as:

DrP1

DrP2

DrP3

DrL1
DrL2
D3

2

6
6
6
6
6
6
4

3

7
7
7
7
7
7
5

¼

1 0 0 0 0
1 f 21

f 22
0 0 0

1 f 21
f 23

0 0 0

1 �1 k1 0 0
1 � f 21

f 22
0 k2 0

1 � f 21
f 22

0 0 k3

2

6
6
6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
7
7
5

Drq
DrI
DrN1

DrN2

DrN3

2

6
6
6
6
4

3

7
7
7
7
5

ð19:6Þ

Equation (19.6) implies that in the long baseline scenarios, the ionosphere delay
needs to be modeled and estimated. However, it is shown that the ionosphere delay
and the integer ambiguity vector are highly correlated for a satellite pair. Even
though the ionosphere delay can be estimated with the assistance from the code
observations, the accuracy is not good enough and the residual of the ionosphere
delays still deteriorate the ambiguity vector from integer. As a consequence, the
IAR performance suffers severely from the magnitude of the ionosphere delay.

In Fig. 19.1, the ILS success-rates for short baseline (dual and triple-frequency)
and long baseline (dual and triple-frequency) RTK are plotted as functions of the
code noise. As can be seen from the above figure, the IAR performance for short
baseline and long baseline are quite different. The short baseline assumes that there
is no ionosphere delay and the corresponding ILS success-rate is extremely close to
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Fig. 19.1 Single epoch IAR performance with geometry-free models for short baseline and long
baseline, code noise ranges from 0.2 to 2.0 m
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1.0 for both dual-frequency and triple-frequency when the code observation noise is
small. With the increasing of the code observation noise, the ILS success-rate
gradually decreases and overall, the success-rate ranges from nearly 0.2–1.0.
However, in case of long baseline, due to the existence of the ionosphere delay, the
ILS success-rate drops drastically. As is shown in the right figure of Fig. 19.1, the
maximum success-rate is no more than 0.25 while the minimum success-rate
approaches to 0. This clearly explains why IAR becomes troublesome when con-
ducting long baseline RTK or under strong ionosphere disturbance.

Meanwhile, Fig. 19.1 also demonstrates the ILS success-rate differences between
dual-frequency and triple-frequency. Apparently, the ILS success-rate of triple-fre-
quency outperforms dual-frequency no matter for short baselines or long baselines,
which implies that, from the model’s perspective, when applying triple-frequency
observations, the IAR performance is supposed to be better and more reliable.

19.3 Enhanced Triple-Frequency Models

The previous section has concluded that the ionosphere delay has strong correlation
with the integer ambiguities for each satellite pair and triple-frequency RTK prevails
dual-frequency RTK in terms of a higher ILS success-rate. Recall the relation among
the integer ambiguities at each carrier, it is possible to formulate new integer ambi-
guities which can be resolved with higher success-rate and then apply these resolved
integer ambiguities as constraints to fix the original integer ambiguities at each
carrier. Therefore, we should achieve the goal of reducing the impacts of ionosphere
delay on IAR first and then construct integer ambiguities with a longer wavelength.

In [20], the TCAR and CIR models have been compared with the LAMBDA
method and also a partial fixing strategy is recommended in case the ILS success-rate
of fixing the whole triple-frequency ambiguity vector is not high enough. In fact, the
partial fixing has been further studied in Verhagen [22] and applying a partial
ambiguity fixing achieves sufficiently higher success-rate than the original ambi-
guity vector. Therefore, we resort to partial fixing to fix the EWL and WL integer
ambiguities first and then resolve the integer ambiguity vector at each carrier.

19.3.1 Partial EWL and WL Ambiguity Fixing

Following the Z-transformation discussion as specified in [20], the Z-transformation
matrix for BDS triple-frequency can be constructed:

DrN1

DrNw12
DrNew

" #

¼
1 0 0
1 �1 0
0 1 �1

2

4

3

5
DrN1

DrN2
DrN3

" #

ð19:7Þ
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where DrNw12 ¼ DrN1 � DrN2 and DrNew ¼ DrN2 � DrN3. Correspondingly,
the B1 and B3 ambiguity vector can be derived as DrNw13 ¼ DrNw12 þ DrNew.
Since among these three ambiguity vector on the left side of (19.7), DrNew suffers
from the least ionosphere delay, the partial fixing strategy can be carried out from
here and then the ambiguity vector of DrN1 DrNw½ �T and its associated vari-
ance-covariance matrix can be updated conditioned on the resolved DrNew vector
using the conditional least-squares. Similarly, the DrN1 can be attempted to
resolve when the DrNw is resolved.

In Fig. 19.2, the ILS success-rates of partial ambiguity fixing using triple-fre-
quency observation are depicted. The left figure plots the ILS success-rates of
New;Nw conditioned on New and the N1 AR conditioned on the resolved Nw integer
ambiguity vector. It is observed that the New integer ambiguity is rather easy to
resolve with sufficient high success-rate and the Nw IAR conditioned on the
resolved New can attain a higher success-rate than the success-rate of the whole
original AR specified in the left figure of Fig. 19.1. Therefore, despite that N1 is
very difficult to resolve when the measurement noise increases, the resolved Nw

integer ambiguity can ensure a decimetre to even centimetre level positioning
accuracy. Providing the Nw integer ambiguities, the N1 success-rate can be deter-
mined sequentially. An interesting phenomenon is that the N1 success-rate is even
higher than that of Nw IAR in the left figure of Fig. 19.2, which could be understood
by the absence of the ionosphere delay and the constraint from the resolved Nw

integer ambiguity vector and its variance-covariance matrix.
The right figure presents the performance of partial ambiguity fixing for long

baseline. Obviously, the ionosphere-delay affects ILS success-rate of N1 more than
that of Nw and New. The success-rate of New AR is still quite high even in long
baseline case, which is useful for constraining Nw IAR. A decrease of the success-
rate for Nw can be seen by comparing with the left figure. However, if the obser-
vation noise is small, the success-rate of Nw IAR is still extremely high, which
means that decimetre or even centimetre level accuracy is pretty achievable even for
long baseline RTK. In contrast with the left figure, the success-rate of N1 drops
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dramatically with the increased code noise, which implies that the consideration of
the ionosphere delay has severe impact on the N1 IAR. The success-rate of N1 using
the constraint from Nw does not show too much improvement comparing with the
original whole IAR in Fig. 19.1. An explanation is that the resolved Nw integer
ambiguities cannot separate the ionosphere delay from the N1 ambiguity with
enough accuracy.

It is worth mentioning that in practical applications, the user can estimate the float
ambiguities from the geometry-based model because of the geometry constraint
advantage [20]. Therefore, with the original float ambiguity vector and its variance,
LAMBDA [18] or MLAMBDA [3] can be used to conduct the IAR. If the resolved
integer ambiguities pass the validation threshold, no partial fixing is required. For
more details on integer ambiguity validation, the user could refer to [7, 8, 15, 21, 22,
24]. If the ambiguity validation fails, the above-mentioned Z-transformation and
partial fixing can be used. In our analysis, the R-ratio test [6] and the ILS success-rate
are utilized as measures to study the AR performance. Note that the user can also
compare the resolved New and Nw ambiguity vector with the Hatch-Melbourne-
Wenbunna (HMW) model [9] with satellites having high elevation to ensure the
reliability of partial fixing.

19.3.2 The Double IF Linear Combinations

To fully eliminate the first-order ionosphere delay in long baseline RTK, the dual-
frequency IF linear combination has been applied in GNSS positioning. When
triple-frequency observation available, the IF linear combinations for the phase can
be defined as:

DrL1k ¼ Drqþ DrT þ kw1kDrNw1k þ kn1kDrN1 þ Dre1k ð19:8Þ

with kw1k ¼ k21kk
k2k�k21

;DrNw1k ¼ DrN1 � DrNk and kn1k ¼ k1kk
k1þkk

: In Eq. (19.8),

DrNw1k are obtained from the previous partial fixing and then only the DrN1 is
left to be resolved. If the observation quality is good, this integer ambiguity vector
can be hopefully resolved epoch-wisely.

19.4 Numerical Analysis

In order to investigate the actual AR performance of the proposed processing
scheme, two static data sets with BDS triple-frequency observations were collected
using UB370 products (which are capable of tracking GPS L1 and L2, GLONASS
L1, L2 and BDS B1, B2 and B3 signals) from Unicore Communications, Inc,
Beijing. Data set 1 was 2 h long collected in Beijing, with a baseline length of
10.5 km. Data set 2 was nearly 1.5 h collected in Guangdong, with the baseline
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length of 50 km. The data were processed with the original ambiguity vector first,
and then processed with the proposed scheme for short and long baselines,
respectively. The ratio values were analyzed on a epoch by epoch basis.

The left figure of Fig. 19.3 shows the differences of the Z-transformed N1 AR
and the original AR using triple-frequency observations. By partial fixing of New

and Nw integer ambiguity, the N1 integer ambiguity was resolved with an apparent
higher ratio than the original ratio. The right figure demonstrates that the New and
Nw ratios are high enough so that when an empirical ratio of 3 is applied, all the
integer ambiguity vector of New and Nw can be successfully validated. As a matter
of fact, the minimum ratio for the N1, Nw and New are 5.4, 7.5 and 14.6, while for
the original ambiguity vector, the minimum ratio is 2.5. Therefore, the partial
ambiguity fixing certainly ensures the reliability of IAR in a short baseline case, and
when using 3.0 as the ambiguity validation criteria, all epochs can be successfully
validated for partial fixing. However, when using the original ambiguity vector,
96.2 % can be validated.

Figure 19.4 plots the IAR performances for original IAR and partial IAR for a
long baseline with strong ionosphere disturbance. Even though there are
improvements for the N1 ratio using the partial fixing strategy, unfortunately, the
IAR performance is not good at all, which is as expected due to the inseparable
ionosphere-delay. The right figure implies that because of the ionosphere-delay,
even success-rates of resolving the New and Nw fail occasionally, which implies that
in case of strong ionosphere disturbance, even for short baseline, IAR becomes
extremely troublesome with all current methods. However, the ratio value of Nw is
clearly higher than that of both the raw ratio and the partial N1 ratio. As a conse-
quence, before successfully resolving the integer ambiguity vector at each carrier,
the resolved Nw can be used to achieve decimeter to even centimeter-level accuracy
for long baseline RTK.

To eliminate the first-order ionosphere-delay, the double IF linear combinations
are adopted. The true AR performance (compared with the correct integer ambi-
guity vector) is summarized in Table 19.1.
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As shown in Table 19.1, the original AR has true success-rates of 5.9, 10.3 and
14.2 % for single epoch solution, 20 epochs batch solution and 50 epochs batch
solution. The success-rates increase to 7.4, 15.0 and 20.4 % when the partial fixing
is applied. By canceling the first-order ionosphere-delay, the partial AR with IF can
yield success-rate as high as 7.8, 19.6 and 25.9 %. Comparing with the performance
of partial AR only, the single epoch success-rate doesn’t improvement significantly,
which could be understood from the fact that the partial AR with IF has a shorter
wavelength than the original wavelength on the B1 carrier, and the model strength
is not strong enough. However, with the increasing of processed epochs, the partial
AR with IF passes the partial AR only.

19.5 Conclusions

In this contribution, we have investigated the benefits of using BDS triple-frequency
IAR in the cases of short baselines and long baselines. It turns out triple-frequency
observations can lead to a higher ILS success-rate than the dual-frequency obser-
vations in case of short and long baselines. To further improve the ILS success-rate,
we have proposed an enhanced triple-frequency AR scheme by a partial fixing of the
EWL and WL integer ambiguities first, and then the integer ambiguity vector is
resolved at each carrier with constraint of the resolved WL integer ambiguity in the
case of short baselines or using the IF combinations to resolve the integer ambiguity
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Fig. 19.4 Epoch by epoch ratio values for data set 2. Raw ratio indicates using the original
ambiguity vector and Z-trans N1 ratio means the ratio was obtained conditioned on the partial
fixing of New and Nw, the ratios of which are plotted in the right figure

Table 19.1 True IAR
success-rates of using original
AR, partial AR and Partial
AR with IF

1 epoch 20 epochs 50 epochs

Original AR (%) 5.9 10.3 14.2

Partial AR (%) 7.4 15.0 20.4

Partial AR with IF (%) 7.8 19.6 25.9
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at each carrier for long baselines. Numerical analysis have indicated that such
scheme results in a higher ratio and success-rate than the original triple-frequency
IAR. Even though the proposed scheme enhances the reliability of triple-frequency
IAR, there are still scenarios that IAR fails, which might be caused by the remaining
unmodeled IF delay. Therefore, more research is required to compensate such bias
with triple-frequency observations in the future.
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Chapter 20
GPS/BDS One-Step Combined
Precise Orbit Determination Based
on Double-Differenced Mode

Yao Kong, Baoqi Sun, Xuhai Yang and Xiaozhen Zhang

Abstract In order to improve the precision of BDS precise ephemeris, GPS/BDS
one-step combined precise orbit determination based on double-differenced mode
was testified in this contribution. And double-differenced data was not formed
between GPS and BDS, which eliminates the effect of inter system bias (ISB) on
the precision of BeiDou precise orbit. Not only GPS and BDS orbit parameters are
estimated, earth rotation parameter (ERP) and station coordinates are also
estimated. Data of 114 tracking stations from MGEX are processed. The analysis
shows that: Compared with IGS final orbit, the precision of GPS orbit is 5 cm, the
precision of Xp, Yp, length of day (LOD) is 0.06, 0.10 mas, 21.6 μs. Validating the
BDS orbit using SLR observation shows that the radial precision of BDS IGSO and
MEO satellites is better than 6 cm, while that of GEO satellite is about 0.37 m.

Keywords BDS � Combined � Orbit determination � Double-differenced

20.1 Introduction

Since December 2012, BeiDou Satellite Navigation System (BDS), which is being
developed by China, began to provide official navigation, positioning and timing
service for Asia-Pacific area [1]. In order to monitor the signal of BDS and evaluate
the performance of BDS, many BeiDou tracking networks have been set up,
including BeiDou Experiment Tracking Stations (BETS), international GNSS
Monitoring and Assessment System (iGMAS) and Multi-GNSS Experiment
(MGEX). MGEX was established by International GNSS Service (IGS) in 2012 to
enable an early familiarization with the new signals and systems, such as BeiDou,
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Galileo, and QZSS. At present, more than 100 tracking stations have been set up
around the world.

With the improvement of space segment of BDS and the increasing numbers of
tracking stations, widely research on Precise Orbit Determination (POD) of BeiDou
satellites have been carried out. In 2012, based on data from BETS, Shi, Zhao,
Ge and He carried out POD of BeiDou satellites and the radial precision of 10 cm
was achieved [2–5]. Steigenberger analysed the strategy of POD of BeiDou
satellites with bernese software, which focused on arc lengths and solar radiation
pressure (SRP) parameters [6]. In 2013, Based on data from MGEX and iGMAS,
Zeng did research on GPS/BDS indirect fusion POD, in which double-differenced
data was utilized [7]. Besides, Lou carried out POD of BeiDou with data of MGEX
and BETS and the results show that the ECOM 5 parameter model was best suitable
for it [8]. Due to the limited knowledge on measurement model and force model of
BeiDou satellites, the above all research, whether un-difference mode or double-
difference mode, all use the two-step method. The two-step method can be
described as follows: firstly public parameters, such as receiver error, coordinates,
troposphere delay, are estimated with GPS data using precise product from IGS;
secondly, BeiDou orbit determination was conducted with the above parameter
being fixed. However, little research on GPS/BDS one-step fusion POD has been
done. Based on double-differenced mode, GPS/BDS one-step combined POD was
proposed in this paper. Compare with POD of BDS satellite with Beidou data only,
GPS/BDS combined POD can further improve the precision of Beidou orbit, by
precisely estimating the public system bias. Not only are orbit parameters of BDS
and GPS estimated, but also station coordinates and ERP are estimated. Data from
MGEX was utilized to testify the POD strategy.

The paper is organized as follows. Section 20.2 describes the dataset being used
and the processing strategy of GPS/BDS combined POD in details; Sect. 20.3
analyses the precision of GPS orbit and BDS orbit, including internal consistency
and external validation. Besides, the ERP and coordinate repeatability are also
assessed. Section 20.4 summarizes the results and derives the necessary conclusions.

20.2 Data and Processing

20.2.1 Data

All stations of MGEX are equipped with the Multi-GNSS receivers, which supports
tracking of GPS as well as one of the new BeiDou, Galileo, or QZSS constellations.
Observation files of MGEX are stored in RINEX 3.02 and its sample interval is
30 s. In this paper, observation of 114 stations from MGEX are utilized for data
processing, of which 75 stations can track GPS and BDS constellations simulta-
neously and the other 39 stations can only track GPS constellation. Figure 20.1
illustrated the distribution of 114 MGEX stations being used. From Fig. 20.1, it is
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clearly that there is only one station in china area. The data processed in this paper
covers the period from 1 October 2014 until 31 October 2014.

20.2.2 Processing Strategy

The Bernese GNSS Software is a scientific, high-precision, multi-GNSS data
processing software developed at the Astronomical Institute of the University of
Bern (AIUB). However, the ability of data processing of BeiDou system is lacked
in this software. Thus, a modified version of Bernese GNSS software was devel-
oped, which allows the process of BeiDou data.

The data process comprises of two parts: 1 day solution and 3 day solution. The
dual-frequency data of GPS L1 L2 and BDS B1 B2 are employed and the relative
weight between GPS and BDS data is 1:1. The process flow of 1 day solution is as
follows. Firstly, with zero difference data, receiver clock jumps are detected and
corrected and the code observation are smoothed with phase observation. After data
importing, the receiver clock are synchronizing using zero difference code data and
broadcast ephemeris of GPS and BDS. Then, Single-difference data is formed with
a strategy selecting the baselines with the highest number of common-observations
from all possible baselines. The pre-processing of phase observation, which runs in
a baseline-wise mode, identifies and correct cycle slips using the triple-difference
observations. In the next step, a first ambiguity-float network is computed based on
the ionosphere-free LC of the double-difference observation. If not handled prop-
erly, ISB will bias the final orbit, which is formed when forming double-difference

Fig. 20.1 Tracking station network of MGEX
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data between GPS and BDS, So, double-difference data was not formed between
systems. Based on this solution, the double-difference data was screened for out-
liers. Besides, bad stations and bad satellites are detected and automatically
excluded from the solution. At last, the 1 day solution was finished and 1 day
normal equation was generated, which including GPS/BDS six orbit element,
ECOM 5 SRP parameters, coordinates, troposphere parameters and ERP. Important
options of 1-day solution about measurement model, force model and parameter-
izations are given in Table 20.1.

The 3 day solution is generated by combining a set of three normal equations
from consecutive 1-day solutions. The 3 day orbits are represented by one set of
osculating elements, SRP parameters and pseudo-stochastic pulses at 12 h intervals.
If satellite modelling problems or maneuver was detected, a 3-day arc is split up at
the boundaries into two or three arcs. What is more, in the 3 day solution the ERP,
which were set up at 2 h intervals in the 1 day solution, were transformed to daily
parameters. When generating the 3 day solution, the ERP and troposphere

Table 20.1 Summary of POD strategy

Measurement model Description

Basic observables DDs of ionosphere-free LC of Code
and phase of GPS and BDS

Data sampling rate 300 s

Elevation angle cut-off 10°

Ionosphere Ionosphere-free LC

Troposphere a prior
model

GMF model

Satellite phase centre Only nominal for BeiDou, igs08.atx for GPS

Station phase centre PCO and PCV for GPS and BDS assumed the same

Force model Description

Gravity field model EGM2006_SMALL (12 × 12)

Third-body Sun, Moon, Jupiter JPL DE405

SRP model ECOM 5 model for GPS and BDS;
No a prior model for BDS satellites

Tides and Relativistic
effects

Solid earth tides, ocean tides, pole tides,
IRES convention 2010

Estimated parameters Description

Station coordinate One set of coordinate per session

Phase ambiguities Float solution

Troposphere Zenith delay correction in interval of 2 h, mapped with GMF; One set
of horizontal gradients per session

Orbit parameters 6 osculating orbital elements plus 5 solar radiation pressure
coefficients(constant in D,Y,X periodic terms in X)

Earth rotation
parameters

X and Y coordinates of Pole, UT1-UTC as piece-wise-linear function
with 2 h spacing
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parameters are stacked at the boundary to form a continuous piecewise linear
function over the whole 3-day interval.

20.3 Results and Discussion

In order to test the processing strategy above, not only GPS orbit and BDS orbit are
evaluated, but also ERP and station coordinates are assessed. As far as BDS orbit,
Satellite Laser Ranging (SLR) data was also used to validate the precision of BDS
orbit.

20.3.1 Precision of GPS Orbit

In order to evaluate the precision of GPS orbit, IGS final orbit products were used
as reference, whose precision is 2.5 cm. The monthly average of difference between
IGS orbit and estimated orbit are given in Fig. 20.3. GPS PRN3, PRN13, PRN27
satellites are excluded from the data process because of satellite maneuver or
modelling problems. From Fig. 20.2, it is clearly that the GPS orbit error (3DRMS)
is better that 5 cm (Fig. 20.2).

Fig. 20.2 GPS orbit error (compared with IGS final product)
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20.3.2 Precision of BDS Orbit

20.3.2.1 Internal Consistency

As far as internal consistency, three methods including overlap test, Day Boundary
Discontinuities (DBD) and 2 day orbit fit RMS were used. The middle day of the
3 day arc is used for overlap test and computation of the day boundary disconti-
nuities and 2 day fit RMS. The results are given in Table 20.2. The overlap test
results and 2 day orbit fit RMS are monthly averages.

The overlap test results show that: for BDS GEO satellites, the radial error is
better than 5 cm, the along error is on the several decimetres level and the normal
error is better than 10 cm; for IGSO satellites and MEO satellites, the radial error is
superior to 5 cm, the along error is better than 15 cm and that of normal is better

Table 20.2 Internal consistency of BDS precise orbit

Items Overlap difference (cm) DBD (cm) 2 day fit RMS (cm)

R T N

GEO C01 5.8 30.0 8.8 22.7 6.1

C02 3.4 60.1 14.0 47.2 7.2

C03 4.9 36.7 8.3 43.8 5.0

C04 11.1 126.5 9.0 89.6 13.9

C05 4.5 68.5 13.0 76.5 7.9

IGSO C06 5.7 13.6 12.6 13.1 3.9

C07 3.7 13.7 9.6 16.2 2.8

C08 3.9 11.5 8.2 12.8 2.6

C09 4.9 12.5 11.5 14.4 4.4

C10 3.1 12.1 8.3 14.4 2.4

MEO C11 2.7 8.5 6.3 6.9 3.6

C12 3.0 10.5 5.9 8.1 4.8

C14 3.8 10.4 8.2 10.0 8.8
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Fig. 20.3 SLR range residual derived from BDS precise ephemeris for C01

244 Y. Kong et al.



than 10 cm. It is clearly that the precision of C04 is significantly worse than other
satellite, which may be caused by the poor geometry condition of it.

By computation the DBD values, the DBD of MEO is better than 10 cm, the
DBD of IGSO is about 10 cm and that of GEO is from 20 cm to 90 cm. By analysis
the 2 day fit RMS, it is shown that the fit RMS for IGSO and MEO is better than
5 cm, and that of GEO is also better than 15 cm, which is very surprising. It can also
be found out that: the 2 day fit RMS values are smaller by a factor of 2–10 factors
than the DBD values. The possible reasons are as follows: the DBD values are 3D
position difference of two consecutive orbits at midnights, whereas the 2 day fit
RMS values are some kind of average over 2 days.

Although the MGEX network is getting larger and larger, it is clearly that the
precision of GEO satellites are significant worse than that of IGSO and MEO,
especially in along direction.

20.3.2.2 External Validation

SLR, which is completely independent of microwave measurement, is well suited to
validate GNSS (Global Navigation Satellite System) orbit derived from microwave
measurement. Satellites of BDS are all equipped with laser retro-reflectors arrays.
Since 2012 April, C01, C08, C10, C11 satellites of BDS are routinely being
observed by the stations coordinated by the International Laser Range Service
(ILRS) [9]. Based on SLR data of October 2014, precise orbit of BeiDou are
validated. The 1 day orbit is the middle day of the 3 day orbit. The Marini-Murray
model is employed for correcting the range measurement for troposphere refraction
and the coordinate of SLR station are fixed to SLRF2008. Outliers in the SLR range
residual larger than 100 cm were excluded. Moreover, outliers are also excluded
with the rule of 3-sigma.

From Fig. 20.3, it can be seen that C01 satellite was observed by 6 SLR stations.
Four stations, including 1868, 7821, 7237, 7249, are in the northern part of the
globe, while the other two are in the southern part. It is clearly in Fig. 20.3 that the
residual of C01 is between −50 cm and 15 cm and the average of it is −37 cm and
its standard variation is 7.7 cm. The minus of the average value indicates that the
SLR measurement is less than the distance computed with the coordinates and the
orbit. Compared with C01, more stations are involved with the tracking of C08,
C10 and C11 satellites. 9 stations observed the C08 and C10 satellites and 12 SLR
stations observed the C11 satellites. From Figs. 20.4, 20.5 and 20.6, it is shown that
the residual of these three satellites are between −10 and 10 cm. And the mean
values are −3.5, 1.1 and −1.5 cm and the standard variation is 5.8, 4.8 and 4.8 cm.
Because the SLR residual mainly reflects the radial precision of BeiDou orbit, the
result of SLR validation is in agreement with the RMS value of overlap test. Being
different from BDS IGSO and MEO, the average of residuals of C01 is much larger,
which needs further investigation.
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Fig. 20.4 SLR range residual derived from precise ephemeris for C08
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Fig. 20.5 SLR range residual derived from BDS precise ephemeris for C10
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20.3.3 ERP and Coordinate Repeatability

To assess the quality of ERP parameters, including Xp and Yp and LOD, CODE
final ERP products are used as reference. It contains ERP parameters of 3 days and
time resolution is 12 h. The mean and RMS of three ERP parameters are given in
Table 20.3. The precision of Xp, Yp, and LOD is 0.58, 0.63 mas, 21.6 μs. Besides,
the result of ERP, which is estimated only with GPS data, is also given in
Table 20.3. Compared with GPS single system, the precision of LOD degrades
from 9.6 to 21.6 μs. The reason behind it should be further invested. What is more,
the precision of Yp is worse by 2 factors of that of Xp. This may be caused by the
asymmetry of the tracking station of MGEX.

The coordinate repeatability of solution is an indicator of the coordinate and can
also serve as an indicator for the quality of the orbit parameterization. If the pro-
cessing strategy is not appropriate, the coordinate estimated will be biased, which
will worsen the coordinate repeatabilities. The RMS of the residual of daily
coordinate with respect to the mean solution for the east, north and height com-
ponents are given in Table 20.4. With the processing strategy proposed in this
paper, the repeatabilities in east, north and height component are 5.2, 6.3, 11.2 mm.

20.4 Summary and Conclusion

Based on data of MGEX, combined GPS and BDS for POD of Beidou satellites
were carried out in the contribution, which used the double difference data. And
double difference data was not formed between GPS and BDS data, which elimi-
nate the effect of ISB. The analysis shows that the precision of GPS orbit is about
5 cm (3DRMS), which is better than that of BDS satellite. The precision of BDS
MEO is better than that of IGSO and GEO satellites and that of GEO is the worst.
SLR check shows that the radial error of BDS IGSO and MEO is about 5 cm and
system bias of 0.37 m exists in the SLR residual of C01 satellite. Moreover, the
precision of Xp, Yp and LOD is respectively 0.058, 0.10 mas, 21.6 μs. The
coordinate repeatabilities in E, N and U directions are 5.2, 6.3 and 11.2 mm.

Table 20.3 Statistical result
of estimated ERP

Xp (μ as) Yp (μ as) LOD (μs)

Mean RMS Mean RMS Mean RMS

GPS + BDS 1.8 58.2 −70.2 100.7 10.7 21.6

GPS −1.4 63.3 −80.8 104.1 6.7 9.6

Table 20.4 Statistical result
of coordinate repeatability

Items E (mm) N (mm) U (mm)

RMS 5.2 6.3 11.2
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With the increasing numbers of MGEX tracking stations, especially in china, the
orbit precision of BDS satellites can be furtherly improved. Because the solution
obtained in the contribution is just ambiguity-float solution, further research should
be focused on ambiguity resolution.
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Chapter 21
Research on Ranging Algorithm Based
on Combined-Process Method Using
Frequency-Difference, Time-Difference
and Relative-Velocity

Rui-Qiang Yang, Peng Zhang, Xing-Wang Zhong, Deng-Feng Wang
and Nian-Ke Zong

Abstract The Dual One Way Ranging (DOWR) technique with PRN-code, which
can remove the effect of time-asynchronous and improve ranging precision, is
widely used in Inter-Satellite-Ranging. The ranging value based on DOWR is
delayed, thus cannot match the actual distance at the time the value got within a
dynamic environment. In this paper, a synchronous ranging algorithm based on
combined-process method using Frequency-difference, Time-difference and relative
velocity is proposed, which can realize real-time measurement in high precision by
the calibration of ranging value. A dynamic model based on DOWR is introduced
first. then, a general analytic expression of distance measurement is constructed,
which involves the frequency-difference, the time-difference and the velocity
between two aerocraft in different receiving patterns. Thus, the distance measure-
ment can be deduced to a certain time, and then, a current-time ranging value would
be extrapolated with local pseudo-speed information. The experiments results
of certain product demonstrate the effectiveness of the proposed algorithm, the
precision of synchronous distance measurement is better than 0.1 m in a dynamic
environment.
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21.1 Introduction

The inter-satellites-link is widely used in aerocraft system such as navigation and
positioning satellites, formation flying satellites. Satellites constellation is con-
structed by the establishment of inter-satellites measurement link and inter-satellites
communication link in an inter-satellites-link. One of the important function of
inter-satellites-link is inter-satellites ranging. The Dual One Way Ranging (DOWR)
technique with PRN-code, which can remove the effect of time-asynchronous and
improve ranging precision, is widely used in inter-satellite-ranging.

The DOWR technique needs the pseudo-distance of each satellites at one time.
The transmission-delay and clock-diff in local pseudo-distance measurement may
not be matched under dynamic environment, while the local time of each satellite
will drift because of the frequency of crystal oscillator. The traditional DOWR
technique do not pay attention to this situation, some methods using time-difference
and frequency-difference have been done to modify the ranging value in dynamic
environment. But they do not figure out the method to deal with the mis-match
between transmission-delay and clock-diff. On the other hand, the ranging value of
DOWR is time-laged. The processing in satellite A needs the pseudo-distance of
satellite B, thus the ranging value of satellite A is the distance before current time.

The BD2 navigation satellites constellation will consist of many satellites, with
MEO orbit, IGSO orbit and GEO orbit. The velocity between satellites in different
orbits is comparatively large, for example, the relative velocity of two satellites in
MEOorbit can reach 7.6 km/s. A combined-processingmethod using time-difference,
frequency difference and relative speed is proposed in this paper in order to get
high precision ranging value in dynamic environment. The algorithm model and
processing procedure are listed. The hardware-in-loop simulation result shows that
the precision of real-time ranging using this algorithm is better than 0.1 m in dynamic
environment.

21.2 Principle of DOWR Technique with PRN-Code

The DOWR technique with PRN-code uses PRN-code’ phase to express transmit-
ssion delay. The two satellites extract local pseudo-distance in local transmit-frame-
time separately, by the measurement of NCO accumulation value in local code
tracking loop. The period of local-pseudo depends on the length of local data-frame.
And the carrier-doppler-integral is calculated to get pseudo-speed, the pseudo-speed
can be derived at any time. These local information are transmitted to the other
satellites by inter-satellite-frame. The two satellites receive the signals, and
demodulate the measurement information, then get inter-satellite time-difference,
frequency-difference, distance and distance change rate based on the combined-
processing method.
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Figure 21.1 shows the principle of DOWR technique. Satellite A and satellite B
send timing-signals using their own equipment, and receive timing-signal from peer
satellite. The difference of timing-signal in satellite A and timing-signal from
satellite B is defined as pseudo-distance of satellite A, which is mentioned as “pd_A
(ta(t1), ta(t4))”, while “ta(t1)” means the local begin time of pd_A, “ta(t4)” means
the local end time of pd_A. The symbol “t1” means the ideal begin time, the symbol
“t4” means the ideal end time. The pseudo-distance of satellite B, which is men-
tioned ans “pd_B(tb(t2), tb(t3))”, is defined the same way as pd_A. The pseudo-
distance can be mentioned as “pd_A” or “pd_B” for short.

The value that local time of satellite A exceed local time of satellite B in ideal
time “t”, is define as the clock_diff, mentioned as “clk_dt(t)”. The transmission-time
in the ideal time “t” is define as “sðtÞ”, which presents the distance between two
satellite in ideal time “t”. Ignore the system zero-value of distance, the pseudo-
distance can be expressed as follows:

pd A ¼ clk dtðt1Þ þ sðt1Þ
pd B ¼ �clk dtðt2Þ þ sðt2Þ

�
ð21:1Þ

Apparently, ignore the difference of clock-diff in time t1 and time t2, ignore the
difference of transmission-delay in time t1 and time t2, we can evaluate the distance
and clock-diff:

sðt1Þ ¼ pd Aþpd B
2

clk dtðt1Þ ¼ pd A�pd B
2

(
ð21:2Þ

21.3 Combined-Process Ranging Method

Several symbols are defined in order to describe the situation more conveniently:
ca the frequency accuracy of satellite A, equals ðfa � f0Þ=f0, where fa means

the oscillating frequency of crystal oscillator in satellite A, f0 means the
ideal oscillating frequency of the crystal oscillator.

ta

tb

t 1 t 3 t 5t 2 t 4 t 6

Local time of 
satellite A

Local time of 
satellite B

Ideal time

Fig. 21.1 Dual one way
ranging measurement
principle diagram
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cb the frequency accuracy of satellite A, equals ðfb � f0Þ=f0, where fb means

the oscillating frequency of crystal oscillator in satellite B, f0 means the
ideal oscillating frequency of the crystal oscillator.

ta(t) the local time of satellite A, equals ð1þ caÞ � t, where t means the ideal
time.

tb(t) the local time of satellite B, equals ð1þ cbÞ � t, where t means the ideal
time.

clk_dt(t) clock-diff, stand for the value that local time of satellite A exceed local
time of satellite B in ideal time “t”, equals ðca � cbÞ � t.

v(t) the relative velocity between satellite A and satellite B, equals dR(t)/dt.
The value of v(t) is negative when the two satellites flying towards each
other.

fdopl_A(t) the Doppler frequency of received signal in satellite A, equals

� vðtÞ
c � fRF B, where fRF_B means the carrier frequency of received signal.

fdopl_B(t) the Doppler frequency of received signal in satellite B, equals

� vðtÞ
c � fRF A, where fRF_A means the carrier frequency of received signal.

21.3.1 Dynamic Receiving Pattern

According to the definition of clock_diff, the clock_diff will get larger along with
the working time of satellite. Thus a receiving pattern may take on with the change
of inter-satellite-distance, as is shown in Fig. 21.2: the clock_diff get larger and is
larger than the transmission-delay.

The local pseudo-distance are:

pd Aðt1; t4Þ ¼ clk dtðt1Þ þ sðt2Þ
pd Aðt5; t8Þ ¼ clk dtðt5Þ þ sðt6Þ
pd Bðt2; t7Þ ¼ �clk dtðt2Þ þ sðt5Þ þ ðt5� t1Þ

8<
: ð21:3Þ

ta

tb

t
t 1 t 3 t 5t 2 t 4 t 6t 7 t 8

pd B

(k 1) A (k 1) B k A k B

k A k B(k 1) A (k 1) B

pd˙ A pd A
Fig. 21.2 Dynamic receiving
pattern of dual one way
ranging
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The time of satellite A and satellite B is separated into several scatter time by the
local timing signal. The local timing signal is identified by sequence number. the
period of the timing signal in satellite A is Ta, thus the local time of satellite A can
be expressed as a time serial {…, (k−1)_A, k_A, …} × Ta. The local timing of
satellite B can be expressed as a time serial {…, (k−1)_B, k_B, …} × Tb too. So,
the local pseudo distance can be wrote as follows:

pd A ðk � 1Þ A; ðk � 1Þ Bð Þ ¼ clk dt ðk � 1Þ Að Þ þ s ðk � 1Þ Bð Þ
pd A k A; k Bð Þ ¼ clk dt k Að Þ þ s k Bð Þ
pd B ðk � 1Þ B; k Að Þ ¼ �clk dt ðk � 1Þ Bð Þ þ s k Að Þ þ Ta

8<
: ð21:4Þ

We can see from formula (21.4), in the expression of pd_B, the sequence
number of clock-diff is “k−1”, which is not the same as the sequence number “k” of
transmission delay. This is the mis-match problem in dynamic environment.

The receiving pattern in not only one kind that is described in Fig. 21.2.
Figure 21.3 shows another receiving pattern, where the local timing signal of
satellite B exceed the local timing signal of satellite A, and the clock-diff is larger
than the transmission-delay.

The local pseudo-distance is shown in formula (21.5):

pd B ðk � 1Þ B; ðk � 1Þ Að Þ ¼ �clk dt ðk � 1Þ Bð Þ þ s ðk � 1Þ Að Þ
pd B k B; k Að Þ ¼ �clk dt k Bð Þ þ s k Að Þ
pd A ðk � 1Þ A; k Bð Þ ¼ clk dt ðk � 1Þ Að Þ þ s k Bð Þ þ Tb

8<
: ð21:5Þ

21.3.2 Combined-Process Using Time-Diff, Clock-Diff,
Relative Velocity

The transmission-delay and the clock-diff are mis-matched in dynamic environ-
ment, which result in the error in distance measurement. Here we re-get the DOWR
calculation of Fig. 21.2 based on the definitions in Sect. 1.3, shown as follows:

ta

tb

t
t1 t3 t5t2 t4 t6

pd A

t7t8

(k 1) A(k 1) B
k Ak B

k Ak B(k 1) A(k 1) B

pd B pd B

Fig. 21.3 Dynamic receiving
pattern-II of dual one way
ranging
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bs ¼ pd A t1; t4ð Þ þ pd B t2; t7ð Þ
2

¼ clk dtðt1Þ � clk dtðt2Þ
2

þ sðt2Þ þ sðt5Þ
2

¼ sðt2Þ þ ðca � cbÞ � ðt2� t1Þ
2

þ 1
2c

Zt5

t2

vðtÞdt

¼ sðt2Þ þ 1
2c

Zt5

t1

vðtÞdt þ ðca � cbÞ � ðt2� t1Þ � R t2t1 vðtÞ
c dt

2

 !

ð21:6�Þ

dclk dt ¼ pd A t1; t4ð Þ � pd B t2; t7ð Þ
2

¼ clk dtðt1Þ þ clk dtðt2Þ
2

þ sðt2Þ � sðt5Þ
2

¼ clk dtðt1Þ þ ðca � cbÞðt2� t1Þ
2

� 1
2c

Zt5

t2

vðtÞdt

¼ clk dtðt1Þ � 1
2c

Zt5

t1

vðtÞdt þ ðca � cbÞðt2� t1Þ þ R t2t1 vðtÞ
c dt

2

 !

ð21:7�Þ

We can see clearly in formula (21.6*) that: ① the measuring-time of DOWR is
the same as the begin time of peer-pseudo-distance; ② the DOWR distance mea-
surements include errors caused by time-difference, frequency-difference and rel-
ative velocity; ③ the DOWR clock-diff measurements include errors caused by
time-difference, frequency-difference and relative velocity too.

The carrier frequency of satellite A and satellite B are fRF_A and fRF_B separately.
The carrier-doppler-integral, named ps_A in satellite A and ps_B in satellite B
separately, is also extracted:

ps AðDtÞ ¼ ca � cbð Þ þ ð1þ cbÞ Vc
pd BðDtÞ ¼ ca � cbð Þ � ð1þ caÞ Vc

(
ð21:8Þ

The V in formula (21.8) means the average velocity duing Dt. The relative
velocity and relative frequency-difference can be evaluated from formula (21.8):

V ¼ c�ðps AðDtÞ�ps BðDtÞÞ
2þcaþcb

ca � cbð Þ ¼ ps AðDtÞþps BðDtÞ
2� V=cð Þ

8<
: ð21:9Þ
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The BD navigation satellites use atomic clock. Take Rb atomic clock for
example, the frequency accuracy is better than 1 × 10e−9, thus the relative velocity
can be expressed approximately as follows:

vðtÞ ¼ c � ðps AðtÞ � ps BðtÞÞ
2

ð21:10Þ

The error of approximate expression in formula (21.10) is dV ¼ �ðcaþcbÞ
2 � V .

Take a MEO satellite for example, which get a relative velocity as 7.6 km/s, the
measure error of the relative velocity is less than 7.6 × 10e−6 m/s. So, a relative
velocity of high precision are given by formula (21.10) under dynamic environment.

Using formula (21.9), the frequency-difference can be evaluated by the relative
velocity from formula (21.10). Then the clock-diff can be evaluated using formula
(21.7*):

clk dtðt1Þ ¼
dclk dt þ V2 � Ta

� �
=ð2cÞ

1þ ðca � cbÞ þ ðV1=cÞ
� �

=2
ð21:11Þ

The symbol V1 present the average velocity between ideal time t1 and t2, V2

present the average velocity between ideal time t1 and t5.
Now we got relative velocity, time-difference and frequency difference, then the

distance in the begin time of local pseudo-distance in satellite A can be evaluated:

sðt1Þ ¼ bs � V2 � Ta
� �

=ð2cÞ � ðca � cbÞ þ V1=c
2

� �
� clk dtðt1Þ ð21:12Þ

The symbol V1 present the average velocity between ideal time t1 and t2, V2

present the average velocity between ideal time t1 and t5.
So, a distance measurement can be evaluated in dynamic environment by for-

mula (21.9) to formula (21.12), using relative velocity, frequency-difference
( ca � cbð Þ) and time-difference clk_dt(t1).

21.4 Real-Time Distance Measurement

The ranging value of DOWR is time-laged, while the processing in satellite A needs
the pseudo-distance of satellite B, thus the ranging value is the distance before
current time. Assume current time is t0, the time of distance measurement is t1, the
distance can be expressed as follows:

Rðt0Þ ¼ Rðt1Þ þ ðt1� t0Þ � V ð21:13Þ
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The peer measurement has not reached at current time, the DOWR way can not
be used to get relative velocity by only local pseudo-speed information. But the
frequency-difference is almost the same as ca � cbð Þ, because of the stability of
atomic clock. The relative velocity also can be evaluated using local pseudo-speed
information according formula (21.8):

V ¼ c � ps AðDtÞ � ca � cbð Þð Þ ð21:14Þ

Then the distance can be extrapolated to current time, which means the real-time
measurement of distance.

21.5 Hardware-in-Loop Simulation

The validity and precision of this algorithm have been verified in certain product.
The simulation system using m-serial to generate PRN-code, with the code-rate of
10.23 Mchips/s. the carrier is in Ka band, and the IF frequency is 140 MHz. In
order to get high resolution of PRN-code’s phase, a sample frequency of 82 MHz
based on non-equal method is adopted. The carrier tracking loop uses 2-order FLL
along with 3-order PLL, a classical Costas loop are used in the PLL, and the code
tracking loop uses 2-order loop.

A hardware-in-loop simulation system is established using channel-simulation-
equipment. The equipment has two independency channel, to simulate forward-link
and backward-link separately. The dynamic environment can be constructed by the
control of time-delay, Doppler-frequency and the amplitude of signal. The
parameters in the experiment are: initial distance equals 700 km, max speed equals
240 m/s, max acceleration equals 1.5 g. The track is a sine-curve, and the max
displacement equals about 4 km. The C/N0 is about 50 dB-Hz in both satellite A
and satellite B. The simulation curve is shown in Fig. 21.4.

The precision of ranging is shown in Fig. 21.5, the standard deviation of ranging
error is 0.047 m.

21.6 The End

The Dual One Way Ranging (DOWR) technique with PRN-code can remove the
effect of time-asynchronous and improve ranging precision. But in dynamic envi-
ronment, the transmission-delay and clock-diff may not be matched in local pseudo-
distance measurement, while the local time of each satellite will drift because of the
frequency of crystal oscillator. So there are errors in the ranging value of DOWR.
On the other hand, the distance of DOWR is time-laged, the present ranging value
doesn’t match current time. A combined-process method using time-difference,
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frequency-difference and relative velocity are proposed in this paper. a general
analytic expression of distance and clock-diff is constructed in different receiving
patterns, thus the distance of certain time can be evaluated. And then the distance
can be extrapolated to current time using local pseudo-speed information, which
means the real-time measurement of distance in dynamic environment.

There are some approximate operations in the algorithm, especially the equal-
ization of ideal time and the local time when the time-difference is not large. The
approximate operations can bring errors in the situation which requires better
precision.
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Chapter 22
Multipath Effect on Phase Center
Calibration of GNSS Antenna

Lixun Li, Baiyu Li, Huaming Chen and Feixue Wang

Abstract Conventional phase center calibration is carried out in anechoic chamber,
when in the outfield, the calibration values may be not useful because of the phase
errors arose by multipath. In the paper, we present a model of antenna receiving
signal; the model is improved by adding antenna model and the characterizations of
right hand circular polarization and left hand circular polarization. Based on the
model, we analysis the impact of up-to-down ratio on phase errors. As an example,
we use a choke antenna to assess the performance of the simulation results. When
the phase center variations tolerance is 2 mm, in order to mitigate the impact
of phase center variations on high precision GNSS by using calibration values, the
up-to-down ratios must be all higher than 15 dB.

Keywords GNSS � Carrier multipath � U/D ratio � Phase errors

22.1 Introduction

Antenna phase center offsets and variations play an important role in high precision
GNSS applications, in order to mitigate the impact of phase center variations on
high precision GNSS, a careful determination of antenna phase center offsets and
variations is required. Conventional phase center calibration is carried out in
anechoic chamber, when the antenna is used in outfield, the calibration values may
be not useful because of the phase errors arose by multipath.

In work [1–3], an analytical expression is presented for calculating the effects of
multipath on carrier phase. It considers that the antenna may be modeled as point
source, the characters of polarization and radiation are ignored, while the receiving
signal phase changes because of varies polarization and radiation. Work [3–5] study
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the characterizations of reflected signal based on the up-to-down (U/D) ratio. But
the U/D only includes right hand circular polarization (RHCP) gain, in practical
terms, the reflected signal includes RHCP and left hand circular polarization
(LHCP) signal. The U/D must include LHCP gain too.

In the paper, we present a novel model of antenna receiving signal, the model is
further improved from [1–5] by adding antenna model and the characters of RHCP
and LHCP. Based on the model, two U/D ratios are present. We also analysis the
impact on phase errors arose by multipath of U/D. As an example, we use a choke
antenna to assess the performance of the simulation results. We found the multipath
affect the phase evidently.

22.2 Signal Model

22.2.1 Antenna Model

In general, the antenna polarization includes RHCP, LHCP and linear polarization
(LP), and the LP can be converted to linear combinations of RHCP and LHCP, so
the universal antenna model is written by:

Eantennaðh;uÞ ¼
ELðh;uÞj jejhLðh;uÞ
ERðh;uÞj jejhRðh;uÞ

" #

ð22:1Þ

where ELðh;uÞj j, hLðh;uÞ are the gain and phase of the LHCP output in ðh;uÞ
direction, ERðh;uÞj j, hRðh;uÞ are the gain and phase of the RHCP output in ðh;uÞ
direction, θ is the elevation angle, φ is the azimuth angle. In the paper, the hori-
zontal plane is h ¼ 0�.

22.2.2 Model of Receiving Signal

22.2.2.1 Model of Line-of-Sight Signal

The line-of-sight (LOS) signal can be written by the following formula.

sdðtÞ ¼ Aejðxtþh0Þ;Pd ð22:2Þ

Where A is Signal amplitude, ω is radian frequency, θ0 is Initial signal phase, Pd

is the polarization of the LOS signal.
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Pd ¼
sin ceju

cos ce�ju

" #

ð22:3Þ

Where eju, e�ju are the phase accumulate arose by signal polarization, which is
the typical character of circular polarization wave.

When c ¼ 45�: LP. c ¼ 90�: LHCP. c ¼ 0�: RHCP. The satellite signal is RHCP
in GNSS, so in the paper:

Pd ¼
0

e�ju

" #

ð22:4Þ

22.2.2.2 Model of Multipath Signal

Multipath signal is introduced by reflection from the ground around the antenna.
Compared to the LOS signal, the amplitude, phase and polarization of the multipath
signal change. The multipath signal is written by:

smðtÞ ¼ aAejðxtþh0þhmÞ;Pm ð22:5Þ

where α is the attenuation factor which varies between 0 and 1, Pm is the polari-
zation of the multipath signal, θm is the phase change due to the reflector.

22.2.3 Ground Reflection Model

For a linear system, the Fresnel Reflection factors are written by the following
formula.

r? ¼
sin h�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e1 � j d1

xe0

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1

e1
cos2 h

q

sin hþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e1 � j d1

xe0

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1

e1
cos2 h

q ð22:6Þ

r== ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e1 � j d1

xe0

q
sin h�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1

e1
cos2 h

q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e1 � j d1

xe0

q
sin hþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1

e1
cos2 h

q ð22:7Þ

where r? is the Fresnel reflection factor for vertical polarization, r== is the Fresnel
reflection factor for horizontal polarization, θ is the incident angle, ε0 is the Free
space dielectric, ε1 is the Relative dielectric constant, σ is the Conductivity.
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The electric signal can be written by:

E ¼ EL

ER

" #

ð22:8Þ

where the EL, ER are the complex phasor LHCP and RHCP components of the
electric field.

Convert the Eq. (22.8) to following formula.

EH

EV

� �

¼ 1
ffiffiffi
2

p 1 1
i �i

�
�
�
�

�
�
�
�

EL

ER

� �

ð22:9Þ

where the EH, EV are the complex phasor horizontal and vertical components of the
signal.

The reflected signal can be written by the following formula.

EH R

EV R

� �

¼ r== 0
0 r?

� �
EH

EV

� �

¼ 1
ffiffiffi
2

p r== 0
0 r?

� �
1 1
i �i

�
�
�
�

�
�
�
�

EL

ER

� �

ð22:10Þ

where the EH_R, EV_R are the complex phasor horizontal and vertical components of
the reflected wave.

EL R

ER R

� �

¼ 1
ffiffiffi
2

p 1 �i
1 i

�
�
�
�

�
�
�
�

EH R

EV R

� �

¼ 1
2

r== þ r? r== � r?
r== � r? r== þ r?

� �
EL

ER

� �

ð22:11Þ

where the EL_R, ER_R are the complex phasor LHCP and RHCP components of the
reflected wave.

Adding the accumulated phase arose by circular polarization to Eq. (22.11)

EL R

ER R

� �

¼ 1
2

eju 0
0 e�ju

� �
r== þ r? r== � r?
r== � r? r== þ r?

� �
EL

ER

� �

ð22:12Þ

For a circular polarization system, the Fresnel Reflection factor are written by the
following formula

R ¼ 1
2

ðr== þ r?Þeju ðr== � r?Þeju
ðr== � r?Þe�ju ðr== þ r?Þe�ju

� �

ð22:13Þ
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22.2.4 Antenna Receiving Signal

The LOS signal received by the antenna can be written by the following formula.

sidðtÞ ¼ E�
antennaðh;uÞsdðtÞ ¼ Aejðxtþh0ÞE�

antennaðh;uÞ � Pd ð22:14Þ

Compared to the LOS signal, the multipath signal received by the antenna can be
written by:

simðtÞ ¼ E�
antennað�h;uÞ � smðtÞ ¼ Aejðxtþh0þhmÞE�

antennað�h;uÞ � R� � Pd ð22:15Þ

22.2.5 Phase Errors Arose by Multipath

There are two important multipath sources; signal reflected by a building and off the
ground, in high precision GNSS applications, the buildings are beneath the antenna,
the signal reflected off the ground is the key multipath sources. So in Eq. (22.5),
hm ¼ 4ph sin h

k , where θ is the incident angle, h is the height of the antenna above the
reflected plane.

The received signal is given as the sum of the LOS and multipath signals:

sðtÞ ¼ sidðtÞ þ simðtÞ ¼ sidðtÞ 1þ ejhmE�
antennað�h;uÞ � R� � Pd

E�
antennaðh;uÞ � Pd

� �

¼ sidðtÞð1þ aej/Þ ð22:16Þ

where

/ ¼ \ ejhmE�
antennað�h;uÞ � R� � Pd

E�
antennaðh;uÞ � Pd

a ¼ ejhmE�
antennað�h;uÞ � R� � Pd

E�
antennaðh;uÞ � Pd

�
�
�
�

�
�
�
�

ð22:17Þ

So the phase errors arose by multipath can be given by

D/ ¼ \sðtÞ � \sidðtÞ ¼ ar sin
sin/

1þ a2 þ 2a cos/

� �

ð22:18Þ
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22.3 Simulation Results

The typically high-precision GNSS antenna has stable phase center, so in the paper,
we assume the phase center variation of antenna is zero and the u ¼ 0�, the con-
clusion is the same with others φ values.

The wet ground and dry ground are two typical reflected materials, and the
approximate values for dielectric constant and conductivity are given in Table 22.1:

In our simulation, we choose the frequency f ¼ 1575:42MHz ðx ¼ 2pf Þ, and
the height of the antenna h = 2 m.

Equations (22.4) and (22.17) can be arranged the following formula.

/ ¼ \
ELð�h;uÞj jðr== � r?Þ þ ERð�h;uÞj jðr== þ r?Þ

2 ERðh;uÞj j
a ¼ ELð�h;uÞj jðr== � r?Þ þ ERð�h;uÞj jðr== þ r?Þ

2 ERðh;uÞj j
�
�
�
�

�
�
�
�

ð22:19Þ

As Eq. (22.19) predicts, we will see that the two major factors affecting the phase
errors are the relative amplitude between the up RHCP gain and down RHCP gain
and the relative amplitude between the up RHCP gain and down LHCP gain. Two
formulas for U/D ratio are given by:

U=D1ðh;uÞ ¼ ERðh;uÞj j
ERð�h;uÞj j

U=D2ðh;uÞ ¼ ERðh;uÞj j
ELð�h;uÞj j

ð22:20Þ

By rearranging Eq. (22.20), we can get the following relationship.

/ ¼ \
ðr== þ r?Þ
2U=D1

þ ðr== � r?Þ
2U=D2

� �

ejhm

a ¼ ðr== þ r?Þ
2U=D1

þ ðr== � r?Þ
2U=D2

� �

ejhm
�
�
�
�

�
�
�
�

ð22:21Þ

Table 22.1 Characters of wet
and dry ground Ground type Relative dielectric constant Conductivity

Wet ground 16 0.002

Dry ground 4 0.001
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22.3.1 Dry Ground

Figure 22.1 shows the phase errors arose by dry ground reflected multipath
changing against elevation for several values of U/D1 and U/D2.

As shown in Fig. 22.1. We note that as U/D1 and U/D2 ratios increase, the phase
errors decrease, when U/D1 and U/D2 are all higher than 15 dB, the max phase error
is 0.68° (0.36 mm), when whichever of U/D1 and U/D2 is lower than 15 dB, the min
phase error is 4.56° (2.41 mm).

22.3.2 Wet Ground

Figure 22.2 shows the phase errors arose by wet ground reflected multipath
changing against elevation for several values of U/D1 and U/D2.

Fig. 22.1 Effect of the multipath around dry ground on the carrier phase against elevation angle.
a U/D1 = 5 dB b U/D1 = 10 dB c U/D1 = 15 dB d U/D1 = ∞
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As shown in Fig. 22.2, We note that as U/D1 and U/D2 ratio increase, the phase
errors decrease, when U/D1 and U/D2 are all higher than 15 dB, the max phase error
is 1.48° (0.78 mm), when whichever of U/D1 and U/D2 is lower than 15 dB, the min
phase error is 5.53° (2.93 mm).

22.3.3 Summary

When the phase center variations tolerance is 2 mm (typically), in order to mitigate
the impact of phase center variations on high precision GNSS by using calibration
values, the U/D1 and U/D2 ratios must be all higher than 15 dB.

Fig. 22.2 Effect of the multipath around wet ground on the carrier phase against elevation angle.
a U/D1 = 5 dB b U/D1 = 10 dB c U/D1 = 15 dB d U/D1 = ∞
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22.4 Examples

In order to assess the performance of the simulation results, a choke antenna is
analyzed; Fig. 22.3 shows the RH and LHCP gain pattern of the antenna.

As presented in Fig. 22.4, the U/D2 of the antenna is higher than 15 dB above
horizontal, while the U/D1 is less than 15 dB at low-elevation angles (h� 25�).

Fig. 22.3 The RH and LHCP
gain patterns for the choke
antenna at L1 (phi = 0)

Fig. 22.4 The U/D ratios in dB (left plot) and the effect of the multipath on the carrier phase (right
plot) against elevation angle for choke antenna
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We note that the min phase error are 1:65� (0.87 mm) for wet ground reflected and
4:47� (2.37 mm) for dry ground reflected at low-elevation angles (h� 25�) because
that the U/D1 is less than 15 dB at high-elevation angles (h [ 25�), the U/D1 and
U/D2 are all higher than 15 dB, the max phase error are 2:32� (1.23 mm) for wet
ground reflected and 2:17� (1.15 mm) for dry ground reflected.

When the phase center variations tolerance is 2 mm, in order to mitigate the
impact of phase center variations on high precision GNSS application by using
calibration values, the elevation cut-off angle will be set at 25° or higher.

22.5 Conclusions

In the paper, we have applied the new antenna and multipath model to illustrate the
phase errors arose by multipath against U/D1 and U/D2, it was shown that the
multipath affect the phase evidently, when whichever of U/D1 and U/D2 ratio is
below 15 dB, the phase errors are higher than 2 mm, which exceeds the phase
center variations tolerance. In high precision GNSS application, before using cal-
ibration values, following three steps are necessary:

1. Obtain the RHCP and LHCP gain patterns.
2. Calculate the U/D1 and U/D2 ratio of the antenna.
3. Set the elevation cutoff based on the U/D1 and U/D2 ratio ( >15 dB).

In order to expand the coverage of antenna applied in high precision GNSS
application, we must heighten the U/D1 and U/D2 ratio at low-elevation angle.
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Chapter 23
An Improved TCAR Based on the Optimal
Combination of Carrier Phase
and Pseudo-range Observations

Xing Wang, Wenxiang Liu, Yangbo Huang and Guangfu Sun

Abstract The core issue for high precision relative dynamic positioning applica-
tion is how to fix integer carrier ambiguity fast and accurately. Traditional three
carrier ambiguity resolution (TCAR) method find the suitable combination of
carrier phase and pseudo-range observations using integer search traversal method,
which make the lower success reliability for narrow-lane ambiguity resolution. In
the analysis of the error characteristics of the combined observations, we introduce
a new procedure to select the optimal combination of carrier phase and pseudo-
range observations based on the minimum of total noise level, with real-time
estimating accurately and mitigating even eliminating the impact of ionospheric
delay, successfully fixed three linearly independent combinations of the integer
ambiguity, then determine the basic integer ambiguities. Finally, the performance of
the improved TCAR in short-baseline condition is showed by processing the
observations collected by two BeiDou triple-frequency receivers, the results show
that, this method fix the integer ambiguities of double differenced extra-wide lane
and wide line from single epoch, total noise level was decreased almost 15 %, with
several epochs smoothing, the success reliability of basic ambiguities achieve 95 %,
which is improved at least 30 % compare with traditional TCAR method.

Keywords GNSS � Three carrier ambiguity resolution � Optimal combination �
Ionospheric delay estimation
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23.1 Introduction

Currently, the new generation of global navigation satellite systems (GNSS)
transmit three or more frequency signals, such as GPS, Galileo, Chinese BeiDou
Navigation Satellite System, etc. Multi-frequency signals not only mean more
observations of pseudo-range and carrier phase, but also provide various types of
linear combination of observations to meet different needs, which is benefit for
ambiguity resolution. A method was proposed to cascading ambiguity resolution
which rounds the float value of ambiguity to the nearest integer without complex
searching calculation. The TCAR [1, 2] and cascading integer resolution (CIR) [3]
are significantly researched as this kind of method. The premise of these methods
achieving higher success reliability for ambiguity resolution is that the noise of
combined observations is far less than the combined wavelength. It is usually
comforted for extra-wide line (EWL: λ ≥ 2.93 m) and wide-line (WL:
2.93 > λ ≥ 0.75 m) ambiguity resolution, but for medium-line (ML:
0.75 > λ ≥ 0.19 m) and narrow-line (NL: λ < 0.19 m) ambiguity resolution, this
condition is hard to satisfied. Especially in the long-baseline conditions, double
differenced (DD) of the code and carrier phase measurements are difficult to
eliminate the ionospheric delay, tropospheric delay and other errors completely.
The means of these errors are not zero, which can not be eliminated or minished
through multi-epoch smoothing, make it hard to fix the integer ambiguity and
influent the accuracy of positioning.

Generally, various TCAR methods can be classified into two kinds of models:
the geometry-free and geometry-based integer determination models. The geome-
try-free model refers to the observation model without the distance between the
receiver and satellite and eliminates the geometry-based error, such as tropospheric
delay and orbital error and so on, also with simple calculation for the ambiguity
resolution, which still has a lot of researches. This paper focus on geometry-free
model and presents an optimal combination of carrier phase and pseudo-range
observations to improve TCAR algorithm, mainly has the following three
improvements: firstly, by calculating and using the optimal combined coefficients,
reduces the total noise level which contain both ionospheric delay and observation
errors, makes it easily to fix the integer ambiguity; secondly, through the real-time
estimation of ionospheric delay by using the Hatch filter, the estimation accuracy of
ionospheric delay and success probability for ambiguity resolution are great
improved; lastly, by using a linear transformation to calculate the basic integer
ambiguities through three groups using independent linear combined integer
ambiguities, avoiding the lower success probability for direct calculation of basic
integer ambiguities.
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23.2 Combination of Three Frequency GNSS Observations

For researching combination models of TCAR method, the observation equations
of carrier phase and code measurements are first introduced. With any three GNSS
signals which can be set as f1, f2 and f3, considering the impact of the satellite orbital
error, the tropospheric delay and the first-order ionospheric delay which can not be
fully eliminated by DD observations in the long-baseline, the fundamental DD code
and phase observation equations can be expressed as:

DPi ¼ Dqþ Ddorb þ Ddtro þ f 21
f 2i
DdI1 þ eDPi ð23:1Þ

DUi ¼ Dqþ Ddorb þ Ddtro � f 21
f 2i

� DdI1 � ki � DNi þ eDUi ð23:2Þ

where “Δ” is the DD operator product; ΔPi and DΦi are the DD code and phase
measurements for frequency fi; Δρ is the DD geometric distance from satellite to
receiver; Δδorb and Δδtro are the DD orbital error and tropospheric delay; ΔδI1 is the
first-order ionospheric delay for frequency f1; εDPi and εDΦi are the noise of code
and carrier phase measurements.

23.2.1 Geometry-Based Models for Carrier Phase
Combination

The geometry-based models combination of carrier phase can be generally for-
mulated as [4]:

DU i;j;kð Þ ¼ i � f1 � DU1 þ j � f2 � DU2 þ k � f3 � DU3

i � f1 þ j � f2 þ k � f3
¼ Dqþ Ddorb þ Ddtro � b i;j;kð Þ � DdI1 � k i;j;kð Þ � DN i;j;kð Þ þ eDU i;j;kð Þ

ð23:3Þ

where the coefficients i, j, k are arbitrary integer; the combined wavelength λ(i,j,k)
and combined integer ambiguity DN(i,j,k) are defined as:

k i;j;kð Þ ¼ c
i � f1 þ j � f2 þ k � f3 ¼

k1 � k2 � k3
i � k2 � k3 þ j � k1 � k3 þ k � k1 � k2 ð23:4Þ

DN i;j;kð Þ ¼ i � DN1 þ j � DN2 þ k � DN3 ð23:5Þ
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The combined first-order ionospheric delay factor β(i,j,k) is defined as:

b i;j;kð Þ ¼
f 21 i=f1 þ j=f2 þ k=f3ð Þ
i � f1 þ j � f2 þ k � f3 ð23:6Þ

Assuming the noise levels for all three frequency carrier phase measurements are
the same and unrelated, i.e. e2DU1 ¼ e2DU2 ¼ e2DU3 � e2DU, the variance of the com-
bined DD carrier phase noise is:

e2DU i;j;kð Þ ¼
i � f1ð Þ2þ i � f1ð Þ2þ i � f1ð Þ2
i � f1 þ j � f2 þ k � fð Þ2 � e2DU � l2i;j;kð Þ � e2DU ð23:7Þ

23.2.2 Geometry-Based Model for Code Measurements
Combination

For convenient analysis, we introduce the geometry-based model for combination
of code measurements as follow with the condition: l + m + n = 1.

DP l;m;nð Þ ¼ l � DP1 þ m � DP2 þ n � DP3

¼ Dqþ Ddorb þ Ddtro þ b l;m;nð Þ � DdI1 þ eDP l;m;nð Þ
ð23:8Þ

The combined first-order ionospheric delay factor β(l,m,n) is defined as:

b l;m;nð Þ ¼ lþ f 22
f 21
mþ f 23

f 21
n ¼ q1 � lþ q2 � mþ q3 � n ð23:9Þ

where qi = (f1/fi)
2 is the first-order ionospheric delay factor of frequency fi. Also

assuming that e2DP1 ¼ e2DP2 ¼ e2DP3 � e2DP, the variance of the combined DD code
noise is:

e2DP l;m;nð Þ ¼ l2 þ m2 þ n2
� �

e2DP � l2l;m;nð Þ � e2DP ð23:10Þ

23.2.3 Ambiguity Resolution Using the Combination
of Carrier Phase and Code Measurements
Based on Geometry-Free Model

The tradition TCAR method resolves the ambiguity by rounding the float ambiguity
value to its nearest integer. The float ambiguity value is determined by geometry-free
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model combination of carrier phase and codemeasurements to eliminate or reduce the
geometry-related terms, such as the geometric distance from satellite to receiver, the
orbital error and tropospheric delay [5]:

DN i;j;kð Þ ¼
DP l;m;nð Þ � DU i;j;kð Þ

k i;j;kð Þ
� b l;m;nð Þ þ b i;j;kð Þ

k i;j;kð Þ
DdI1 �

eDP l;m;nð Þ � eDU i;j;kð Þ
k i;j;kð Þ

ð23:11Þ

The total noise level in cycle for combined ambiguity resolution is:

rTN ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

b l;m;nð Þ þ b i;j;kð Þ
� �2

� DdI1ð Þ2þe2DP l;m;nð Þ þ e2DU i;j;kð Þ

r

k i;j;kð Þ
ð23:12Þ

It is clear that, the smaller value of σTN means the better performance for
ambiguity resolution.

23.3 The Improved TCAR Based on the Optimal
Combination of Carrier Phase and Pseudo-range
Observations

Traditional TCAR method finds the suitable combined coefficients of carrier phase
and pseudo-range using integer search traversal method, which usually does not
achieve the minimal total noise level.

If the optimal coefficients (l, m, n) of pseudo-range for giving combined coef-
ficients of carrier phase (i, j, k), which reach the minimal total noise level, can be
find, we can achieve the highest success reliability for ambiguity resolution.

23.3.1 Optimal Combination of Code Measurements

For giving combined coefficients i, j, k of carrier phase, the combined wavelength
λ(i,j,k) is a positive number, so the condition of σTN = min can be the same with:

b l;m;nð Þ þ b i;j;kð Þ
� �2

� DdI1ð Þ2þe2DP l;m;nð Þ þ e2DU i;j;kð Þ ¼ min ð23:13Þ

Therefore, the problem is equivalent to finding the extreme value in the con-
ditional function. Then, the Lagrange function f (l, m, n, θ) is established as follow:
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f l;m; n; hð Þ ¼ b l;m;nð Þ þ b i;j;kð Þ
� �2

� DdI1ð Þ2þl2l;m;nð Þ � e2DP þ l2i;j;kð Þ � e2DU
þ h lþ mþ n� 1ð Þ ð23:14Þ

Calculating the first derivative of the function mentioned above and setting the
value equal to zero:

@f l;m; n; hð Þ
@l

¼ 2q1 � q1 � lþ q2 � mþ q3 � nþ b i;j;kð Þ
� �

� DdI1ð Þ2þ2l � e2DP þ h ¼ 0

@f l;m; n; hð Þ
@m

¼ 2q2 � q1 � lþ q2 � mþ q3 � nþ b i;j;kð Þ
� �

� DdI1ð Þ2þ2m � e2DP þ h ¼ 0

@f l;m; n; hð Þ
@n

¼ 2q3 � q1 � lþ q2 � mþ q3 � nþ b i;j;kð Þ
� �

� DdI1ð Þ2þ2n � e2DP þ h ¼ 0

@f l;m; n; hð Þ
@h

¼ lþ mþ n� 1 ¼ 0

ð23:15Þ

Solving these equations, the solutions can be lent for:

l ¼
q22 þ q23 � q1q2 � q1q3 þ q2 þ q3 � 2q1ð Þ � b i;j;kð Þ

� �
� DdI1ð Þ2þe2DP

2 q21 þ q22 þ q23 � q1q2 � q1q3 � q2q3
� � � DdI1ð Þ2þ3e2DP

m ¼
q21 þ q23 � q1q2 � q2q3 þ q1 þ q3 � 2q2ð Þ � b i;j;kð Þ

� �
� DdI1ð Þ2þe2DP

2 q21 þ q22 þ q23 � q1q2 � q1q3 � q2q3
� � � DdI1ð Þ2þ3e2DP

n ¼
q21 þ q22 � q1q3 � q2q3 þ q1 þ q2 � 2q3ð Þ � b i;j;kð Þ

� �
� DdI1ð Þ2þe2DP

2 q21 þ q22 þ q23 � q1q2 � q1q3 � q2q3
� � � DdI1ð Þ2þ3e2DP

ð23:16Þ

The optimal combined coefficients of code measurements make the total noise
level minimum. Taking BeiDou Navigation System for example, assuming the
standard deviation of DD carrier phase noise εDΦ = 5 mm and the standard deviation
of DD pseudo-range noise εDP = 0.3 m. According to Ref. [6], setting the DD
ionospheric Delay is 0.1 m for short-baseline condition and 1 m for long-baseline
condition. Also choosing ΔP(0,0,1) as combined code measurements for traditional
TCAR method by comparison. Table 23.1 shows the total noise level for some
optimal and traditional combinations.

23.3.2 Real-Time Estimation of Ionospheric Delay

Ionospheric delay is the key limitation for geometry-free models TCAR algorithm
to fix the integer ambiguity, especially for long range application. With the spatial
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correlation reducing, the DD ionospheric delay increase significantly even up to
several meters, which seriously restrict accuracy for the long baseline precision
positioning. If we can real-time and accurately estimate the ionospheric delay and
mitigate even eliminate the impact of ionospheric delay, the success probability for
ambiguity resolution will be great improved.

The improved TCAR using optimal combined pseudo-range coefficients can fix
the more than two combined EWL/WL integer ambiguities from single epoch with
success probability above 99 %. Feng (2008) gave the method to estimate the DD
ionospheric delay for frequency f1 by using the two combined carrier phase
observations discrepancy to eliminate the geometry-based factor [6]:

DdÎ1 ¼
DU i1;j1;k1ð Þ � DU i2;j2;k2ð Þ � k i1;j1;k1ð Þ � i1;j1;k1ð Þ �k i2;j2;k2ð Þ � DN i2;j2;k2ð Þ

� �

b i2;j2;k2ð Þ � b i1;j1;k1ð Þ

þ �eDU i1;j1;k1ð Þ þ eDU i2;j2;k2ð Þ
b i2;j2;k2ð Þ � b i1;j1;k1ð Þ

ð23:17Þ

The standard deviation of estimation is:

r DdÎ1
� � ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2DU i1;j1;k1ð Þ þ e2DU i2;j2;k2ð Þ

b i2;j2;k2ð Þ � b i1;j1;k1ð Þ
� �2

v
u
u
u
t ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2i1;j1;k1ð Þ þ l2i2;j2;k2ð Þ

b i2;j2;k2ð Þ � b i1;j1;k1ð Þ
� �2

v
u
u
u
t � eDU ð23:18Þ

Table 23.1 Total noise level for optimal and traditional combined coefficients

(i, j, k) λ(i,j,k)
(m)

Improved TCAR Traditional TCAR
Short-baseline
(ΔδI1 = 0.1 m)

Long-baseline
(ΔδI1 = 1 m)

ΔδI1 = 0.1 m ΔδI1 = 1 m

Coefficients
(l, m, n)

σTN
(cycle)

Coefficients
(l, m, n)

σTN
(cycle)

σTN (cycle) σTN (cycle)

(0, −1, 1) 4.884 (0.3250,
0.3392,
0.3358)

0.0461 (0.1036,
0.4940,
0.4024)

0.0504 0.0680 0.0698

(1, 0, −1) 1.025 (0.3404,
0.3284,
0.3312)

0.1731 (0.5269,
0.1979,
0.2752)

0.1913 0.2960 0.4045

(1,1, −2) 1.297 (0.3445,
0.3255,
0.3300)

0.1453 (0.6393,
0.1193,
0.2414)

0.1775 0.2393 0.3770

(1, 3, −4) 2.765 (0.3666,
0.3101,
0.3233)

0.1272 (1.2457,
−0.3050,
0.0593)

0.1911 0.2393 0.3584

(1, −4, 3) 0.557 (0.3334,
0.3333,
0.3333)

0.3284 (0.3337,
0.3331,
0.3332)

0.3284 0.5492 0.5890
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The estimation accuracy of ionospheric delay is only related to the observation
noise and combined coefficients. With assuming the standard deviation of DD
carrier phase noise εDΦ = 5 mm. Table 23.2 lists the estimation accuracy of several
combinations:

Although the estimation accuracy of ionospheric delay can be improved by
choosing the optimal two groups of carrier phase observations, the minimum value
of standard deviation is still about 0.32 m, which is a large value compare with the
wavelength of the carrier phase. So this paper introduces Hatch filter to smooth
ionospheric delay estimate with variation between two epochs [7]:

DdI
^

1 tð Þ ¼ x � DdÎ1 tð Þ þ 1� xð Þ � DdI
^

1 t � 1ð Þ þ Dd~I1 t; t � 1ð Þ
� �

ð23:19Þ

Among them, the weighting factor ω is usually setting as 1/n, where n is the
epoch numbers which are needed to smooth. The variation of ionospheric delay
ΔδĨ1(t, t−1) can be calculated by frequency f1 and f3 phase measurements between
two closed epochs:

Dd~I1 t; t � 1ð Þ ¼ DU1 tð Þ � DU3 tð Þ � DU1 t � 1ð Þ þ DU3 t � 1ð Þ þ DeU1 t; t � 1ð Þ � DeU1 t; t � 1ð Þ
q3 � 1

ð23:20Þ

Since the observation noise of carrier phase is Normal distribution, the accuracy
of ionospheric delay’s variation between two closed epochs is about 2 cm. Through
the smoothing, the estimation accuracy of the ionospheric delay can up to 3 cm.

23.3.3 Fixing Integer Ambiguity After Eliminating
the Ionospheric Delay

As the foregoing statement, the ionospheric delay restricts traditional TCAR
algorithm for ML/NL ambiguity resolution. Above section proposed the method for

Table 23.2 Estimation accuracy of ionospheric delay for some EWL/WL combinations

(i1, j1, k1) (i2, j2, k2) β(i1,j1,k1) β(i2,j2,k2) σ(ΔδÎ1) (m)

(0, −1, 1) (1, −6, 5) −1.59150 −1.43174 2.01052

(0, −1, 1) (1, 2, −3) −1.59150 −0.96979 0.32197

(0, −1, 1) (1, −4, 5) −1.59150 0.65205 0.38991

(0, −1, 1) (1, −4, 3) −1.59150 −1.39529 0.78661

(1, 0, −1) (1, −4, 5) −1.23064 0.65205 0.45878

(3, 19, −22) (4, 15, −19) −2.68940 0.10036 0.31634
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ionospheric delay estimating. After eliminating the influence of ionospheric delay,
the float ambiguity value can be expressed as follows:

DN i;j;kð Þ ¼
DP l;m;nð Þ � DU i;j;kð Þ

k i;j;kð Þ
� b l;m;nð Þ þ b i;j;kð Þ

k i;j;kð Þ
DdI1 � DdI

^

1

� �

� eDP l;m;nð Þ � eDU i;j;kð Þ
k i;j;kð Þ

ð23:21Þ

Then, the noise variance for ambiguity resolution is only related with the
combined coefficients and carrier phase and pseudo-range observations noise, not
associated with the ionospheric and tropospheric delay which evidently mitigates or
even eliminates the impact of baseline length for ambiguity resolution. So this
method can be used for long baseline ambiguity resolution.

23.3.4 The Basic Integer Ambiguity Resolution

In real-time precision relative positioning applications, in order to obtain high-
precision observations, we care more about basic integer ambiguity. If three groups
of combined integer ambiguities are known, then the combined integer ambiguities
and the basic integer ambiguities can be expressed in the form of a linear equation:

i1 j1 k1
i2 j2 k2
i3 j3 k3

2

4

3

5

|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
A

�
DN1

DN2

DN3

0

@

1

A

|fflfflfflfflffl{zfflfflfflfflffl}
X

¼
DN i1;j1;k1ð Þ
DN i2;j2;k3ð Þ
DN i3;j3;k3ð Þ

0

@

1

A

|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
b

ð23:22Þ

In order to get the basic integer ambiguities (ΔN1, ΔN2, ΔN3), the combined
coefficient matrix A is required invertible, which is equivalent to that the three
groups of combined coefficients are linear independent. Using the geometry-free
TCAR method, we can easily fix more than two groups of EWL/WL combined
ambiguities with combined coefficients satisfy i + j + k = 0. So we only need to
determine another combined integer ambiguity whose combined coefficients satisfy
i + j + k ≠ 0, then the basic integer ambiguities can be solved by the nonlinear
equation X = A−1 · b. In order to avoid the calculate NL combination, whose
wavelength is short and vulnerable affected by observation noise, this paper use the
optimal combined pseudo-range coefficient calculation method mentioned above to
show several groups of carrier phase combination whose combined coefficients
satisfy i + j + k ≠ 0, in which the standard deviation of ionospheric delay for
frequency f1 after eliminating is setting as 3 cm (Table 23.3).

As eliminating the ionospheric delay, the float ambiguity is unbiased, so the
success probability can be improved by smoothing multi-epochs filter.
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23.4 Experiment and Analysis

As the foregoing statement, the accuracy for ambiguity resolution of improved
TCAR is not associated with the ionospheric and tropospheric delay, which means
with less influence by baseline length for ambiguity resolution. So we chose
experimental data which were collected on October 7th, 2014 in Changsha by two
BeiDou triple-frequency monitoring receivers with 10 km distances, and antennas
were placed on the roof, without surrounded by trees and tall buildings, to mitigate
the impact of multipath, set the PRN 6 as the reference satellite.

Figures 23.1 and 23.2 show the floating and integer ambiguity resolutions of
PRN 4 for EWL ΔN(0,−1,1) and WL ΔN(1,2,−3), since the baseline is short, both the
traditional method and the improved method have 100 % success probability for
single epoch ambiguity resolution, but the total noise level is decreased by about
15 % with improved method.

Table 23.3 Single epoch success probability of improved TCAR for Optimal combination
coefficients after eliminating ionospheric delay

(i, j, k) λ(i,j,k)
(m)

Coefficients (l, m, n) β(i,j,k) +β(l,m,n) σTN
(cycle)

Success
probability
(%)

(−2, 2, 1) 0.5348 (0.35881, 0.31551, 0.32568) 6.43970 0.4904 69.20

(4, −3, −2) 3.4887 (0.17100, 0.44690, 0.38210) −41.03020 0.3789 81.31

(6, 0, −7) 0.6157 (0.30576, 0.35262, 0.34162) −6.96896 0.4910 69.15

Fig. 23.1 EWL ΔN(0,−1,1) float and integer ambiguity
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When the carrier phase combined coefficients are satisfied the conditions
i + j + k ≠ 0, the total noise level is usually higher than the needs for single epoch
ambiguity resolution. This paper sets the smooth epochs are 30 s, the result of ML
ΔN(2,−2,1) ambiguity resolution is shown as below:

Figure 23.3 shows that by using optimal combined coefficients, eliminating the
impact of ionospheric delay, and smoothing floating ambiguity, the improved
TCAR can successfully fix the integer ambiguity after 60 s initial time.

Fig. 23.2 WL ΔN(1,2,−3) float and integer ambiguity

Fig. 23.3 ML ΔN(2,−2,1) float and integer ambiguity
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Figure 23.4 shows the traditional TCAR and the improved TCAR success
reliability for ΔN(2,−2,1) ambiguity resolutions. The success reliability is calculated
by statistical method, which is defined the percentage of correctly solved epoch
number to the total epoch number after the 60 s initialization and 30 epochs
smoothing. It can be seen that the improved TCAR has higher than 95 % success
reliability for ΔN(2,−2,1) combined ambiguity resolution for all satellites, equivalent
to that the success reliability for basic ambiguity resolution is over 95 %. Compared
with the traditional TCAR, the improved TCAR can improve success reliability
over 30 % for partially visible satellites.

23.5 Concluding Remarks

This paper presents an optimal combination of carrier phase and Pseudo-range to
improve TCAR algorithm, which base on the minimum of the total noise level,
gives the calculation method of the optimal coefficients of pseudo-range, and uses
hatch filter to smoothing the estimation of ionospheric delay to improve the
accuracy for ambiguity resolution. Finally, BeiDou triple-frequency data in short-
baseline were used to verify this algorithm. The results show that: this method can
successfully fix the DD EWL/WL integer ambiguities from single epoch, and
reduce the total noise level more than 15 %; by real-time estimating and mitigating
even eliminating the impact of the ionospheric delay, the success reliability of basic
ambiguities can achieve 95 %.

Fig. 23.4 Success reliability for ΔN(2,−2,1) ambiguity resolution
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Chapter 24
A Hybrid Navigation Constellation
Inter-satellite Link Assignment Algorithm
for the Integrated Optimization
of the Inter-satellite Observing
and Communication Performance

Bo Xu, Donghui Wang, Wenxiang Liu and Guangfu Sun

Abstract The optimization of the inter-satellite link assignment is an important
technical issue, especially, for the case that the number of inter-satellite spot-beam
antennas is less than assignable links. Based on Minimum Spanning Tree (MST)
theory in graph theory, this paper proposes a link assignment algorithm for the
hybrid navigation constellation using GEO, IGSO and MEO satellites. Using GEO
satellites as the core transfer node, this algorithm assigns inter-satellite links with
lower communication costs firstly, and then assigns links at least once for all visible
satellites by applying the iterative assignment. As a consequence, the integrated
optimization of the inter-satellite observing and communication performance can be
achieved. The simulated results show that, compared to the mesh-link assignment
algorithm used for the Iridium system, the proposed link assignment algorithm can
be able to improve the precision of orbit determination and reduce whole-network
average communication delay.

Keywords Hybrid navigation constellation � Link assignment � Inter-satellite
observing � Inter-satellite communication

24.1 Introduction

Hybrid constellation has been applied widely in major GNSS (Global Navigation
Satellite Systems) to improve the ground coverage performance of navigation
signals. Currently, the main navigation satellite types include GEO (Geostationary
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Orbit), IGSO (Inclined Geostationary Orbit) and MEO (Medium Earth Orbit). The
basic constellation of the GPS satellite navigation system is the MEO constellation,
and its enhanced system WAAS is equipped with 3 GEO satellites to realize the
enhanced coverage of a fixed region [1]. The similar enhancement methods are used
for the European GNSS and the Russia GNSS. In order to improve the coverage
performance in China and the surrounding regions, the BDS (BeiDou Navigation
Satellite System) employs the constellation form with 5GEO + (20–30)NGEO
(IGSO and MEO) [2]. The coverage characteristics of the BDS hybrid constellation,
and other three major GNSS (GPS, GALILEO and GLONASS) in Asia have been
comparatively analyzed from the perspective of satellite visibility and DOP
(Dilution of Precision) in [3]. The navigation service performance of the BDS has
been detailed analyzed in [4].

The main function of the navigation inter-satellite link comprises of the inter-
satellite observing and communication. The autonomous navigation of the whole
constellation can be realized through the navigation inter-satellite link. The UHF-
band wide beam antenna has already been used to establish inter-satellite links for
the GPS Block IIR and Block IIF satellites [5]. The autonomous navigation could
improve the wartime viability of the navigation constellation greatly [6]. Estab-
lishing spot beam inter-satellite links is a development trend of satellite navigation
systems. At the GPSIII stage, inter-satellite links may use the Ka (23 GHz) or V
(60 GHz) band, and the use of spot beams for inter-satellite link antennas can
improve communication rate and anti-jamming ability [7]. The GALILEO system
has also conducted extensive research on inter-satellite links. In this research, the
inter-satellite observing and communication performance was analyzed [8–10].

Since the number of inter-satellite antennas spot beams is less than that of visible
satellites, there is the issue of optimization in the inter-satellite link establishment. It is
necessary to select suitable satellites from all visible satellites to establish links by
utilizing the limited beam resources rationally. The link assignment method is the
primary issue in the building of inter-satellite link systems, for it determines inter-
satellite observing and communication performance directly. Some scholars have
studied inter-satellite networking technologies for navigation constellations. William
andMarc [11] studied the inter-satellite visibility and the required data volume for the
inter-satellite communication. Shi et al. [12] proposed the analytical algorithm for the
MEO constellation inter-satellite visibility, providing a basis for the research of the
link assignment algorithm. Using the idea of limited state topology, [13] simplifies
network designing problems of topological changes resulting from satellite motion,
and proposed a link dispatching and assignment algorithm based on the link load
equalization. Stephen et al. [14] discussed the mesh-link assignment method applied
in the Iridium system. Shi et al. [15] studied the inter-satellite link assignment
algorithm of the MEO navigation constellation, and conducted a comparative anal-
ysis with the mesh-link assignment method of the Iridium system. Han et al. [1]
studied the routing algorithm for inter-satellite links of navigation constellations.
However, the above mentioned algorithms were aimed at communication satellite
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systems or MEO constellations. Thus, they cannot be completely applied in hybrid
navigation constellations. Currently, no published research on the link assignment of
hybrid navigation constellations is available.

24.2 Link Assignment Issue and Its Mathematical Model

24.2.1 Link Assignment Issue

The essence of the inter-satellite link assignment issue is to select suitable satellites
to establish inter-satellite signal connection links. In order to ensure the quality of
communication links, the established links are usually chosen from permanently
visible satellites. Taking the Iridium communication system of the U.S. as an
example, in which 4 permanent visible links are established for each satellite using
the mesh-link assignment method. Figure 24.1 is a schematic diagram of 4 per-
manent links established in the Walker 24/3/2 constellation using the mesh-link
assignment method. The constellation has 3 orbits, with 8 satellites each. For each
satellite links are established with two adjacent satellites on the same orbit and a
permanently visible satellite on each of the other two orbits.

For the satellite navigation inter-satellite link assignment algorithm, both the
demand of the inter-satellite communication and inter-satellite observing should be
considered. The navigation inter-satellite links operate with the TDMA (Time
Division Multiple Access). Figure 24.2 is a schematic diagram of the TDMA
structure. The timeline is divided into several cycles with equal intervals. In each
cycle, the constellations run at the time sequence programmed in advance. Inter-
satellite observing is conducted at the initial stage of each cycle, and may continue
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Fig. 24.1 Schematic diagram
of mesh-link establishment
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for n sub-frames. Each observing sub-frame R may be divided into some slots based
on the number of satellites, and each satellite occupies a slot and transmits the
observing signal. The linked satellites receive the signal to complete inter-satellite
observing. The inter-satellite communication can be conducted within the
remaining time T of the inter-satellite link cycle.

In the inter-satellite observing, the attention should be paid to the number of
established links of a satellite. The reason for this is that the more inter-satellite
observed information is obtained, the higher orbit determination precision will be.
Therefore, a variable link should be assigned in observing sub-frame R to maximize
inter-satellite observed information. However, in the inter-satellite communication,
the attention should be paid to the link quality, such as link transmission delays, bit
error rates, etc. Thus the link with the lowest communication cost should be
assigned in communication sub-frame T. The mesh-link assignment method is not
applicable to satellite navigation inter-satellite links, since its poor performance on
increasing the number of inter-satellite observing links. Besides, the link trans-
mission delay of mesh-link assignment method is also not optimized. It is necessary
to establish a novel topology structure with the best inter-satellite observing and
communication performance.

24.2.2 Mathematical Model for Link Assignment

The following mathematical model is established for the link assignment based on
the graph theory:

The whole constellation can be regarded as a weighted directed graph G. Its 2-
tuple is defined as:

G ¼ ðV ;EÞ ð24:1Þ

Where, V is a vertex set that meets the following conditions:

V ¼ fvi 1�j i�N; vi 2 Sg ð24:2Þ

where, S is the set of all satellites of the whole constellation, and the total number of
satellites is N.

R 1 T

cycle i

R 2 Rm

slot 1 slot 2 slot N

Fig. 24.2 TDMA structure of
navigation inter-satellite link
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E is the edge set of Graph G, meeting the following conditions:

E ¼ f\vi; vj [ i 6¼ j; vi; vj 2 V
�
� g ð24:3Þ

The elements in E indicate the links established between two satellites.
Graph G uses an adjacency matrix to conducts storage, meeting the following

relationship:

A½i; j� ¼ wj
i ;\vi; vj [ 2 E
0;\vi; vj [ 62 E

�

ð24:4Þ

where, wij is the weight of the link and may be indicated by the link transmission
cost; matrix A is a symmetric matrix. The meaning of A is that the link cost from
satellite Vi to satellite Vj is equal to that from satellite Vj to satellite Vi. Thus, the
diagonal elements of matrix A are 0.

The criterion for judging if \vi; vj [ belongs to E is whether two satellites are
visible. In other words, the view vectors of two satellites are not obstructed by the
earth, and both satellites are within the beam coverage of the satellite’s antennas.

According to the above mathematical model, the link assignment issue may be
expressed as the link assignment matrix L and the cost matrix C within a certain
period of time, based on the constellation state matrix A entered at a certain
moment. The link assignment matrix L may be expressed as:

L ¼ fLi 0� i� nj g ð24:5Þ

where, n is the number of link assignment matrixes to be generated and determined
by system demand. Usually, in an inter-satellite link work cycle, the link assign-
ment matrix sequence of all sub-frames in this cycle can be calculated, given the
constellation state at the starting moment.

For a certain link assignment matrix Lt, the following conditions are met:

Lt ¼ ½lij�; lij ¼ 1; link
0; unlink

�

ð24:6Þ

where, L is a symmetric matrix. Since the number of inter-satellite link antenna
beams is limited, a beam can only be linked with one satellite. Therefore, the
number of elements equal to 1 on any row or column of the matrix Lt should not
exceed the number of satellite antenna beams.

The cost matrix C corresponds to the link assignment matrix L on a one-to-one
basis. C may be expressed as follows:

Ct½cij�; cij ¼ wj
i ; lij ¼ 1
0; lij ¼ 0

�

ð24:7Þ

The whole-network average link transmission cost may be used to measure the
inter-satellite communication performance. The average transmission cost from a
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certain satellite Vk to all other satellites in the whole network may be expressed as
follows:

Cavr ¼ 1
N � 1

XN

i¼1;i6¼k

rki ð24:8Þ

where, rki is the total cost of the link transmission path from Vk to Vi, namely the
sum of all inter-node costs on the path.

24.3 Hybrid Constellation Link Assignment Algorithm
for the Integrated Optimization of the Inter-satellite
Observing and Communication Performance

The aim of this paper is to develop the link assignment algorithm for the hybrid
constellation with three types of satellites, namely GEO, IGSO and MEO. In the
satellite-ground operation mode, on the one hand, the ephemeris parameters have to
be uploaded into the satellites by the ground station, on the other hand, the inter-
satellite observing data has to be downloaded to the ground control system. The
data transmission between the ground station and the whole constellation is the
main communication demand of inter-satellite links, and the satellite-ground con-
nection transfer node must be stable and reliable. Among the three types of satel-
lites, GEO satellites remain immobile relative to the earth and may realize fixed
observation with the ground control system. Undoubtedly,since this characteristic,
the GEO satellite is the best choice of the connecting node between the ground and
the whole constellation. Therefore, for a hybrid navigation constellation, the GEO
satellite should be the satellite-ground connecting node and the core of link
assignment of the whole satellite network.

The optimization objective of the hybrid constellation link assignment algorithm
is to minimize the average communication cost of all satellites from the ground
control system to the whole constellation with a GEO satellite being the core node,
given that the inter-satellite observed information is maximized.

In the navigation constellation, provided that the number of connected nodes is
fixed, the lower the assigned link cost is, the lower the whole-network average
transmission cost will be. In order to maximize the number of observing links, as
many as different links should be established. Thus, it is necessary to record the link
assignment state and to assign unassigned low-cost links first through the iterative
process. In order to realize the integrated optimization of the inter-satellite
observing and communication performance, in some necessary cases, the high-cost
links should also be assigned appropriately to meet the observing requirement, with
the cost of partial communication performance loss.
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The input of the algorithm is the inter-satellite visibility and link cost at a certain
moment, and its output is a series of link assignment matrixes {L1, L2, …, Ln}.
The specific process of the algorithm is as follows:

Step 1: Calculate the state matrix A of the whole network based on the inter-
satellite visibility and the link cost at a certain moment;

Step 2: Establish the MST: Based on A, the MST Lmin of the whole constellation
can be established with all GEO satellites as the core. Consequently, a
strongly connected graph can be formed for the whole constellation.
According to the MST concept in the graph theory, the MST is the con-
nected network with the smallest number of edges and the lowest whole-
network cost. In this paper, the MST generation algorithm is improved in
adaptability to keep GEO satellites as the core nodes of the MST. All GEO
satellites are directly connected with each other. Although the resulting
tree cost is not the lowest, it does ensure that GEO satellites are located at
the core of the network;

Step 3: Assign links for each GEO satellite on the basis of MST Lmin as follows:

(1) Firstly, assign an IGSO satellite link for each GEO satellite and make
sure that different GEO satellites are linked to different IGSO satel-
lites. If link \vi; vj [ is assigned here, the elements at Row i and
Column j, and the Row j and Column i of the assignment matrix are
set to 1 according to Eq. (24.9) below. Meanwhile, the corresponding
elements of the satellite state matrix A are set to infinity, and this link
will not be assigned any more.

Lmin½i; j� ¼ 1; Lmin½j; i� ¼ 1;A½i; j� ¼ 1;A½j; i� ¼ 1 ð24:9Þ

(2) If the number of elements equal to 1 on the row or column of a GEO
satellite in the link assignment matrix Lmin does not exceed the
number of satellite antennas k, links from GEO satellites to MEO
satellites will be further assigned. The link with the lowest cost
should be chosen from all visible satellite links for the assignment,
and a GEO satellite should not be linked to two or more MEO
satellites on the same orbit.

(3) Update link assignment matrixes and constellation state matrixes, and
the output link assignment matrix LGEOmin according to Eq. (24.9).
After above 3 steps, the link assignment for GEO satellites has been
completed. Figure 24.3 is a schematic diagram of the link estab-
lishment thereof (assuming that the number of inter-satellite antenna
beams is 4):
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Step 4: Assign links to IGSO and MEO satellites. For any satellite Vi, the link
assignment method is as follows:

(1) Arrange all links connected to satellite Vi in the ascending order of
cost;

(2) Judge if satellite Vi needs link assignments on the condition that the
number of elements equal to 1 on Row i of LGEOmin does not exceed that
of satellite antenna beams k. If satellite Vi needs link assignments, all
links of satellite Vi will be searched in the ascending order of cost. If
any link \vi; vj [ meets the condition of Eq. (24.10) below, this
link will be assigned to satellite Vi.

A½i; j� 6¼ 0

LGEOmin ½i; j� ¼ 0
ð24:10Þ

(3) Update link state matrixes and link assignment matrixes according to
Eq. (24.9), and output the first link assignment matrix L1.

Step 5: Iterate the link establishment: On the basis of the state matrix A outputted
by Step 4, repeat Steps 3, 4 and 5 to generate link assignment matrixes
{L2, …, Ln}. If the inter-satellite link of the whole network is already
maximized for a certain link assignment matrix Li, it is only necessary to
consider the requirement of minimum communication cost in the sub-
sequent generation of link establishment matrixes {Li + 1, …, Ln}.The
state matrix A should be reset as the one outputted in Step 1, and any
assigned link may be reassigned.

In sum, the process of the algorithm is as Fig. 24.4.
It can be seen from the above algorithm process that a series of link assignment

matrixes {L1, L2, …, Ln} can be generated based on the constellation state matrix
A at a certain moment. The number of link assignment matrixes can be configured.

GEO1 GEO2 GEO3

IGSO1 IGSO2 IGSO3

MEO

MEO

MEO

MEO

MEO

Fig. 24.3 Schematic diagram of GEO satellite link assignment
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Fig. 24.4 Flowchart of the hybrid constellation link assignment algorithm
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To maximize the inter-satellite observing, the unassigned links are always assigned
firstly during the link assignment iteration in step 5 of the algorithm. Since lower-
cost links are assigned firstly, the whole-network transmission cost can be
minimized.

24.4 Simulation Analysis

In this section, a 3GEO + 3IGSO + 24MEO hybrid constellation is taken as an
example for the simulation analysis of the proposed link assignment algorithm. The
longitudes of the GEO satellites are 60°, 110° and 140°, respectively. The
ascending node of the IGSO satellites is 118°. The MEO satellites are in Walker 24/
3/2 distribution, with an orbit inclination of 55° and an orbit height of 26,559.8 km
[1]. The STK software of AGI Inc. is used to simulate the constellation scenario,
with the starting time of simulation being July 1, 2008 12:00. It is assumed that
each satellite has 4 inter-satellite link spot beam antennas and at most 4 links are
established. It is assumed that the inter-satellite link cycle is 15 min. The N bodies
gravity model is DE405, the Earth gravity model is EGM96 (12*12), the Solar
Radiation Pressure model is classic model with 20 % model error.

24.4.1 Simulation Analysis of the Orbit Determination
Performance

It is assumed that the inter-satellite observed arc is 1 day, and the integration step of
the orbit is 5 min. Adopting 7 IGS monitoring stations distributed in local area,
namely bjfs, chan, kunm, lhaz, shao, tnml and urum. In the perturbation force
model, N-body gravity, earth gravity and solar radiation pressure are considered.
The inter-satellite and satellite-to-station observing error model is subject to normal
distribution N (0.6, 0.3).

The visible satellite number of MEO11 is as Fig. 24.5.
The visible satellite number of MEO11 reaches 14–17.
The results of orbit determination based on combined inter-satellite and satellite-

to-station ranges using the proposed algorithm and the mesh-link establishment
method are listed in Table 24.1, respectively.

Taking satellite MEO11 as an example, Fig. 24.6 shows the URE of the orbit
determination under two algorithms:

It can be seen from the simulation result that the orbit determination precision of
the proposed algorithm is much better than that of the mesh-link assignment method.
The reason for this is that the algorithm proposed in this paper ensures that all visible
satellites are assigned to links at least once in a cycle, thereby maximizing the number
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of inter-satellite observing links. However, for the mesh-link assignment method,
each satellite is assigned to 4 links regularly in a cycle, so that the number of
observing links is limited.
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Fig. 24.5 The Visible
satellite number of MEO11

Table 24.1 Comparison of orbit determination performance between the proposed algorithm and
the mesh-link assignment method

The proposed
algorithm

The mesh-link
algorithm

Average 3-dimensional residual error in orbit
determination, RMS/m

3.11 4.23

Forecast 2-h URE/m 0.18 0.25
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Fig. 24.6 The URE for orbit
determination of satellite
MEO11
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24.4.2 Simulation Analysis of the Inter-satellite Data
Transmission Performance

As the information starting node, the GEO3 satellite can be chosen to send data
packages to all satellites in the whole network. The average link transmission delay
from GEO3 to all satellites in the whole network could be calculated. The simu-
lation duration was 15 h (a constellation operation cycle), for 60 inter-satellite link
cycles in total. Based on the calculation of 1,000,000 simulations, the link trans-
mission performance of the algorithm proposed in this paper is better than that of
the mesh-link assignment method for over 97.0 % of the time. The average statistics
of link transmission delay of the three algorithms are given in the Table 24.2.
(Averages of all simulation moments of all satellites):

It can be seen from the above statistics that the link transmission delay of the
algorithm proposed in this paper is lower than that of the mesh-link assignment
method by 11.6 %.

Figure 24.7 below shows the simulation results of link transmission delay of the
first 5 inter-satellite link cycles.

It can be seen from the above result that the overall link transmission perfor-
mance of the algorithm proposed in this paper is better than that of the mesh-link
establishment method. However, since consideration is also given to the inter-
satellite observing performance in the proposed algorithm, its link transmission

Table 24.2 Comparison of
the three algorithms in terms
of the average link
transmission delay

Link assignment method Average link transmission
performance/s

The mesh-link algorithm 0.284

The proposed algorithm 0.251

The whole-link algorithm 0.179
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Fig. 24.7 Comparison of the
three algorithms in terms of
the link transmission delay
performance
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performance is slightly lower than that of the mesh-link establishment method at
some particular moments.

The simulation analyzes the point-to-point link transmission delay results from
GEO3 to IGSO1, MEO11, MEO21 and MEO31, covering the high-high links
between GEO and IGSO, and high-low links between GEO and the three MEO
orbital planes. Since the constellation is symmetric, this simulation conditions can
represent the state of the whole constellation. The simulation results of the first 5
cycles are shown in Fig. 24.8.

It can be seen from Fig. 24.6 that the point-to-point link transmission perfor-
mance of the proposed algorithm is better than that of the mesh-link assignment
method and closer to the theoretical value. In the proposed algorithm, GEO3 is
linked directly to IGSO1, and then the point-to-point link transmission delay from
GEO3 to IGSO1 is the same as that of the whole-link assignment method. In the
mesh-link, GEO3 is linked directly to MEO31, so its point-to-point transmission
delay is equal to the delay in case of whole-link. In other cases, the performance of
the proposed algorithm is better than that of the mesh-link assignment method.

24.5 Conclusion

This paper proposes a link assignment algorithm for the integrated optimization of
the inter-satellite observing and communication performance for hybrid navigation
constellation. Based on the MST theory in the graph theory, the algorithm reduces
whole-network communication cost by assigning low-cost links firstly. Then, all
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Fig. 24.8 Comparison of the three algorithms in terms of the average transmission delay
performance of point-to-point links of hybrid constellations
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visible satellites are assigned links at least once by the iterative assignment in a
cycle. Thus, the inter-satellite observed information can be maximized. Compared
to the mesh-link assignment algorithm used in the Iridium system, the optimized
algorithm proposed in this paper can improve the orbit determination precision
based on combined inter-satellite and satellite-to-station ranges and reduce the
whole-network communication cost effectively.

Although the link assignment algorithm proposed in this paper is developed for
hybrid constellations, it may be extended to ordinary network link assignment
issues with core nodes. The proposed algorithm is feasible in engineering, and may
provide a reference for the inter-satellite link networking of the BDS satellite
navigation system.
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Chapter 25
Distributed Orbit Determination Based
on Increased Measurement Covariance
EKF for Global Navigation Satellite
System with Inter-satellite Link

Kai Xue, Yuanlan Wen, Ying Liao, Yisheng Song,
Tianxiang Su and Zhi Zhang

Abstract It is a tendency for Global Navigation Satellite System to finish
Autonomous Distributed Orbit Determination with in-satellite link measurement.
Based on analysis of Whole-Constellation Centralized EKF and Iterative Cascade
EKF, a new Increased Measurement Covariance EKF is proposed. Three algorithms
are compared in performance. The new algorithm shows its advantages in Auton-
omous Distributed Orbit Determination.

Keywords Whole-Constellation centralized EKF � Iterative cascade EKF �
Increased measurement covariance EKF

25.1 Introduction

Navigation constellation is a large distributed satellite system. With support of GAS
and inter-satellite links, the entire system will constitute a complex network link, and
each satellite will fulfil inter-satellite measurement, inter-satellite communications
and on-board data processing. Although satellites are physically disconnected, they
together achieve the same space mission. In recent years, the significant progress has
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been made in distributed satellite system. However, it is still a lack of proficient
distributed algorithms of autonomous orbit determination for navigation constellation
in engineering. This paper mainly focuses on distributed algorithms of autonomous
orbit determination, but not on time synchronization.

25.2 Equations of Measurement and Motion

25.2.1 Equations of Measurement

Given r*
i ¼ xi yi zi½ �T and v*

i ¼ vix viy viz
h iT

are the 3 × 1 position vector and

velocity vector of i-th satellite, respectively, Pi
K is vector of the kinematical param-

eters, Pi
D is vector of dynamic parameters. State vector Xi ¼ r*

iT
ViT PiT

K PiT
D

h iT

to be estimated contains the above parameters. Their reference values are Xi�, and
their improved values are dxi¼ Xi � Xi�.

After the hardware delay, plasmaspheric delay, relativistic effect, multi-path
effect and antenna phase center offset are corrected, two One-way inter-satellite PRs
between i-th satellite and i-th satellite need to be transmit to the same measurement
epoch (e.g. Ranging frame epoch t), PR equations are as follows:

qi!j tð Þ ¼ c � d t j tð Þ � d ti tð Þ� �þ d X j tð Þ;Xi tð Þ� �þ ei!j tð Þ ð25:1Þ

qj!i tð Þ ¼ c � d ti tð Þ � d t j tð Þ� �þ d X j tð Þ;Xi tð Þ� �þ ej!i tð Þ ð25:2Þ

where, c is the speed of light, d ti tð Þ and d t j tð Þ are clock error of i-th satellite and the
j-th satellite, respectively, ei!j tð Þ and e j!i tð Þ are the measurement error, respec-

tively, d X j tð Þ;Xi tð Þ� � ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xi � x jð Þ2þ yi � y jð Þ2þ zi � z jð Þ2
q

is the geometric dis-

tance between the two satellites.
With Eqs. (25.1) and (25.2) added, Equations of distance measurement that

contains only orbit parameter is derived.

qij tð Þ ¼ qj!i tð Þ þ qi!j tð Þ� ��
2 ¼ d X j tð Þ;X j tð Þ� �þ eij tð Þ ð25:3Þ

where, eij tkð Þ ¼ ei!j tkð Þ þ ej!i tkð Þ½ �=2. With Eq. (25.2) subtracted from Eq. (25.1),
Equations of time measurement that contains only clock error parameter is derived.

qijclock tð Þ ¼ qj!i tð Þ � qi!j tð Þ� ��
2 ¼ c � d t j tð Þ � d ti tð Þ� �þ ej!i tð Þ � ei!j tð Þ� ��

2 ð25:4Þ

Through the combination of one-way PR, distance measurements and clock bias
measurements are decoupled so that the ephemeris and clock are estimated,
respectively.
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Linearing Eq. (25.3) with Taylor expansion method at the reference state Xi� and
Xj� leads that

qij tð Þ ¼ d Xi�;Xj�� �þ qij tð Þ
@Xi

�
�
�
�
Xi�
dxi þ qij tð Þ

@X j

�
�
�
�
Xj�
dx j þ � � � þ eij tð Þ ð25:5Þ

Then Eq. (25.5) is converted into the linearized measurement equation.

zij tð Þ ¼ Hidxi tð Þ þH jdx j tð Þ þ eij tð Þ ð25:6Þ

where zij tð Þ ¼ qij tð Þ � d Xi�;Xj�� �
; Measurement matrix is

Hi ¼ �H j ¼ qij tð Þ
@Xi

�
�
�
�
Xi�
¼ �qij tð Þ

@X j

�
�
�
�
Xj�
¼ xi�x j

d Xi�;Xj�ð Þ
yi�y j

d Xi�;Xj�ð Þ
zi�z j

d Xi�;Xj�ð Þ
h i

ð25:7Þ

Similarly, taking GAS as a pseudo-satellite (PR need to be corrected with
tropospheric delay furtherly), equations of distance measurement that contains only
orbit parameter between g-th GAS and i-th satellite is derived.

qig tð Þ ¼ qg!i tð Þ þ qi!g tð Þ� ��
2 ¼ d Xi tð Þ;Xg tð Þ� �þ eig tð Þ ð25:8Þ

In Eq. (25.8), only state vector of i-th satellite is unknown, the state parameters
of GAS Xg tð Þ are known. The ground position reference is thereby introduced into
the satellite state by Eq. (25.8), which overcomes the deficiency problem of the
datum mark in data processing only using inter-satellite link measurements. The
linearized measurement equation is

zig tð Þ ¼ Hidxi tð Þ þ eig tð Þ ð25:9Þ

25.2.2 Equations of Motion

Satellites will be affected by a variety of forces when they run around the Earth. For
navigation satellites, only the Earth’s gravity, sun, moon, planet’s gravity, solar
radiation pressure and relativistic effects is considered. Assuming the satellite is in a
free state of motion, the equation of the i-th satellite can be written as

_Xi tð Þ ¼ f c Xi;wi
� � ð25:10Þ

where, wi is vector of Gaussian white noise, i.e.

E wi tð Þ½ � ¼ 0; E wi tð Þ wi sð Þð ÞT
h i

¼ Qi tð Þd t � sð Þ ð25:11Þ
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where, Q tð Þ is the system process noise covariance matrix. It is symmetric non-
negative definite matrix; d t � sð Þ is the Dirac function, which satisfies

d t � sð Þ ¼ 0 t 6¼ s
1 t ¼ s

;

	
R
d sð Þds ¼ 1 ð25:12Þ

Noting that continuous function f c has a linear relationship with the system
disturbance wi, Eq. (25.10) can be written as follows

_XiðtÞ ¼ F c Xi tð Þ� �þ Gwi ð25:13Þ

where,G ¼ 03�3 I3�3 0 0½ �T; Eq. (25.13) is non-linear equation, it is linearized
by Taylor expansion in the reference state of Xi�.

_Xi tð Þ ¼ F c Xi� tð Þ� �þ @F c Xi
� �

@Xi

�
�
�
�
Xi�

Xi tð Þ � Xi� tð Þ� �þ � � � þ Gwi ð25:14Þ

Equation (25.14) is written compactly as:

d _xi tð Þ ¼ F tð Þdxi tð Þ þ Gwi ð25:15Þ

where d _x ¼ _X � F c X�ð Þ; F tð Þ is the dynamics matrix (Wen 2009).

F tð Þ ¼ @F c Xð Þ
@X

�
�
�
�
X�
¼

0 I3�3 0 0
@F c

@r
@F c

@ _r
@F c

@pD
0

0 0 0 0
0 0 0 0

2

6
6
4

3

7
7
5

jX�

ð25:16Þ

Equation (25.15) gives the state equation of stochastic linear continuous systems
in form of an state increment, and its general solution is

dxi tð Þ ¼ Ui t; t0ð Þdxi0 tð Þ þ G
Z t

t0

Ui t; sð Þwi sð Þds ð25:17Þ

where, Uðt; t0Þ is system state transition matrix, it is the solution of the following
matrix equations.

_U
i
t; t0ð Þ ¼ F tð ÞUi t; t0ð Þ; Ui t0; t0ð Þ ¼ I ð25:18Þ

where, I is unit matrix with the same dimension as F tð Þ. Ui t; t0ð Þ has the following
properties further.
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Ui t; sð ÞUi s; t0ð Þ ¼ Ui t; t0ð Þ; Ui t; sð Þ� ��1¼ Ui s; tð Þ ð25:19Þ

In the actual numerical solution process, Eq. (25.17) also need to be discretized
from tk�1 to tk .

dxik ¼ Ui tk; tk�1ð Þdxik�1 þ G
Ztk

tk�1

Uiðtk; sÞwi
k�1 sð Þds ð25:20Þ

In sampling interval from tk�1 to tk; wi
k�1 sð Þ can be considered as a constant, let

it be denoted as wi
k�1, and set

G
Ztk

tk�1

Uðtk; sÞ ¼ Gk ð25:21Þ

Then the discrete state equation is

dxik ¼ Ui
k�1dx

i
k�1 þ Gi

kw
i
k�1 ð25:22Þ

where, Ui
k�1 denotes the state transition matrix from tk�1 to tk . The statistical

properties of wi
k�1 is

E wi
k�1

� � ¼ 0; E wi
k�1 wi

k�1

� �T
h i

¼ Qi
k�1 ð25:23Þ

25.3 Orbit Determination with Whole-Constellation
Centralized EKF

The state vector X and their improved values dx of whole-constellation centralized
extended Kalman filter (WCCEKF) contains the entire state of the all satellites in
the constellation.

X ¼ X1
� �T

X2
� �T � � � Xi

� �T � � � Xnð ÞT
h iT

dxk ¼ dx1k
� �T

dx2k
� �T � � � dxik

� �T � � � dxnk
� �T

h iT

where, n is the sum of navigation satellites. The state equation of all satellites in
constellation can be obtained through Eq. (25.22).

dxk ¼ Uk�1dxk�1 þ Gkwk�1 ð25:24Þ

where, both Uk and Gk are diagonal matrix.
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Uk�1 ¼ diagonal U1
k�1

� �
U2

k�1

� � � � � Ui
k�1

� � � � � Un
k�1

� �� �

Gk ¼ diagonal G1
k

� �
G2

k

� � � � � Gi
k

� � � � � Gn
k

� �T
h i

wk�1 denotes noise vector, wk�1 ¼ w1
k�1

� �
w2
k�1

� � � � � wi
k�1

� � � � � wn
k�1

� �� �
,

its statistical characteristics are as follows:

E wk�1½ � ¼ 0; E wi
k�1 w j

k�1

� �Th i
¼ Qi

k�1dij ð25:25Þ

E wk�1;wk�1½ � ¼ Qk�1 ¼ diagonal Q1
k�1 Q2

k�1 � � �Qi
k�1 � � �Qn

k�1

� � ð25:26Þ

where, dij is function of Kronecker-δ.
Equations (25.6) and (25.9) can be unified as

zk ¼ Hkdxþek ð25:27Þ

where, for inter-satellites measurement, Hk ¼ 0 � � � Hi
� �T � � � 0 � � � H j

� �T � � � 0
h iT

,

zk ¼ zijk tkð Þ, ek ¼ eij tkð Þ; for GAS measurement, Hk ¼ 0 � � � Hi
� �T � � � 0

h iT
,

zk ¼ zigk tkð Þ, ek ¼ eig tkð Þ. Assumed that Rk ¼ Cov ek; ekð Þ is measurement error
covariance matrix, given the initial values �X0 ¼ E X�

0

� �
and �P0 ¼ Cov X�

0;X
�
0

� �
. The

centralized extended Kalman filter equations are:

�Pk ¼ Uk�1P̂k�1U
T
k�1 þ Gk�1Qk�1G

T
k�1 ð25:28Þ

Kk ¼ �PkHT
k HT

k
�PkHk þ Rk

� ��1 ð25:29Þ

dx̂k ¼Kkzk

X̂k ¼�Xk þ dx̂k
ð25:30Þ

P̂k ¼ I � KkHkð Þ�Pk ð25:31Þ

In WCCEKF algorithm, inter-satellite measurement data is combined with
satellite-to-GAS measurement data. The state vector to be estimated takes orbit
parameters of all satellites in constellation as an array X, which dimension is

N ¼ 6nþ
Xn

i¼1

Di

Di is the sum of systematic error parameters and kinetic the parameters that are need
to be estimated for i-th satellite. State vector of each satellites is associated to that of
other satellites through the state vector covariance matrix, which dimension is
N � N. WCCEKF algorithms required to calculate matrix HT

k
�PkHk þ Rkk

� �
with
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dimension M × M (M is the dimensions of the measurement vector), and calculated
amount of its inverse matrix is proportional to M3. Table 25.1 shows the calculated
amount of filtering algorithm.

If data processing is performed as WCCEKF mode, mainframe computer in
MCS will integrate inter-satellite measurement data and satellite-to-GAS mea-
surement data to finish orbit determination, then produces navigation message and
integrity of information. The process is complex and the calculated amount is huge,
so centralized EKF cannot be implemented in on-board computer of satellite which
has limited computing power.

In addition, the risk of this centralized EKF is also big, once the satellite and the
backup satellite that implement autonomous navigation data processing fail, the
entire navigation constellation will not work. Therefore the algorithm of the on-
board distributed data processing is needed to study. Namely, on-board computer of
each satellite only deals with measurement data related to itself.

25.4 Distributed EKF Orbit Determination

25.4.1 The Reduced Order EKF Based on Iterative Cascade

For the mode of autonomous navigation based on inter-satellite links, when the
measurement equations of one satellite are linearized, the reference state of the
other satellites is needed. Taking into account that the autonomous navigation
reference ephemeris is provided early by MCS, they have enough precision. So it
can be assumed that state vector X̂ j; j ¼ 1; 2; . . .; njj 6¼ if g� �

of other satellites is
known. A unified satellite measurement equation can been derived from Eqs. (25.6)
and (25.9) for the i-th satellite.

zik ¼ Hi
kdx

i
k þ vik ð25:32Þ

where, for inter-satellite measurement, zik ¼ zijk tkð Þ, vik ¼ H j
kdx

j
k þ eij tkð Þ; for GAS

measurement, zik ¼ zigk tkð Þ, vik ¼ eig tkð Þ, andmeasurement error covariancematrix can
be assumed as Cov eig tkð Þ; eig tkð Þð Þ ¼ Cov eij tkð Þ; eij tkð Þð Þ ¼ Ri

k , initial state is given as
�Xi
0 ¼ E Xi�

0

� �
, �Pi

0 ¼ Cov Xi�
0 ;X

i�
0

� �
. Then Extend Kalman Filter (EKF) equation is:

Table 25.1 The calculation amount of the filtering

Process The calculation amount of the traditional
EKF

The complexity of the process of time updated 4N3 + N2

The complexity of the process of measurement
updated

N3 + 3MN2 + NM2 + 2MN + 2M3

The complexity of the whole algorithm 5N3 + 3MN2 + NM2 + N2 + 2MN + 2M3
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�Pi
k ¼ Ui

k�1P̂
i
k�1U

i T
k�1 þ Gi

k�1Q
i
k�1G

i T
k�1 ð25:33Þ

Kk ¼ �Pi
kH

i T
k Hi T

k
�Pi
kH

i
k þ Ri

k

� ��1 ð25:34Þ

dx̂ik ¼ Ki
kz

i
k

X̂i
k ¼ �Xi

k þ dx̂ik
ð25:35Þ

P̂i
k ¼ I � K i

kH
i
k

� �
�Pi
k ð25:36Þ

In such a distributed mode, only the measurement data related to satellite itself is
included in the measurement equation onboard. The dimension of state Xi is 6þ Di.
It greatly reduces the computational complexity. But obviously, due to that the state
of each satellite needs to be estimated, the above process is approximated, so it is a
reduced-order suboptimal filter. In order to improve filtering accuracy, a common
approach is to iterate the above process. That is, within a data frame, the satellites’
state vector and their covariance matrix are sent out as reference state for other
satellites to linearize the measurement equation; Once one satellite receives other
satellites’ state vector and covariance matrix, it again linearize measurement
equation and calculate new measurement matrix Hi, the filter gain, and covariance
updated. When the difference of estimated state before and after iteration of the all
satellites is less than the convergence threshold, the entire state estimation of the
constellation is converged, and it goes into new measurement cycle. So it is called
Iterative Cascade EKF (ICEKF)

When ICEKF is adopted in autonomous navigation for the low orbit formation
flying satellite [18], it handles large number of space-borne GPS measurement data
and a small quantity of inter-satellite measurement data, the estimation process
could achieve convergence after 3–4 iterations, and its performance is good in one
measurement cycle.

However, when ICEKF is used in autonomous navigation for the high orbit
formation flying satellite and a large number of inter-satellite ranging are handled,
it needs 4 to 5 iterations before the solution convergence, resulting in the
complicated process and huge communication. Sometime unstable solutions are
yielded. It shows poor performance [1, 2].

25.4.2 The Reduced Order EKF Based on the Increased
Measurement Covariance

The primary problem of ICEKF is that: when the state of the i-th satellite is
estimated, it assumes that the states of other satellites are known. In fact, they have
error in the process of being estimated. So ICEKF needs multiple iterations to
approach the optimal solution. For the autonomous navigation constellation based
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on inter-satellite link, due to large number of satellites, ICEKF requires not only a
heavy communication load, but also more time-consuming. The process is com-
plicated, and it is difficult to realize.

One of solutions is to let the measurement covariance matrix Ri
k absorb the error

of the states of other satellites. Namely, it is to increase Ri
k and it is called increased

measurement covariance R EKF (IREKF). Ri
k can be added constant DRi

k, but DR
i
k

is difficult to accurately reflect all introduced error. So it is necessary to consider a
dynamic method to increase Ri

k. Let us re-examine the error of satellite measure-
ment Eq. (25.32) between i-th satellite and j-th satellite, the corresponding mea-
surement covariance matrix is following:

E vikv
iT
k

� � ¼E H j
kd x j

k þ eij tkð Þ� �
H j

kd x j
k þ eijT tkð Þ� �� �

¼E H j
kx

j
kx

jT
k H

jT
k þH j

kx
j
ke

ijTðtkÞ + vijx
jT
k H

jT
k + eij tkð ÞeijT tkð Þ

h i

¼E H j
kx

j
kx

jT
k H

jT
k

h i
þ E eij tkð ÞeijT tkð Þ� �

¼Hj
k
�Pj
kH

jT
k þ Ri

k

ð25:37Þ

When there are multiple inter-satellite measurements, the measurement covari-
ance matrix isincreased to

Ri
k BU ¼ Hj

k
�Pj
kH

jT
k þ Ri

k ð25:38Þ

where, Ri
kBU is measurement covariance matrix that is increased; �Pj

k is the prediction
state covariance of the satellite related to measurement.

With Ri
k in Eq. (25.34) replaced with Ri

kBU in Eq. (25.38), the execution from
Eq. (25.33) to (25.36) is to perform IREKF, it is the reduced order EKF which
increases the observation covariance, which means that measurements include not
only measurement errors, but also related satellite state errors. It is expected to
reduce the number of iterations of estimation, even without iteration.

25.5 Simulation and Analysis

The navigation constellation is designed as Walker 24/3/2:55°, 22,116 km. The
chosen orbit dynamical models are: the earth’s gravitational effects of (70 × 70); the
lunar, solar and planetary perturbations; the solar radiation pressure and general
relativistic forces, and RK8 variable step integrator is used. IERS96 model is
adopted for Earth Orientation Parameters.

It is assumed that each satellite establishes links with 4 satellites. They are 2
satellites in front and in the rear in orbit plane, and 2 adjacent satellites in right orbit
and left orbit. To avoid ground disturbance, satellite links above a height of 1000 km
are considered. TDMA mode is adopted for inter-satellite measurement and data
transmitting. The total error of inter-satellite PR with UHF program is 0.5 m (1σ).
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8 monitoring stations in China are set up in the simulation, they are Xiamen,
Kashi, Bjing, Lhasa, Sanya, Urumqi, Jiamusi and Xi’an. With minimum elevation
10°, The Hopfield/Marini model is used in tropospheric delay correction for the
satellite-GAS PR. The total error of ranging is 3 m (1σ).

In order to compare the basic performance of distributed filtering algorithm,
simulation does not consider the impact of complex factors, that is, the PR mea-
surement noise of inter-satellites is assumed to be the standard normal distribution
without the impact of pollution distribution. Under such conditions, it is conducive to
analyze and compare the accuracy and performance of distributed filtering algorithm.

Simulation and orbit determination process are as follows:

(1) Satellite orbit simulation. The ‘theory orbit’ of satellites, PRs of the inter-
satellite links and satellite-GAS links are produced;

(2) Satellite orbit estimation. The satellite orbit is estimated and compared with
the above-mentioned ‘theory orbit’ to analyze the accuracy of orbit estimated.

The errors of the orbit determination with WCCEKF, ICEKF and IREKF are
shown from Figs. 25.1, 25.2 and 25.3.

Only the Orbit determination error of satellite SV-01 is showed in above
diagrams because that other satellites are similar to satellite SV-01 in the Walker
constellation. The followings should be noted:

(1) After filtering results tend to steady, the average RMS of the position with
WCCEKF is about 1.6 m, while that with IREKF is about 2.9 m; that with
ICEKF is about 4.5 m. The average RMS of position error, radial error, along-
track error and normal error with three algorithms are shown in Fig. 25.4.

(2) WCCEKF is the optimal estimation with the highest precision and the bigger
amount of calculation; While ICEKF and IREKF is distributed sub-optimal
estimation with small amount of calculation. This is due to an assumption that
state of other satellite states is known without any error. To some extent,
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306 K. Xue et al.



0 1 2 3 4 5 6 7
-20

-15

-10

-5

0

5

10

15

20

Time/day

E
rr

or
/m

ICEKF
PositionError
RadialError 

0 1 2 3 4 5 6 7
-20

-15

-10

-5

0

5

10

15

20

Time/day

E
rr

or
/m

ICEKF
Along Track Error
Cross Track Error

Fig. 25.2 Orbit determination error of SV-01 with ICEKF

0 1 2 3 4 5 6 7
-20

-15

-10

-5

0

5

10

15

20

Time/day

E
rr

or
/m

IREKF
PositionError
RadialError 

0 1 2 3 4 5 6 7
-20

-15

-10

-5

0

5

10

15

20

Time/day

E
rr

or
/m

IREKF
Along Track Error
Cross Track Error

Fig. 25.3 Orbit determination error of SV-01 with IREKF

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

           Position                   Radial                Along track             Cross track

E
rr

or
/m

WCCEKF
IREKF
ICEKF

Fig. 25.4 The average RMS
of Orbit determination error
with three algorithms

25 Distributed Orbit Determination Based on Increased Measurement … 307



IREKF improves the estimate accuracy by increasing the measurement
covariance without any iteration, resulting in better accuracy and less amount
of calculation and communication than ICEKF.

25.6 Conclusion

The performances of IREKF, ICEKF and WCCEKF are shown in Table 25.2.
Compared to others, IREKF is distributed sub-optimal estimation with small
amount of calculation which is suitable to fulfill distributed data processing in
on-board computer of satellites in GNSS.
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Chapter 26
Strategy and Accuracy Analysis
of Space-Borne GPS Single-Frequency
Real-Time Orbit Determination

Fuhong Wang, Lei Guo and Xuewen Gong

Abstract The real-time orbit determination for Low Earth Orbiters (LEOs) is
generally based on dual-frequency tracking data from on-board GPS receivers, and
positioning accuracies for LEOs currently vary from 0.5 to 1.0 m with sophisticated
reduced dynamic orbit determination techniques. In this paper, different strategies
are designed and applied to real-time orbit determination only using single-fre-
quency pseudo-range and carrier phase measurements to analyze their corre-
sponding performances. Then some simulative tests are carried out to process the
GRACE-A space-borne GPS data in the different solar sunspot activities. The test
results demonstrate that the position and velocity accuracy (3DRMS) are up to
0.9 m and 0.9 mm/s respectively using only single-frequency GPS pseudo-range
data, and their accuracies could be improved to 0.55 m and 0.55 mm/s using single-
frequency combination of pseudo-range and carrier phase measurements, which is
close to the dual-frequency real-time orbit determination. Therefore a low-cost
single frequency space-borne GPS receiver can be used in real-time orbit deter-
mination for LEO missions when appropriate strategies and methods would be
selected.

Keywords Single-frequency � Space-borne GPS � Real-time orbit determination �
Strategy � Accuracy analysis

26.1 Introduction

Nowadays, on-board GPS receivers constitute a primary means of tracking and
navigation spacecraft launched into LEO [1]. A high accuracy is required in many
science missions and applications such as altimetry, gravimetry, or atmospheric
sounding call for sub-decimeter position accuracy (see [2–4]).While, for some remote
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sensing and resources satellites such as the remote sensing satellite KOMPSAT-1 of
the Republic of Korea, the remote sensing satellite QuickBird of American and the
resources satellite BIRD of Germany, they require relatively lower positioning
accuracy. The single-frequency GPS receivers are more preferable for such missions.
Using single-frequency GPS receivers can save costs and reducing energy con-
sumption. What’s more, it can also reduce the total quantity of data for storage and
downlink. It has been widely used in home and abroad on the space missions [3].

With the implementation of the GPS satellite ephemeris improvement plan in
2006, the accuracy of the broadcast ephemeris have been improved greatly [4]. The
ionospheric range delay is left as the dominant error source for the determination of
real-time orbits for LEO satellites. While dual-frequency GPS observations can take
advantage of dispersive nature of the ionosphere and remove its effect with iono-
spheric-free combination. As to single-frequency observations, there are two main
ways to deal with the ionospheric delay, one is to relay on external model such as
the Klobuchar model [5] or the global ionospheric maps (GIM) [6]. Based on the
GIM from JPL, Peng Dongju used the scale factor of ionosphere method and
demonstrated that the effect of eliminating ionospheric delay is remarkable [7]. But
the theory is complex, and relay on the GIM from JPL. If it was used in real-time
orbit determination, it will increase the data volume uploaded from the ground and
the cost for daily maintenance, reduce the autonomic operation of satellite. Another
method is taking advantage of the fact that the ionosphere delays of first order for
phase and code have precisely the same value but opposite signs. Using GRAPHIC
combination can eliminate the ionosphere delay effectively [4]. Precise orbit
determination was processed with this method by Montenbruck etc. and a 3DRMS
accuracy of 0.1 m was achieved [2–4]. But when this method is used in the real-
time orbits determination for LEO satellites, it is quite different with the precise
orbit determination in the strategies and accuracy. The data used in for this paper
are GRACE-A GPS data in times of low and high solar activity, then design
different real-time orbit determination strategies, use the self- developed real-time
orbit determination software to simulate real time orbit determination. And compare
the result with the precise orbit given by JPL, conclude our analysis by comparing
the real-time orbit determination accuracy with different strategies.

26.2 Real-Time Orbit Determination Strategy

LEO satellites real-time orbit determination means that use GPS tracking data to
estimate the parameters of the satellites like position and velocity on board. And the
parameters are offered for attitude control and data collection to realize the
autonomous operation for LEO satellites. Currently real-time orbit determination
algorithm uses appropriate dynamic model and extended Kalman filter to estimate
the parameters of satellites with space-born GPS tracking data. The detail
description on the theory and algorithm of real-time orbit determination is available
in reference [8].

312 F. Wang et al.



The ionospheric range delay has great influence on the code pseudo-range and
carrier phase observation of space-born GPS receivers, up to 10 m or more. Based on
the different ways of processing the ionospheric delay with single-frequency GPS
data, we design two kind of orbit determination strategies. Method 1: using improved
Klobucahr model to correct ionospheric delay with C/A code; Method 2: using
GRAPHIC combination to eliminate ionospheric delay. As a comparison, we also
add dual-frequency pseudo-range ionospheric-free combination, called Method 3.

The dynamic model, reference frame and measurement model used in this paper
are shown in Tables 26.1 and 26.2.

26.2.1 Measurement Model

The height of the Leo satellite is commonly at 160–2000 km, so the influence of
troposphere delay can be ignored. The observed L1 carrier phase and C/A code
range can be described as following expression:

Table 26.1 Same dynamical model and reference frame of three orbit determination methods

Dynamical model

Gravity field model EGM2008 70 × 70

N body gravity Approximate formula to calculate the sun and moon
position

Atmospheric drag Improved Harris-priester density model

Solar radiation pressure Cannonball model

Empirical acceleration First-order Gauss-Markov process

Reference frame

Earth centered Inertial (ECI) J2000.0

Earth-centered, Earth-fixed
(ECEF)

WGS84

Earth rotation parameter IERS

Table 26.2 Measurement models of three orbit determination methods

Method 1 Method 2 Method 3

GPS
observations

C/A C/A, L1 P1, P2

Ionospheric
model

Improved Klobuchar
model

GRAPHIC
combination

Dual-frequency iono-free
combination

Receiver
clock

Stochastic model to
simulate

Stochastic model to
simulate

Stochastic model to
simulate

GPS
ephemeris

GPS broadcast
ephemeris

GPS broadcast
ephemeris

GPS broadcast ephemeris
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qL1 ¼ uk ¼ qgeom þ cðdtr � dtsÞ � Vion � Nkþ eL1 ð26:1Þ

qC=A ¼ qgeom þ cðdtr � dtsÞ þ Vion þ eC=A ð26:2Þ

Here, qL1, qC=A are respectively phase measurement and C/A code range
observations on L1 carrier. N is ambiguity and k is wavelength of L1. dtr is receiver
clock offset and dts satellite clock offset. Vion is correction of ionospheric first-order
delay on L1. eL1 and eC=A are respectively measurement noise of code and phase.
qgeom is the geometric range between receiver and the GPS satellite.

The first-order ionospheric delay accounts for more than 99.9 % of the iono-
spheric delay effect. The correction of ionospheric delay will directly influence the
accuracy of orbit determination when processing space-born GPS data from single-
frequency receivers.

For method 1, we use the improved Klobuchar model to correct ionospheric
delay. The main idea of this algorithm is that choose a suitable effective height of
the residual ionosphere, assume a Chapman profile to describe the altitude variation
of the electron density, calculate the height of equivalent compression monolayer
above the receiver altitude, and estimate the fractional total electron content (TEC)
above the receiver. Then with the position of LEO and GPS satellites, estimations
of puncture point of GPS signals and its zenith distance on the equivalent com-
pression monolayer is derived. Thirdly calculate total electron content on the
vertical direction of puncture point. The ionospheric path delay is then obtained
from the fractional TEC, zenith distance and etc. A 90 % correction of the total
ionospheric effects has been demonstrated by Simsky [9].

For method 2, by adding code and carrier range, we obtain a combined
expression:

qC1L1 ¼ qL1 þ qC=A
� �.

2

¼qgeom þ c dtr � dtsð Þ � Nk=2þ e
ð26:3Þ

qC1L1 is the GRAPHIC combination measurement, e is the measurement noise
for the combination. By this way, the influence of ionospheric delay is eliminated
effectively. What’s more, it exhibits a noise with standard deviation

r eð Þ ¼ 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2 eC=A
� �þ r2 eL1ð Þ

q

ð26:4Þ

For the fact that the standard deviation of measurement noise for carrier phase
(about 1 mm) is much lower than that of C/A code. Then we obtain

r eð Þ � 1
2
r eC=A
� � ð26:5Þ

This roughly half the noise of C/A code.
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26.2.2 Estimation

The method of using GPS tracking data as observation, combining with dynamic
model and EKF, is implemented to estimate the parameters. The filter state for
Method 1 and 3 is completely the same.

X1 ¼ r1�3 v1�3 br _br CD CR a1�3

� � ð26:6Þ

Here, r1�3 and v1�3 are the LEO satellite position and velocity vector in ECI.
br ¼ cdtr, _br ¼ cd_tr, and dtr are d_tr receiver clock offset and clock rate. The speed
of light in vacuo is c. The atmosphere drag and radiation pressure coefficients CD

and CR, and empirical accelerations a ¼ aR aT aN½ � in radial, tangential and
normal direction.

As to Method 2, parameters to estimate are quite different with Method 1 and 3.
Not only the LEO satellite position, velocity, receiver clock offset, clock rate,
atmosphere drag, radiation pressure and empirical accelerations are needed, but also
a vector b ¼ ðB1;B2; . . .;BnÞ of carrier-phase biases is needed for tracked GPS
satellites. So the state vector is

X2 ¼ r1�3 v1�3 br _br CD CR a1�3 b1�n

� � ð26:7Þ

n is the number of the observed satellites.
Unlike traditional carrier phase processing, RTK and post-processing, where

ambiguities are assumed to be constants [10]. Ambiguities in Method 2 are modeled
as random walk process. And if proper parameter of process noise is set, it can
absorb part of the slowly time varying ephemeris errors, and improve the real-time
orbit determination accuracy with single-frequency GPS data. In this paper, the
process noise covariance matrix for bias state is

Qb ¼ r2b � In�n ð26:8Þ

The value r2b ¼ ð5� 10�3dtÞ2 is chosen as optimal. dt is time interval of
Kalman filter.

Evidently, an initial value b ¼ qC=A � qL1 � 2Vion for the bias of GRAPHIC
measurement can be obtained. The ionospheric delay Vion is given by the improved
Klobuchar model. The transition matrix, coefficient matrix of observation and some
part of the covariance matrix are nearly the same with the ones in Method 1 and 3.
More details are shown in reference [8, 10, 11].
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26.3 Processing and Analysis

The dominant error source in the processing of the space-born GPS data from
single-frequency receiver is the ionospheric delay. The vertical total electron con-
tent is tied closely to the solar activity. Usually the solar activity is described by
sunspot numbers.

The variance of sunspot numbers in the past 18 years is shown in Fig. 26.1. It is
obvious that year 2011 was the year of high solar activity and 2008 was the low
one. The data used for this study is GRACE-A GPS tracking data for the 7 days
33–39 of year 2008 and 2011.

When processing the GRACE-A GPS data of year 2008 with the three methods,
the 3DRMS position and velocity error are provided in Fig. 26.2. Mean 3DRMS of
three orbit determination schemes for days 33-39/2008 are shown is Table 26.3. It is
obvious that in the times of low solar activity an accuracy of 0.72 m in position and

Fig. 26.1 Sunspot number for the past 18 years

Fig. 26.2 The position error and velocity error (3DRMS) of three real-time orbit determination
methods for year 2008. a Position error. b Velocity error
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0.8 mm/s in velocity are achieved with Method 1. And 0.49 m and 0.5 mm/s with
Method 2, as to Method 3 we obtain 0.84 m and 0.9 mm/s. It shows that when
processing with the improved Klobucahr model to correct the ionospheric delay,
higher accuracy than the dual-frequency pseudo-range ionospheric-free combina-
tion is gained. Because in the times of low solar activity a suitable scale factor is
obtained with the improved Klobuchar model, the ionospheric delay gets corrected
efficiently. A noteworthy performance is also achieved with Method 2, the GRA-
PHIC combination measurement, whose accuracy is much higher than the other two
methods. Because the GRAPHIC combination can totally eliminate the influence of
first order ionospheric delay, and GRPHIC combination measurement yields a noise
roughly half of single-frequency pseudorange. In this method proper process noise
parameter is needed, the bias parameters may absorb part of slowly time varying
broadcast ephemeris orbit and clock errors.

In method 3 we get poor accuracy with dual-frequency pseudo-range iono-
spheric-free combination, that’s because the combination yields a noise much larger
than the one of single-frequency pseudo-range. And the discrepancies of the
ionospheric delay correction also have influence on the results.

Figure 26.3 shows a sample plot of GRACE-A position errors in R/T/N with the
data of year 2008 by the three methods. It is obvious that the use of GRAPHIC
combination provides the highest accuracy.

Table 26.3 Mean 3DRMS of
three orbit determination
schemes for days 33–39/2008

R/m T/m N/m RMS/m

Method 1 0.27 0.55 0.38 0.72

Method 2 0.13 0.40 0.25 0.49

Method 3 0.24 0.57 0.57 0.84

Fig. 26.3 The R/T/N position error of three real-time orbit determination methods for year 2008
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Figure 26.4 shows the 3DRMS position and velocity errors of year 2011, in the
times of high solar activity, with the three methods. Figure 26.5 gives a sample plot
of GRACE-A position errors in R/T/N with the data of year 2011 (Table 26.4).

It is prominent that in the times of high solar activity the accuracies of position
and velocity (0.82 m, 0.9 mm/s) are worse than 0.72 m and 0.8 mm/s in 2008 with
Method 1. In the times of high solar activity the fractional TEC above the receiver
estimated by Chapman profile function do not match with the truly fact well. So the
scale factor we get from the improved Klobuchar model is not suitable. But as for
Method 2, the mean 3DRMS keep at a level of 0.5 m in position and 0.5 mm/s in
velocity with different ionospheric circumstances.

Fig. 26.4 The position error and velocity error (3DRMS) of three real-time orbit determination
methods for year 2011. a Position error. b Velocity error

Fig. 26.5 The R/T/N position error of three real-time orbit determination methods for year 2011
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26.4 Summary

A study of GPS-based real-time orbit determination with GRACE-A single-frequency
GPS tracking data has been conducted by three methods under different solar
activities. We all get satisfactory accuracy with different ways to eliminate iono-
spheric delay.

(1) Accuracies of 0.72 m and 0.8 mm/s are obtained by method 1 with improved
Klobuchar model in the times of low solar activity, better than the accuracies
of dual-frequency pseudo-range orbit determination. But in the times of high
solar activity, ionospheric delay influence the method 1 greatly, the accuracies
are worse than those of dual-frequency pseudo-range orbit determination, but
still accuracies of 0.82 m and 0.9 mm/s are obtained.

(2) Thanks for the GRAPHIC combination, the ionospheric delay is eliminated
efficiently. No matter in the times of high or low solar activity, we can always
get accuracies which are better than 0.55 m and 0.55 mm/s in position and
velocity 3DRMS. Comparing with dual-frequency pseudo-range orbit deter-
mination, the accuracies get improved about 40 %.

Both methods based on single-frequency GPS tracking data can obtain accura-
cies better than 1 m and 1 mm/s, which meet the accuracy requirement of real-time
orbit determination for microsatellites. That could be valuable as reference for the
plan of carrying single-frequency GPS receivers on the satellites. High accuracy
results are obtained with the GRAPHIC combination method, but the combination
increases the complexity of data processing for the use of carrier-phase observation.
When using this method, cycle-slip should be taken into account. But there are not
many efficient real-time cycle-slip detection algorithms for space-born single-fre-
quency GPS tracking data. So the next work is to improve an efficient algorithm to
detect cycle-slips in single-frequency GPS data.
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Chapter 27
Orbit Determination Using Combined
GPS + Beidou Observations for Low Earth
Cubesats: Software Validation in Ground
Testbed

Yang Yang, Xiaokui Yue, Geshi Tang, Hongzheng Cui
and Baiyan Song

Abstract Nowadays, satellites in low earth orbit (LEO) can benefit from Global
Navigation Satellite System (GNSS), such as Global Positioning System (GPS) of
United States, to estimate positions and velocities. As China’s BeiDou Navigation
Satellite System (BDS) has been formally operational since the end of 2012,
standalone Beidou and combined GPS + Beidou positioning techniques tend to be
applied in the future space missions. However, no LEO satellites have been
operated with Beidou receivers at present. Hence Beidou-based precise orbit
determination (POD) technique is required to be tested and verified on ground at
first stage. This study is to test the GPS + Beidou orbit determination software in
ground testbed. GNSS data collected from iGMAS (International GNSS Monitoring
and Assessment Service) and MGEX (Multi-GNSS Experiment) stations are pro-
cessed in both static and kinematic PPP (Precise Point Positioning) modes. Deci-
metre level of positioning accuracy is achieved. The inter-system biases between
GPS and Beidou are estimated and analysed. Results indicate that GPS + Beidou
solutions are more precise than the standalone GPS solutions.
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27.1 Introduction

Nowadays, many more satellites are equipped with Global Positioning System
(GPS) receivers onboard to provide precise orbit determination (POD) solutions.
GPS-based POD has become the primary tracking strategy since GPS receivers
provide near-continuous observations with excellent geometric information, which
allow orbit determination accuracy at the centimetre level for the current satellites
missions [1, 2].

As China’s Beidou Navigation System (BDS) becomes operational for regional
navigation and positioning services since December 2012, which consists of 5
Geostationary Earth Orbit satellites (GEO), 5 Inclined Geosynchronous Orbit
(IGSO) satellites and 4 Medium Earth Orbit (MEO) satellites (see Fig. 27.1 for
ground tracks), this emerging GNSS system begins making great contributions to
the current navigation/positioning applications in Asia-Pacific region specifically.
Afterwards, the Beidou global system is expected to be completed by the end 2020
with 5 GEOs, 3 IGSOs and 27 MEOs in the whole constellation [3]. It is inevitable
signals from BDS will be utilised for real satellites POD in Low Earth Orbit (LEO)
in a standalone system mode or combined with GPS system.

Precise point positioning (PPP) technique [4] has been widely used for LEO
satellite POD in post-processing, which is utilising the undifferenced pseudorange
and carrier phase measurements, appropriately dealing with the errors and biases in
measurements, and applying precise GNSS orbits and clocks. In comparison with
differential GNSS (DGNSS) positioning methods, PPP methods can generate
positioning results without observations of extra reference stations. Most publica-
tions about Beidou-based PPP algorithm are processing observations from static
ground stations [5–7]. It is reported that the accuracy of GPS-based PPP can reach
at several centimetres, while Beidou-based PPP performance is some worse

Fig. 27.1 Beidou navigation constellation ground tracks
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currently. All the results have been worked out in the terrestrial applications. It is
indicated BeiDou can not only provide positioning services as a standalone navi-
gation system but also can be combined with GPS to improve the overall integrity
and robustness. Hence, it is of great potential to apply Beidou in the space missions.

This paper aims to implement GPS + Beidou PPP algorithm for LEO satellites
POD applications but being tested with observation data collected from ground
stations. The positioning performance of the standalone BDS is evaluated and
compared with GPS solutions. A kinematic-PPP mode is used to process the
combined GPS + Bediou observations. Results indicate that the software are ready
for the future real flight data processing.

27.2 GNSS Tracking Stations

The GNSS precise point positioning (PPP) technique requires high quality product
(orbits and clocks) application, since their errors directly affect the quality of posi-
tioning. iGMAS (International GNSS Monitoring and Assessment Service) aims to
provide GNSS users open services with an unified standards, especially for Beidou
users [8]. Within this workgroup, many iGMAS stations have been built up around
the world to track GNSS satellites (see Fig. 27.2), which are mainly located in
mainland of China. The tracking stations are equipped with UR4B0 receivers and
different types of antennas, which can receive both GPS and Beidou signals, and are
developed by the UNICORE Company in Beijing, China (http://www.unicorecomm.
com/english/). As one of the working groups of the International GNSS Service
(IGS), the Multi-GNSS Experiment (MGEX) has been set-up to extend precise
ephemeris data and bias information to all new constellations including Beidou in the
product portfolio. Tracking of the BeiDou satellites is supported by a subset of

Fig. 27.2 iGMAS tracking stations
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stations in the MGEX network as well, especially in Asia-Pacific region. This
research will test the PPP-based kinematic POD algorithm using some data collected
from some stations in both iGMAS and MGEX working groups.

27.3 Cubesat Mission

A pico-nano LEO cubesat project is proposed jointly by Beijing Aerospace Control
Centre and China Spacesat Co. Ltd., which includes a nano-satellite and three pico-
satellites for scientific experiments in low earth orbit. More importantly,
GPS + Beidou dual-mode dual-frequency receivers are equipped on both nano and
pico satellites. For the first time will the spaceborne GPS + Beidou receiver be used
for POD solutions in space missions. As a several-centimetre POD accuracy is
required to implement the scientific experiments, elaborate ground tests for the
GPS + Beidou based POD software validation need to be conducted.

Orbit determination accuracy will highly depend on the quality of spaceborne
GNSS receivers. There are many terrestrial-type multi-GNSS receivers in the
market, which support multi-system, multi-frequency of GNSS signals. Among
them, products of Trimble, Javad and Septentrio have been operating in MGEX
stations. The Unicore company from China also provides good industrial GNSS
receivers to support the emerging Beidou-based positioning and navigation appli-
cations on ground. Up to now, some spaceborne high-quality GPS receivers have
achieved good performance in the space missions, such as Blackjack receiver in
GRACE mission developed at JPL [9]. However, there are no GPS + Beidou
receivers on-the-fly. To support the small satellite project and achieve the scientific
tasks on-orbit, a miniaturised GPS + Beidou receiver is under development. Data
collected using this receiver will be tested and analysed in the future.

27.4 Methodology

27.4.1 Observation Equations

A kinematic-PPP algorithm is used for satellite POD solutions. The ionosphere-free
observations equations for combined GPS and Beidou constellations can be written
as in a simple form:

PRs;GPS
r ¼ qs;GPSr þ cðclr � clsÞ þ ms;GPSr;PR

CPs;GPS
r ¼ qs;GPSr þ cðclr � clsÞ þ asr þ ms;GPSr;CP

PRs;BDS
r ¼ qs;BDSr þ cðclr � cls þ ISBBDS

r Þ þ ms;BDSr;PR

CPs;BDS
r ¼ qs;BDSr þ cðclr � cls þ ISBBDS

r Þ þ asr þ ms;BDSr;CP

ð27:1Þ
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where ρ is the geometric distance between GNSS satellites and receiver including
relevant corrections, such as antenna phase centre offsets/variations (PCO/PCV)
and carrier phase wind-up effects. Due to a lack of available antenna information for
the BeiDou satellites, a set of PCO values of (+0.6, 0.0, +1.1 m) recommended by
MGEX (http://www.igs.org/mgex/status-BDS#Characteristics) are used for Beidou
antenna PCO corrections. The PCV value of Beidou satellite is neglected. Some
built-in attributes of the receiver antennas are unknown, hence receiver PCO/PCV
are neither currently accounted for. Beidou satellite attitude control mode has also
not been released yet. In this research, a yaw-steering mode has been assumed for
Beidou satellites, being the same as that of the GPS Block IIR satellites. In this
sense, the carrier phase wind-up effects of Beidou observations are corrected using
the same formulation with GPS satellites.

c is the speed of light in vacuum. cls and clr denote the epoch-wise GNSS
satellite and receiver clock offsets, respectively. For precise modelling of GNSS
observations, code phase and carrier phase biases (including both GNSS satellite
and LEO satellite), namely DCB and DPB should be corrected. The DCB is often
assimilated by the clock offset cðclr � clsÞ while the carrier phase bias DPB is
combined with carrier phase ambiguity (see Eq. 27.2).

cðclr � clsÞ ¼ cð�clr � �clsÞ þ DCBs
r

asr ¼ kNs
r þ DPBs

r � DCBs
r

ð27:2Þ

The compensation for DCB in Beidou code phase measurements is different
from that in GPS code phase measurement. More information can be referred to
[10]. GPS time is used as the reference in the GNSS system, hence a parameter
symbolised as ‘ISB’ is added to account for the inter-system biases in Eq. 27.1,
which can be expressed as [11]:

ISBBDS
r ¼ cðclr � clsÞBDS � cðclr � clsÞGPS

¼ ISTDþ DDCB
ð27:3Þ

where ISTD denotes the inter-system time difference and DDCB is the DCB dif-
ference between two systems. It is reported that ISTD is stable in one-day interval
[11], hence it is defined as a one-day constant. However, the receiver-dependent
varying DDCB needs to be considered, which leads to one observation equation
‘sacrificed’ in the combined system.

asr denotes the carrier phase ambiguity, which does not hold the integer property
any more due to the ionosphere-free combination and the presence GNSS satellite
and receiver hardware delays.

ν denotes the unmodelled errors or noises, such as multipath effects and thermal
noises.
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To sum up, when Beidou observations are combined with GPS observation for
POD solutions, an additional ISB parameter needs to be estimated together with
LEO satellite’s positions, reference receiver clock offset and carrier phase ambi-
guity. For the receiver on the ground, the tropospheric path delay effects are cor-
rected by estimating the zenith wet delay (ZWD). The dry tropospheric delay error
is first corrected using Saastamoinen tropospheric model and the ZWD is then
estimated as an unknown parameter. The Niell mapping functions are used as
hydrostatic and wet mapping functions. Additionally, site correction including solid
earth tides, polar tides, ocean loading are also considered in the PPP algorithm.

27.4.2 PPP Processing Settings

A Kalman filter is used for the PPP based orbit determination. Note that the
receivers are static in the ground test, but all the data are processed in both static
and kinematic modes. Table 27.1 gives an overview of the PPP processing settings
in this research. It should be mentioned that a factor of 3 is added to Beidou GEOs
to compensate for the bigger orbit determination errors in comparison with other
GNSS satellites.

As mentioned, the precise GNSS orbits and clocks determination is one of the
most important factors affecting the PPP performance. For the emerging Beidou
navigation system, orbits and clocks determination results have been published in
many literatures [6, 12, 13]. iGMAS analysis centres are also working on Beidou
precise orbit and clock determination, but these products are not public until now.
Currently there are some institutions (universities) providing Beidou orbit and clock
products in the MGEX framework, such as GFZ (http://www.igs.org/mgex/
products). This research will use these products for GPS + Beidou PPP algorithm
validation, which can be accessed at the CDDIS MGEX product archive (ftp://
cddis.gsfc.nasa.gov/pub/gps/products/mgex/).

Table 27.1 PPP processing
settings Observation date 20–22 July 2014

Observation interval 30 s

Minimum elevation 10°

Positioning mode Static/Kinematic

Processing mode Forward/Combined

Observation types
(Beidou)

B1 and B2 code and carrier phase

Observation types (GPS) L1 and L2 code and carrier phase

Observation noise rCP ¼ 0:005m for carrier phase

rPR=rCP ratio 100

Weighting function sin(Elevation)
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27.5 Ground Data Analysis

Data from two iGMAS stations and two MGEX stations with an additional CUBB
station at Curtin University of Technology are processed to test the GPS + Beidou
PPP algorithm. The facility information can be found in Table 27.2. The PPP
solutions of CUT0 and CUBB are compared with the known reference coordinates
(cf. http://saegnss2.curtin.edu.au/ldc/). On the other hand, a forward-backward
Kalman smoother is used to solve the reference coordinates of the rest three sta-
tions. A smoothed solution is given by:

X ¼ P�1
fwdXfwd þ P�1

bckXbck

P�1
fwd þ P�1

bck

ð27:4Þ

where P denotes the covariance matrix, X denotes the estimated states and subscript
‘fwd’ and ‘bck’ denote the forward and backward runs, respectively. Then the
average of the estimated states are regarded as the reference coordinates of the
stations.

Table 27.3 gives the PPP accuracies in terms of RMS errors using both GPS and
Beidou observations. All the statistics are calculated using the positioning solutions
excluding the first two hours of convergence. Several centimetres of 3D RMS of the
positioning performance could be achieved in the static-PPP processing, but
varying from station to station. Positioning performance of SHA1 station on Day
201 is somewhat worse in terms of static-PPP solution. Particularly, 3 days’
observations from KUN1 station are tested for inter-system bias analysis.

The detailed results of KUN1 station on Day 203 are presented as follows. The
Beidou satellites visibility and DOP values are depicted in Fig. 27.3. At least 8
Beidou satellites are visible at KUN1 station. The average GDOP for the whole
day’s observation is 2.7. The skyplot of Beidou satellites is shown in Fig. 27.4. The
positioning errors in ENU (East, North, Up) coordinates using static PPP algorithm
are shown in Fig. 27.5. RMS errors of 0.01, 0.008 and 0.012 m are achieved with
the 3D RMS error reaching 0.018 m.

To evaluate the PPP algorithm for satellite orbit determination applications,
several tests in a kinematic mode are executed using the static data collected from
KUN1 station on the same day (see Fig. 27.6). The positioning error of 0.067 m
in terms of 3D RMS is obtained processing GPS + Beidou observations

Table 27.2 Station
information Station Receiver type Antenna type

CUT0 TRIMBLE NETR9 TRM 59800.00 SCIS

CUBB JAVAD TRE_G3TH_8 TRM 59800.00 SCIS

GMSD TRIMBLE NETR9 TRM 59800.00 SCIS

SHA1 UNICORE UB4B0I NOV750.R4

KUN1 UNICORE UB4B0I NOV750.R4

27 Orbit Determination Using Combined GPS + Beidou Observations … 327

http://saegnss2.curtin.edu.au/ldc/


Fig. 27.3 Beidou satellites visibility and DOP values at KUN1 station (green line denotes the
total numbers of visible GNSS satellites, orange line denotes GDOP values, magenta line denotes
PDOP values, red line denotes VDOP values, red line denotes HDOP values)

Fig. 27.4 Beidou satellites skyplot at KUN1 station
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Fig. 27.5 GPS + Beidou static PPP solutions for KUN1 station on Day 203

Fig. 27.6 GPS + Beidou kinematic PPP solutions for KUN1 station on Day 203
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simultaneously. The Up component accuracy is obviously deteriorated in com-
parison with other two components. Since Beidou GEOs can be visible only in
Asia-Oceania region, there is a long arc LEO satellites cannot receive GEO signals.
Therefore it is significant to evaluate the PPP performance without Beidou GEO
satellites. The positioning errors are depicted in Fig. 27.7. Without observations
from 5 GEOs, obvious accuracy decreases occur in East and Up components. The
positioning accuracy becomes more deteriorated in East component when only GPS
observations are processed in the PPP algorithm. This is different from the results in
static-PPP scheme, where GPS + Beidou solutions are not obviously improved
relative to standalone GPS solutions (see Fig. 27.8) in terms of positioning accu-
racy. In addition, the convergence time becomes longer in the East component.

The ionosphere-free observations residuals are depicted in Figs. 27.9 and 27.10
for the kinematic GPS + Beidou PPP processing of KUN1 on Day 203. The RMS
of GPS code phase and carrier phase observations are 1.210 and 0.027 m,
respectively. However, these values are worse for Beidou observation residuals.
More specifically, the ionosphere-free code observation residuals are fluctuating
heavily for some satellites, resulting in a non-zero distribution.

Finally, estimated inter-system biases are depicted in Fig. 27.11. According to
Eq. 27.3, these values consist of an approximate constant component and a hard-
ware bias component. It is clearly shown in Fig. 27.11 that estimated ISB are

Fig. 27.7 GPS + Beidou kinematic PPP solutions for KUN1 station on Day 203 (without Beidou
GEOs)
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Fig. 27.8 GPS kinematic PPP solutions for KUN1 station on Day 203

Fig. 27.9 GPS ionosphere-free observation residuals in GPS + Beidou Kinematic PPP solutions
for KUN1 station on Day 203
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keeping stable during a whole day’s solutions. Approximately 1 ns deviations are
observed, which may lead to 0.3 m in positioning error. If the hardware bias DDCB
is calibrated carefully and the system time difference ISTD is estimated before hand,

Fig. 27.10 Beidou ionosphere-free observation residuals in GPS + Beidou Kinematic PPP
solutions for KUN1 station on Day 203

Fig. 27.11 Inter-system biases estimation using static PPP for KUN1 station during Day 201–203
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or the total ISB is estimated as one unknown parameters in advance, it is no more
necessary to ‘sacrifice’ one observation to solve this parameter in the combined
GNSS positioning system (Figs. 27.6 and 27.8 and Table 27.3).

27.6 Concluding Remarks

This paper presents initial assessment of the ground testbed for LEO cubesat orbit
determination. GPS + Beidou data collected from tracking stations are processed in
kinematic mode to test the PPP based orbit determination algorithm. It is shown that
decimetre accuracy could be obtained in terms of the positioning performance. In the
future work, more tests will be conducted with real data collected using developed
GPS + Beidou receiver and receiver-in-loop simulated data in the LEO scenarios.
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Chapter 28
Preliminary Analysis of Positioning
Performance with BDS Virtual
Reference Station Technology

Dongfeng Yu, Pengbo Li, Guangxing Wang, Mingzhi Zhou
and Zhigang Hu

Abstract The principle of GNSS VRS (Virtual Reference Station) was discussed
in the paper. The critical technologies of VRS, like virtual station error modeling
with reference networks and generation of virtual observables, were studied. The
feasibility of BDS VRS technology, as well as the current position performance
with BDS VRS, was verified. It is shown that, with BDS VRS, the positioning
accuracy inside the local reference networks can reach 1–2 cm, provided baselines
of 10–20 km.

Keywords Beidou/BDS VRS � CORS � Relative positioning � RTK

28.1 Introduction

On Dec 27, 2012, the regional deployment of BeiDou satellite navigation sys-
tem (BDS) had been finished, with five GEO satellites, five IGSO and four MEO
ones in orbit. BDS began to formally provide positioning, navigation and timing
(PNT) service in Asia-Pacific area, covering most of the area in 55°S–55°N and
0°E–150°E [1]. Pivoting on high precision navigation and positioning with BDS
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[2, 3], study of BDS applications in fields like meteorology and deformation
monitoring sprung up. Various technologies based on relative positioning mode are
still the important means in obtaining coordinate information with high precision.
The continuous operating reference system (CORS) is able to build a positioning
frame, long-term, continuous, and reflecting the variations of spatial and temporal
information, which helps provide fundamental information directly, fast and
effectively and ensures the consistency and integrity of the data. The advent of
CORS promotes the wide applications of RTK technologies. The technique of
VRS, with its wide coverage, high precision and flexibility, becomes one of the
prevalent network RTK technologies.

As the first BDS ground-based augmentation networks in China, the Hubei BDS
CORS Network was completed in 2013. Based on CORS network, the BDS VRS
technology was able to further improve the positioning accuracy within the CORS-
covering area, without any additional cost in hardware. In the paper, the algorithm
of BDS VRS was investigated, and its performance in positioning was assessed
with real observables.

28.2 Fundamental of VRS

Virtual Reference Station (VRS) technology, which is a kind of network RTK
technology, The main idea is to make full use of multiple reference stations’
accurate coordinate information to fixed phase ambiguity between reference station
at first, then inverse double differential ionosphere error and troposphere error, build
the function of the related error within the region and coordinate difference among
stations by differential correction, estimate ionosphere error and troposphere error
of virtual reference station rapidly according to the approximate coordinates of the
user station (virtual reference station) and coordinate difference of the main refer-
ence station, and then generate the virtual observations with geometric distance
between virtual reference station and the satellite, finally get short baseline of user
station and virtual reference station to help the user to achieve high accuracy, real-
time positioning, as shown in Fig. 28.1.

The key technology of VRS is calculating the ionosphere error and troposphere
error using observation data of known reference stations, building the accurate
function model of relative position among virtual reference station and the main
reference station and ionosphere error and troposphere error, getting the virtual
observation value finally.

28.2.1 Main Error Models of VRS

According to the principle of GNSS relative positioning, the double difference
observation equation of reference station can be expressed as:
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kk rDui;j
m;n;kþrDNi;j

m;n;k

� �
¼ rDqi;jm;n;k �rDIi;jm;n;k þrDTi;j

m;n;k

� �
þrDei;jm;n;k ð28:1Þ

where rDui;j
m;n;k; rDNi;j

m;n;k; rDqi;jm;n;k; rDIi;jm;n;k; rDTi;j
m;n;k; rDei;jm;n;k are double

difference carrier phase observation value, double difference ambiguity, double
difference geometric distance, double difference ionosphere residual error, double
difference troposphere residual error and double difference observation noise of
satellites i, j and stations m, n respectively, and k ¼ 1; 2; 3 kk, is the carrier
wavelength.

If the reference station coordinates is known and double difference ambiguity
has been fixed by other methods, Eq. (28.1) can be rewritten as:

Vk ¼ rDTi;j
m;n;k �rDIi;jm;n;k ¼ kk rDui;j

m;n;kþrDNi;j
m;n;k

� �
�rDqi;jm;n;k ð28:2Þ

According to GNSS dual frequency carrier phase observation value and
Eq. (28.1), we can get L1 double difference ionosphere residual as follows:

rDIi;jm;n;1 ¼
f 22

f 21 � f 22
rDui;j

m;n;1þrDNi;j
m;n;1 � rDui;j

m;n;2þrDNi;j
m;n;2

� �� �
ð28:3Þ

Obviously, double difference ionosphere residual error, double difference tro-
posphere residual error can be isolated through substituting Eq. (28.2) with
Eq. (28.3). According to Eqs. (28.1–28.3), double difference ionosphere error and
troposphere error of arbitrary two baselines among reference stations can be get.
Next is how to get the function relation of the geometry between the virtual reference
station and the main station with computed double difference ionosphere and tro-
posphere. Station coordinate of virtual reference station can be arbitrary given, but in
order to facilitate, users tend to use the approximate coordinates as virtual reference

User
VRS

Main Ref. station

Reference station

Satellite

Fig. 28.1 VRS technical
principles

28 Preliminary Analysis of Positioning Performance with BDS Virtual … 337



station coordinates. Study shows that the established model accuracy is often
associated with the fitting method of using [4, 5]. Commonly used linear combina-
tion method, linear interpolation method, the low order surface fitting considering
the plane and the elevation, the least square collocation method. Because of the
limitation of length, above methods will not be discussed in this paper.

28.2.2 Observation Generation of VRS

Through making single difference of the satellite i, j among the reference station r,
virtual reference station v and user, we can get:

Dui;j
rk ¼

1
kk

Dqi;jrk � DIi;jrk þ DTi;j
rk

� �
� DNi;j

rk ð28:4Þ

Dui;j
vk ¼

1
kk

Dqi;jvk � DIi;jvk þ DTi;j
vk

� �
� DNi;j

vk ð28:5Þ

Dui;j
uk ¼

1
kk

Dqi;juk � DIi;juk þ DTi;j
uk

� �
� DNi;j

uk ð28:6Þ

Considering the double difference ionosphere residual error rDIi;jr;v;k, double
difference troposphere residual error rDTi;j

r;v;k of the virtual reference station and the
main reference station have been calculated in Sect. 28.2.1, Eq. (28.5) can be fur-
ther expressed as:

Dui;j
vk þ DNi;j

vk ¼
1
kk

Dqi;jvk � Dqi;jrk þ Dui;j
rk þ DNi;j

rk �rDIi;jr;v;k þrDTi;j
r;v;k

� �
ð28:7Þ

According to Eq. (28.7), Dqi;jvk ; Dq
i;j
rk ; Du

i;j
vk all have been known, so the sin-

gle difference observations of virtual reference station can be calculated. It should
be noted that the virtual observations contain the single difference carrier obser-
vations Dui;j

rk among the main reference station and ambiguity values DNi;j
rk . After

obtaining the virtual observation value Dui;j
vk , make Eqs. (28.7) and (28.6) consists

of double difference, taking into account the close distance of virtual refer-
ence station and user station, the composition of double difference troposphere
and ionosphere residual error can be neglected, so:

Dui;j
vk � Dui;j

uk ¼
1
kk

rDqi;jv;r;k � Dqi;juk þ Dui;j
rk � Dui;j

uk þrDNi;j
v;u;k �rDIi;jr;v;k þrDTi;j

r;v;k

� �

ð28:8Þ

User coordinate information is contained in Dqi;juk , thus user coordinate infor-
mation can be calculated by Eq. (28.8).
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28.3 Positioning Experiments

Shown in Fig. 28.2 is the BDS VRS experimental network, composed of five
stations equipped with BDS receivers. Four of the stations are reference stations,
with BASE1 the master reference. The lengths of the baselines are between 11.2
and 23.4 km. The coordinates of virtual reference station were obtained through
pseudorange positioning at the rover station ROVE. The receiver and antenna types
were Trimble R9 and Trimble ZEPHYR GEODETIC, respectively. Observables
were collected from 12:00 pm to 15:00 pm on May 27, 2014. Firstly, the baselines
between reference stations were solved in relative positioning mode. After the
ambiguities were fixed with Modified LAMBDA algorithm [6], the double-differ-
enced ionosphere and troposphere residuals were separated as discussed above. The
functions between errors and the relative position (virtual with respect to master
reference station) were established with the method of linear combination, and then
the virtual observables were generated. The precise coordinates of rover station are
obtained with ambiguity-fixed solution of static baseline in post-processing mode.

Short baseline was formed with observables at rover and virtual observables at
virtual reference station, and solved in static positioning mode. The ambiguities
were all fixed, and the difference between the solution and precise coordinate is
shown in Table 28.1. The 3D errors of static positioning with BDS VRS are
1–2 cm.

To investigate the convergence of kinematic positioning with BDS VRS, the
virtual observables and rover station observables were processed in kinematic
mode, and the results are shown in Fig. 28.3. It could be concluded that the
convergence time for the first-time positioning is less than 10 min.

VRS

BASE 1 BASE 2

BASE 3BASE 4

ROVE

Fig. 28.2 BDS VRS
experimental network

Table 28.1 The results of
static positioning with BDS
VRS

ΔX (m) ΔY (m) ΔZ (m) RMS (m)

Difference −0.014 0.005 −0.003 0.015
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28.4 Conclusions

In the paper, the algorithm of BDS VRS was studied, and the positioning perfor-
mance with BDS VRS was verified using BDS real observables. In the CORS
network with sides of 10–20 km, the positioning accuracy with BDS VRS could
reach 1–2 cm, and the converging time is shorter than 15 min. The feasibility of
combining BDS and VRS was also validated. With the rapid development of BDS,
the constructions of infrastructures including BDS CORS network are also stepping
up. The advantages, such as high precision, flexibility and low cost, will help make
VRS an important trend of BDS applications.
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Part II
Atomic Clock Technique

and Time-Frequency System



Chapter 29
Development of Space Mini Passive
Hydrogen Maser

Yonghui Xie, Pengfei Chen, Shanmin Liu, Yuxian Pei,
Shuai Tao and Chuanfu Lin

Abstract Development of space mini passive hydrogen maser has been carried out
in Shanghai Astronomical Observatory. Research on key technologies such as
miniatured cavity-bulb assembly, absorption pump, magnetic state selection
assembly and magnetic shield has made progress, Parameters of microwave cavity,
storage bulb and state selection have been optimized to ensure system performance.
Weight of physical package is less than 10 kg and atomic signal is up to 3 dB.
Integration with electronic package, optimization and engineering modification are
the main work at present. Less than 15 kg of total weight and frequency stability
better than 1 × 10−12τ−1/2(1s ≤ τ ≤ 10,000 s) is expected.

Keywords Shanghai astronomical observatory � Mini � Passive hydrogen maser �
Development

29.1 Introduction

On-board atomic clocks are the key payloads for global navigation satellite system
(GNSS), whose positioning accuracy is greatly affect by the clock performance.
Passive hydrogen maser (PHM) has better performance in frequency stability,
frequency drift and temperature coefficient, which is very helpful for autonomous
navigation of the GNSS. In state of art best solution for on-board atomic clock is
cooperation between PHM and rubidium clock, which benefit from its small size
and low cost, so as to improve system performance and reliability. The main
constraint on widely application of PHM is its weight, which is up to 23 kg for
domestic product and 18 kg for aboard one. Some overseas companies have carried
out research on mini PHM with lighter weight of 12 kg [1].
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Shanghai Astronomical Observatory has long history in research of hydrogen
masers, and has been developing the space PHM since 2005, now stage of engi-
neering prototypes have been achieved. On this basis, study of key technologies of
mini PHM has been carried out. 14 kg of weight, 40 % of volume reduction and 20 %
of power reduction are expected, while performance and life time remain the same.
Attention on optimization of magnetic field and thermal design have also been paid.

29.2 Physics Package

29.2.1 Cavity-Bulb Assembly

Cavity-bulb assembly is the key component of PHM. Its parameters such as Q
factor, filling factor, atomic signal gain, etc. directly affect performance of PHM [2].

rY tð Þ ¼ K
1þ S0 � að Þ2

Q0a
ffiffiffiffiffi
S0

p
1þ S0ð Þ s

�1
2 ð29:1Þ

where S0 is the saturation factor at resonance, Q0 is the atomic line quality factor, α
is oscillation factor, which can be expressed by [3]:

G ¼ 1þ S0
1þ S0 � a

ð29:2Þ

where G is atomic gain signal.
In mini PHM novel electrode microwave cavity is still adopted for its better

cavity quality factor and filling factor, which has already been applied successfully
in present PHM (Fig. 29.1).

Most important task in development of mini PHM is miniature of the cavity-bulb
assembly, while performance should not be worsen. Parameters of cavity structure
and storage bulb are optimized. Cavity coupling factor is adjusted by reduce
coupling loops of microwave and CAT. Finally 40 % of volume reduction of the
cavity-bulb assembly is achieved, while Q factor of the cavity is maintain as 6000,
filling factor as 0.5 and atomic storage time as present PHM.

29.2.2 Vacuum System

Vacuum assembly of mini PHM is featured by long life time, large volume of
hydrogen absorption and high reliability. Absorption pump is necessary to meet
these requirements. Getter material of Absorption pump in present PHM is made of
titanium, which has higher absorption efficiency, and corresponding higher acti-
vation temperature. More careful activation protection is required. Now new getter
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material is applied in mini PHM, activation temperature is limited within 500 °C.
Pump structure and application amount of getter material are also optimized, so as
to ensure more conventional activation. Absorption ability of 40 bar × L of
hydrogen is realized under this design.

A small ion pump is equipped in the vacuum system to eliminate residual gases.
Operating load of the small ion pump is greatly reduced to less than 0.5 uA under new
pump structure design, so application of a relatively small-sized pump is possible.

Vacuum environment of the cavity-bulb assemble is provided by external vac-
uum system to prevent turbulence of environment temperature and atmosphere.
Considering that most working condition of mini PHM would be in space, which
can easily provide vacuum environment, external vacuum system is only valuable
in period of ground test, so temporary vacuum valve instead of vacuum pump could
be applied to simplified system design and reduce the weight.

29.2.3 Magnetic Field Design and Other Features

3 layers of magnetic shield made of IJ85 are applied surrounding the cavity-bulb
assembly in the physics package. Diameter and length of the shields shrink cor-
responding to size of the cavity. By optimization of thickness and distance of the
shields, shielding factor up to 50,000 is ensured.

Fig. 29.1 Structure of novel kind of electrode cavity(left) and electrode tube(right). 1 Electrode
tube; 2 cylinder cavity; 3 base plate; 4 storage bulb; 5 frequency adjust knob; 6 coupling loop; 7
varactor diode loop; 8 thermal control coil
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Supporting structure is designed and applied between magnetic shields, which
are then firmly fixed. Displacement in vibration, shock or long term operation is
avoided.

Magnetic iron of the ion pump would cause disturbance to homogeneity of
system magnetic field. Its position and orientation are optimized in mini PHM.
Private magnetic shield is also applied for the ion pump.

Cavity-bulb assembly is surrounded solenoid made of copper wire, which
generate C field about 1 mGs for atomic transition. (0–1) transition can be observed
if C field is shut down.

Physics package of mini PHM has other features for its small size and light
weight:

• miniatured dissociator
• miniatured CAT assembly
• light weight hydrogen source
• optimized state selection system

29.2.4 Performance of Physics Package

Development of physics package of mini PHM is close to complete, with atomic
gain up to 3 dB and line-width of 3.5 Hz (Figs. 29.2 and 29.3).

Saturation factor S0 at −80 dBm of microwave input is about 0.37. 3 dB of
atomic gain is corresponding to G of 1.41. From Eq. (29.2), α can be induced as 0.4.
In Eq. (29.2), K can be set as 1.33E-4 from conventional experience, Q0 is 4.06E+8
for line-width of 3.5 Hz, then frequency stability of 9.2E-13/τ−1/2 can be calculated,
which is theoretical performance of mini PHM.

Fig. 29.2 physics package of
mini PHM

346 Y. Xie et al.



29.3 Electronics Package

Scheme of time-separated control method is still adopted in electronics package of
mini PHM. There are two frequency control loops, VCXO control loop and cavity
control loop, in electronics package. The former for lock of VCXO frequency and
the latter for lock of cavity frequency, they are time separated to avoid mutual
interference. This scheme is quite mature and has show advantage in long term
frequency stability and drift. Several improvements are made for mini PHM:

• Wider CAT control range
• optimized DA bits and control algorithm
• optimized temperature control parameter
• adjusted arrangement and small size

Microwave cavity frequency would show slow drift in operation. Wider CAT
control range brings smaller possibility for cavity frequency to get out of control,
which improve reliability of CAT and the clock. Additional noise is suppressed and
temperature stability is improved by the second and the third adjustment separately.
Finally size of electronics package is compressed to fit miniature physics package,
this work would be carried out after system debug and test (Fig. 29.4).

Fig. 29.3 Atomic signal at −80 dBm input
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29.4 System Status and Performance Test

Development of physics package of mini PHM is close to accomplished, with
satisfied atomic gain and weight about 9 kg. Scheme of electrics package is con-
firmed and parameters is under optimizing. A preliminary test has shown frequency
stability of 1.8E-12/τ−1/2, potential of further improvement is expected.

Weight of electronics package is expected to be limited within 5 kg after
structure optimized and miniature. Total weight about 14 kg is expected for the
clock. With reduction of weight and improvement of thermal structure, power
consumption could be reduced by about 10 W (Fig. 29.5).

Fig. 29.4 Block-diagram of electronics package

Fig. 29.5 preliminary test result of frequency stabiltiy
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29.5 Conclusion

Comparing to conventional PHM, Mini PHM has 40 % of weight reduction and
corresponding size and power consumption compression, while its performance,
such as frequency stability and drift, is maintained, which contribute to wider
application of PHM.

Study of key technologies of mini PHM has been carried out and physics
package has been achieved. Prototype of mini PHM is expected in 2 years.
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Chapter 30
Development of High
Frequency-Temperature Stability
of OCXO for Aerospace Applications

Lei Yang, Yuhao Qin, Jian Huang, Xiaoqiang Zhang, Wei Jiang,
Bing Cheng, Zhifu Feng and Fanghong Guo

Abstract With the performance upgrade of aerospace applications, the frequency
source have raised higher requirement on frequency-temperature stability of OCXO
(oven-controlled crystal oscillator). Based on the temperature control theory of
OCXO and the character of frequency fluctuation in different temperature, we use
analog temperature compensation technology in the design of OCXO. Finally, we
realize a miniaturization 10 MHz OCXO for aerospace applications. This OCXO
test result shows, the frequency-temperature stability is better than ±5.0E-9 with
temperature range −30 to 70 °C.

Keywords OCXO � Frequency-temperature stability � Analog temperature
compensation technology

30.1 Introduction

Oven-controlled crystal oscillator (OCXO) as the excellent frequency equipment, It
has a very wide range of applications in electronics, communications, navigation,
aerospace and other fields. Frequency-temperature stability, an important indicator
of space borne OCXO, reflects the temperature control capability of OCXO
products. It is mainly indicate the changes of frequency within a certain temperature
range (−30–70 °C). Frequency temperature coefficient is greater, temperature
sensitivity worse, the greater of the impact on the frequency stability. Frequency
temperature coefficient is smaller, temperature sensitivity better, the smaller of the
impact on the frequency stability.

This paper presents an OCXO based on analog temperature compensation
network, which can further improve the frequency-temperature stability index on
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the basis of the OCXO, but do not change the power and volume. At the same time,
it can further improve the applicability of the product space environment, to provide
protection for the onboard frequency source applications.

30.2 Status of Frequency-Temperature Stability

In the onboard OCXO development process, in order to meet the accuracy of the
output frequency at different temperatures, the turn point temperature of crystal is
needed to be control in high precision temperature.

At present, it is mainly carried out through the following methods to improve the
frequency-temperature stability indicators,

Method 1. Double oven structure control [1].
Method 2. Digital compensation network [2, 3].
Method 3. Temperature control with the temperature following [4].

However, the above methods have the following deficiencies in space applications.

(1) Although the method 1 can solve a space borne OCXO frequency-temperature
stability index fundamentally, but the design requires a great deal of power in
a wide range of start-up and steady status. Meanwhile, it needs a development
materials and higher processes, which is not conducive to system application.

(2) Method 2 use digital potentiometers, semiconductor temperature sensors, the
proportion of the op amp and varactors network to complete thermostatic
temperature compensated crystal oscillator (TCXO). The method can achieve
better temperature compensation feature, but large volume and poor reliability
is not conducive to space applications.

(3) Method 3 uses the temperature processor to implement and maintain the tem-
perature in a range between the internal temperature of the crystal oscillator and
the external ambient temperature. It has a problem as follows, to maintain the
temperature range smaller, a better frequency-temperature stability index with
greater power consumption. keep the temperature range larger and smaller
power consumption, indicators may not meet the requirements.

30.3 Analog Temperature Compensation OCXO Design

30.3.1 System Components

Analog temperature compensation OCXO circuit consist of the main oscillation,
amplifier, filter impedance matching circuit, temperature control systems and ana-
log temperature compensation circuit, which is presented on Fig. 30.1. Main
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oscillation circuit is responsible for converting the DC power into AC power,
crystal resonator as frequency stabilization device existing in the main oscillator
circuit. The amplifier circuit amplifies the AC signal and plays a role as impedance
matching and isolation. Filter impedance matching circuit is mainly used to filter
out unwanted signals. Temperature control systems typically include temperature
control circuit and an oven, which used to make crystal stability works at the turn
point temperature to achieve high stability. The warming of analog temperature
compensation circuit, according to the change of the ambient temperature (tem-
perature control system and the outside temperature interaction), is varied within a
certain range minutely adjust the output frequency, to achieve the higher frequency-
temperature stability.

30.3.2 Crystal Frequency-Temperature Characteristics

Because of the characteristics in the start-up, short-term stability and long-term
aging, anti-radiation and other aspects, SC-cut crystal have incomparable advan-
tages than other cut crystals, which has been widely used in the high stability crystal
oscillator. But SC-cut crystal has its drawbacks, difficult directional and more
complex spectrum. Addition to the single-cut corner frequency spectrum, SC-cut
crystal is used only C mode with to suppress the existing A, B, C oscillation modes
and other unwanted modes.

The typical frequency temperature characteristics of 10 MHz SC-cut crystal
resonator is shown in Fig. 30.2.

30.3.3 Temperature Circuit Analysis

As temperature compensation block diagram of OCXO shown in Fig. 30.1, tem-
perature control circuit mainly serve to maintain crystal resonator temperature
constant. Its working principle is to use the heat generated by the power tube
heating the crystal resonator working at the turn point temperature, in which its

Fig. 30.1 Temperature
compensation OCXO
components
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frequency stability is best. The control temperature is higher than the ambient
temperature, thereby significantly reducing the effects of ambient temperature
variation to achieve the best performance. The characteristics of temperature control
circuit will directly affect the frequency-temperature stability of the crystal oscil-
lator [5].

The temperature control circuit is a direct amplification continuous temperature
control circuit, with the advantage of high precision, small temperature fluctuations,
high reliability, continuity of work, and small components. The circuit can achieve
smaller temperature control structure and be used for the high frequency-temper-
ature stability of OCXO. The principle structure is shown in Fig. 30.3.

The bridge circuit consists of resistors R1, R2, R3 and thermistor Rt, of which
R1 = R2. The input voltage U for the bridge, the bridge output voltage ΔU can be
drawn from Fig. 30.3.

DU ¼ U
2
� Rt � R3
Rt þ R3

ð30:1Þ

As the temperature increasing, Rt decreases. When Rt = R3, the bridge balance,
the output voltage is zero. For the selected thermistor Rt, the different values of R3
correspond to different control temperatures. R3 is determined on the actual
debugging inflection crystals and the crystal has the best short-term stability, aging

Fig. 30.2 10 MHz SC-cut crystal resonator typical frequency temperature characteristics. a The
frequency temperature characteristics, b An enlarged view of the turn point temperature

Fig. 30.3 Direct
amplification continuous
temperature control circuit
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and frequency temperature stability. But the actual temperature control system is
bound to convection, radiation, part of the heat conduction contact, etc., which have
some dissipation of heat, so the bridge always output a certain voltage to control the
heating current equal to the heat dissipated by the oven.

30.3.4 Analog Temperature Compensation Network

The oscillation frequency of the quartz crystal is easily affected by temperature
change, which can lead to failure. It is typically to use a variety of methods in
engineering for temperature compensation, such as, capacitance compensation,
polycrystalline complementary, digital temperature compensation and bath com-
pensation. The accuracy of the thermal network compensation is not the highest, but
it has been dominant in the temperature compensation field with small size, low
power consumption, low cost and good stability.

It is difference about the temperature compensation network between tempera-
ture compensation OCXO and TCXO. The main difference between them is the
different temperature ranges of compensation. The former compensated temperature
range is 1–2 °C or smaller. The latter is wide, generally −40–80 °C or wider. As
shown in Fig. 30.4, a common compensation circuit is consisted by a thermistor and
the varactor diode with inversely proportional to the bias network of a quartz
crystal. Oscillator load capacitance is approximately equal to the capacitance of the
varactor diode. When the frequency of the quartz resonator changed with ambient
temperature variation, a thermistor network output voltage varies with temperature
and changes the junction capacitance of the varactor diode. It can remain the sum of
junction capacitance of the varactor diode and the internal capacitance of the crystal
resonator unchanged to achieve the purpose of compensation. The thermal network
consists of the number of the thermistor and the resistor formed by series and
parallel. Because the temperature change of OCXO is small, a simple form of a
thermistor network can meet the requirements.

When the temperature compensation network structure is selected, the most
important is the location of thermistor. Unlike OCXO, TCXO has little heat and the
warming network thermistor temperature measurement is generally ambient

Fig. 30.4 Analog temperature compensation network structure

30 Development of High Frequency-Temperature Stability … 355



temperature. Large ranges of temperature sensing thermistor sensitivity require-
ments are not high. Because of OCXO needing greater heat at different ambient
temperatures, temperature sensing thermistor sensitivity is raised higher require-
ments. In consideration of the stability of the temperature compensation network,
the position of the thermistor is located as shown in Fig. 30.5. Thermistor 1 sensing
the external environment can be sensitive to temperature changes. Thermistor 2
near the crystal heating zone, the temperature range is relatively small, has certain
degree stability to temperature compensation network.

30.4 Test Results

In order to test the applicability of the analog temperature compensation network,
two 10 MHz OCXO are developed with 3# and 5#. The 3# and 5# OCXO have
respectively done with temperature compensation test. Frequency temperature
compensated voltage curve and the test measured curves are shown in Figs. 30.6,
30.7 and 30.8.

As shown in Figs. 30.7 and 30.8 by the experimental data in two 10 MHz OCXO,
in the temperature range of −30 to 70 °C, the frequency-temperature stability of the
two products were respectively increased from before compensated ±1.48E-08
and ±2.39E-08 to compensated ±4.34E-09 and ±4.75E-09. After the test of the two
compensated OCXO, the phase noise and other parameters were not affected.

Compared with the existing compensation methods to analog temperature
compensation network, the method has the following advantages,

(1) This method is applicable to any kind of improvement in upgrading the
existing OCXO frequency-temperature stability indicators, while the simple
structure network, high compensation precision, low power consumption and
virtually no change in the original structure advantages.

(2) The method has easy miniaturization, high reliability, and good implement and
so on.

Fig. 30.5 Position of the
thermistors
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Compensated voltage

Sampling compensation voltage

Fig. 30.6 The sampling compensation voltage curve

Fig. 30.7 The frequency-temperature stability of 3# OCXO

Fig. 30.8 The frequency-temperature stability of 5# OCXO
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30.5 Conclusions

Based on the analysis of the OCXO technology, combined with analog temperature
compensation technology, we have designed and implemented the temperature
compensation OCXO. By testing two products, the frequency-temperature stability
compared to the index before compensated has achieved good results. Of course,
for enhancing the temperature stability OCXO frequency indicators as well as a lot
of work to do, we need to continue to study on it.
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Chapter 31
Realization and Influencing Factors
Analysis of ACES (Atomic Clock
Ensemble in Space) Management

Jun Xie, Yunfeng Sun, Yongsheng Qu, Dong He and Ming Zhao

Abstract In navigation satellites constellation comprised of multi-satellite,
introducing an atomic clock ensemble in space is beneficial for improvement of its
measurement accuracy and ability of autonomous operation. This paper summarizes
the methods adopted currently at home and abroad towards atomic clock ensemble
management in ground or in space and then proposes an initial design scheme of
ACES management on a single satellite or among different satellite clocks within
constellation which is based on the designing conception of atomic clock ensemble
in navigation satellite constellation. Considering generation and characterize mea-
surement of clock ensemble signal, anomaly detection and processing of atomic
clock, this paper gives analysis and recommendation as for the key technologies
and factors affecting ACES management, which will provide technical basis in
designing a continuous, reliable, stable, accurate ACES running system for
BEIDOU global navigation satellite system project.

Keywords ACES � ACES management � Influencing factors

31.1 Introduction

Atomic clock ensemble management is adopted widely by time-keeping laboratory
around the world. Generally in local laboratory or several laboratories an ensemble
of precision clocks used for time-keeping is called one clock ensemble. During
clock ensemble operating, acquiring phase differences between the clock signals
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within clock ensemble with high accuracy phase measurement technology, gener-
ating a paper time with a proper algorithm and those phase difference results, finally
outputting a final signal after using the clock difference to micro-change an actual
clock.

Clock ensemble management consists of an ensemble of atomic clocks, clock
differences measurement system, clock difference data operation, phase micro-step
and physical signal output through the master reference clock. Clock ensemble
management is in essential a feedback control system of which the important thing
is reasonable determination for control parameter and acquisition of clock mea-
surement results. Figure 31.1 gives schematic diagram of realization of clock
ensemble management.

The application of clock ensemble management on ground is very familiar. The
generation of time scale, such as TAI, UTC (k) etc. is based on clock ensemble
management. With advanced clocks produced the performance of the clock
ensemble is continuously developing. The aim of clock ensemble management is to
improve clock noise and maintain higher accuracy, stability and reliability.

With continuously developing of the global navigation satellite system, the
number of atomic clock used in space is increasing, if one can acquire the per-
formance parameters of master each atomic clock on-board each navigation satel-
lite, it is beneficial for improvement of system measurement accuracy and ability of
autonomous operation.

At the same time, each navigation satellite itself is equipped with three to four sets
of atomic clocks, which also involves the ACES management. If one does not take
atomic clock ensemble management on-board navigation satellite it would degrade
the MTR 10.23 MHz signal stability and availability and at last system performance
while the master clock was in anomaly such as large frequency drift, frequency
jumping or phase jumping. For example, on January 1, 2004 an anomaly of atomic
clock on the GPS SVN 23 occurred. Because of no timely detection, the frequency of
the atomic clock had been drifting for nearly three hours and in some places the GPS
positioning error even reached 40 km. If one has taken ACES management on-board
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Atomic Clock 2

Atomic Clock 3

Atomic Clock N

Atomic Clock 
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Clock
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Operation
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Time scale output

Fig. 31.1 Schematic diagram of realization of clock ensemble management
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navigation satellite the ACES management can predict and correct these clock
anomalies to elevate satellite system reliability and ability of autonomous operation.
Moreover the ACES management can improve satellite clock long term frequency
stability and system measurement accuracy and performance.

31.2 Overview of Atomic Clock Ensemble Management
at Home and Abroad

31.2.1 Atomic Clock Ensemble Management on Ground

As previously mentioned, the applications of atomic clock ensemble management
on ground are quite common, especially in terms of timekeeping. “PHM
clock + cesium clock” is assembled popularly in timekeeping laboratory around the
world which combines the advantages of each clock, the short-term frequency
stability for PHM clock, the long-term frequency stability and accuracy to output
the signal with optimal stability and accuracy. Such as the US Naval Observatory
(UNSO) clock ensemble consists of nineteen PHM clocks and twenty five com-
mercial cesium clocks (also added four subsequent rubidium fountain clocks) [1],
Chinese Academy of Sciences National Time Service Center (NTSC) clock
ensemble consists of four PHM clocks and nineteen commercial cesium clocks [2].

In terms of time scale algorithms there are three main algorithms: ALGOS
algorithm, AT1 algorithm, Kalman filter algorithm. Bureau International des Poids
et Mesures (BIPM) Time Division, Chinese National Institute of Metrology (NIM)
and the Chinese Academy of Sciences National Time Service Center (NTSC) use
weighted average algorithm ALGOS for timekeeping service; American National
Institute of Standards and Technology (NIST) uses a weighted average of AT1
algorithm for research work such as atomic time scale computing. American GPS
navigation satellite system uses the Kalman filter algorithm to generate GPS time
[3]. Among these three algorithms, the first two are the weighted average algo-
rithms; the third algorithm utilizes an estimation theory to make the optimal esti-
mate of the clock differences in clock ensemble.

ALGOS is a delayed algorithm which is mainly used in the TAI imputed and the
requirement of TAI is to have very reliable and excellent long-term frequency
stability. Delayed algorithm is obviously not suitable for navigation satellite sys-
tems (longer lag time causes the satellite clock error accumulation, and affects the
performance of the navigation system).

AT1 algorithm and Kalman algorithm are real-time algorithms. AT1 algorithm is
to assign a weight to each clock and unable to suppress all noise, so it is more
suitable for research on the atomic clock noise characteristics. Kalman filter algo-
rithm can be used to build a variety of atomic clock noise modules and suppress
these noises, which is adapted to generate and maintain the system time such as the
navigation system. Thus, the selection of time scale algorithm has no uniform or the
best solution which is determined by the requirements for usage.
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31.2.2 Atomic Cock Ensemble in Space (ACES) Management

Currently there is fewer publicly report about ACES management. Soualle from
Germany Astrium GmbH Corporation proposed the concept of using atomic clock
ensemble management on the Galileo navigation satellite [4]. The clock ensemble
onboard Galileo satellite hosts two passive PHM clocks and two rubidium atomic
clocks. A 10.23 MHz reference signal is generated by the Clock Monitoring
Control Unit (CMCU) on Galileo satellite. There is no clock ensemble management
in early CMCU. Two clocks selected from four onboard clocks via a matrix
switcher are powered and their output signals are used as the reference signals of
two synchronizers in CMCU which generate respectively a 10.23 MHz time ref-
erence signals. One of these two 10.23 MHz signals is active master time reference
and the other is in hot redundancy [5].

It can be seen that when master atomic clock has anomalies such as abnormal
frequency drift, frequency or phase abnormal jump, the early design of CMCU will
not effectively prevent 10.23 MHz signal from getting impacted. (Although having
a smooth switch, before switch the fault has been reflected in the 10.23 MHz
signal). For this reason, Soualle, Zenzinger have respectively given a proposal of
making atomic clock ensemble in space management onboard CMCU [4, 5], of
which the main idea is: all of the four atomic clocks onboard Galileo satellite
together generate 10.23 MHz signal, with a Kalman filter algorithm achieving the
estimation of clock differences among these clocks so that the out-put signal of
clock ensemble obtain optimal time and frequency characteristic; excluding clock
anomaly in advance through adopting the clock anomaly (frequency or phase
abnormal jump) detection algorithm to ensure that the output signal of clock
ensemble is not affected. Words in all headings (even run-in headings) begin with a
capital letter. Articles, conjunctions and prepositions are the only words which
should begin with a lower case letter.

31.3 Proposed Scheme and Key Technologies of ACES
Management

31.3.1 Proposed Scheme of ACES Management

Currently the number of atomic clock used in space is increasing, most of which are
applied to the navigation satellite system. ACES management given herein is for the
purposes of navigation satellites, but it also applies to other situations of ACES
management.

Within navigation satellite systems ACES management should include two
aspects: ACES management on a single satellite, ACES management between each
satellite clock within constellation. Both are managed for multiple atomic clocks,
through processing clock difference data to obtain the final clock ensemble time
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(paper time), and output a physical signal. The difference is a measure of the clock
difference and the different ways to get the data. For the former clock difference is
acquired in a single satellite through high-precision measurement system. For the
latter clock difference is acquired via precision measurement and data transmission
way of the inter-satellite among different satellite clocks.

ACES management on a single satellite is taken to ensure the continuity and
reliability of satellite clock output signal through managing the atomic clocks
equipped onboard navigation satellite. Based on the currently realized scheme
onboard BEIDOU navigation satellites through which the 10.23 MHz reference
signal is generated from rubidium atomic clocks the proposed scheme of ACES
management is given, as shown in Fig. 31.2. The basic principle for scheme to
achieve is: four 230 kHz signals are generated respectively from four atomic clocks
with the corresponding DDS; and then mix with 10.23 MHz of a voltage-controlled
crystal Oscillator to generate 10 MHz signal; four phase meters are employed to
achieve phase measurement between any two 10 MHz signals, being imported the
clock ensemble signal generation module in FPGA/ASIC the results of phase
measurement are used as initial data to produce clock ensemble output. Using
Kalman filter algorithm and anomaly detection algorithm for clock difference data
processing, the optimal clock differences output from the signal generation module
and then enter into phase detection (PD) module along with a multiplexer output
signal. Passing through D/A converter and filter the output of the PD module enters
into the VCXO control terminal. Then the final 10.23 MHz reference signal
onboard satellites output from the VCXO.

In principle the hardware used for scheme should change as small as possible,
and the increasing parts should make use of the mature circuit module. As for the
requirements of clock ensemble management the corresponding function module
should be introduced in the FPGA. For the four phase meter modules in Fig. 31.2, a
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4-channel phase comparison meter can be substituted for them. If the FPGA re-
sources permitting, the four DDS modules can also be implemented in FPGA to
save hardware resources and space.

Clock ensemble management between each satellite clock within constellation is
mainly to achieve production and maintenance the system time in the autonomous
operation mode. The proposed scheme to achieve the following: Based on precision
measurement capabilities and data transmission functions of the inter-satellite
measurements and communication transmission links, GNSS achieves pseudo-
range measurements and time synchronization, gets the clock difference between
the satellite clocks. All the clock differences are transmitted to the master satellite.
The clock difference of the clocks on master satellite and other satellites are
measured by precise time measurement by which the satellite system time (paper
time) is obtained through selecting appropriate real-time algorithm such as Kalman
filter algorithm. Calculation the deviation of the satellite system time and ground
system time is used to adjust the satellite system time to ensure synchronization
between the two. When the autonomous operation mode of the constellation is
switched to the ground control operation mode, the system can guarantee the
constellation time smooth switch. At the same time fitting clock difference for each
satellite clock data through the satellite system time is taken to achieve their
respective parameter estimation of clock error model. The parameter estimates are
sent via inter-satellite link to each satellite and then as a part of navigation message
issued to the user. A block diagram of generation of ACES management within a
satellite constellation is shown in Fig. 31.3.

In the algorithm selection for atomic clock in space management, the real-time
requirement is mainly considered, and Kalman filter algorithm nicely meets this
requirement. At the same time the GPS system in its full operation since the 1990s
has been adopting the Kalman filter algorithm to achieve and maintain the gener-
ation of GPS time, from which it can be concluded that the algorithm should be
stable and reliable. So it is the Kalman filter algorithm that is selected to achieve the
generation of clock ensemble signal. As for the anomaly detection algorithm, it is
suggested that according to the properties of the atomic clock onboard satellites a
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lot of simulation analysis and experimental validation should be made before
selection, which is one key-point of the achievement for the clock ensemble
management scheme. There will be detailed description in the following sections.

31.3.2 Key Technologies of ACES Management

For ACES management scheme to achieve, the following key technologies needed
to refine and research:

The high-precision phase measurement and phase micro-step technology. Due to
the phase measurement results will be used as raw data for the clock ensemble
signal generation the accuracy of the phase measurement of the atomic clocks must
meet performance requirements. PHM clocks will be equipped with the sub-sequent
BEIDOU navigation satellites and its frequency stability specifies 1e-12τ−1/2, for
which a single phase measurement resolution will require within 1 ps (1 s mea-
surement time interval required) at least. At present, more general phase mea-
surement is achieved by the dual mixer time difference measurement method, so
one can consider modifying dual mixer time difference method to achieve high
precision phase measurement requirements. Of course, one can also consider other
better measurement techniques in order to meet the technical requirement. On the
basis of high-precision phase measurement achieved the micro-step phase tech-
nology will be required to implement fine-tune control of VCXO in order to ensure
the adjustment should not lead to visible discontinuous in frequency and phase for
output signal. The technology depends on the high-resolution D/A convertor.
However, due to the satellite engineering implementation constraints, resolution of
the device cannot be too high and it should be considered an effective method for
the improved resolution.

Selection and implementation of algorithms in ACES management is another
key technology. A Kalman filter algorithm and clock anomaly detection algorithm
are more critical. For the former, firstly the selection of state equation for clock
error state model should be able to accurately reflect the onboard clock state. In
order to achieve the algorithm simply prophase algorithm can be used two-state
model (such as clock offset, clock speed) for the design, follow-up needs to con-
sider three state model (such as adding the clock drift rate state) to more accurately
reflect the clock state. Secondly, since the systems constructed by Kalman filter
algorithm exist unobserved factors [3], which led to filter divergence, i.e., the
estimation results error will be increase endless with time. So during applying the
algorithm, one should consider covariance matrix deuced by the algorithm to be
divided into unobservable parts and observable parts and to remove the unob-
servable parts at a fixed time interval. Finally, in the case of clock remove or join,
the algorithm should be able to ensure clock ensemble output signal to be con-
tinuous in frequency and phase. For clock anomaly detection algorithm, an
appropriate algorithm is selected according to the characteristics of the clock
anomaly. For a continuous clock frequency or/and phase abnormal jump, due to
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randomness it is possible to consider the use of the algorithm with statistical
properties; for abnormal frequency drift rate caused by a single frequency or/and
phase abnormal jump, one should perform a variety of algorithms to compare in
detection performance and then select the appropriate algorithm. Finally, one
should consider a compromise between the selection and implementation of algo-
rithms and actual hardware resources.

In addition to these two key technologies, there is need to focus on the following
technologies: satellite atomic clock configurations, considering the performance
requirements for atomic clock ensemble and realization cost, one should make
optimal configuration for the type and quantity of atomic clocks; Transmission
delay error among different satellite clocks, constraints must be made for within
inter-satellite link signal transmission path delay consistency and stability, also
periodic calibration of delay must be provided, which will have an impact on the
inter-satellite satellite clock error measurement accuracy.

31.4 Influencing Factors and Control Measures of ACES
Management

For ACES normal running the following factors need to be considered and mea-
sures to be controlled:

Currently onboard the BEIDOU-II Navigation Satellite atomic clock ensemble
consist of “4 rubidium atomic clocks” or “2 PHM clocks + 2 rubidium atomic
clocks”. Although the clock ensemble output signal maintain its optimal perfor-
mance before being actualized, in the actualization process one should consider
selecting the optimal performance clock of the clock ensemble as the primary
reference clock as possible. For “4 rubidium atomic clocks” clock ensemble, due to
similar performance among each clock, one can select either as primary reference
clock. For the “2 PHM clocks + 2 rubidium atomic clocks” clock ensemble, it
should be given priority in the selection between the two PHM clocks a primary
reference clock.

The required power of clock ensemble increases relative to that of current two
clocks. It can be estimated from the power requirements of atomic clocks onboard
the BEIDOU navigation satellite that the power consumed has increased about 140–
170 W, so the satellite platform must provide adequate and stable power supply for
clock ensemble.

For reliable operation of ACES management algorithms firstly one must choose
a reliable algorithm. As described above, Kalman filter algorithm proves to be
reliable because of a long stable running of American GPS system adopting the
algorithm. Clock anomaly detection algorithm should be applied with detection
theory, and according to the atomic clock characteristics and system requirements
for detecting in time, one can determine the anomaly detection thresholds and
detection methods to identify the requirements of the anomaly detection probability
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and false alarm probability. A variety of available algorithms should be fully val-
idated and then one can select the optimal algorithm from them. Secondly, one
should make a compromise with hardware resources and necessary resources for
algorithms. On the basis of the full realization of the early cases performance, it can
be considered that a key device used for algorithms achievement ASIC would
substitute for FPGA to ensure the project implementation.

Telemetry information of clock ensemble running should accurately reflect fully
operational state. When the satellite clock fails, an accurate operation must be given
according to the telemetry information, such as isolation from the clock ensemble;
if confirming clock back to normal in time to rejoin clock ensemble. It should be
avoided interference from Ground control with the normal operation of the clock
ensemble. According to the telemetry information one can give accurate assessment
of in-orbit performance of each clock from the clock ensemble and provide a
reference for the subsequent engineering development of atomic clock.

31.5 Conclusions

Based on the establishment of ACES for navigation satellite, one can predict clock
anomaly and take measures at the maximum extent possible to avoid the impact of
clock anomaly on the 10.23 MHz reference signal and to guarantee the availability
of navigation satellites. It is beneficial for improvement of navigation satellite
system measurement accuracy and ability of autonomous operation. At the same
time the ACES for navigation satellite can also improve long-term frequency sta-
bility of the satellite clocks and the measurement accuracy of the navigation satellite
system. For the establishment of ACES on navigation satellites this paper presents a
preliminary scheme and gives analysis and recommendation as for the key tech-
nologies and factors affecting ACES management, which aimed to provide refer-
ence for the project implementation of ACES on the following BEIDOU navigation
satellite system.
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Chapter 32
Research of Navigation Constellation
Independent Punctuality Based
on Different Configuration of Satellite
Clocks

Yang Yang, Fan Jian jun, Hong Yuan, Jin Shu xin and Yang Yu fei

Abstract The time-synchronization has no ground time criterion in the model of
autonomous time-synchronization, time precision keep on the navigation satellite
itself. When can make GEO satellite as time norm, and use satellite-satellite chain
to give other satellite. This paper design the navigation constellation of the new
satellite-navigation-system, and configure the satellite clocks, simulate all kinds of
constellation time-synchronization precision, educe the satellite clock configure
scheme in the new navigation system. Due to the introduction of high-precision
optical clocks, the overall time of the entire navigation constellations drift is
smaller, the accuracy is much higher than the link between self-ordinary; and
because the presence of high-precision clock, the time synchronization algorithm’s
requirements are lower, general EKF can meet the requirements.

Keywords Navigation system � Time synchronization � Satellite clock

32.1 Introduction

Atomic clock is the time reference ranging navigation system; it is the core part as
the payload in the satellite navigation system. Its performance directly determines
the user’s navigation timing accuracy. In the autonomous time synchronization
mode, time synchronization is lacking of ground-based reference, time accuracy
depends on satellite navigation autonomously maintained.
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32.2 Application of Atomic Clocks Investigation Status Quo

In the application of navigation system atomic clocks, the magnetic state of the
cesium clock and optically pumped cesium clocks have been used. Magnetic state
cesium clock has accurate frequency reference, but it is rather bulky. The HP507A
clock represented optically pumped cesium clock, it has small size, light weight,
long-term stability, high accuracy and long life. Rubidium atomic clock can meet
the requirements during the life of the satellite; it has been verified in the GPS-2R
satellite. And rubidium clock has low price, small size, light weight, good short-
term stability; it has been widely used in satellite navigation systems. Hydrogen
clock has been divided into active and passive two types. GPS uses cesium and
rubidium clock frequency as the time standard, GLONASS mainly use cesium
clocks, European “Galileo” (GALILEO) satellite navigation system is mainly used
rubidium clocks and hydrogen masers [1].

In order to meet the establishment of satellite navigation system “modernization”
and third-generation satellite systems, we improve the traditional space borne Rb
and Cs atomic clock, while the use of new physical principles and techniques of
atomic clocks onboard t is developed very rapid, it has made good progress, mainly
in two aspects of laser cooling and trapping atoms technology [2]. States are
committed to develop higher precision, smaller atomic clocks [3–6].

With the research of new atomic clocks, such as the high-performance optical
atomic clocks, and applied the research results in satellite navigation system [7], the
performance of satellite navigation systems will be increased dramatically. This
paper presents a hybrid navigation constellation, by setting different atomic clocks
in different satellites, analysis of constellation autonomous navigation methods in
different satellite configurations.

32.3 Satellite Autonomous Navigation Algorithms

For autonomous navigation constellation time synchronization, using distributed
navigation algorithm is obviously more reasonable. Because the distributed com-
puting process use parallel processing to reduce the amount of computation of
single stars, it can improve computational efficiency while distribute the computing
process only with their related observational data. Avoided a lot of inter-satellite
transmission, it provides a more flexible and stable structure, making the calculation
of the satellite constellation, and it is conducive to the expansion of the
constellation.

In a distributed architecture, each navigation satellites only need to accurately
estimate their own state. However, due to the observed values ranging between
inter-satellite have associate status, they need each other satellite clocks’ face time
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and covariance matrix, since each satellite is estimated that only its own state. EKF
equations for distributed process can be represented as

Zi;k ¼ hiðXkÞ þ Vi;k ð32:1Þ

Zi;k ¼ Hi;kXi;k þ Vi;k þ vi;k ð32:2Þ

Measurement update process

Ki;k ¼ Pi;k=k�1H
T
i;kðHT

i;kPi;k=k�1Hi;k þ Ri;kÞ�1 ð32:3Þ

X̂i;k ¼ X̂i;k�1 þ Ki;k½Zi;k � HX̂i;k�1� ð32:4Þ

Pi;k ¼ ðI � Ki;kHi;kÞPi;k=k�1 ð32:5Þ

32.4 Satellite Clock Modeling

The atomic clocks which used in satellite navigation system have been changed into
the system and random variation. Atomic clock difference xðtÞ can be expressed as
the difference between the instantaneous clock time and the same time the standard,
clock error is modelling with quadratic polynomial [8].

xðtÞ ¼ a0 þ a1ðt � t0Þ þ 1
2
a2ðt � t0Þ2 þ exðtÞ ð32:6Þ

a0 is the initial phase of the clock (time) bias, a1 is the initial atomic clock
frequency deviation, a2 is atomic linear frequency drift rate, exðtÞ is the time
deviation which affected by clock noise caused by random variation component, t0
is reference time.

Space borne atomic clock system model can be represented as

xk ¼ /k�1xk�1 þWk�1 ð32:7Þ

where

xk ¼
a0;k
a1;k
a2;k
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a0;k, a1;k, a2;k represent tk epochs satellite clock bias, frequency deviation and
frequency drift rate; s is filtering cycle; wu;k�1, wf ;k�1, wa;k�1 represent tk�1 epochs
satellite clock noise, frequency noise and frequency drift noise.
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32.5 Simulation and Results Analysis

32.5.1 Simulation of Atomic and Optical Clocks Error

The most common expression of frequency stability is Allan variance, In this paper,
the satellite clock error is calculated with Allan variance model [9] (Table 32.1).

After each of the above types of noise generated, atomic clock error is calculated
by the following formula

xi ¼ xi�1 þ sðyWP
i þ yWF

i þ yFFi þ yRWi Þ i ¼ 1; 2; . . .N: ð32:8Þ

32.5.2 Simulation of Ultra-stable Oscillator Data

There is no good mathematical model for oscillator. In this paper, allan variance
provided by ACES [10] (Table 32.2).

Because of the PM white noise, FM white noise, FM flicker noise, FM random
walk noise and phase white noise are independent of each other, its difference can
be expressed as the sum of the variance, it is represented as

r2y sð Þ ¼ r2�2 sð Þ þ r2�1 sð Þ þ r20 sð Þ þ r21 sð Þ þ r22 sð Þ

You can utilize these five separate noise respective characteristics, separated
these noises and Inversion error sequence, the formula shows in Eq. (32.8).

Table 32.1 Typical values of the atomic frequency standard Allan variance

Noise types PM white noise FM white noise FM flicker
noise

FM random walk
noise

Rubidium
clock

– ð1:5 � 10�12s�1=2Þ2 ð5 � 10�14s0Þ2 ð1 � 10�13Þ2=day
h i

s

Cesium clock – ð8:5 � 10�12s�1=2Þ2 ð2 � 10�14s0Þ2 –

Hydrogen
clock

ð1:5 � 10�13s�1Þ2 ð4 � 10�14s�1=2Þ2 ð2 � 10�15s0Þ2 ð3 � 10�13Þ2=day
h i

s

Optical clock – ð1 � 10�14s�1=2Þ2 ð1 � 10�16s0Þ2 –

Table 32.2 ACES ultra-stable crystal oscillator (USO) allan variance with interval

Measurement interval(s) 1 2 4 10 20

Sigma 1.49e-13 1.26e-13 1.00e-13 8.82e-14 8.88e-14

Measurement interval(s) 40 100 200 400 1000

Sigma 9.67e-14 1.23e-13 1.30e-13 1.20e-13 2.25e-13
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32.5.3 Simulation Conditions

In this paper, a hybrid navigation constellation has been simulated by MEO\GEO
\IGSO, satellites are composed from 1–35, 1–27 for MEO satellites, 28–30 for
IGSO satellites, 31–35 for GEO satellites. ISLs (MEO-MEO/IGSO) use Ka link,
Considering the total measurement error is 0.1 m (1r). Satellite clock error rX0 and
covariance PX0 design for hydrogen maser, rubidium and cesium clock, optical
clock, ultra-stable oscillator respectively as

rX0;H ¼ ½ 0:2� 10�9 0 0 � PX0;H ¼ diag½ 0:04� 10�18 0 0 �
rX0;Rb;Cs ¼ ½ 2� 10�9 0 0 � PX0;Rb;Cs ¼ diag½ 0:04� 10�18 0 0 �

rX0;O ¼ ½ 0:1� 10�9 0 0 � PX0;O ¼ diag½ 0:01� 10�18 0 0 �
rX0; uso ¼ ½ 1� 10�9 0 0 � PX0; uso ¼ diag½ 1� 10�18 0 0 �

Simulation time is 60 days, simulation program shows in Table 32.3.

32.5.4 Simulation Results Analysis

Option I:
Figures 32.1 and 32.2 are the optical clock + ultra-stable oscillator time synchro-
nization statistics chart. Non-GEO satellites use ultra-stable oscillator, because
ultra-stable’s short-term stability of the crystal is better, but less stable long, when
there is no two-way time synchronization, the entire constellation average time of
60 days maximum drift is about 3500 ns (Fig. 32.2). But when they join Ka-band
satellite link, the use of high-precision optical clocks on the GEO satellite, con-
stellation average time (constellation whole time drift) does not exceed the maxi-
mum drift 0.3 ns (Fig. 32.1).

Option II:
Figures 32.3 and 32.4 are optical clock + rubidium and cesium clocks time syn-
chronization statistics charts. Non-GEO satellites use atomic clocks (rubidium,
cesium clocks), due to atomic clocks (rubidium, cesium clocks) long stable are
better than ultra-stable oscillator, when there is no two-way time synchronization,

Table 32.3 Simulation algorithm design of independent time synchronization

Program GEO satellites Non-GEO satellites Measurement Algorithm

Option I Optical Ultra-stable oscillator Ka Distributed EKF

Option II Optical Rubidium/cesium clock Ka Distributed EKF

Option III Hydrogen Ultra-stable oscillator Ka Distributed EKF

Option IV Hydrogen Rubidium/cesium clock Ka Distributed EKF
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the entire constellation of 60 days maximum drift about for 450 ns (Fig. 32.4).
When added the Ka-band inter-satellite link, the use of high-precision optical clocks
on the GEO satellite constellation average time (constellation whole time drift) does
not exceed the maximum drift 0.3 ns (Fig. 32.3).
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Option III:
Figures 32.5 and 32.6 are the hydrogen + ultra-stable oscillator clock synchroni-
zation accuracy statistics chart. Due to the non-GEO satellite use ultra-stable
oscillator, its long steady accuracy is poor, when there has no two-way time
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Fig. 32.3 Option II constellation drift and satellite time synchronization error
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synchronization, its constellation overall drift is 3500 ns (Fig. 32.6). Placed passive
hydrogen on the GEO satellite as a time synchronization reference, the constellation
average time is the maximum of 200 ns (Fig. 32.5), we can see the constellation of
time synchronization error is diverged.
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Option IV:
Figures 32.7 and 32.8 are the hydrogen clock + rubidium, cesium clocks syn-
chronization accuracy statistics charts. The results are similar to the option III, the
whole constellation of time drift is also larger (Fig. 32.8), the constellation of time
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synchronization error is diverged, combine the results of option I and II, it could
prove that hydrogen program is difficult to meet the requirements of autonomy time
synchronization.

32.6 Conclusion

Satellite atomic clocks have frequency drift problems, when time lose; the accuracy
will be getting worse. In this paper, in the independent time synchronization mode,
the synchronization accuracy of hybrid navigation constellation depends on the
accuracy of GEO satellite clock, the higher the accuracy of GEO clock, the accu-
racy of the navigation constellation is also higher. Hydrogen maser clock’s accu-
racy is far than optical clock, when the time passed, the entire constellation of time
is drifted. It can set high-precision satellite clock such as optical atomic clock when
can achieve the purpose of self-time synchronization.

Due to the introduction of high-precision optical clocks, the overall time of the
entire navigation constellations drift is small, the accuracy is much higher than the
link between self-ordinary star mode for time synchronization accuracy (typically
tens of ns); and because the presence of high-precision clock, the time synchroni-
zation algorithm’s requirements are lower, general EKF can meet the requirements.
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Chapter 33
Fiber Based Radio Frequency
Dissemination Scheme to Multiple Users

Wei Chen, Dan Xu, Nan Cheng, Qin Liu, Fei Yang, Youzhen Z. Gui
and Haiwen W. Cai

Abstract High-precision time and frequency signals play an important role in many
areas such as modern communication, navigation, and baseline interferometry.
Optical fiber based time and frequency networking not only has a higher precision
which can meet the demand of new generation time and frequency standard but also
constructs to the ground based time and frequency network as a complementary
choice of satellite based methods. As a consequence, we propose a fiber based radio
frequency dissemination scheme to multiple users with a tree-like topology. The
noise compensation system acquiring the noise information by measuring multiple
reflection signal is put in remote terminals, which allow users to access the fre-
quency signal along the fiber without affecting others. With this scheme, a high
precise frequency transfer experiment is demonstrated along a 60 km fiber link to
multiple users. The frequency stability of 7.1 × 10−14 @1 s and 6.8 × 10−17@104 s
are obtained. Furthermore, the influence induced by adding or cancelling a new
terminal is tested when other terminals are operating. The result shows that the
stability of radio frequency networking scheme which is robust and flexible can
fulfil most atomic clock that is currently used and would bring benefit to establish a
national or even continental ultra-stable frequency dissemination network.

Keywords Laser technique � Frequency transfer � Optical fiber � Time and
frequency networking � Atomic clock
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33.1 Introduction

With the progress of the atomic clocks, the stability of commercial hydrogen clocks
has reached to 10−13@1 s. Moreover, the stability of the optical clocks has come to
10−16@1 s [1]. As a matter of fact it leads to the rise of the fiber based frequency
transfer which can be as an alternative choice of the GPS methods. With charac-
teristic of low transmission loss, anti-electromagnetic interference and high sta-
bility, fiber based frequency transfer can fulfil the needs of the transmission of high-
precision clock. In recent years, the developed countries have rushed to carry out
researches on the fiber based frequency transfer techniques. Highlights covers:
simultaneous transfer of radio frequency and time [2]; radio frequency transfer
alongside internet data traffic [3]; optical frequency transfer over a single span
1840 km fiber with ultra- stable performance [4].

However compared to traditional satellite-based transmission ways, point to
point fiber based frequency transfer scheme has its inevitable limitations. Its cov-
erage cannot meet the demand of most practical application such as modern large
linear accelerators, very long base lines interferometry and satellite positioning [5].
Multi-points frequency transfer is needed in all these applications. Therefore, fiber
based frequency networking technology has a broad range of applications and
urgent demands. Its difficulties lies in how to take advantages of the topological
structure, simplify the complexity of the system and enhance the system’s conve-
nience and robustness. As a linear topology, the midpoint extraction in a trunk fiber
for multiple-access has been firstly proposed and demonstrated to solve the problem
[6, 7].

In order to better adapt to branching network structure. We propose a precise
radio frequency dissemination scheme to multiple users with a tree-like topology. In
this scheme, phase noise can be detected and compensated in remote terminals.
Each remote terminal can work independently by using wavelength division mul-
tiplexing (WDM) technology. It leaves the advantage for users to access the high
precise radio frequency online. Network adaptability and system robustness are
greatly enhanced.

33.2 Networking Scheme

33.2.1 Theory and Set-up

The schematic diagram of the fiber based frequency dissemination network is
shown in Fig. 33.1. Radio frequency generated from a precise atomic clock is sent
to multiple remote terminals from the local terminal via a tree-like fiber network.
The high precise radio frequency signal can be exactly reproduced by identifying
and suppressing the phase noise in the far end of the link. In the experiment, the
10 MHz frequency signal is firstly boost to 1 GHz through a frequency multiplier
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(FM), which leads to a higher signal-to-noise ratio (SNR) for compensation. Then it
modulates the amplitude of distributed feedback (DFB) laser (λ1 = 1550.1 nm) by
an electro-optic Mach-Zehnder modulator (EOM). The 1 GHz signal can be
expressed as:

Vr ¼ cosðxt + u0Þ: ð33:1Þ

The polarization scrambler is used to reduce the influence of polarization mode
dispersion (PMD) and polarization dependent loss (PDL) [8].

Before injecting into the long haul fiber, a back-and-forth control structure is
used. It is composed of an optical coupler (OC), a circulator, an optical filter (OF)
and an erbium doped fiber amplifier (EDFA). This structure is used to pass the
forward signal while backward measuring signals from remote terminals can be
amplified and reflected. The optical filter can stop the backscattering signals
injecting into the EDFA. The back-and-forth control structure is insensitive to
wavelengths. All measuring signals of different wavelengths from each remote site
are reflected back. It ensure that the local transmission terminal keep the same and
do not need to be shut down even if a new remote terminal is added. It is much
flexible for network expansion.

The modulated frequency signal injects into 25 km spooled fiber after the local
terminal. With OC, part of the light is downloaded into the remote terminal 1, the
other part passes through another 35 km spooled fiber. Another OC is used to
extract the signal for remote terminal 2. The other port of the OC comes in handy
for a new remote node being added in the future.

We take remote terminal 1 as an example, but the same applies to other ter-
minals. At the remote terminal, the frequency signal coming from local site first
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Fig. 33.1 Diagram of tree-like network experiment system
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passes through an optical delay line (ODL) including a temperature controlled fiber
ring (dynamic range about 3.4 ns, sensitivity of 40 ps/°C) and a fast fiber stretcher
(dynamic range 17 ps, response speed of a few hundreds kHz) as a compensated
structure. The loop bandwidth B is limited by the propagation delay τ. It satisfies the
relations of B < 1/(4τ) [9]. For 25 and 60 km links, they are 2 kHz and 833 Hz
respectively.

After passing through a circulator, the frequency signal goes through the cor-
responding channel of a WDM. Detected by the low noise photo detector, the
frequency signal can be expressed as:

Va1 ¼ cosðxt þ u0 þ upÞ: ð33:2Þ

It includes one trip phase noise term φp. Then it splits into three parts. The first part
is the final frequency output. The second part sends to the phase discriminator as a
reference signal and the last part as a measuring signal modulates another DFB laser
(λ2 = 1550.9 nm). This measuring signal sends back into the long haul fiber. After the
back-and-forth structure, the measuring frequency signal comes back to the remote
site once again. The optic path is assumed to be symmetrical. The detected measuring
signal after de-multiplexing with the corresponding channel is expressed as:

Va3 ¼ cosðxtþu0 þ 3upÞ: ð33:3Þ

It passes three times of the optical path, thus the phase noise term is 3φp. This
detected measuring signal is also sent to the phase discriminator. Therefore we get
the error signal of 2φp and it feedback controls the ODL for compensation after the
proportion-integration-differentiation (PID) arithmetic. The ODL generates a phase
drift of −φp. Thus the final output frequency will be changed to:

V 0
a1 ¼ cosðxt þ u0Þ: ð33:4Þ

It is stable and will be down converted to 10 MHz for users by a frequency divider
(FD).

WDM technology is used for measuring frequency signals of different remote
terminals. In our experiment, another wavelength (λ3 = 1549.3 nm) is applied to the
remote terminal 2. It ensures that each remote terminal can only measure the
corresponding phase noise of the fiber link. Each remote terminal works indepen-
dently without disturbing the others. In this way, high precise frequency dissemi-
nation to multiple users is realized.

33.2.2 Experimental Results

The experimental set-up is constructed as we proposed before. The regenerated
frequency signals of two remote terminals are compared to the local clock. The
results of relative frequency stability (typically represented by overlapping Allan
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deviation (ADEV)) are shown in Fig. 33.2. The dark curves in the figure are free
running link. Taking the advantages of optical fiber, the short time stability can
reach the order of 10−14 in experiment circumstance. In contrast, the long term
stability is drifting owing to the influence of ambient temperature. With the increase
of distance, the influence of optical lose, backscattering light, ambient temperature
and other nonlinear effects are obviously observed. We can observe from the curve
that free running state of remote terminal 1 (60 km away from local terminal) is
worse than remote terminal 2. The performances of compensated link are also
shown in the figure (curves). The short time stability improves not much because of
the limitation of intensity noise generated from some active optoelectronic com-
ponents (such as relative intensity noise of laser,spontaneous emission noise of
EDFA, shot noise and thermal noise of detector). The ADEV are 7.1 × 10−14@1 s
and 4.6 × 10−14@1 s respectively. However the long term performance is dra-
matically enhanced. Even though the optical path is not strictly symmetrical (e.g.
the asymmetry of the back-and-forth structure, the different wavelength between
back and forth), it can reach 6.8 × 10−17@104 s which has three orders of
improvement.

33.3 Robustness Discussion

For cyber structure, the traditional star-like networking topology may achieve high
precise frequency distribution as well by increasing the complexity of noise sup-
pression apparatus at local terminal. However for practical application, a reasonable
frequency distribution networking structure which can accommodate new terminals
conveniently without affecting others is expected [10]. The tree-like radio frequency
dissemination scheme we proposed can theoretically fulfil the requirement. The
robustness is discussed.

For analysing the influence of phase fluctuations when a new terminal is with-
drew or added,three circumstances are taken into consideration. First, when remote

Fig. 33.2 Relative frequency
stability
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terminal is not far away from the local station, optical power budget is sufficient. In
this circumstance EDFA is not needed in the back-and-forth structure. We take an
experiment based on the tree-like dissemination scheme, but replace the length of
the two spooled fiber to 1 and 10 km. So the remote terminals are 1 and 11 km away
from the local station. The EDFA is taken away. When the dissemination system is
working on phase compensated state, remote terminal 1 is suddenly withdrew and
then inserted two minutes later. The phase fluctuation of radio frequency output of
remote terminal 2 is detected. It is shown in Fig. 33.3a. It indicates that the stable
radio frequency signal will not be affected in this circumstance.

Second, when a remote terminal is further, optical power budget is insufficient
for the further terminal. For an experiment, the tree-like networking dissemination

withdraw insert

withdraw

insert

insertwithdraw

(a)

(b)

(c)

Fig. 33.3 Phase fluctuations
while online access
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set-up is still used, but the length of the two spooled fiber is changed to 10 and
25 km. An EDFA is used in the back-and-forth structure to amplify the measuring
signals which are generated from the two remote terminals. The gain of the EDFA
is carefully controlled. We make sure that the total output power after the EDFA is
below stimulated Brillouin threshold. Just like the first circumstance, remote ter-
minal 1 is suddenly withdrew and then inserted two minutes later. The phase
fluctuation of the remote terminal 2 is monitored. It is shown in Fig. 33.3b. Some
turbulence are observed. But because the compensated structure is working, the
phase fluctuation is stabilized after several cycles of vibration. The main reasons for
this phenomenon is the transient effects of the EDFA [11]. Due to constant pump
power, the light energy of the withdrawn terminal will changed to the online
terminal. That is to say that the gain of the remote terminal 2 will be enhanced,
which will induce the phase fluctuation. In practical applications, the pump light
power can be feedback controlled. The phase fluctuation will be further suppressed.

Third, when remote terminals are far away from the local station, optical power is
not enough for all terminals. In the experiment, the length of the two fiber spools is
chosen to 25 and 35 km. We just use one EDFA for experimental test. The output
power of each measuring signal after the EDFA will be controlled below stimulated
Brillouin threshold. But the total optical power is exceed the threshold. Then the
remote terminal 1 is withdrawn and inserted just like we tested before. The phase
fluctuation is shown in Fig. 33.3c. The gain of EDFA for remote terminal 2 is enlarged
while the remote terminal 1 is withdrawn. The optical power of the measuring signal
exceeds the stimulated Brillouin threshold in this circumstance. So the curve is much
thicker than before. It may influence the performance of the dissemination system.
However when the terminal inserted back, the phase fluctuation is stabilised quickly.

Therefore, for practical applications,the total optical power of all wavelength
channels should keep below the stimulated Brillouin threshold all along the fiber
link. Meanwhile the fiber length of the asymmetry part should be as short as it can
and ambient temperature should be controlled for reduce the influence of unsup-
pressed delay noise. In general, whichever the circumstance is, the tree-like dis-
semination scheme allows users to insert or withdraw online terminals and the
phase fluctuation can rapidly restore to stable. That is to say, even if some remote
terminal is broken or the branching fiber is cut off, other terminals will not be
seriously affected and the high precise frequency signal can be accessed at any time.

33.4 Conclusion

A tree-like radio frequency networking scheme is proposed. The performance of the
dissemination scheme is test by an experiment. Relative stability of 7.1 × 10−14@1 s
and 6.8 × 10−17@104 s are obtained. The influence to phase fluctuation when a
terminal is added or canceled is further discussed. The result shows that the fiber
based frequency dissemination scheme to multiple users can fulfil the most practical
applications which is currently used.
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Chapter 34
Influence of Lamp Spectral Profile
on Short-Term Stability and Light Shift
of a Rubidium Atomic Clock

Qiang Hao, Shengguo He, Feng Xu, Feng Zhao and Ganghua Mei

Abstract Passive gas-cell rubidium atomic clock has been widely used in Global
Navigation Satellite System (GNSS). Further improvement on the frequency sta-
bility of rubidium atomic clocks has extreme significance for promoting the posi-
tioning and timing precision of GNSS. Distortion of the lamp spectral profile,
caused by self-absorption, is a common concern for the design of a rubidium clock.
However, few literature has systematically investigated the impact of lamp spectral
profile on a Rb clock. In this work, the influence of lamp spectral profile on both
short-term frequency stability and light shift of a rubidium clock was studied the-
oretically and experimentally. The results showed that serious distortion of the lamp
spectral profile could lead to one times deterioration to short-term frequency sta-
bility, and change the zero light shift point by a few degrees centigrade. Thus, we
demonstrated that optimization of the lamp profile may be an effective way to
improve the performance of a Rb clock, which should be paid more attention when
designing a high performance spaceborne Rb clock.
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34.1 Introduction

Being of compact volume, light weight, low power consumption and high reli-
ability, the passive gas-cell rubidium atomic clock has been widely used in GNSS.
Further improvement on Rb clocks frequency stability is critical for the positioning
and timing precision of GNSS.

In a lamp pumped Rb clock, the discharge lamp is served as light source to
create population inversion between the ground state hyperfine energy levels F = 1
and F = 2. Spectrum of the lamp mainly consist of D1 (795 nm) and D2 (780 nm)
lines, each line is composed of the a and the b components. The b component is
beneficial while the a component is adverse for creating population inversion. For
this reason, hyperfine filter is commonly employed to remove the a component. The
energy levels related to D1 line of the two isotopes, 87Rb and 85Rb, are shown in
Fig. 34.1.

As shown in Fig. 34.1, the A component of 85Rb is near to the a component
while the B component is significantly far from the b component. Furthermore, the
hyperfine levels of 85Rb atom are broadened and shifted by the buffer gas. Thus,
when the light emitted from the lamp propagates in the filter cell, the a component
will be absorbed dramatically.

The so-called self-absorption effect, i.e. light emitted by specific atoms might be
absorbed by other atoms in the bulb, could lead to broadening, asymmetry and even
dips of the lamp spectral profile [1]. Variation of The lamp spectral profile could
influence both the short-term and long-term frequency stability of a Rb clock. As
for the short-term stability, it affects the optical power spectral density directly,
which dominates the optical pumping efficiency. For the long-term stability, it
could influence light shift, which may be a limit for long-term stability (at average
time greater than 10,000 s) [2].

In general, distortion of the lamp spectral profile, caused by self-absorption, is an
ineluctable problem to various extent. Its impact may be negligible for a lower
performance Rb clock, whereas may be notable for a high performance one. To the

Fig. 34.1 Energy levels of
the ground and the 1st excited
states of 87Rb and 85Rb atom
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best of our knowledge, no previous investigation focuses on the influence of the
lamp spectral profile on the performance of a Rb clock. In this work, the influence
of lamp spectral profile on both short-term frequency stability and light shift of a Rb
clock was studied theoretically and experimentally.

34.2 Theoretical Method

34.2.1 Optical Power Spectral Density and Light Shift

Electric field of the incident light could induce an electric dipole moment in each
atom, which is proportional to the electric field. The dipole moment can be
expressed as ~p ¼ a~E, where α denotes polarizability, ~E is electric field vector.
Interaction between atoms and light can be expressed by Liouvile equation [3]:

i�hðd=dtÞq ¼ ½H0 þ dH; q� ð34:1Þ

dH ¼ �ðjE0j2=4Þ~e� � a �~e ð34:2Þ

where dH is a perturbation caused by light,~e is the polarization vector of light, α is
the complex polarizability of Rb atom, in which the real and the imaginary part are
related to absorption and dispersion respectively, it can be equivalent to four terms
[4]:

a ¼ aeq þ ahfs~I �~J þ i
X

ff 0
agtðff 0 Þ~Jðff 0 Þ þ

X

ff 0
abrðff 0 ÞQ

$ðff 0 Þ ð34:3Þ

The first term is named equilibrium polarizability, causing an equal displacement
for all of the ground state sublevels, so it affects the light propagation while doesn’t
affect the light shift. The second term is hyperfine structure polarizability, which
relates to the variation of absorption and dispersion when the pumping light alters
the population of the ground state hyperfine levels. The third term is gyrotropic
polarization, whose contribution is zero for the light emitted by lamp is linear
polarization. The last term is birefringent polarizability, it could make a certain
contribution when the splitting of excited state hyperfine structure couldn’t be
ignored compared with Doppler broadening.

On basis of Eq. (34.3) and ignoring the third term, the absorptivity, relating to
the imaginary part of α, can be expressed as:

t ¼ 4pkNðImaeq þ Imahfs\~I �~J[ þ
X

ff 0
Imabrðff 0 Þ~e� �\Q

$ðff 0 [ �~eÞ ð34:4Þ

where k is Boltzmann constant, N is atomic density.
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Light shift is related to the real part of polarizability, thus light shift response
function S(v) is expressed as [5]:

SðmÞ ¼ ShfsðmÞ þ StðmÞ ð34:5Þ

where Shfs(v) and St(v) represent hyperfine structure response function and tensor
response function respectively.

Considering light absorption caused by microwave resonance in absorption cell
is very small, so power spectral density of the light in both filter and absorption cell
could be acquired by the same expression:

Fðm; zÞ ¼ UðmÞ exp½�tðmÞz� ð34:6Þ

where UðmÞ is power spectral density of incident light, t(v) is absorptivity, z is
position in the filter or absorption cell.

In general, the measured light shift is an average of all resonance atoms pumped
by the light with various optical power spectral density, so the absorption cell is
divided into successive layers with a number of n, and the light shift dmhfs is
approximately calculated as an average of all layers:

dmhfs ¼ 1
n

XL

z¼L=n

Zþ1

�1
½ShfsðmÞ þ StðmÞ�Aðm; zÞdm ð34:7Þ

where L is the length of absorption cell, A(v,z) is power spectral density of the
pumping light at position z, which could be calculated from Eq. (34.6).

For a specific lamp spectral profile, the zero light shift point of a Rb clock is the
temperature of cavity-cell assembly when dmhfs is zero.

34.2.2 Short-Term Frequency Stability

According to the theory developed in [6], pumping rate CiðzÞ can be expressed as:

CiðzÞ ¼ 1
hmS

Zþ1

�1
Aiðm; zÞriðvÞdm ð34:8Þ

where i = 1 corresponds to the a component, i = 2 corresponds to the b component.
riðmÞ is absorption cross section, S is cross-section area of the light beam, h is
Planck constant.

The microwave-optical double resonance technique is used in Rb clock, so the
absorbed light intensity DI xð Þ in the absorption cell is a function of the microwave
frequency:
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DIðxÞ ¼ Shm
ZL

0

C1ðzÞn1ðz;xÞ þ C2ðzÞn2ðz;xÞdz ð34:9Þ

where n1 and n2 are the population of ground state hyperfine levels F = 2 and F = 1,
which can be acquired by solving the rate equation. Then short-term stability rðsÞ
can be estimated by [7]:

rðsÞ ¼ 1Eð�10Þ
ffiffiffiffiffiffiffiffi
2eI0

p
=Sds

�1=2 ð34:10Þ

where e is electronic charge, I0 is background current, Sd is discrimination slope,
which can be obtained from DIðxÞ [8].

34.3 Experimental and Theoretical Results

34.3.1 Spectral Profiles

By adjusting excitation frequency and power, temperature, species of buffer gas of
spectral lamps, three lamps with different spectral profiles were acquired. In the
spectral profiles measurement, a Fabry–Pérot interferometer with a free spectral
range of 15 GHz and a fineness of 30 was employed, and optical filters were
adopted to ensure either D1 or D2 line could transmit.

The spectral profiles of the lamps are illustrated in Fig. 34.2, the lamps showed a
tendency of alleviation in distortion of spectral profiles and are marked as L1, L2,
L3 respectively, the buffer gas in L1 is Ar and in L2, L3 are Xe. It is found that the
spectral profile of L1 has an obvious dip and the widest width, distortion of the
spectral profile of L2 is lower and the spectral profile of L3 has the best symmetry

Fig. 34.2 D1 (a) and D2 (b) line spectral profiles of the three lamps
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and the narrowest width. It is also found that distortion of D1 line is lower than D2

line, meanwhile the b component presents lower distortion than the a component,
that is due to the differences in their absorption cross section.

The relative light intensity of D1 and D2 were also observed by a spectrometer.
The percentage of D1 line in total light intensity of L1, L2 and L3 were 45, 45 and
42 % respectively. The influence of the differences will be discussed below.

In the calculation of light shift and short-term stability, power spectral density of
the pumping light at arbitrary position is required. So spectral profiles of the light
transmitted through the filter and the absorption cell were measured. The results of
D2 line are shown in Fig. 34.3a, b. The situation of D1 line is similar with D2 line.
Then simulation spectral profiles of the above two positions of D2 line was obtained
on basis of Eq. (34.6). In the calculation, the required aeq and ahfs were described in
[4], ~I �~J� �

was taken as −0.2 for filter cell and 0.1 for the absorption cell, esti-
mating by the measured spectral profiles, birefringence effect produced a tiny
influence on the light absorption in our assumption. Figure 34.3c shows the

Fig. 34.3 Measured spectral profiles of the D2 line transmitted through the filter cell (a) and the
absorption cell (b) of the three lamps. c and d are the theoretically calculated profiles
corresponding to the spectral profiles in (a) and (b), respectively
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theoretical spectral profiles of the light though filter cell, and (d) shows the theo-
retical spectral profiles of the light though absorption cell. As theoretical results of
the two typical positions present a good agreement with the experiment, so it
demonstrates that the optical power spectral density at arbitrary position for the both
cells could be acquired comparably accurately by the theoretical method.

34.3.2 Light Shift

Light shift of a Rb clock was experimentally measured with the three lamps
respectively, as is shown in Fig. 34.4. In the experiment, both the filter and
absorption cell were put in a slotted-tube cavity [9], light intensity of the lamp was
approximately controlled at 110 uA with optical neutral attenuators, an optical filter
with a center wavelength of 786 nm and half width of 30 nm was adopted to ensure
only D1 and D2 lines can transmit.

Light shift, due to AC Stark effect, is related to symmetry and width of the lamp
spectral profile. As shown in Fig. 34.4, it is found that the zero light shift point of
the cavity-cell assembly is raised several degrees with distortion of the spectral
profile aggravating.

For the theoretical study, on basis of the expressions in [5], the light shift
response curves of D1 and D2 were calculated, as is shown in Fig. 34.5. The curve
of D2 line presents better symmetry while the curve of D1 line appears obvious
distortion, this is due to hyperfine structure splitting of the state 52P1/2 is much
larger than 52P3/2. Besides, it can be generalized that D2 line has greater influence
on light shift since the intensity (55 % of L1 and L2, 58 % of L3) and the light shift
response (much higher than D1 line).

Fig. 34.4 Measured light
shift related to the three
lamps, the legend illustrates
relative light intensity
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Given that optical power spectral density of the light at arbitrary position could
be acquired based on Eq. (34.6), thus zero light shift points corresponding to the
three lamps could be calculated according to Eq. (34.7) and the results are listed in
Table 34.1 with the experimental results. In the calculation, the length of absorption
cell L is 14 mm and the value of n is took as 14. It can be observed that the
theoretical results present the same variation trend with experiment, although there
is a deviation between the theoretical and experimental values, which mainly ori-
gins from the distinction in theoretical model and practical situation.

It should be mentioned that, in the above experiment and calculation, D1 line ratio
to the total light intensity for the three lamps are not the same, 45 and 45% for L1 and
L2, and 42 % for L3. To clarify influence of the differences, a calculation for L3 was
performed, in which the percentage intensity of D1 line was assumed to be 45 %. The
obtained zero light shift point was 58 °C, which is much close to 58.1 °C as given in
Table 34.1. So we conclude that a few percent change of relatively light intensity of
D1 and D2 lines didn’t affect the zero light shift point so much, and differences of the
zero light shift points were due to the variation of lamp spectral profile.

34.3.3 Short-Term Stability

Discrimination slopes of a Rb clock with the three spectral lamps as pumping
sources were measured respectively. In experiment, the cavity-cell assembly
worked at 68 °C and the optical filter, neutral attenuators used in light shift mea-
surement were still used.

Fig. 34.5 Light shift
response curve of 87Rb atom

Table 34.1 Experimental
and theoretical results of zero
light shift points for the three
lamps

L1 L2 L3

Zero light shift point
(°C)

Experiment 62.4 58.6 56.5

Theory 64.2 60.4 58.1
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The measured S curves are shown in Fig. 34.6. It is obvious that slope of center
part of the S curve, i.e. the discrimination slope, decreases with distortion of the
lamp spectral profile aggravating.

The theoretical calculation was performed in three steps. Firstly, we obtained the
pumping rate according to Eq. (34.8) and the results are shown in Fig. 34.7. Γ2
represents pumping rate of the Zeeman sublevels of F = 1, which is beneficial to
creating population imbalance at the two ground state hyperfine levels. Γ1 repre-
sents pumping rate of the Zeeman sublevels of F = 2, which is adverse to the
population imbalance. Therefore, total population difference is related to (Γ2−Γ1),
the greater integral area between Γ2 and Γ1 indicates the higher signal to noise ratio

Fig. 34.6 Experimentally
obtained S curves
corresponding to the three
lamps

Fig. 34.7 Variation of
pumping rate in the
absorption cell
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of the double resonance and thus better short-term stability. It can be found from
Fig. 34.7, the area has a trend of decreasing for L3, L2, and L1.

Secondly, we acquired the population of the two ground state hyperfine levels by
solving rate equation.

Finally, we calculated discrimination slope and short-term frequency stability by
Eqs. (34.9) and (34.10). Experimental and theoretical incident light intensity,
background light intensity, discrimination slope and short-term stability are listed in
Table 34.2. Assuming the intensity proportion of D1 is 45 % for L3, the calculated
short-term stability is 0.7E-12τ−1/2, thus the influence of relatively intensity vari-
ation of D1 and D2 line could be neglected in our situation.

As the results listed in Table 34.2, it demonstrates that the distortion of lamp
spectral profile deteriorates the short-term frequency stability to a great extent. This
deterioration effect is easy to be understood, with distortion of the lamp spectral
profile aggravating, the spectral profile will be wider, even appeal dips, thus the
spectral power density in the center will decrease. On one hand, the optical
pumping efficiency will decrease. On the other hand, the shot noise will increase.
Both the effects would lead to deterioration of short-term stability.

34.4 Discussion

Both theoretical and experimental investigations were performed on the influence of
lamp spectral profile on short-term stability and light shift. It was found that serious
distortion of the lamp spectral profile could lead to one times deterioration to short-
term frequency stability. Besides, variation of the lamp spectral profile could
change the zero light shift point by a few degrees, which indicates that, in addition
to the cavity-cell assembly, the lamp should be taken into consideration when
setting the zero light shift point.

We noted that the lamp (L3) with the lowest distortion profile showed a sig-
nificant advantage in short-term stability compared with the other two lamps (L1
and L2), while the corresponding zero light shift point of L3 was lower than the
appropriate operation temperature of absorption cell in a magnitude of 10 degrees.

Table 34.2 Experimental and theoretical results of short-term frequency stability

L1 L2 L3

Incident light current (uA) 111 112 110

Background light current (uA) Experiment 37 30 25

Theory 29 24 22

Slope of discriminator (E-10 A/Hz) Experiment 2.1 2.8 3.7

Theory 2.4 3.2 3.8

Short-term stability (E-12τ−1/2) Experiment 1.7 1.1 0.8

Theory 1.3 0.9 0.7

396 Q. Hao et al.



Given that a filter cell with buffer gas Ar of 5.3 kPa was used in the experiment, the
zero light shift could be raised by increasing the buffer gas pressure. We have been
preliminarily demonstrated that not only the zero light shift point could be raised
but also the filtering efficiency could be improved by this approach.
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Chapter 35
Evaluation and Monitoring on the Single
Station Time Difference Based on the BDS,
GPS and GLONASS Data

Guang Sun, Hua Lu, Lirong Shen, Xiaolin Jia, Meijun Guo,
Yijun Mo and Yingjie Hong

Abstract With the improvement and updating of GPS, GLONASS navigation
system, and the gradual establishment of GALILEO and China’s BeiDou system
(BDS) navigation system, Multi-system GNSS navigation systems have become the
main research directions. In order to achieve the compatibility and interoperability
among the GNSS systems, accurately determine the time difference between dif-
ferent systems is the key. Based on this, this paper adopted the GNSS observation
data, which is the output of the multi-mode dual-band receiver, and the GNSS
system’ navigation message to monitor the time difference between different GNSS
navigation systems. Because the BIPM T bulletin has no BDS data, so the measured
time difference data of GLONASS and GPS and the corresponding time difference
data of BIPM T bulletin were used to be evaluated. In this paper, the maximum,
minimum, mean, mean square error and the RMSE of BDS, GPS and GLONASS
time difference data were accumulated. 310 days’ time difference data were used to
evaluation the difference. The results show that the residual’ standard deviation
between GLONASS, GPS time difference and the results of T bulletin is 4.28 ns,
and the residual’ standard deviation between BDS and GPS, GLONASS system can
reach 5 and 10 ns in optimal conditions.
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35.1 Introduction

China’s BeiDou system (BDS), which can provide services to the Asia-Pacific, is
compatible and interoperable with GPS, the EU’s Galileo system and Russia’s
GLONASS. At present, Multi-mode satellite navigation has become a research
hotspot. Multi-mode satellite navigation system is the navigation systems which
utilize many navigation systems for joint navigation, it can realizes the advanta-
geous complementarities and can improve the navigation precision to some extent
[1].

Different navigation system has its own time. GPST is the time of GPS system,
which can be traced back to the Universal Time Coordinated [UTC (USNO)] of the
United States Naval Observatory. GLONASST is the time of GLONASS system,
which can be traced back to the Universal Time Coordinated [UTC (SU)] of
Russia’s. GST is the time of Galileo system [2–5], which is the integrated com-
putation result of several UTC time in different laboratory of European. BDT is the
time of BDS, this time system is produced by the clocks of the BDS ground control
station, which can be traced back to UTC (NTSC) [6]. There will be time deviation
between different systems, the basis of the multi-mode satellite navigation is unified
on different system time.

Due to the system time deviation will affect the precision of positioning, velocity
determining and timing, and can lead to large navigation error in a multi-mode
navigation. So it is necessary to do the research of time difference systems. There
are two main types of method for the system time deviation monitoring. They are
the system level method and the user level method, respectively [7].

In this paper, use the system level monitoring method for the system time
deviation monitoring. Firstly, receive pseudo range by multimode receiver, and then
calculate the time difference between local time with BDS, GLONASS and GPS
system. At last, the performance of the time difference of the three systems is
evaluated.

35.2 GNSS Time Difference Monitoring Principle

In this paper, the method of spatial signal was used to monitor the system time
difference through the single-mode or multimode receiver in a single station to get
the space signal of the GNSS system, then using the navigation positioning prin-
ciple for the calculating of the system time deviation. Monitoring principle is shown
in Fig. 35.1, and relevant algorithm can be used to calculate the time difference of
the three systems [7–9].
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Pseudo range observation equation is as follows.

P ¼ qþ cdtr � cdts þ dtrop þ dion þ dmult þ dcha þ dode þ e ð35:1Þ

P is the observation quantity of pseudo range, ρ is the distance of the station and
the satellite, cdtr is clock correction of the receiver, cdts is the clock correction of
the satellite, dorb is the orbit biases of the satellite, dtrop is the biases of the tro-
posphere, dion is the biases of the ionosphere, dmult is the time delay of the multi-
path, dcha is the time delay of the receiver channel, dode is time delay of the cable
refer, ε is the measurement noise of the pseudo range. Therefore, the receiver time
difference can be calculated by using the pseudo range observation quantity and
navigation message, as shown in formula 35.2.

dtr ¼ p� q
c

þ dts � dtrop þ dion
c

� dcha þ dode
c

� dmult þ dorb þ e
c

ð35:2Þ

The clock error of the receiver can be determined through the navigation mes-
sage and pseudo range observation quantity. Assume the clock error of GPS is
REFG, the clock error of GLONASS is REFR, and the clock error of BDS is REFC,
using formula 35.3, the Time difference between two systems can be determined.

TCG ¼ REFG� REFC
TCR ¼ REFR� REFC
TRG ¼ REFG� REFR

8
<

:
ð35:3Þ

TCG is the time difference of BDT and GPST, TCR is the time difference of BDT
and GLONASST, TRG is the time difference of GLONASST and GPST.

multimode 
receiver

External 
standard 
frequency

Second 
signal

Frequency 
signal

GPS satellite GLONASS satellite

computer

pseudo range/
navigation message 

BDS satellite

Fig. 35.1 Principle of GNSS time difference monitoring
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35.3 Error Model of the GNSS Time Difference Monitoring

The main error terms of the GNSS system time difference monitoring include
satellite clock error, satellite ephemeris error, relativistic effects, the earth’s rotation
effect, ionosphere delay, tropospheric delay, cable delay and multipath effect.

• Satellite clock error
As for BDS, satellite clock error at the time of t in BDT [6] can be determined in
formula 35.4.

Dtsv ¼ a0 þ a1ðt � tocÞ þ a2ðt � tocÞ2 ð35:4Þ

a0 is the clock phase deviation of satellite at the initial time, a1 is the clock
frequency deviation of satellite at the initial time, a2 is the clock frequency drift
of satellite, t is the BDT at the time of signal emission, Toc is the reference time
of the satellite clock data.
The B1I signal also needs to be a further correction before it can be used. The
correction can be conducted as shown in formula 35.5.

ðDtsvÞB1I ¼ Dtsv � Tgd1 ð35:5Þ

Tgd1 is the time delay between the star equipment’s and can be obtained by
satellite navigation message.

• Satellite ephemeris error
The correction of satellite ephemeris error is the same as the correction of the
satellite clock error. Firstly, fitting the optimal estimation of the satellite position
estimated by the master control station, and then uploaded the correct satellite
ephemeris to the satellite. Finally, broadcast the correct satellite ephemeris to the
user in the form of navigation message [7].

• Relativistic effects
Because of the motion state and the stress of the satellite clock and the ground
clock’s is different, there will be a relative deviation between the satellite
clock and the ground clock. The relativistic effects can be corrected by the
formula 35.6 shown as follows.

Dtr ¼ F � e�
ffiffiffi
A

p
� sinE ð35:6Þ

e is the satellite orbital eccentricity, A is the satellite orbital semi-major axis. E is
the eccentric anomaly calculated by the ephemeris parameter data, F is a con-
stant, F ¼ �4:442807633� 10�10 s=

ffiffiffiffi
m

p
.

• The earth’s rotation effect
The rotation of the earth will lead to a relativity error of the satellite position
at the moment of emission and receiving time, consider the Sagnac effect.
Formula 35.7 can be used to correct the satellite coordinates.
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5 ð35:7Þ

[x, y, z] is the revised satellite location, ω is the angular velocity of earth
spinning, τ is the travel time of the satellite signals in the space.

• Ionosphere delay
The combination of dual-frequency pseudo range observation can be used to
eliminate the ionosphere delay, as shown in formula 35.8.

q ¼ f 21 p1 � f 22 p2
f 21 � f 22

ð35:8Þ

p1, p2 are the pseudo range observation, f1, f2 are the frequency
• Tropospheric delay

The tropospheric delay can be estimated with the model which includes the
meteorological parameters. The commonly used models are the Hopfield model
and the Saastamoinen model. The Hopfield model is adopted in this paper to
correct the tropospheric delay.

35.4 The Experiment Results and Discussions

35.4.1 The Time Differences Result of Measured Data

In this paper, the test data comes from Trimble R9 multimode receiver. It can receive
related data of the four systems. Multimode receiver located at the monitoring station
connects the 1 PPS/10 MHZ external signal of the reference master clock, select the
related data of the BDS, GPS and GLONASS received in the eight months of 2014,
the above error models are adopted to correct the errors, using pseudo range
observation and navigation message to obtain the time differences of the GPST, the
GLONASST and the BDT, the measured time interval is 15 min, eliminate the gross
error of the time difference data with the median method, and use vondrak to filtering
the data [10, 11]. Figures 35.2, 35.3 and 35.4 shows the GNSS navigation system
time difference data waveform over the March to November of 2014. Figure 35.2 is
the time difference waveform of the BDT with GPST, Fig. 35.3 is the time difference
waveform of the GLONASST with BDT, Fig. 35.4 is the time difference waveform
of the GLONASST and GPST, the red line is the filtered graph.

Figure 35.2 shows that the time difference of the BDT and GPST changes
between 40 and 110 ns. In Figs. 35.3 and 35.4, the time difference of the
GLONASST and GPST, GLONASST and BDT changes between 450 and 520 ns
over March to August of 2014, waveform floating range become large over
September to November of 2014.
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35.4.2 Statistics Analysis of the Measured Data

The statistical results of test data is shown in Table 35.1, RG stands for GLON-
ASST–GPST, CG stands for BDT–GPST, RC stands for GLONASST–BDT, the
maximum, minimum, average, standard deviation, root mean square error and 95 %
confidence level of the two systems’ time difference are calculated over the March
to November of 2014 for BDT, GLONASST, GPST.

Table 35.1 The statistical result of the time difference between GLONASST and GPST in
2014.3–2014.11

Time Time
difference

Max
(ns)

Min
(ns)

Mean
(ns)

STD
(ns)

RMS
(ns)

% 95 upper
(ns)

2014/3 RG 423.25 399.94 411.02 4.04 411.04 418.08

CG −38.16 −65.64 −50.71 5.75 51.04 −42.21

RC 484.03 443.37 461.62 7.71 461.68 476.03

2014/4 RG 422.98 378.77 401.78 6.36 401.84 411.19

CG −40.48 −81.22 −57.73 10.83 58.74 −44.24

RC 478.96 439.1 459.34 8.18 459.41 470.7

2014/5 RG 405.92 376.3 389.54 5.92 389.58 402.02

CG −71.3 −95.41 −82.09 5.13 82.25 −74.6

RC 498.23 454.37 471.56 10.27 471.68 491.17

2014/6 RG 420.98 394.56 407.10 4.3 407.13 414.7

CG −76.37 −113.4 100.58 9.58 101.03 −80.69

RC 522.35 486.79 507.50 7.37 507.55 516.64

2014/7 RG 410.04 380.33 393.23 5.04 393.26 402.07

CG −84.85 114.32 102.03 6.74 102.27 −88.43

RC 516.86 470.93 495.38 9.06 495.47 510.13

2014/8 RG 407.31 370.19 390.80 7.6 390.87 402.17

CG −43.72 −71.41 −52.81 6.5 53.21 −46.04

RC 463.22 420.32 443.96 8.8 444.04 456.26

2014/9 RG 373.6 262.51 317.34 29.59 318.72 361.04

CG −39.51 −88.03 −57.25 10.57 58.21 −47.24

RC 422.96 337.41 374.82 21.51 375.43 410.96

2014/10 RG 269.17 163.61 213.13 27.6 214.91 257.01

CG −63.49 −85.83 −75.18 3.85 75.28 −68.53

RC 343.82 234.65 294.05 28.38 295.42 331.5

2014/11 RG 172.37 138.34 155.61 7.59 155.80 166.62

CG −73.58 −86.51 −79.81 3.18 79.88 −75.63

RC 251.03 222.71 232.66 5.49 232.72 244.38

2014/3-
11

RG 423.25 138.34 357.83 75.61 365.73 413.23

CG −38.16 −114.3 −72.55 21.03 75.54 −45.9

RC 522.4 222.71 435.72 72.88 441.77 511.8
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The test data monthly variation of the navigation system is described using
histogram. Y-axis is the standard deviation of the test data. Figures 35.5, 35.6 and
35.7 show that the standard deviation is better than 10 ns of the GLONASST
relative to the GPST and the BDT over March to August. Since the GLONASST
data has a downward trend changes in September, the standard deviation increases
to 30 ns of the GLONASST relative to the GPST and BDT. In November, because
the data quantity is become less, so the standard deviation is smaller. Figure 35.6
shows that the standard deviation of test data concluded BDT and GPST are
superior to 15 ns, and the standard deviation can reach 5 ns.
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35.4.3 Compare the Measured Data with the T Bulletin Data
in BIPM

T bulletin data in 2014 is downloaded in BIPM web site, a set of UTC–GNSST data
is included every day. At present, T bulletin without the BDT data, this paper only
compare the time difference of the GLONASST–GPST between T bulletin data and
the measured data, the operation steps are shown as follows.

• Use the difference of the UTC–GLONASST and UTC–GPST in the fifth part of
T bulletin, GLONASST–GPST can be obtained.

• Calculate the biases of time difference from T bulletin and the time difference
from the measured data, evaluate the measured GLONASST–GPST with the
true value of T bulletin.

Figure 35.8 shows the time difference of the GLONASST–GPST between the
true value of the T bulletin and the measured data over March to November of 2014.
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The red square line with triangle symbol show the measured values, the black line
with square symbol shows the true value of the T bulletin, Fig. 35.9 shows the
residual between the T bulletin true value and the measured data, Table 35.2 shows
the parameters of residual error. From the Table 35.2 we can see that the monitoring
results of the GLONASST–GPST over 310 days. Compared with the results of T
bulletin, the maximum absolute residual value is less than 13 ns, the standard
deviation is better than that of 5 ns.

35.5 Conclusions

This paper introduces the principle of GNSS time difference monitoring and the
error correction model, analyzed the various measures of the BDT, GPST
GLONASST three time difference over March to November of 2014, the analysis
results show that BDT and GPST GLONASST annual standard deviation is better
than that of 5 ns, 10 ns respectively. Using the T bulletin time difference to assess
the results of the measured GLONASST–GPST time difference, the evaluation
results show that compared with the results of T bulletin, the maximum absolute
residual value of the measured data is less than 13 ns, and the standard deviation is

56700 56750 56800 56850 56900 56950 57000
-15

-10

-5

0

5

10

15

C
lo

ck
 d

if
fe

re
nc

e(
ns

)

MJD

 residul

Fig. 35.9 The time difference residual between the measured data and the data from BIPM T
bulletin in 2014.3–2014.11

Table 35.2 The statistical result of the residual between the measured data and the data from
BIPM T bulletin in 2014.3–2014.11

Statistical result Max (ns) Min (ns) Mean (ns) STD (ns)

residual 11.35 −12.9 −3.98 4.28
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better than that of 5 ns. The result verified the effectiveness and the high precision
of the proposed method.

Time monitoring is a very meaningful work, it play an important role in
multi-mode navigation. In this article, the time difference algorithm is based on
pseudo range monitoring, in order to improve the accuracy of time difference
monitoring results, the smooth pseudo distance of carrier phase or un-differenced
phase data can be used.
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Chapter 36
Prediction of Navigation Satellite Clock
Bias by Gaussian Process Regression

Yu Lei, Danning Zhao, Zhaopeng Hu and Hongbing Cai

Abstract Many studies have been carried out in the past for forecasting satellite
clock bias utilizing models such as the grey model, linear model, quadratic poly-
nomial model, etc., but the accuracy of these models has not met the requirements
for real-time applications. One reason for the fact is that onboard atomic clocks can
be easily affected by various factors such as environment and temperature and this
leads to complex aspects like periodic and stochastic variations, which are not
sufficiently described by conventional models. A hybrid prediction model is thus
developed in this work in order to be used particularly in describing the stochastic
variation behavior satisfactorily. The proposed hybrid prediction model for satellite
clock bias combines the quadratic model plus harmonic model to overcome the
linear and periodic effects, and Gaussian process regression (GPR), whose input is
reconstructed by the delay coordinate embedding to access linear or nonlinear
coupling characteristics. The simulation results have demonstrated that the pre-
diction accuracy of the proposed model is better that of the IGS ultra-predicted
(IGU-P) solutions at least on a daily basis.

Keywords Satellite clock bias � Prediction model � Gaussian process regression
(GPR) � Phase space reconstruction

36.1 Introduction

Satellite clock bias is one of main error sources to be eliminated in GNSS posi-
tioning. Taking GPS for example, the accuracy of the final GPS clock products
provided by the International GNSS Service (IGS) has been shown to be roughly
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75 ps root-mean-squares (RMS), which can achieve centimetre precision in real-
time precise point positioning (RTPPP). While the final clock products are of very
high-quality, they are not available for users in real-time GPS application because
they are made available about 13 days after the end of each GPS week. The
performance of clock prediction based on the broadcast ephemeris and the IGS
ultra-rapid predicted (IGU-P) products is about 5 and 3 ns RMS, respectively.
Although the two clock solutions are available in real time, they have not shown
acceptably high-quality prediction performance. Therefore, it is greatly crucial and
significant to enhance the accuracy of clock prediction [1–5].

It is difficult to model and predict the satellite clock behaviour accurately. One
reason for the fact is that satellite clocks in flight can be easily affected by various
factors like environment and temperature and this leads to complicated aspects such
as periodic and stochastic variations, which are not sufficiently described by tra-
ditional models. Many prediction methods and techniques were used in the past to
improve the prediction accuracy of satellite clock bias, e.g. the linear model,
quadratic polynomial model and grey model. These models are appropriate to
describe the variations of a stationary clock rather than a non-stationary clock. A
polynomial model with periodic items was proposed so as to absorb the cyclic
effects, such as by Huang et al. [4]. At present, this method is adopted by the IGS to
produce the IGU-P products. Nevertheless, all these models take into account the
linear trend and periodic terms of satellite clock bias, but ignore random items [5].
In the consideration of the characteristics of satellite clocks, a hybrid model for
clock bias prediction is proposed in this work, which combines the polynomial
model with a few harmonic components and Gaussian process regression (GPR).
The proposed method not only takes into consideration the linear trend and periodic
variations of satellite clocks, but also the stochastic variation behaviour. The
experimental results have shown that the developed method can forecast satellite
clock bias with high accuracy and efficiency.

A Gaussian process (GP) for machine learning is a generic supervised learning
algorithm primarily designed to solve regression problems [6, 7]. GPR is a kind of
non-parametric modelling method based on Bayesian learning and it has strong
capacity to handle stochastic uncertainty and non-stationary processes. A GPR
model can be utilized to formulate a Bayesian regression framework that is ideal for
prediction of stochastic and non-stationary processes such as satellite clock bias.
Therefore, it is theoretically feasible to apply GPR to prediction of satellite clock
bias. In recent yeas, GPR has been successfully applied to various domains
including the navigation fields [8, 9]. In this contribution, the GPR technique is
employed for prediction of the random part of satellite clock bias.
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36.2 The Physical Characterization of Satellite Clocks

The output of an atomic clock can be expressed as VðtÞ ¼ ½V0 þ eðtÞ� sinð2pt0t
þ/ðtÞÞ, where t0 and V0 are the nominal frequency and amplitude of the output
signal, and eðtÞ and /ðtÞ are the random fluctuations of the amplitude and phase,
respectively. The normalized phase bias clkðtÞ ¼ /ðtÞ=ð2pt0Þ evolves over time in
terms of deterministic and random laws. For example, the phase bias, namely clock
bias, is often modelled as the following quadratic polynomial plus harmonic model.

clkðtÞ ¼ a0 þ b0t þ 1
2
ct2 þ

Xn

i¼1

Ai sinðxit þ uiÞ þ wðtÞ ð36:1Þ

where a0 and b0 denote the phase and frequency bias at the initial time t0, and c is
the linear rate of the frequency bias, referred to as frequency drift or aging usually.
In practice, the value of c can be designated as 0 for clocks of the GPS Block IIR,
IIR-M or IIR satellites [4]. Ai, xi and ui are the amplitude, frequency and phase
shift of the sinusoidal variations, which can be together estimated by the least-
squares (LS) solution with a0, b0 and c, and wðtÞ is a generic stochastic noise
process. Note that wðtÞ is always ignored by traditional prediction models.

36.3 Methodology

36.3.1 Main Idea

Satellite clock bias is non-linear and non-stationary discrete time-series. The vari-
ations in clock bias are a comprehensive reflection of the interaction with some
factors, i.e. temperature. Xu et al. [1, 2] characterized satellite clock bias from the
perspective of chaotic analysis, and then established a prediction model for satellite
clock bias according to the chaotic theory for the first time. Their study showed that
satellite clock bias can be viewed as chaotic time-series, and thus predicted by
chaotic methodology.

On the basis of the references [1, 2], this paper proposes a hybrid model which
integrates the quadratic polynomial model adding cyclic terms and GPR model. The
combined model uses a polynomial model with cyclic terms to extract the linear
trend and periodic terms of clock bias, and then employs GPR to model the
residuals. Since GPR possesses the wonderful ability of nonlinear mapping and
parallel processing, it can be utilized to forecast the non-linear and non-stationary
time-series. On the other hand, the differences between the polynomial model and
actual clock bias, namely the residuals, have definite internal regularity. This type
of information processing method is just what GPR is good at, while it is arduous
for conventional analytical algorithms. Wherefore, GPR is applied to model and
forecast the residuals.
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36.3.2 Gaussian Process Regression

A GP is a collection of random variables, any finite number of which have a joint
Gaussian distribution [6, 7]. Given a training set fðxi; yiÞgli¼1, where xi 2 Rm and
yi 2 R denote the input vector and observed output, respectively, each observed
value yi can be thought of as related to an underlying function f ðxiÞ through a
Gaussian noise model.

yi ¼ f ðxiÞ þ e ð36:2Þ

where yi differs from the function value f ðxiÞ by additive Gaussian noise e with zero
mean and variance r2n. Conditioning on the training set and a test input x�, the GP
results in a Gaussian predictive distribution over the corresponding output y�.

y

y�

" #

¼ N 0; K þ r2nI KT
�

K� K��

� �� �

ð36:3Þ

where I is the unit matrix; y ¼ ½y1; y2; . . .; yl�T;

K ¼
kðx1; x1Þ kðx1; x2Þ � � � kðx1; xlÞ
kðx2; x1Þ kðx2; x2Þ � � � kðx2; xlÞ

..

. ..
. . .

. ..
.

kðxl; x1Þ kðxl; x2Þ � � � kðxl; xlÞ

2

6
6
6
4

3

7
7
7
5
; K� ¼ ½kðx�; x1Þ; kðx�; x2Þ; . . .; kðx�; xlÞ�;

and K�� ¼ kðx�; x�Þ, where kðx; xÞ is a covariance function.
The best estimate for y� is the mean of this distribution.

�y� ¼ K�K�1y ð36:4Þ

The uncertainty in the estimate relies on both the process noise and the corre-
lation between the training set and given input. The most widely used covariance
function is the squared exponential covariance function with the additive noise [10].

kðx; x0Þ ¼ r2f exp � 1
2

x� x0

h

� �2
" #

þ r2nd ð36:5Þ

where r2f is the signal variance, which tunes up the prediction uncertainty in areas of
training data density; h are the length scales of the process, reflecting the relative
smoothness of the process along the different input dimensions;r2n regulates the global

noise of the process; and d is the Kronecker function, d ¼ 1 x ¼ x0

0 x 6¼ x0

�

. The

parametersH ¼ frf ; h; rng are referred to as hyper-parameters of theGP. They can be
determined by maximizing the log marginal likelihood of the given training set [9].
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36.3.3 Generation of Training Patterns for GPR

36.3.3.1 Empirical Mode Decomposition de-Noising

In order to mitigate the influences of measurement noise on the chaotic property,
empirical mode decomposition (EMD) proposed by Huang et al. [11] is employed
to extract the noise that exists in the residuals.

EMD is a data-driven adaptive approach for signal decomposition, which can
separate different frequency components within the signal. Several intrinsic mode
functions (IMF) can be obtained after the decomposition. In general, as for a noisy
signal some IMF with higher frequencies can be regarded as the noise. The signal
can be expressed as follows after the noise is mitigated.

w0ðtÞ ¼ wðtÞ �
Xk

i¼1

IMFi; t ¼ 1; 2; . . .;N ð36:6Þ

where w0ðtÞ represents the noise-free signal and k is the number of noisy compo-
nents, which can be determined according to the correction coefficient between the
original signal wðtÞ and de-noised signal w0ðtÞ.

qww0 ¼
PN

t¼1
wðtÞw0ðtÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PN

t¼1
w2ðtÞ

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PN

t¼1
w02ðtÞ

s ð1:7Þ

Starting from k = 1, if qww0 [ c, let k ¼ k þ 1 and then recalculate qww0 . Stop this
process and then let k ¼ k � 1 until qww0\c. In this case, k is designated as the
number of noisy components. Note that c is an empirical value. In this paper, c is
set to 0.8.

36.3.3.2 Phase Space Reconstruction

The Taken theorem proposed by Taken [12] indicates that the phase space of time-
series can be reconstructed by using the delay coordinate method. The reconstructed
system is equivalent to the original one in the topological sense, if the embedding
dimension m satisfies m� 2Dþ 1, where D is the dynamics dimension of the
system.

In past yeas, many studies have demonstrated that the reconstruction quality not
only relies on the individual selection of embedding dimension m and delay time s,
but the determination of m and s together. In current work, the C–C algorithm is
used to determine m and s together [13]. This method first determine the s and
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embedding window width sw. Then the m can be derived from the equation
sw ¼ ðm� 1Þs. The reconstructed phase space can be written as bellows.

x1 ¼ ½w0ð1Þ;w0ð1þ sÞ; . . .;w0ð1þ ðm� 1ÞsÞ�
x2 ¼ ½w0ð2Þ;w0ð2þ sÞ; . . .;w0ð2þ ðm� 1ÞsÞ�

..

.

xi ¼ ½w0ðiÞ;w0ðiþ sÞ; . . .;w0ðiþ ðm� 1ÞsÞ�
..
.

xl ¼ ½w0ðlÞ;w0ðlþ sÞ; . . .;w0ðlþ ðm� 1ÞsÞ�

8
>>>>>>>><

>>>>>>>>:

ð36:8Þ

36.3.3.3 Chaos Identification

Only if the time-series of clock bias were chaotic, could the chaotic analysis be
applied to prediction of clock bias. Hence it is necessary to identify whether the
series of clock bias are chaotic or not in advance. Lyapunov exponent is a very key
index which reflects the property of chaotic systems. It measures the divergence
degree of the neighboring points in phase space. If Lyapunov exponent is positive,
the system can be viewed at the chaotic state. The small-size dataset algorithm have
high data-utilizing efficiency and reliable for small data set [14]. Thus, the algo-
rithm is used to calculate the largest Lyapunov exponent of the residuals of clock
bias.

36.3.4 Modelling the Residuals of Clock Bias Using GPR

The residuals of clock bias can exhibit the complexly dynamical behaviour that the
conventional modelling techniques are able to capture effectively. Herein, GPR is
adopted to prediction of the residuals, since it provides the possibility of assessing
linear or nonlinear characteristics of the coupling between variables, and more
importantly, it is one of the fundamental tools in nonlinear unknown system
modelling. Given the residuals de-noised by the EMD, fw0ðtÞ; t ¼ 1; 2; . . .;Ng, the
time evolution of the system can be caught by mapping past output items to future
outputs yi ¼ f ðxiÞ, where xi ¼ ½w0ðiÞ;w0ðiþ sÞ; . . .;w0ðiþ ðm� 1ÞsÞ� and yi ¼
w0ðiþ ðm� 1Þsþ 1Þ is an observable output. f can be yielded from the predictive
mapping f : Rm ! R as described in Sect. 1.3.2, which is the centerpiece of
modelling.

In the process of modelling, GPR analyzes the training data set, which results in a
GPR model built. During the prediction stage, let xl ¼ ½w0ðlÞ;w0ðlþ sÞ; . . .;w0ðlþ
ðm� 1ÞsÞ� as the input of the GPR model, then we can get the prediction output
ŵ0ðlþ ðm� 1Þsþ 1Þ. Let w0ðlþ ðm� 1Þsþ 1Þ ¼ ŵ0ðlþ ðm� 1Þsþ 1Þ, then we
can obtain the new time-series fw0ðlþ sÞ;w0ðlþ 2sÞ; . . .;w0ðlþ ðm� 1Þsþ 1Þg as
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the new input for next moment. In this event, the multi-step ahead prediction for
clock bias can be achieved. The developed satellite clock bias modelling strategy is
shown in Fig. 36.1.

36.4 Examples

36.4.1 Dataset Selection and Experiment Flow

The IGS ultra-rapid observed (IGU-O) clock bias of 29 Oct 2011 is used as data
base to predict the satellite clock bias over the next 24 h, while the IGU-O and IGU-
P clock bias of 30 Oct 2011 to check the forecasting capability of the proposed
model based the evaluation criteria. The sample interval of these products is 15 min.
Five GPS satellites in space are randomly selected for the separate tests, whose
clock types include Block IIA rubidium (Rb), IIR rubidium and IIR-M rubidium.
The PRN number of the selected satellites is PRN06, PRN19, PRN22, PRN23 and
PRN31, respectively. Four separate tests to evaluate the proposed model for clock
prediction have been carried out, which are the 3-, 6-, 12-, 24 h-ahead prediction
tests. The schematic diagram of the performance test and evaluation is illustrated in
Fig. 36.2, where A and B represent the prediction error of IGU-P and the developed
algorithm, respectively.
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Fig. 36.1 Proposed satellite clock bias modelling strategy
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36.4.2 Experiment Procedures

The proposed algorithm is implemented in a robust software code (in MATLAB
language) and several separate tests have been performed to validate the presented
model for clock bias prediction, which are the 3-, 6-, 12-, 24 h-ahead prediction
tests. Integrity check is first carried out in order to exclude the anomalies existing in
the time-series of clock bias.

After the data preprocessing, the linear trend and cyclic items are removed from
the original clock bias by using the quadratic polynomial plus harmonic model,
notable components of which are detected by utilizing the spectrum analysis (the
first three items are taken). The PRN19 satellite is taken for example, the residuals
after extracting the linear trend and cyclic terms and the de-noised residual series
are shown in Fig. 36.3. What can be seen from Fig. 36.3 is that the residuals vary
rapidly. This leads to difficult prediction. We compute the optimal delay time s and
embedding dimension m, and then reconstruct the phase space of the de-noised
residuals. The D�SðsÞ� s and ScorðsÞ� s curves corresponding to the PRN19
satellite are illustrated in Fig. 36.4. The value of optimal delay time s corresponds to
the first local minimum point of D�SðsÞ. Also, the optimal embedding window width
sw ¼ ðm� 1Þs can be found, which corresponds to the minimum point of ScorðsÞ.
From Fig. 36.4, it can be concluded that the optimal delay time s and embedding
dimension m are 3 and 5, respectively. On the basis, the largest Lyapunov exponent
0.26 is gained, indicating that the residual series are at chaotic state.

Once the chaotic characteristics of the residuals are validated, the training pat-
terns can be formed in terms of the reconstructed phase space, and then can be used
to training GPR. In this paper, the squared exponential covariance function is
selected as the covariance function of GPR, the hyper-parameters of which are
determined by the scaled conjugate gradient descent [9]. The subsequently pre-
dicted residuals are then added to the polynomial model with cyclic terms in order

IGU-O 

Extracting the linear trend and 

periodic terms using the polynomial 

model with harmonic components

Modelling the random term using 

GPR

IGU-P 

IGS 
Fig. 36.2 Schematic diagram
of the performance test and
evaluation
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to obtain the predicted values of the clock bias. The differences between the pre-
dicted results and IGU-O solutions for the PRN19’ clock bias are given in Fig. 36.5,
along with the differences between the IGU-P and IGU-O products.
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Fig. 36.3 Residuals extraction and EMD de-noising for the PRN19’ clock bias
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Similar to what has been performed for prediction of the PRN19’ clock bias, we
can forecast the clock bias of the other four satellites by using the same method.
The prediction error of the other four clocks is summarized in Fig. 36.6 and
Table 36.1, where the RMS error has been listed for the 3-, 6-, 12- and 24 h-ahead
prediction, respectively.

36.4.3 Analysis and Discussion

What can be concluded from Figs. 36.5, 36.6 and Table 36.1 is summarized as
follows.

1. The prediction error curves of the five GPS satellite clocks converge within 5 ns,
and the prediction precision of the proposed model is within 3.5 ns RMS.

2. As can be observed from Figs. 36.5 and 36.6, the 3- and 6 h-ahead prediction
consequences are very similar between the proposed model and IGU-P products,
but the IGU-P starts to diverge afterwards.

3. As can be seen in Table 36.1, the 3 and 6 h-ahead prediction accuracy of the
developed model is comparable with that of the IGU-P products. However, the
presented model can give better performance than the IGU-P solutions for the
12- and 24 h-ahead prediction, and the most significant improvement is 81.29 %
as far as the RMS is concerned. This demonstrates that the stochastic residuals
can be accurately modelled and predicted to some extent. Note that the
improvement extent is different among the five satellite clocks. The possible
reason is that the characteristics the atomic clocks in flight are different, such as
the stochastic variation behavior.

Thanks to the high computational efficiency of GPR, it takes the proposed
method less than six minutes to train the GPR model and predict the clock bias,
which can make the proposed algorithm available for real-time prediction of clock
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bias. Moreover, the developed prediction model has some advantages, e.g. low
complexity, easy use and adaptive computation. These advantages can avoid the
influences of human subjectivity on predicted results, and thus enhance the pre-
diction reliability.
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Fig. 36.6 Comparison between the prediction error of the proposed method and IGU-P solutions
for the PRN06′, PRN22′, PRN23′ and PRN31′ clock bias, respectively

Table 36.1 Comparison between the prediction accuracy of the proposed algorithm and IGU-P
solutions for the five GPS satellite clocks (A: IGU-P, B: the proposed algorithm)

PRN Clock type 3 h 6 h 12 h 24 h

A B A B A B A B

RMS/ns RMS/ns RMS/ns RMS/ns

06 IIA Rb 2.47 0.55 3.08 0.99 3.77 1.06 5.65 1.34

19 IIR Rb 2.65 2.18 2.71 2.16 2.84 2.45 3.11 2.64

22 IIR Rb 2.70 2.24 2.96 2.40 3.54 2.84 4.46 3.40

23 IIR Rb 2.74 2.46 2.69 2.36 2.86 2.31 3.22 2.11

31 IIR-M Rb 2.64 1.86 2.69 1.48 3.31 1.06 4.97 0.93
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36.5 Conclusions

Many studies have been performed in the past for predicting satellite clock bias
using models such as the grey model, linear model, quadratic polynomial model,
etc. However, the accuracy of these models has not met the requirements for real-
time applications. The aim of this work is, accordingly, to develop a satellite clock
bias prediction algorithm which results in higher accuracy than any conventional
prediction solutions available for at least 24 h-ahead prediction. The developed
prediction strategy integrates the quadratic polynomial model plus harmonic model
so as to overcome the linear and periodic effects, and GPR in order to capture
stochastic variation behavior, whose input is reconstructed by the delay coordinate
embedding to access linear or non-linear coupling characteristics. The proposed
prediction scheme generally takes into considerations both the physical character-
istics of atomic clocks in space and the objective laws which are computed from
stochastic residuals. Therefore, it can avoid the human subjectivity and enhance the
prediction quality. The experimental results have shown that the prediction accu-
racy of the presented method is better than that of the IGU-P solutions at a daily
basis, demonstrating that, in particular, the stochastic activities from satellite clocks
can be captured. Further study will be focused on the improvement of the proposed
prediction model, specially, the stochastic variation behavior modeling for the
enhancement of long-term prediction.
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Part III
PNT System and New Technologies

of Navigation



Chapter 37
Distributed GNSS Collaborative
Positioning Algorithms and Performance
Analysis

Bin Huang, Zheng Yao, Xiaowei Cui and Mingquan Lu

Abstract In global navigation satellite system (GNSS) collaborative positioning,
each user shares its processed data with the neighboring users and conducts joint
data processing. The study of the performance for distributed GNSS collaborative
positioning algorithms is essential for the actual applications. In this paper, the
Distributed Least Squares (DLS), Distributed Extended Kalman Filter (DEKF) and
Distributed Unscented Kalman Filter (DUKF) algorithms are introduced in detail.
After that, the simulation tests are carried out to analyze the performance in the
outdoor and partially blocked scenarios respectively. The results show that the
performance of three distributed algorithms is all better than GNSS standalone
Least Squares algorithm, especially in the partially blocked scenario, the perfor-
mance improvements are significant. Compared with the other two algorithms, the
DEKF algorithm is pretty good in terms of performance and computational com-
plexity. Besides, considering that the computational complexity of users is limited,
the results also provide useful information of how to select collaborative users for a
better positioning accuracy in different scenarios.

Keywords Distributed � GNSS � Collaborative positioning � Kalman filter

37.1 Introduction

With the development of wireless communication and the increase of the number
of global navigation satellite system (GNSS) users in recent years, the GNSS
collaborative positioning has been introduced for localization and navigation to
improve the accuracy and reliability of position information. By exchanging
processed data, each user is helped by its neighbouring users to estimate its position
[1]. Collaborative positioning is particularly suitable for harsh GNSS signal
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environments. For instance, a motorcade drives through urban canyons, overpasses
and tunnels, people locate their positions in a shopping centre and etc.

Distributed collaborative positioning has been widely used in multi-robot
localization and wireless sensor network [2, 3]. However, it is difficult to manually
set a large network of base stations, and as a result, the coverage area is very
limited. For GNSS collaborative positioning, since the satellites are all-weather
mobile stations around the world, the issue of positioning coverage which exists in
wireless sensor networks has been resolved. The collaboration between GNSS users
is first proposed in [4]. However, the algorithms in [4, 5] are centralized, which
need a processing centre to combine position-related data among a group of par-
ticipating entities. It is difficult to meet the demands for most consumer electronics
applications. In [6, 7], the distributed collaborative algorithms are presented based
on Particle Filter (PF) and Sum Product are introduced. The high computational
complexity of the algorithms limits their applications.

In this paper, the observation model and state model are given first. After that,
three distributed GNSS collaborative positioning algorithms are introduced in
detail, which are Distributed Least Squares (DLS), Distributed Extended Kalman
Filter (DEKF) and Distributed Unscented Kalman Filter (DUKF). In addition,
simulation tests are carried out with several users in outdoor and partially blocked
scenarios respectively. The results show that, compared with GNSS standalone
Least Squares algorithm, there is a performance increase for all the three collabo-
rative algorithms. Especially in the partially blocked scenario, the performance
improvements are significant. Meanwhile, by contrast with other two algorithms,
the DEKF algorithm is pretty good in terms of performance and computational
complexity. For the case of limited computational complexity, the results also
provide useful information of how to select collaborative users for a better posi-
tioning accuracy in different scenarios.

The remainder of this paper is divided into four Sections. The Sect. 37.2 gives
the signal and system model of GNSS collaborative positioning. The Sect. 37.3
presents three distributed collaborative positioning algorithms which based on DLS,
DEKF and DUKF. The experiment results and discussions are presented in the
Sect. 37.4. Finally the conclusions are shown in Sect. 37.5.

37.2 Signal and System Model

A typical example of GNSS multi-user collaborative positioning in challenging
environment is presented in Fig. 37.1. Many actual scenarios can be expressed as
similar model, such as a motorcade drives through urban canyons, overpasses and
tunnels. It can be seen that, the three users are all unable to complete standalone
positioning for the number of visible satellites is less than four. However, if
observation data can be exchanged between users, GNSS collaborative positioning
methods can be used to improve the positioning availability and accuracy.
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Consider the user group with N users and M total visible GNSS satellites. The
position of satellites and users are indicated by psm and pun respectively. For user#n,
the clock bias is denoted as bun ¼ cdun where c the speed of light, denote by Mn the
set of visible GNSS satellites and by Xs

n , psm
� �

all the visible satellites positions
and by Kn the set of users that can collaborate with and by Xu

n , puk
� �

the users
positions for all k 2 Kn.

Observations data contain pseudo-range and relative distance measurements:

qm;n ¼ psm � pun
�
�

�
�þ bun þ ws

m;n; m 2 Mn

rk;n ¼ puk � pun
�
�

�
�þ wu

k;n; k 2 Kn
ð37:1Þ

where ws
m;n and ws

k;n are the measurement noise. Denote by zn , qsm;n

n o
; ruk;n
n on o

the observation measurements and by wn , ws
m;n

n o
; wu

k;n

n on o
the observation

noise vector. It is assumed that the covariance matrix of wn is Rn. All the obser-
vation equation can be written as a compact form with a observation function h �ð Þ:

zn ¼ h xn;Xs
n;X

u
n;wn

� � ð37:2Þ

The state variable of user#n is defined as x tð Þ
n ¼ f x t�1ð Þ

n ; v tð Þ
n

� �
where f �ð Þ is the

state transition function, and v tð Þ
n is the process noise vector which is assumed as

distributed with zero mean and covariance matrix Q tð Þ
n . In the case of the users with

very low mobility, such as pedestrian, the PT model is given by its position and the
clock bias xn , pun bun½ �T . Then, it can be modelled that

x tð Þ
n ¼ f x t�1ð Þ

n ; v tð Þ
n

� �
¼ F tð Þ

n x t�1ð Þ
n þ V tð Þ

n v tð Þ
n ¼ I4x t�1ð Þ

n þ DtI4v tð Þ
n ð37:3Þ

User#1
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Fig. 37.1 Example of GNSS multi-user collaboration

37 Distributed GNSS Collaborative Positioning Algorithms … 429



where I4 is the identity matrix of size 4 × 4, Dt is the time elapsed. In the case of the
users with very low accelerations, such as motorcycle and car, the PVT model is

given by its position, clock bias, velocity, and clock drift xn , pun bun _pun _bun
	 
T

.
Then, it can be derived that

x tð Þ
n ¼ f x t�1ð Þ

n ; v tð Þ
n

� �
¼ F tð Þ

n x t�1ð Þ
n þ V tð Þ

n v tð Þ
n ¼ I4 DtI4

0 I4

� �

x t�1ð Þ
n þ Dt2

2 I4
DtI4

� �

v tð Þ
n

ð37:4Þ

For the users with high dynamic, the state model can be further extended by adding
high-order parameters.

37.3 Distributed GNSS Collaborative Positioning Methods

In this Section, three distributed algorithms are presented, which are DLS, DEKF
and DUKF. Since the distributed algorithms have stronger flexibility for that dif-
ferent users can choose different algorithms according to their computing capacity.
Besides, The PT model is used while the algorithms based on PVT model can be
obtained in the same way.

37.3.1 Distributed Least Squares

The DLS algorithm is divided into four steps:

1. If there is no priori information, xn ¼ 0; 0; 0; 0½ �T is used as the initial position
and clock bias. Otherwise, the priori information of user position and clock bias
would be used as the initial values.

2. Ignore the effects of measurement noises, the receive data Eq. (37.1) are line-
arized by using the first order Taylor expansion. Thus, the following equations
can be obtained after linearization: GnDxn � dn where

Gn ¼
Gs

n

Gu
n

� �

; Gs
n ¼

@qm;n
@xn

1

..

. ..
.

2

4

3

5; dsn ¼
Dqm;n

..

.

2

4

3

5;m 2 Mn

dn ¼
dsn
dun

� �

; Gu
n ¼

@rk;n
@xn

0

..

. ..
.

2

4

3

5; dun ¼
Drk;n

..

.

" #

; k 2 Kn

ð37:5Þ

3. The weighted least squares algorithm is used to solve the linear equations.
In normal conditions, the weight values are decided by the standard deviation of
measurement errors. Thus, the algorithm can be written as
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Dxn ¼ GnRnGnð Þ�1GT
nRndn ð37:6Þ

4. The unknowns Dxn is used to update the results. Besides, Dxnk k is calculated
and compared to a pre-set threshold to determine whether the convergence of
Newton iteration algorithm. If Dxnk k is less than the threshold, which means the
iterative process has converged and the results can be returned. If not, the
process should return to the second step and repeat the iterative calculation.

37.3.2 Distributed Extended Kalman Filter

Compare with DLS, the DEKF linearizes both observation and state models and
conducts a global optimal recursive state estimation. The DEKF based on first order
Taylor expansion is used here, and the DEKF based on higher order expansion can
also be used for higher order accuracy. The filter contains two steps.

1. Predict. The state function x tjt�1ð Þ
n ¼ f x t�1ð Þ

n ; v tð Þ
n

� �
is used to predict the state

x tjt�1ð Þ
n and covariance P tjt�1ð Þ

n ¼ F tð Þ
n

� �
P t�1ð Þ
n F tð Þ

n

� �Tþ V tð Þ
n

� �
Q tð Þ

n V tð Þ
n

� �T
, where

F tð Þ
n ¼ @f

@xn xn¼x tjt�1ð Þ
n



 and V tð Þ

n ¼ @f
@vn xn¼x tjt�1ð Þ

n



 are the Jacobin matrices of state and

process noise vectors respectively.
2. Update. The observation function h �ð Þ is used to calculate the measurements

residual Dz tð Þ
n ¼ z tð Þ

n � h x tjt�1ð Þ
n ; Xs

n

� � tð Þ
; Xu

n

� � tð Þ� �
and their covariance matrix:

S tð Þ
n ¼ H tð Þ

n

� �
P tjt�1ð Þ
n H tð Þ

n

� �T
þ W tð Þ

n

� �
R tð Þ

n W tð Þ
n

� �T
ð37:7Þ

where H tð Þ
n ¼ @h

@xn xn¼x tjt�1ð Þ
n



 and W tð Þ

n ¼ @h
@wn xn¼x tjt�1ð Þ

n



 are the Jacobin matrices of

state and measurement noise vectors respectively. Thus, the Kalman gain are

computed by K tð Þ
n ¼ P tjt�1ð Þ

n H tð Þ
n

� �T
S tð Þ
n

� ��1
, and the state vector and covariance

matrix can be corrected by x tð Þ
n ¼ x tjt�1ð Þ

n þK tð Þ
n Dz tð Þ

n and P tð Þ
n ¼ P tjt�1ð Þ

n �
K tð Þ

n

� �
S tð Þ
n K tð Þ

n

� �T
.

37.3.3 Distributed Unscented Kalman Filter

The unscented Kalman filter uses a deterministic sampling technique known as the
unscented transform to pick a minimal set of sample points (called sigma points)
around the mean [8]. The filter also contains the two steps.
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1. Predict. The estimated state x t�1ð Þ
n;a and covariance matrix P t�1ð Þ

n;a are augmented
with the two types of noise. A set of sigma points is derived by

v t�1ð Þ
n;a;0 ¼ x t�1ð Þ

n;a

v t�1ð Þ
n;a;i ¼ x t�1ð Þ

n;a þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Lþ kð ÞP t�1ð Þ

n;a

q� �

i
; i ¼ 1; 2; . . .; L

v t�1ð Þ
n;a;iþL ¼ x t�1ð Þ

n;a �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Lþ kð ÞP t�1ð Þ

n;a

q� �

i
; i ¼ 1; 2; . . .; L

8
>>><

>>>:

ð37:8Þ

where L is the length of the state vector, and
ffiffiffiffiffiffi�ð Þp� �

i is the ith column of the
Cholesky decomposition. The sigma points are propagated through the transition

function v tjt�1ð Þ
n;a;i ¼ f v t�1ð Þ

n;a;i

� �
. The weighted sigma points are recombined to pro-

duce the predicted state x tjt�1ð Þ
n;a ¼ P2L

i¼0 e
i
nv

tjt�1ð Þ
n;a;i and the covariance can be derived:

P tjt�1ð Þ
n;a ¼

X2L

i¼0

~ein v tjt�1ð Þ
n;a;i � x tjt�1ð Þ

n;a

h i
v tjt�1ð Þ
n;a;i � x tjt�1ð Þ

n;a

h iT
ð37:9Þ

The weights for the state and covariance are given by:

e0n ¼
k

Lþ k
; ~e0n ¼

k
Lþ k

þ 1� a2 þ b
� �

ein ¼ ~ein ¼
k

2 Lþ kð Þ ; i ¼ 1; 2; . . .; 2L
ð37:10Þ

where k ¼ a2 Lþ jð Þ � L and a; b; j are tunable.

2. Update. The sigma points are projected through the observation function

c tð Þ
n;a;i ¼ h c tjt�1ð Þ

n;a;i

� �
. The weighted sigma points are recombined to produce the

predicted measurement and predicted measurement covariance.

c tð Þ
n ¼

X2L

i¼0

einc
tð Þ
n;a;i; S tð Þ

n ¼
X2L

i¼0

~ein c tð Þ
n;a;i � c tð Þ

n

h i
c tð Þ
n;a;i � c tð Þ

n

h iT
ð37:11Þ

The state-measurement cross-covariance matrix and Kalman gain are computed

P tð Þ
xjz ¼

X2L

i¼0

~ein v tjt�1ð Þ
n;a;i � x tjt�1ð Þ

n;a

h i
c tð Þ
n;a;i � c tð Þ

n

h iT
; K tð Þ

n ¼ P tð Þ
xjz S tð Þ

n

� ��1
ð37:12Þ
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Finally, the state vector and covariance matrix can be corrected by

x tð Þ
n ¼ x tjt�1ð Þ

n;a þK tð Þ
n z tð Þ

n � c tð Þ
n

� �
; P tð Þ

n ¼ P tjt�1ð Þ
n;a � K tð Þ

n

� �
S tð Þ
n K tð Þ

n

� �T
ð37:13Þ

For the three algorithms, the uncertainty on users’ position estimates are hard to
combine with the uncertainty on relative distances. A worst approximation solution
is to adapt the new variance as the relative distance measurements variance plus the

neighbouring users’ covariance matrix trace [7]: ~ruk;n ¼ ruk;n þ tr P tð Þ
k

� �
.

37.4 Experiment Results

37.4.1 Outdoor Scenario

Table 37.1 gives the users position in east-north-under (ENU) coordinates, and
Fig. 37.2 shows the simulation scenario. The pseudo-range and relative distance
measurement noises are corrupted by additive white Gaussian noise with standard
deviation 5 and 1 m respectively, and the initial positions of each users are set 1 km

Table 37.1 The users’ ENU
coordinates User number 1 2 3 4

East (m) 0 0 20 0

North (m) 0 20 0 0

Up (m) 0 0 0 20

Fig. 37.2 User distribution and skyplot of outdoor experiment scenario
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away of the actual value. The Monte Carlo method over 1000 tests is implemented
in the following simulations.

Figure 37.3 shows horizontal and vertical positioning performance of three
algorithms and GNSS standalone least squares algorithm in terms of error cumu-
lative distribution function. As it can be seen that, the collaborative algorithms have
better performance. Besides, the performance improvements of DEKF and DUKF
are almost the same, and compared with DLS, the improvements are significant.

For GNSS standalone positioning, if processing capability is limited there is
restriction on the number of measurements which can be obtained and processed
[9]. It can be seen that the computational complexity of collaborative algorithms
increase with the increase of the amount of users. Therefore, the study of how to
select a small number of users to collaborate in order to weigh the amount of
calculation and performance has a great significance for the actual applications.
Figure 37.4 shows the performance of different user collaboration with DLS and
DUKF. The performance of DEKF is similar to DUKF, for the sake of more concise
figure, the results of DEKF are not given in Fig. 37.4. It can be clearly seen that the
collaboration between user#1 and user#4 obtain the optimal performance for both
algorithms. The main difference is that the collaborative link between user#1 and
user#4 is vertical, which means the vertical collaborative links can obtain better
performance for users in outdoor scenarios.

37.4.2 Partially Blocked Scenario

The following analysis focus on the partially occlusion environments where each
user can only see part of the satellites. The coordinates of four users remain the
same as Table 37.1. Figure 37.5 shows the partially blocked scenario. Compared
with Fig. 37.2, the number of visible satellites for each user is reduced three.
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Under this blocked scenario, the distributed collaborative positioning simulation
are carried out and the results of positioning errors (over all users) are shown in
Fig. 37.6. It can be clearly seen that, because the some satellite signals are blocked,
the GNSS standalone positioning accuracy reaches hundred meters and can not
meet the command of most applications. However, by collaboration, the positioning
performance has been significantly improved, especially for DEKF and DUKF. As
the comparison with the results in Fig. 37.3, the advantages of collaborative
algorithms are more obvious in such challenging signal environments.

Similar to the simulation in Figs. 37.4 and 37.7 shows the performance of
different user collaboration with DLS and DUKF under this blocked scenario. It can
be seen that, the collaboration between user#1 and user#2 gains the biggest per-
formance improvement which is different from the results in Fig. 37.4. Moreover,
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the results vary wildly between the collaboration with user#2 and user#3. The main
reason of the above different conclusions is that the distribution of visible satellites
for user#2 is better that the others. Therefore, for the case of limited computational
complexity in blocked scenarios, the users which can get better standalone posi-
tioning accuracy should be most preferred to collaborate with.
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37.5 Conclusions

In this paper, three distributed GNSS collaborative positioning algorithms are
introduced in detail, and the performance of these algorithms are analysed in out-
door and partially blocked scenarios respectively. The experiment results show that
the positioning accuracy of all three algorithms is higher than that of GNSS
standalone positioning. Especially in the partially blocked scenarios, the perfor-
mance improvements by collaboration are significant. For the three distributed
algorithms, the DEKF algorithm is pretty good in terms of performance and
computational complexity. The distributed algorithms have stronger flexibility for
that different users can choose different algorithms according to their computing
capacity. For the case of limited computational complexity, the issues that how to
select collaborative users are also discussed in outdoor and partially blocked sce-
narios respectively. The results can provide some useful information for the design
and testing of the actual collaboration applications.

Furthermore, more collaborative experiments will be carried out in the next step,
such as real-time dynamic collaborative positioning of multiple vehicle navigators
in urban and indoor environments.
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Chapter 38
Indoor Location Fingerprinting System
Using DTMB Signal

Qiqi Wang, Shuai Li, Yingxin Zhao, Kun Chen, Bing Liu,
Xiyan Xu and Hong Wu

Abstract GNSS signal can be widely used in outdoor environment. However, due
to the barrier of walls, GNSS signal becomes too weak to be used in indoor
environment. This paper analyzed the Wi-Fi based indoor positioning method,
which is mostly widely researched, introduced a DTMB based indoor positioning
method and confirmed its feasibility. By using the KNN algorithm and the DTMB
signal’s location fingerprint, the indoor positioning system proposed by this paper
can locate any unknown nodes inside the room. And also some tests were designed
to measure the positioning accuracy. Test results showed that the accuracy of the
DTMB based indoor positioning system is similar to the Wi-Fi based positioning
system. The new DTMB based indoor positioning method can be a useful com-
plement to the existing indoor positioning methods.

Keywords Indoor positioning � DTMB � Signal fingerprint � KNN

38.1 Introduction

GPS can effectively deal with outdoor positioning in the most cases. However, GPS
signal becomes so weak in the indoor environment that the precise positioning
cannot be got simply by using GPS. With the increasing demand of indoor posi-
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tioning, the research on new positioning mode has become more and more
important. Currently, there have been many achievements in terms of indoor
positioning methods. However due to the limitation of the application conditions,
these indoor positioning systems are still not widely used. For example, Wi-Fi
based positioning system covers only small areas; Hardware requirement for the
RFID based positioning system is very high; Cellular network based positioning
system covers large area, while its precision is low.

Digital Television Terrestrial Multimedia Broadcasting (DTMB) can cover larger
area and can ensure the indoor signal strength. At present, there are few articles
researching on the DTMB based indoor positioning. Most of DTMB based resear-
ches are still remain in the outdoor positioning field. Article [1] built the hybrid
positioning system, using GPS signal and DTMB signal at the same time. The result
shows that DTMB signal can improve the accuracy of the existing positioning
system. This paper discusses the feasibility of DTMB based indoor positioning.

Currently, Wi-Fi signal is generally used in the indoor positioning system [2].
The reasons are as follows:

(a) Existing Wi-Fi network has higher coverage rate, which has been installed in
some environments, such as office and family, so there is no need to re-install
in the process of locating.

(b) Most mobile devices, such as mobile phone, have been equipped with the
Wi-Fi signal, so there is no need to design additional receiver.

From above two points, Wi-Fi based positioning system can decrease the cost of
hardware and offer higher positioning accuracy, but there are also some following
disadvantages:

(a) The coverage is small. Although office and family are covered by the Wi-Fi
network, there are still many sparsely populated and underdeveloped areas that
cannot be covered.

(b) There is interference from other signals. The frequency range of Wi-Fi signal
is 2.4 GHz, which is also shared by Bluetooth and ZigBee. Therefore, it is
susceptible.

(c) The positioning accuracy is largely influenced by the obstacles. When the
obstacle size is equal to the wavelength, its effect on the propagation of
electromagnetic wave cannot be ignored. Due to the high frequency and short
wavelength, Wi-Fi signal is more easily influenced by the surrounding
obstacles, thus the positioning accuracy is affected.

In contrast, the DTMB signal has the following advantages [3]:

(a) The transmitting power of DTMB signal is high, and the coverage can be up to
hundreds of kilometers.

(b) DTMB signal has special frequency band, so the interference from other
emission sources is small.
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(c) The frequency of DTMB signal is low and the penetrating ability is strong.
The wavelength of DTMB signal is longer than that of Wi-Fi signal, so the
positioning accuracy can be less affected by indoor obstacles.

(d) The weather conditions have little influence on DTMB signal. Compared with
Wi-Fi signal affected by the vapor concentration, the effect of weather con-
ditions on DTMB signal can be neglected due to its lower frequency.

38.2 DTMB Based Fingerprint Positioning Method

Compared with outdoor positioning, the environment has more effect on the indoor
positioning accuracy. The indoor positioning environment is more complex than the
outdoor, so the tiny change of obstacles will lead to the change of signal. Fur-
thermore, it will make a large different between indoor and outdoor environments,
when the positioning accuracy is under of 5 m. The requirement of the indoor
positioning accuracy is higher.

In addition, many algorithms commonly used in the outdoor positioning are not
suitable for the indoor positioning. The outdoor positioning uses GPS signal.
Mobile terminal utilizes time of arrival (TOA) algorithm to get the position
information of the unknown target. TOA positioning algorithm [4] strictly requires
time synchronization between the mobile terminal and the transmitting node. That
is to say, both the mobile terminal and the transmitting node are required to install
specialized hardware. For example, the atomic clock is installed on the GPS satellite
to keep timing accurately. There is no doubt that the cost will be increased. Due to
the influence of the obstacle, multipath effect and non-line of sight error, indoor
positioning are more obvious than outdoor localization. This restricts the applica-
tion of TOA positioning algorithm.

The outdoor positioning also uses the angle of arrival (AOA) between the mobile
terminal and the transmitting node to locate. AOA algorithm can calculate the
location of the mobile terminal accurately by only two transmitting node, but this
algorithm requires that both the transmitting node and the mobile terminal are
installed with directional antenna or antenna array, which not only increases the
system cost, but also makes the system size bigger. Likewise, due to multipath
effect, non-line of sight error, and reflection of the wall or other obstacles, the
arrival direction of the signal will change. All these factors will seriously affect the
indoor positioning accuracy of AOA algorithm.

Currently, RSS fingerprint technology is generally used in the indoor positioning
system. This technology can be applied to the complex indoor environment,
without considering environments and propagation paths [5] and obtaining the
position of the transmitting node in advance. Therefore, it can well deal with
reflection, refraction, non-line of sight error and multipath effect. In order to ensure
the positioning accuracy, reference points should have different signal features even
if they are very close. In the RSS fingerprint technology, a variety of signal’s
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features can be used as the fingerprint data, in which the most widely feature is
received signal strength indicator (RSSI). RSSI indicates the amplitude information
of the received signal, related to propagation distance in theory [6], and it can be
expressed as:

RSSI ¼ Psend þ Pamplify � PLðdÞ ð38:1Þ

where RSSI is the received signal power, Psend is transmitting power, Pamplify is
antenna gain, PL(d) is path loss. PLðdÞ satisfies the log normal distribution model:

PLðdÞ ¼ Pðd0Þ � 10n lg
d
d0

� d ð38:2Þ

where PLðd0Þ is path loss in the signal transmission distance d0, δ is random noise
coefficient. But in practice, RSSI is associated with more factors, such as envi-
ronments, transmitting node power and signal processing methods of the receiving
node.

RSS fingerprint technology can estimate the location of the mobile terminal by
off-line training stage and online positioning stage [7]. In the off-line training stage,
RSS fingerprints at reference label points will be collected and these messages will
be stored into a database. In the online positioning stage, the system receives RSS
fingerprints collected from mobile terminal, and uses K Nearest Neighbor (KNN)
algorithm to calculate the position of the terminal.

In the process of online positioning, KNN algorithm can compare testing points
with the reference label points in the database to find the testing points’ positions.
KNN is a simple and effective matching algorithm [8], so it is widely used in the
fingerprint based indoor position technology.

The specific steps of the KNN algorithm are as followed:

(a) Calculate the distances (dist) between unknown object and all the reference
points in the database and save them in the set A.

(b) Find K minimum values in the set A, and save the reference points ID in the
set B.

(c) Output the average of the position coordinates of all elements in the set B, as
the final position of the unknown object.
KNN algorithm is expressed as

ðx^; y^Þ ¼ 1
K

XK

r¼1

ðxr; yrÞ ð38:3Þ

In the formula, ðxr; yrÞ is the location coordinates of the reference points in the
set B. K is the number of the reference points, which is based on different posi-
tioning environments. Usually K is not more than the square root of the total
number of the reference points.
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To determine the value of dist in KNN algorithm, the Euclidean Distance and the
Manhattan Distance are highly used in the most researches. Euclidean distance can
be expressed as follows:

d ða; bÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðxa1 � xb1Þ2 þ ðxa2 � xb2Þ2 þ � � � þ ðxan � xbnÞ
q

ð38:4Þ

where xaðxa1; xa2; . . .; xanÞ; xbðxb1; xb2; . . .; xbnÞ are n-dimensional vectors. Manhat-
tan distance can be expressed as follows:

dða; bÞ ¼ xa1 � xb1j j þ xa2 � xb2j j þ � � � þ xan � xbnj j ð38:5Þ

A situation may be existed in KNN algorithm, which is shown in Fig. 38.1:
In the figure, point P0 is the location of the unknown object. If k = 4, the

reference points position are respectively the ABCD. Clearly in the picture, point P0

and point C are the closest in the distance, while point P0 and point A are the
farthest. The distance between the reference points and the unknown object is not
taken into consider when using KNN algorithm to get the averages of the position
coordinates. In order to reduce this calculation error, the distance between the
reference points and the unknown object is used as the weight in KNN algorithm,
which is called weighted K nearest neighbor (WKNN) algorithm:

ðx^; y^Þ ¼ 1
K

XK

r¼1

xrðxr; yrÞ;
XK

r¼1

xr ¼ 1 ð38:6Þ

where xr is the weight of the rth reference point. It is inversely proportional to the
distance between the reference point and the unknown object. The farther the
distance is, the smaller the weight becomes. This algorithm distributes the bigger
weight for the nearer distance, avoiding the error caused by the value of some too
large reference point [9].

KNN algorithm only needs information of reference points which are saved in
the database during offline training stage, without estimating parameters, so the
matching speed can be fast. Meanwhile, KNN algorithm doesn’t have to consider
the signal propagation path or other factors, so it can provide higher positioning
accuracy even in the environment with many obstacles. Above two points, KNN
algorithm can be widely used in RSS fingerprint technology.

Fig. 38.1 KNN-based
positioning diagram
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38.3 System Workflow

Figure 38.2 shows the overall workflow of DTMB based fingerprint indoor posi-
tioning method.

The figure shows that in the off-line training stage, the signal strength at each
reference label point is collected and these messages are stored into a database,
which can store new data, update and delete data. In the online positioning stage,
the mobile terminal measures and records the signal strength at the unknown node.
Then calculate the distance between it and signal strength in the database. Finally
use KNN algorithm to calculate the position of the terminal.

38.4 Design and Analysis of the Experiment

In this system, data was collected by USRP2. The left part of Fig. 38.3 is the
hardware of USRP2, and the right one is the antenna which is used to receive
DTMB signal.

Firstly, this paper designed the experiment to prove that the RSSI, which was
applied as fingerprints, can be used in the process of DTMB based indoor
positioning.

The size of the lab is 4 m × 4 m. Figure 38.4 shows the floor plan of the lab.
Marks from 1 to 9 are reference label points, where each point’s signal strength is
gotten. See Fig. 38.5.

As shown in the figure, each point’s signal strength changes with the label
reference points. The line connecting the points of signal strength is not smooth. It
is because of the multipath effect which is caused by the indoor obstacles.

Fig. 38.2 Positioning process based on fingerprint method
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The result shows that RSSI, as a message of RSS fingerprint, can be applied in the
process of DTMB based indoor positioning.

Figure 38.6 shows the signal strength of DTMB in different weather conditions
(770 MHz).

The solid line indicates different DTMB signal strengths in sunny days, and the
dashed line in cloudy. The gap between signal strengths in two weather conditions
can be about 0.5 dB.

Fig. 38.4 Map of the laboratory

Fig. 38.3 Hardware for indoor positioning
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In subsequent experiments, 100 testing points were randomly selected in the
space of the lab. Then by using the method mentioned in this paper, 100 testing
points were located. Set K = 2, the number of the reference points, in KNN
algorithm. Table 38.1 shows the location error. In comparison with the Literature
[10], the indoor positioning accuracy of the method in this paper is as good as
Wi-Fi based.

Fig. 38.6 RSSI of DTMB
signal under different weather
conditions

Table 38.1 Indoor
positioning error based
on RSSI

Cumulative probability 50 % 90 %

location error (m) 0.3 1

Fig. 38.5 RSSI of DTMB
signals at reference point
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38.5 Conclusion

So far, the Wi-Fi based indoor positioning method still has some defects, such as
small signal coverage, unspecialized frequency band and susceptible positioning
accuracy. At the same time, the attenuation of Wi-Fi is weak in the short distance,
which leads to tiny differences between Wi-Fi signal strengths at different prefer-
ence points if in narrow indoor environment. If only the Wi-Fi signal is used to
locate, that different Wi-Fi signals lead to the different positioning accuracy has to
be considered. The positioning accuracy of the method mentioned in this paper is as
good as that of Wi-Fi based. Furthermore, DTMB has larger coverage and spe-
cialized frequency band. The indoor obstacles also have less effect on the posi-
tioning accuracy. So this method can be a useful complement to the existing indoor
GNSS.
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Chapter 39
Simulation Analysis and Research on Key
Technology for a Full-Time-Running
Stellar Refraction Autonomous Navigation

Qin Lin, Zhi Li, Huaifeng Li, Liang Song and Bo Meng

Abstract Navigation based on stellar refraction refers to a method that uses large
visual field star sensor to detect several stars refracted and not refracted by earth
atmosphere, and then finishes autonomous navigation based on star map recogni-
tion, with merits such as simple system structure, low cost and high navigation
accuracy. However, in order to achieve full-time-running high accuracy, three key
technologies, namely strong background star map acquisition, refracted star
extraction under strong background and atmospheric model should be solved for
such method. By constructing observation policy model and detection limit model
under the strong background, this paper realizes high SNR (Signal to Noise Ratio)
star map acquisition under strong background through anti-blooming function of
detector, and carries out theoretical analysis and outfield test; realizes recognition of
dim refracted star and high-accuracy centroid positioning of refracted star under
strong background via specific star pick-up algorithm, and performs outfield test on
it; studies high-accuracy atmospheric model optimization method and proposes an
applicable stellar refraction atmospheric model based on atmospheric refractivity
change and identical with stellar refraction rule. Finally, on the basis of key tech-
nological solution study, it constructs stellar refraction navigation simulation
system based on stellar refraction navigation realization approach and analyzes the
influences of key error sources on navigation accuracy through simulation, so as to
obtain the result that the accuracy of full-time-running navigation based on stellar
refraction is superior to 1.2 km.
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39.1 Introduction

Navigation by stellar refraction is a type of autonomous celestial navigation method
that is characterized by high navigation accuracy, high autonomy, simple equip-
ment, etc. [1, 2], therefore many organizations have conducted researches on its
realization approach and relevant technologies [3–5]. However, they all ignored the
influence of space light environment on this navigation approach, i.e. the key
technology to be solved for realizing high-accuracy navigation when the earth and
the atmosphere in the field are lightened by the sun. Due to time-dependent nature
of satellite observation position and significance of real-time navigation, it is of
vital importance to make clear and solve the key technology of navigation by stellar
refraction when the observed object is under strong background. The accom-
plishment of this work will greatly improve the practicability and ensure high
efficiency of navigation by stellar refraction, thus realizing full-time-running nav-
igation by stellar refraction.

Full-time-running navigation by stellar refraction proposed in this paper mainly
aims at achieving high-accuracy navigation by stellar refraction under strong
background. Therefore, Part II first summarizes the realization approach of
autonomous navigation by stellar refraction and states the main error sources of
influencing the accuracy of navigation by stellar refraction. On the basis of Part I,
Part III analyzes the key technology of full-time-running navigation by stellar
refraction and puts forward several key technologies requiring urgent solution
mainly based on the main factors to be considered for high-accuracy navigation by
stellar refraction and by combining the harsh observation environment confronted
by full-time-running navigation by stellar refraction; then discusses and analyzes
the solution and feasibility of such key technologies. Based on various models and
algorithms realized in key technologies, Part IV constructs application simulation
system of navigation by stellar refraction, to perform simulation analysis on the
accuracy of full-time-running navigation by stellar refraction as well as the mech-
anism and degree of influences on navigation accuracy imposed by all error
sources. Finally, it summarizes the current work and discusses future prospect of
next work.

39.2 Autonomous Navigation Approach by Stellar
Refraction

Navigation by stellar refraction is an autonomous navigation approach that uses star
sensor to detect several stars refracted and not refracted by earth atmosphere, then
calculates refraction angles based on star map recognition and finishes satellite
positioning via the triangles of three or more refraction stars. Such navigation
approach mainly involves four steps (Fig. 39.1):
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(1) Image acquisition

Large visual field stellar refraction sensor carries out directional observation to
earth or deflection observation to earth according to observation pointing model and
detection limiting magnitude model based on refracted star, to obtain the star map
containing the stars refracted and not refracted by atmosphere;

(2) Stellar extraction

First, perform denoising and distortion correction on the images acquired, and
then extract outline information of the earth via edge detection algorithm and the
earth geometry model, so as to analyze the effective area of causing stellar
refraction and classify the stars in star map into refracted star and un-refracted star;
finish high-accuracy position calculating of star through star centroid positioning
algorithm and perform magnitude calculation, so as to get the luminance of all
observed stars and their position relative to image sensor;

(3) Refracted star recognition

Finish fast star map matching by the extracted un-refracted star based on high-
accuracy navigation star catalogue and star map recognition algorithm, to obtain the
right ascension and declination of each star on star map; then search the corre-
sponding star of each refracted star in navigation star catalogue, and calculate the
refraction angle of refracted star according to right ascension and declination of
refracted star and its corresponding star;

(4) Satellite position calculating

First, calculate the tangent height of each refracted star according to atmospheric
model, then calculate the accurate position of geocenter in satellite coordinate
system via position calculating algorithm, and finally calculate the position of
satellite in geocentric inertial frame through coordinate transfer matrix.

Fig. 39.1 Workflow of autonomous navigation by stellar refraction
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In position calculating algorithm, the input items of single position calculating
combination are: right ascension and declination of three refracted stars and tangent
height of each refracted star. In case of several refracted stars in the field, high-
accuracy navigation positioning result can be obtained based on data processing
algorithm of refracted star of the optimal combination. As a result, quantity and
distribution uniformity of refracted stars, position accuracy of refracted star and
tangent height error of refracted starlight compose three direct error sources
affecting the accuracy of navigation by stellar refraction.

39.3 Key Technology Analyses and Solution

39.3.1 Key Technology Analyses

Based on the four steps of navigation by stellar refraction mentioned above, the
influence relation among the error sources of navigation positioning by stellar
refraction can be analyzed and shown in Fig. 39.2.

It can be known from the Fig. 39.2 that the quantity and distribution uniformity
of refracted stars in star map directly influence the positioning accuracy of navi-
gation by stellar refraction. The position measuring accuracy of star affects the
position accuracy of refracted star and measuring accuracy of refraction angle.
Measuring accuracy of refraction angle and atmospheric model error jointly
influence the tangent height error of refracted star, thus determining the positioning
error of navigation by stellar refraction together with position accuracy of refracted
star, and quantity and distribution uniformity of refracted stars. It can thus be seen
that the initial error source affecting the positioning accuracy of navigation by
stellar refraction involves the following three error sources: quantity and distribu-
tion uniformity of refracted stars, position measuring accuracy of star and atmo-
spheric model error. In order to achieve the high-accuracy navigation by stellar
refraction, it is necessary to realize the optimal state of the above three error
sources, viz. minimizing their influence on navigation positioning error.

Fig. 39.2 Error sources of navigation positioning by stellar refraction
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Full-time-running autonomous navigation of stellar refraction faces such
problems as high dynamic range imaging of high-luminance earth and dim star,
high SNR (Signal to Noise Ratio) shooting with dim star behind atmosphere
lightened by the sun, etc. Therefore, three key technologies, viz. strong background
star map acquisition, star extraction under strong background and atmospheric
model, are to be solved for full-time-running navigation by stellar refraction under
the premise of ensuring high-accuracy navigation. Such three key technologies will
achieve full-time-running and high-accuracy navigation by stellar refraction by
maximumly improving the quantity and distribution uniformity of refracted stars,
position measuring accuracy of star and accuracy of atmospheric model. The
realization approach and feasibility of these three key technologies are analyzed and
discussed below.

39.3.2 Strong Background Star Map Acquisition

Strong background star map acquisition refers to the phenomenon that both
refracted and un-refracted stars under strong background can be acquired simul-
taneously when the earth and atmosphere lightened by the sun appear in the field.
Whether this technology can be realized is of vital importance to improving the
quantity and distribution uniformity of refracted stars and developing full-time-
running navigation by stellar refraction.

In order to acquire high SNR star map under strong background, we establish
corresponding observation pointing model and detection limiting magnitude model
based on refracted star, and adopt the detector with anti-blooming function to
acquire high SNR star map under strong background.

39.3.2.1 Observation Pointing Model

Optimal satellite attitude planning is required to acquire the highest SNR of image.
As the field angle of the earth to high orbit satellite is relatively small, directional
observation to the earth should be adopted for stellar refraction sensor of high orbit
satellite, while the optimal deflection detection to the earth should be adopted for
low orbit stellar refraction sensor according to observation time and the earth’s field
angle. According to average density of different magnitude stars in the sky, in order
to ensure enough un-refracted stars in the field to finish star map matching, attitude
planning should be set by following three principles:

(1) The field of un-refracted stars should not be less than 50 square degrees;
(2) The minimum sun shading angle: 35°;
(3) Areas not shone by the sun shares observation priority.
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By adopting attitude planning model and according to the calculated sun
direction S, estimated geocenter direction E and the earth’s field angle θ, the
direction of field edge P and field center O can be calculated based on the above
three principles, and finally the optimal satellite attitude at a certain moment can
be obtained according to installation position of stellar refraction sensor. It is shown
in Fig. 39.3 and the calculating approach is given below.

It can be seen from the principle of giving priority to observing the areas not
shone by the sun that field edge P, sun direction S and geocenter direction E are in
the same plane; in order to ensure the field of un-refracted star is not less than 50
square degrees, the included angle of vector P and vector E can be determined as
u� h=2, wherein, φ is the maximum earth’s field angle allowing the earth to enter
the field under the circumstance of ensuring the field for observing un-refracted star
is not less than 50 square degrees. As the included angle of vector P and vector S is
smaller than that of vector E and vector S, the expression of solving vector P is
shown below:
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Similarly, the field center vector O and vectors S and P are in the same plane,
and the included angle of vector O and vector P is /=2, wherein / refers to the field
angle of stellar refraction sensor; the included angle of vector O and vector S is
larger than that of vector P and vector S. The expression of solving vector O is
shown below:

Fig. 39.3 The schematic
diagram of the field of stellar
refraction sensor
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Based on the calculated vector P and vector O and according to the installation
position of stellar refraction sensor, the corresponding attitude angle of satellite can
be calculated through coordinate transformation, to obtain the optimal planning
attitude.

39.3.2.2 Detection Limiting Magnitude Model Based on Refracted Star

As star intensity increases with detection limiting magnitude, to improve the
detection limiting magnitude of stellar refraction sensor will allow obtaining more
background stars, thus improving navigation accuracy. The detection limiting
magnitude of stellar refraction sensor is related to observing waveband, atmospheric
background luminance, the sensor’s performance and exposure time. Therefore, we
first of all select a best waveband from the Johnson-Morgan-Cousins (UBVRI)
metering system, and build a corresponding detection limiting magnitude model
based on refracted star so as to provide reference for setting up proper exposure
time while ensuring fast update rate of navigation data. The detection limiting
magnitude model based on refracted star that we build based on SNR of not less
than 5 as required by signal extraction and high-accuracy positioning is shown in
Eq. (39.3).

ms ¼ �1:88� 1:25 lg Lðh; hÞ þ 1:25 lg t þ 2:50 lg satmðhÞ
� 2:50 lgðtan/Þ þ 1:25 lgðhc=kÞ � 1:25 lg n

þ 1:25 lgðs � QEÞ þ 2:50 lg f0 þ 2:50 lgD ð39:3Þ

In the above Equation, t is exposure time in unit of s, φ is detector’s single-pixel
aperture angle in degree, hc=k is single-photon energy in J, n is number of pixels
occupied by star, τ(λ) is system efficiency, QE(λ) is detector’s quantum efficiency,
f0 is flow of 0-magnitude stars in number of photons=m2=s in the best observing
waveband, ms is magnitude of refracted star and D is optical caliber of stellar
refraction sensor in m.

satmðhÞ represents atmospheric transmittance in the best observing waveband and
is obtained through modtran simulation based on the U.S. standard atmospheric
model. It’s shown in Eq. (39.4) with fitting error of 2� 10�9.
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satmðhÞ ¼
X13

i¼1

pih
13�i ð39:4Þ

where, atmospheric height is h 2 ½20; 80�, in km. p1 = 1.58e-18, p2 = −1.01e-15,
p3 = 2.92e-13, p4 = −5.06e-11, p5 = 5.84e-9, p6 = −4.72e-7, p7 = 2.74e-5,
p8 = −0.01e-1, p9 = 0.03, p10 = −0.72, p11 = 9.93, p12 = −81.45, p13 = 3.00e+2.

Lðh; hÞ is a relational model between atmospheric radiance and atmospheric
height established based on modtran simulation analysis, the U.S. standard atmo-
spheric model, and in consideration of general air quality and 0º solar zenith
distance. It’s shown in Eq. (39.5) with fitting error of 2� 10�9w=m2=sr.

Lðh; hÞ ¼
X13

i¼1

bih
13�i ð39:5Þ

where, atmospheric radiance Lðh; hÞ is in w=m2=sr, atmospheric height is h 2
½20; 80� in km and solar zenith distance θ is in degree. b1 = 1.21e-18, b2 = −7.61e-
16, b3 = 2.16e-13, b4 = −3.69e-11, b5 = 4.19e-9, b6 = −3.34e-7, b7 = 1.92e-5,
b8 = −8.00e-4, b9 = 0.02, b10 = −0.50, b11 = 7.05, b12 = −59.47, b13 = 2.32e+2.

39.3.2.3 Anti-blooming Function

The highest luminance of earth exceeds −22 magnitudes in the field, but at least 3
refracted stars are needed to achieve navigation by stellar refraction. Only when the
detection limiting magnitude of refracted stars reaches 7.5, can it be ensured
probability that 3 refracted stars appear in the effective field when running in the
GEO orbit reaches 96.5 % or more. As a result, only using CCD featuring anti-
blooming can achieve detecting high-luminance earth and 7.5-magnitude stars in
the same field at the same time.

Feasibility of CCD’s anti-blooming is analyzed as below.
The equation for calculating the number of photons generated against bright

earth background receiving sunlight is:

X ¼ wbAqbta
2 ð39:6Þ

where, w
b
is background photon flux in m�2s�1ð00Þ�2 on unit pixel; A is receiving

area of telescope in m�2; qb is detector’s average quantum efficiency against sky

background; t is exposure time in S; a2 is angle area ð00Þ2 on unit pixel.
In order to enlarge effective observation field for navigation by stellar refraction

in medium-high orbit, the earth tends to enter the field. It’s analyzed that at this
time, luminance of the earth receiving sunlight is not more than 4 mag=arc sec2

while space-based observation finds that w
b
, the photon flux generated by the Earth

is not more than 7:264� 109 � 10�4=2:5m�2s�1arc sec�2. Based on the above
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equation and current CCD development, it can be calculated that the number of
background photons obtained by using 5 cm stellar refraction sensor and t ¼ 0:3 s,
a long exposure period, is less than 1:6� 107 electric charge.

Currently, The full-well charge of CCD can reach 120,000 in general and the
index of anti-blooming more than 10,000 times or 1:2� 109 which is larger than
1:6� 107 charge caused by bright earth background. Therefore, with anti-bloom-
ing, CCD can meet the demand for imaging in super-large dynamic range against
bright earth background.

39.3.3 Star Extraction Under Strong Background

Because a large part of images collected in actual observation of navigation by
stellar refraction are star maps against strong background, and the star positioning
accuracy influences navigation accuracy by influencing error in tangent height, a
key technology for stellar image extraction is star extraction under strong earth
background, including high-accuracy calculation of stellar position. The method
adopted for star extraction under strong earth background is shown as below:

(1) Calibrating star map

Excluding errors in star map due to inhomogeneity of observing system, specific
operations include correcting CCD background, rectifying the instrumental pixel-
pixel non-uniformity effect, marking bad pixels, etc.

(2) Deducting background

Gray values, which enter computer after CCD’s potential well charge gets
digitalized, not only come from lights given by the observed targets, but also
contributions by skylight background and other ambient lights. In order to detect a
faint target, noises from skylight background in different sky areas should be
estimated accurately; large-scale background noises may drown local faint signals.
In order to estimate skylight background, first of all, traverse the whole frame and
deduct bright targets’ impact on background estimation, then establish evaluation
operators and finally establish a background image for the whole frame through
iteration and fitting and deduct it from the whole frame.

(3) Target detection and extraction

The star map with background deducted is identified based on graphic charac-
teristic parameters, and filtered. Meanwhile, SNR threshold is set for star extraction
and stars whose SNR is larger than the threshold get extracted; the stars here
include those both refracted and not refracted by atmosphere;
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(4) Star centroid positioning

Because of pixel matching, diffraction effect and other factors, the observed
targets tend to occupy more than one pixel on CCD. First of all, energy of candidate
pixels should be extracted to obtain an energy distribution map for the targets.
Adjacent pixels get clustered to form energy distribution map for respective targets.
This study achieves high-accuracy star positioning through fitting method among
methods for star centroid positioning and creates coordinates of targets in the XY
coordinate system on CCD target surface.

Based on the above calculation method for obtaining star map under strong
background and star extraction under strong earth background, field test on star
extraction under strong background has been carried out in Xinglong Observatory
of National Astronomical Observatories of China (NAOC), by observing the moon
and stars around it. The test has verified that anti-blooming is feasible, and that
through processing and analysis of the obtained star map and given the detection
limiting magnitude of refracted star consistent with that calculated by Eq. (39.3),
the detection limiting magnitude under strong background calculated by Eq. (39.3)
can be regarded as valid. Besides, with fitting method, position measuring accuracy
of star better than 0.12 pixels has been achieved.

39.3.4 Atmosphere Model

Atmosphere model error causes error in tangent height of refracted star in two ways:
one by accuracy of refraction angle measurement acting on atmosphere model; the
other by error of atmosphere model itself. This is why optimizing atmosphere
model is critical to realizing high-accuracy navigation by stellar refraction.

39.3.4.1 Method of Optimizing Atmosphere Model

Since the angle of stellar refraction is directly related to atmospheric density at the
tangential refraction height while the atmospheric density involves density eleva-
tion, Earth shape, seasonal variation, diurnal variation and other factors, a rather
accurate atmospheric model should take into account impacts by seasonal variation,
sunlight variation, Earth shape and other factors apart from density elevation [6].

The research results show that latitude and season are dominant elements for
variations in atmospheric density, so density variation in atmosphere model can fall
into two parts: system variation determined by latitude and season, and random
error. The number of system variations can be obtained based on monthly average
atmospheric density in the USAF Reference Atmosphere. Statistical properties of
random error in atmospheric density can be obtained based on NASA’s global
reference atmosphere model. In order to further improve accuracy of stellar atmo-
spheric refraction model and control its error range within 1%, we have proposed a
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method of using satellite carrying stellar refraction sensor for in-orbit measurement
so as to further correct stellar atmospheric refraction model. The equipment to build
in-orbit atmospheric model with high accuracy and multiple variables include two
high-accuracy stellar refraction sensors and a microwave altimeter.

39.3.4.2 Building Atmospheric Simulation Model

Based on the mechanism of atmospheric model error’s impact on refracted star’s
tangent height error, an atmospheric model that reflects tangent height changing
along with refraction angle should be built up during simulation, with atmospheric
model errors entered. Through simulation analysis of multiple atmospheric models,
an applicable stellar refraction atmosphere model based on atmospheric refractivity
change and identical with stellar refraction rule is put forward. Its fitting equation is
shown as below:

c ¼ 2350:1074e�0:10326788h ð39:7Þ

where, h is atmospheric height in km; γ is refraction angle in ″.

39.4 Simulation Analyses

According to the approach to navigation by stellar refraction, observation orien-
tation model, detection limiting magnitude of refracted star, atmospheric model and
calculation method for star extraction under strong background realized in key
technologies, a simulation system of navigation by stellar refraction has been built
up, with simulation analysis of such navigation’s accuracy shown as below.

39.4.1 Simulation Condition

Input condition of simulation system is as follows:

(1) Simulation orbit parameters: a = 24421.2 km, e = 0.726543, i = 28.5°,
X = 139.3°, x = 75°.

(2) Technical indexes of stellar refraction sensor system:

• FOV : 25° × 25°.
• Detection sensitivity: 7.5 magnitude.
• Stellar position precision: 3″ (3σ).

(3) Atmosphere model error: 1 %.
(4) Atmosphere model, observation pointing model and detection limiting mag-

nitude model based on refracted star: see article.
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39.4.2 Simulation Results

Figure 39.4 is an estimated error curve of satellite position when the measurement
accuracy of stellar refraction sensor is set as 3″ and error of atmospheric model
density as 1% based on the real stars distribution in the sky. It can be seen that the
value of position estimation error of X, Y and Z has always been basically within
3 σ error bound, suggesting fine consistency in estimation. When the simulation
ends, the 3r error bound for position estimation of X, Y and Z is about 1.01, 0.51
and 0.51 km respectively, with 1.2 km positioning accuracy.

Simulation Result Fig. 39.4 is obtained in full consideration of the influences of
three main error sources, viz. quantity and distribution uniformity of refracted stars,
position measuring accuracy of star and atmospheric model error, on navigation
accuracy, and using 0º solar zenith distance, i.e., the earth’s strongest exposure to
sunlight. We can learn from it that the accuracy of full-time navigation by stellar
refraction is better than 1.2 km.

39.5 Conclusions

Based on discussion on solutions to key technologies of full-time navigation by
stellar refraction, and simulation analysis of navigation application system, we will
next develop prototype of stellar refraction sensor and carry out HWIL simulation
experiment on navigation by stellar refraction in order to lay a foundation for
applying satellite’s celestial navigation by stellar refraction.
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Fig. 39.4 Curve of changes
in positioning precision of
navigation by stellar
refraction along with time
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Chapter 40
Experimental Investigation on CNS/SINS
Integrated Navigation Using Star Tracker

Dangwei Wang and Lei Zhou

Abstract With the characteristics of good observing, simple structure and high
reliability and so on, The CNS/SINS Integrated Navigation Using Star Tracker
applies to seafaring and large-scale airborne platform in aerosphere. However, the
star tracker can track only one star every time and celestial positioning depends on
the performance of horizon measurement. Moreover, the horizon measurement of
strapdown inertial navigation system is digital and low accurate. This brings on a
reduced performance of CNS/SINS integrated navigation. Therefore, a new CNS/
SINS method is advanced. With several observations of single star tracker, the
attitude determination is realized. Finally, the CNS/SINS integrated navigation
system is established. Both the simulation and experimental results demonstrate that
the performance of this integrated navigation system is excellent. In this way, the
output divergence is restrained and the accurate of positioning and heading is
improved. In a word, the CNS/SINS method applies to the long-distance and long-
endurance airborne platform.

Keyword Airborne CNS/SINS integrated navigation � Star tracker � SINS

40.1 Introduction

In CNS/INS integrated navigation system, inertial navigation system (INS) with
advantages of positioning, velocity and attitude output successively, high precision
in short time and total independence is the main navigation system in military
application. However, the INS is affected by the error drift in Inertial measurement
unit (IMU), which bring about the performance of INS deteriorates by time. So the

D. Wang (&) � L. Zhou
The 20th Research Institute of CETC, Xian 710068, China
e-mail: wangdw629@163.com

L. Zhou
e-mail: zhoulei101213@qq.com

© Springer-Verlag Berlin Heidelberg 2015
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2015
Proceedings: Volume III, Lecture Notes in Electrical Engineering 342,
DOI 10.1007/978-3-662-46632-2_40

463



INS does not apply to large-scale airborne platform. On the contrary, the celestial
navigation system (CNS) can output navigation information without error drift,
since the star in space is predictable and stable. Moreover, the CNS is the absolutely
necessary navigation mode in modern high-tech war. But the CNS is affected easily
by the atmosphere for airborne, which result in navigation outputs be disconnected.
Therefore, the CNS is an accessorial navigation system and Integrated with the INS
[1, 2].

According to the difference of field of view, the CNS contains narrow-field star
tracker (such as sextant) and wild-field star sensor. The attitude determination
technology based on wild-field star sensor has been applied to aerospace territory.
But for the aviation application, the star sensor can’t detect star at daytime because
of strong noise of sky background and it is still in the theoretical researching stages.
However, the star tracker can overcome these limits with narrow-field, single star
detected every time, high signal-to-noise and contrast [3–6].

Based on the advantages of small cubage, light weight and stabilization for
strapdown inertial navigation system (SINS), the CNS/SINS Integrated Navigation
is proposed and develops quickly. However, the horizontal measurement of SINS is
digital and virtual. This leads to the horizontal measurement is affected easily by the
platform error of SINS. Moreover, the celestial positioning method depends on the
performance of horizontal measurement. Therefore, the platform error of SINS must
be adjusted for the realization of CNS/SINS Integrated Navigation. Meanwhile,
only one star can be detected every time by the star tracker. This does not satisfy the
prerequisites of attitude determination, so there is a bottleneck.

A new attitude determination algorithm is presented in this paper aim at the
problems above. The keystone of this technology is that the attitude of static body is
determined by the asynchronous detection strategy of star tracker. Then, the plat-
form error of SINS is estimate by kalman filter and compensated by closed-loop
feedback.

The paper is organized in five sections. The theory of CNS/SINS integrated
navigation is presented in Sect. 40.2. The field experiment setup is given in
Sect. 40.3. The experimental results and discussions are placed in Sect. 40.4. And
Sect. 40.5 gives conclusion.

40.2 Theories

40.2.1 Theories of Attitude Determination
Using Star Tracker

According to the characteristics of star tracker, the asynchronous detection strategy
for static body is shown as follows:

The star tracker observes a star at time tj, where tj is t1; t2; . . .; tMðM� 2Þ with a
tap of dtj, where M stands for the number of stars detected for one calculation. Then
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the elevation angle Hj and the azimuth AZj angle under body frame b, the right
ascension RAj and the declination Decj under inertial frame i of the corresponding
star is output by star tracker, the vernal equinox Greenwich hour angle GASTj of
corresponding time tj is calculated. The Greenwich hour angle GHAj is obtained:

GHAj ¼ GASTj þ 360� � RAj ð40:1Þ

We can think that the stars goes around the earth with earth rotation angular
velocity under earth frame e. Then the GHAj and the Decj can be stand for the star.
Because the body keeps still, we can think that a new star is detected for any time tj
under earth coordinate. Therefore, several stars observed by asynchronous detection
at any time can be regarded as a known matching combination as long as the body
keeps still. In other words, the attitude of the body can be obtained by the way used
by star sensor.

Based on the analysis above, the right angle coordinate vector of star under earth
frame is calculated:

Tj ¼ �GHAj GHAj\360�

360� � GHAj GHAj � 360�

�

ð40:2Þ

then:

xGj ¼ cos Decj
� �

cos Tj
� �

yGj ¼ cos Decj
� �

sin Tj
� �

zGj ¼ sin Decj
� �

8
>><

>>:

ð40:3Þ

where xGj; yGj; zGj
� �

is considered as a vector Gj ¼ xGj; yGj; zGj
� �

. In the same

way, the celestial detection vector Sj ¼ xsj; ysj; zsj
� �

under body system b is

obtained:

xsj ¼ cos Hj
� �

cos Azj
� �

ysj ¼ cos Hj
� �

sin Azj
� �

zsj ¼ sin Hj
� �

8
>><

>>:

ð40:4Þ

Define matrix:

FS ¼ S1; S2; . . .; SMð ÞT

FG ¼ G1;G2; . . .;GMð ÞT

(

ð40:5Þ

whenM > 2, generate direction cosine matrix from body frame b to earth frame e by
least square method (LSM):
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Ce
b ¼ FT

GFG
� ��1

FT
GFS ð40:6Þ

when the number of stars detected for one calculation is M = 2, consider Sj ¼
x0sj; y

0
sj; z

0
sj

� �
and Gj ¼ x0Gj; y

0
Gj; z

0
Gj

� �
. Then:

S01 ¼ S1; S02 ¼ S1 �S2
S1 �S2k k ; S03 ¼ S01 �S02

S01� S02k k
G0

1 ¼ G1; G0
2 ¼ G1 �G2

G1 �G2k k ; G0
3 ¼ G0

1�G0
2

G0
1�G0

2k k

8
<

:
ð40:7Þ

And consider FS ¼ S
0
1; S

0
2; S

0
3

� �T
and FG ¼ G

0
1;G

0
2;G

0
3

� �T
. Then Ce

b is obtained:

Ce
b ¼ F�1

G FS ð40:8Þ

Meanwhile, get the local position ðkM ; LMÞ according to the SINS, then calculate
the direction cosine matrix from earth frame e to navigation frame n:

Cn
e ¼

� sin kM cos kM 0
� sin LM cos kM �sin LM sin kM cos LM
� cos LM cos kM cos LM sin kM sin LM

2

4

3

5 ð40:9Þ

Integrate formula (40.6, 40.8 and 40.9) and calculate the direction cosine matrix
from body frame b to navigation frame n

Cn
b ¼ Cn

eC
e
b ð40:10Þ

Then the Euler angle vector cc hc ucð ÞT from body frame b to navigation frame
n is obtained according to Cn

b and paper [7], where cc is roll, hc is pitch, and uc is
yaw.

40.2.2 CNS/SINS Integrated Navigation

Combining with corresponding ðcs; hs;usÞ SINS outputs, the attitude determination
errors between SINS and CNS is calculated as follows:

ZðtÞ ¼ ðcs � cc; hs � hc,us � ucÞT ð40:11Þ

Then, the CNS/INS integrated navigation system is setup, including linear
kalman filter and closed-loop feedback [8, 9]. The case of the integrated navigation
system is shown in Fig. 40.1.

Where observed quantity of kalman filter is Z(t) given in formula (40.11),
the state equation is the error equation of SINS, the navigation frame is the

466 D. Wang and L. Zhou



east- north-up local-level-frame. According to the quality of SINS, the state
equation can be written in the form of matrix [10]:

_XðtÞ ¼ FðtÞXðtÞ þ GðtÞWðtÞ ð40:12Þ

X ¼ /e;/n;/u; dve; dvn; dvu; dL; dk; dh;ð
ebx; eby; ebz; erx; ery; erz;rx;ry;rz

� ð40:13Þ

where /e;/n;/u are the platform errors of SINS, dve; dvn; dvu are velocity errors,
dL; dk; dh are positioning errors, ebx; eby; ebz; erx; ery; erz are errors of gyroscope, and
rx;ry;rz are errors of accelerometer. Meanwhile, the observational equation of
fixing celestial attitude is given.

ZðtÞ ¼ HðtÞXðtÞ þ VðtÞ ð40:14Þ

where H(t) can be written as HðtÞ ¼ Cs
T 03�15½ �, and Cs

T shown in Eq. (40.15) is
the transformation matrix from attitude errors to platform errors of SINS, and V
(t) standing for observational noise is given in Eq. (40.16).

Cs
T ¼

� cosw
cos h

sinw
cos h

0

sinw � cosw 0
� coswtgh � sinwtgh �1

0

B
@

1

C
A ð40:15Þ

VðtÞ ¼ NE NN NU½ �T ð40:16Þ

With desecrating Eqs. (40.12)–(40.14) and obtaining the platform errors after
kalman filtering, then the attitude transformation matrix of SINS is compensated:

Cn
b ¼ I þ Unð ÞCnM

bM ð40:17Þ

where I is the 3 × 3 unit matrix and Un is shown in Eq. (40.18).

Un¼:
1 �/u /n
/u 1 �/e
�/n /e 1

0

@

1

A ð40:18Þ

SINS

CNS

Kalman

Filtering

Attitude

Integrated Navigation Outputs

Feedback

Attitude

Fig. 40.1 CNS/SINS
integrated navigation system
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40.3 Field Experimental Setup

The experimental system is setup at an observatory.
As shown in Fig. 40.2, the experimental system contains turntable, SINS, star

tracker, GPS receiver and integrated processor. The IMU and star tracker is fixed on
the turntable that can adjust and measure attitude of star tracker. Meanwhile, the
transformation relationship between IMU and star tracker is determined by high
precision installation. The drift error of gyroscope is 0.02°/h, and the drift error of
accelerometer is 50 μg/h.

The work procedures of this experimental system contain that integrated pro-
cessor receives and processes the outputs of SINS, star tracker and GPS receiver,
then the outputs of integrated processor feedback into the SINS.

40.4 Results and Discussion

40.4.1 Results of Celestial Detection

The experiment obtained a great deal of data. One of the clutches of data is an
successive observation for 4 h. There were three stars had been detected, which are
star No.3 (Arcturus), star No.5 (Vega), and star No.12 (Altail). And the results are
shown as follow.

Integrated
Processor

Celestial
Solution

Strapdown
Solution

Unif-
Time

Integrated
Filtering

Turntable

IMU
Star

Tracker

GPS

Fig. 40.2 Field experimental
system
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In Fig. 40.3, the Elevation angle and Azimuth angle output from star tracker
coincide with the theory results perfectly. And the detection errors of star No.3 are
RMS_H = 17.43″, RMS_Az = 15.07″.

The observation of star No.5 goes through the whole period of 4 h. The detection
errors of star No.5 are RMS_H = 21.92″, RMS_Az = 20.93″. It deteriorates a little
compared with star No.3.
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The same with the star No.5, The observation of star No.12 goes through the
whole period of 4 h. And the detection errors are RMS_H = 23.98″,
RMS_Az = 25.95″ (Figs. 40.4 and 40.5).

In a word, the performance of star tracker is excellent.
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40.4.2 Outputs of SINS

According to the outputs of SINS in course of the experiment are shown in
Fig. 40.6, the performance of the SINS is ordinary. The circular probable posi-
tioning error is CEP = 1.66 nmile/h and the maximum value runs up to 6.5 nmile.
The attitude error is 0.02° approximately. What’s more, the yaw error is diverging
and the maximum value runs up to 0.12° in 4 h.
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40.4.3 Results of CNS/SINS Integrated Navigation

Based on the performance of celestial observation and SINS shown above, the
results of CNS/SINS integrated navigation are obtained. As shown in Fig. 40.7, the
circular probable positioning error is CEP = 485.39 m in 4 h, and the maximum
value is 1000 m, the east velocity error is RMS_east = 0.38 m, the north velocity
error is RMS_north = 0.52 m, and the roll error is RMSγ = 18.7″, the pitch error is
RMSθ = 18.9″, the yaw error is RMSφ = 20.64″. Moreover, in contrast to the
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performance of SINS, the positioning and yaw error of integrated navigation is
convergent. However, there are slight oscillations in yaw error because of the
instability of the turntable on the horizontal direction.

In general, the performance of CNS/SINS integrated navigation is excellent, not
to mention much better than SINS.
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40.5 Conclusion

In this paper, a new CNS/SINS algorithm based on star tracker is proposed. The
attitude determination is realized for static body and the platform error of SINS is
compensated by a closed-loop after kalman filtering. Moreover, a field experimental
system is established. The results demonstrate that the performance of CNS/SINS
integrated navigation using star tracker is excellent, and the positioning error is less
than 500 m in 4 h. The future work will focus on the dynamic experiments and the
improvement of performance of this integrated navigation system.
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Chapter 41
Simultaneous Ranging
and Communication Based on X-Ray
Communications

Shibin Song, Luping Xu, Hua Zhang, Yuanjie Bai and Liyan Luo

Abstract To satisfy the increasing requirement for accurate range measurement
and high rate data transmission, a new simultaneous ranging and communication
system based on X-ray communications (XCOM) is proposed. To achieve simul-
taneous range measurement and data communication, a specific signal structure is
designed. The designed signal structure guarantees the simultaneous transmission
of the ranging and communication information. By matching the local sequence
number of the signal symbol with the sequence number propagating through the
two-way range, the range can be calculated. In this paper, the basic principles of the
proposed method is described and the related key techniques are analysed in detail.
Besides, the performance of the proposed method is analysed both theoretically and
numerically. The analysis covers the data rate, the acquisition probability, the
ranging jitter, etc. Compared with the available methods, the proposed method
improves the link efficiency and is helpful for system miniaturization and
integration, which provides an option for future deep space explorations.
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41.1 Introduction

With the further exploration of the space and the increasing exploration activities,
the demand for large volume of data transmission has become a popular issue in
deep space explorations [1]. Meanwhile, the range measurement, an essential
observable in space explorations, has found its application in various areas, such as
navigation [2, 3], satellite constellation configuration [4, 5], etc. In addition, as the
circumstances of deep space change rapidly, the duration of available link is limited
and highly efficient utilization of the link is of great importance. Simultaneous
ranging and communication not only saves the power and bandwidth, but also
makes the best use of the link availability.

There has been references concerned with developing the composite system for
simultaneous ranging and communication [6–8]. However, present ‘composite sys-
tems’ are mainly time sharing systems, which conduct the communication and the
ranging separately, resulting in a low link efficiency. In Ref. [9], Andrews et al.
proposed a telemetry-based ranging method, which keeps the uplink signal and
replaces the downlink signal by a telemetry signal. By analyzing the time information
transmitted by the downlink telemetry signal, the range could be obtained. The flaw is
that data can only be transmitted along the downlink, which limits its application. Sun
et al. presented the simultaneous ranging and communication between the satellite
laser ranging (SLR) station at NASA Goddard Space Flight Center (GSFC) and the
Lunar Reconnaissance Orbiter (LRO) [10]. The communication was carried out by a
4096-ary pulse position modulation and the ranging measurement was conducted by
recording the pulse arrival time and sending it back to the emitter. In the case, the
system needs an extra microwave link to feedback the time information, which
occupied the link power and bandwidth and requires extra microwave equipment.

Considering the flaws of the available methods, a simultaneous ranging and
communication method based on X-ray communications (XCOM) is proposed and
analyzed. XCOM is a new concept for deep space communications [11], which
utilizes man-made X-ray as the information carrier. Different from the available
methods, the proposed method conducts the range measurement and the data com-
munication simultaneously utilizing a unique signal format in both uplink and
downlink, which makes better use of the space link. Besides, the equipment related to
X-ray emission and reception is small and energy-saving, and the communication and
the ranging share the same equipment. Thus, it is possible to miniaturize the system.

41.2 Principles of the Proposed Method

41.2.1 Basic Principle

In the range measurement, the range calculation is achieved by transmitting the
ranging information between objectives. Therefore, the range measurement is
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actually a ‘communication procedure’. Thus, it is possible to perform the range
measurement and the communication simultaneously.

As to the signal structure, the uplink signal symbol consist of two parts: the
uplink symbol identifier and the data communication region. The uplink symbol
identifier comprises two sections: the synchronization sequence and the sequence
number (SN). The synchronization sequence is used for the acquisition of the
symbol, which generally has fine autocorrelation property. SN is the unique iden-
tifier of the symbol, utilized for the time synchronization for the range measure-
ment. The downlink link has the same signal symbol structure as that of the uplink.
By transmitting the SN to the slave station and sending it back to the master station,
the transmitted SN is paired up with the local SN to acquire the two-way light travel
time, τ. Finally, the two-way range can be calculated

R ¼ cs=2 ð41:1Þ

where c is the speed of light.

41.2.2 System Structure

The signal processing at the master station is presented in Fig. 41.1. The master
station and the slave station share some similarities in the signal process. Thus, we
take the signal processing of the master station as an example to present the key
points of the proposed method.
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Fig. 41.1 Function block diagram of the master station
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41.2.2.1 Modulation Scheme

The circular polarization modulation method is adopted to modulate the signal.
Polarization states [12] show fine stability in deep space propagation [13, 14], which
makes it suitable for space communication [15, 16]. The principle of the circular
polarization modulation is to change a binary sequence into a sequence of circu-
larized states. Each circular polarization state have a time duration of T, which is
called a slot. To describe the circularly polarized signal, the Stokes vector is adopted

SðAx;Ay; dÞ ¼ A2
x þ A2

y A2
x � A2

y 2AxAy cos d 2AxAy sin d
� �T ð41:2Þ

Ax and Ay are the amplitude of the light vector component and δ is the phase error
between the two light vector components, i.e., d ¼ hx � hy and δ determines the
type of the polarization states. θx and θy are the phase of the light vector compo-
nents indicated in Fig. 41.2.

The circularly polarized signal at the side of the transmitter can be presented as

S ¼ SiðAx;Ay;WðsðtÞÞÞ� �
; i 2 N; i\M ð41:3Þ

where Wð�Þ is the phase error and s(t) is the transmitted signal, defined as

sðtÞ ¼
X

i

digðt � iTÞ ð41:4Þ

{di} is the signal in the binary form and g(t) is the gate signal defined as

gðtÞ ¼ 1 t 2 ½0; T�
0 others

(

ð41:5Þ

41.2.2.2 Signal Pair-Up and Time Calculation

By pairing up the SNs between the local SN and the SN travelling through the two-
way range, we could achieve the time synchronization between the master station
and the slave station. For the ith SN, denoted as SNi, is generated at the master

Fig. 41.2 Light vector components of polarized light
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station and assigned to an uplink symbol. SNi satisfies SNi 2 ½0; 2lSN � 1� and
SNi 2 N. To some extent, SNi can be used as the unique identifier for an uplink
symbol. Based on Fig. 41.1, when the symbol denoted by SNi is transmitted at the
master station, its emitting time is recorded. Through space transmission, SNi is
received and extracted from the symbol at the slave station. Then, exactly the same
SNi is reassigned to the downlink symbol through the regeneration process and sent
back along with the downlink symbol. At the master station, the arrival time is
calculated by correlating the downlink signal with the local synchronization
sequence. Then, by pairing up the local SN with the SN extracted from the downlink
symbol, we can know the emitting time and arrival time of the specific symbol.
Consequently, we can obtain the light travel time, τ, of SNi over the two-way range.

41.3 Performance Analysis of the Proposed Method

41.3.1 Noise on Signal Synchronization

To acquire the signal symbol, an m-sequence, whose length is lSS, is adopted as the
synchronization sequence The synchronization sequence is defined as

sssðtÞ ¼
Xlss

i¼0

migðt � iTÞ ð41:6Þ

where fmi; i ¼ 1; . . .; lSNg is the binary code of the m-sequence.
Being through the space, sss(t) is influenced by noise, which has the form

s
0
ssðtÞ ¼

XlSS

i¼0

migðt � iTÞ þ nðtÞ ð41:7Þ

Generally, n(t) is modelled as a zero-mean additive Gaussian white noise with a
two-sided power spectral density of N0/2. The acquisition of the signal symbol is
achieved by correlating the received synchronization sequence with the local
synchronization sequence. The correlation process can be presented as

RcorrðkÞ ¼
ZTcorr

0

s
0
ssðtÞsssðt � kTÞdt

¼
ZTcorr

0

sssðtÞsssðt � kTÞdt þ
ZTcorr

0

nðtÞsssðt � kTÞdt

¼ qssðkÞ þ nssðkÞ

ð41:8Þ
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where Tcorr is the correlation time. nSS can be regarded as the influence of the noise
on the correlation results

nssðkÞ ¼
ZTcorr

0

nðtÞsssðt � kTÞdt ð41:9Þ

nSSðkÞ is a Gaussian variable with zero mean value. As n(t) has a two-sided power
spectral density of N0/2, the variance of nSSðkÞ is N0Tcorr=2.

To simulate the effect of noise on the correlation, m-sequences of different
orders, denoted by n, are adopted and additive Gaussian noises with different power
levels are utilized as the noise source. Then, the noise-interfered m-sequence is
correlated with the local sequence. The slot duration is set to T = 10 ns.
Figure 41.3a shows the average peak values of the correlation results. For each
SNR, the peak values of the correlation are averaged over 100 trials. It can be
observed in Fig. 41.3a that at low level of SNR, the peak values are high and
fluctuant. The high peak value is caused by the high noise power. Figure 41.3b
presents the peak ratio of the correlation results under different SNR levels. Here,
the peak ratio is defined as pr ¼ pin�phase

�
pmax, where pin�phase is the correlation

value when the two sequences are in-phase, and pmax is the peak value of the
correlation results excluding pin�phase. Similarly, the correlation process is repeated
for 100 times at each SNR and the peak ratio is calculated. Then, the peak ratios are
averaged over the trials. With the increasing SNR, the peak ratio increases
accordingly, meaning that with high SNR the peak value can be clearly separated.
At low SNR, the peak ratio is small because of the influence of the noise.

Besides of the correlation results, we adopt the acquisition probability, Pacq, to
evaluate the acquisition performance. Pacq is defined as the successful acquisition of
the peak value of the correlation results. Thus, Pacq can be written as
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Pacq ¼ PðRð0Þ[maxfRðkÞ; 0\k� lSN � 1gÞ
¼ PðRð0Þ[RðkÞ; 0\k� lSN � 1Þ

¼
YlSN�1

k¼1

PðRð0Þ[RðkÞÞ

¼
YlSN�1

k¼1

PðnSSðkÞ � nSSð0Þ\qSSð0Þ � qSSðkÞÞ

ð41:10Þ

It should be noted that nSSð0Þ and nSSðkÞ are not independent. The reason is that
sSSðt � kTÞ and sSSðtÞ are coupled because of the time delay. Since the length of the
synchronization sequence is limited and the influence of the coupling on the inte-
gration can be ignored, we assume that nSSð0Þ and nSSðkÞ are independent.
Therefore, nSSðkÞ � nSSð0Þ follows a Gaussian distribution of Nð0;N0TcorrÞ, and

PðnSSðkÞ � nSSð0Þ\qSSð0Þ � qSSðkÞÞ

¼ 1
2
þ 1
2
erf

qSSð0Þ � qSSðkÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2N0Tcorr

p
� 	 ð41:11Þ

where erf ð�Þ is the error function. Then, Eq. (41.10) can be rewritten as

Pacq ¼
YlSN�1

k¼1

1
2
þ 1
2
erf

qSSð0Þ � qSSðkÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2N0Tcorr

p
� 	
 �

¼ 1
2lSN�1

YlSN�1

k¼1

1þ erf
qSSð0Þ � qSSðkÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2N0Tcorr
p

� 	
 � ð41:12Þ

Figure 41.4 presents the variation of the signal symbol acquisition probability
with SNR. As shown in Fig. 41.4, when the SNR is low, the acquisition probability
is small because of the noise interference. With the increasing SNR, the acquisition
probability arises correspondingly. It can also be seen that longer synchronization
sequence shows better performance in acquisition. This is because long synchro-
nization sequence has better correlation performance and anti-noise property.

41.3.2 Ranging Jitter

For the proposed method, the range measurement is realized by matching the SN
being through two-way transmission with the local SN. Thus, the synchronization
process will cause a ranging jitter because the signal synchronization influenced by
the noise will lead to a time synchronization error.
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Based on the definitions of Eqs. (41.6) and (41.7), it is clear that the correlation
error is caused by the noise from the space transmission. For the synchronization
process, the aim is to find k with the maximum value of RcorrðkÞ, i.e.,

j ¼ max
k

fRcorrðkÞg
¼ max

k
fqSSðkÞ þ nSSðkÞg

ð41:13Þ

j can be seen as a random variable. The variance of jT , r2jT , contributes to the
ranging jitter. The ranging jitter, denoted by rR, can be written as

rR ¼ crjT
2

ð41:14Þ

Because the analytical form for Eq. (41.13) cannot be obtained, the Monte Carlo
simulation method is adopted to analyze the variance of j and to discuss the impact
of SNR on the ranging jitter. For each SNR, 1000 correlation trials expressed by
Eq. (41.13) are conducted and the variance of jT is calculated. Then, the ranging
jitter is calculated based on Eq. (41.14) and presented in Fig. 41.5. It is shown in the
figure that when the SNR is low, the synchronization error causes a large ranging
jitter and that the ranging jitter decreases with the increasing SNR. This shows the
influence of the noise on the range measurement. It should be noted that at low
SNR, the ranging jitter with respect to the high order m-sequence is larger than that
of the lower ones. The reason for this is at lower SNR, the noise contributes much
to the correlation process. When the synchronization sequences are correlated, the
noise has a lager effect on the longer synchronization sequences than to the shorter
ones.

-20 -14 -8 -2 4 10

0.0

0.2

0.4

0.6

0.8

1.0

  n=5
  n=6
  n=7
  n=8

A
cq

ui
si

ti
on

 p
ro

ba
bi

lit
y

SNR/dB

Fig. 41.4 Acquisition
probability under different
SNR

482 S. Song et al.



41.4 Conclusions

The design and analysis of a new simultaneous ranging and communication method
has been presented in this paper. Simultaneous ranging and communication could
improve the link efficiency under the fickle deep space conditions and was helpful
for the system miniaturization and integration. For the proposed method, by
transmitting the ranging information together with the communication data with a
specific signal symbol structure, the simultaneous operation was realized. The
principle of the proposed method was introduced and the performance of the
method was analyzed in detail utilizing both mathematical analysis and numerical
simulation. From the mathematical analysis and the numerical simulations, we
knew that the correlation results and the acquisition probability were influenced by
the noise and that better correlation result and higher acquisition probability could
be obtained with higher SNR. Besides, the ranging jitter was related to the corre-
lation property of synchronization sequence of the signal symbol and was also
influenced by the level of SNR. Based on the detailed analysis, we could conclude
that the simultaneous ranging and communication method based on XCOM was
feasible and that it could be utilized in deep space application. With the increasing
demand for the range measurement and large volume data transmission, simulta-
neous ranging and communication would find its application in future deep space
exploration.
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Chapter 42
Cross Correlation Mitigation Algorithm
for Indoor Positioning Receiver

Yang Hu, Zhongliang Deng, Jichao Jiao, Jie Xia,
Yuezhou Hu and Zhuang Yuan

Abstract In recent years, the location based service has been gradually integrated
into people’s daily life. Many fields such as the public security, emergency rescue,
warehousing logistics, and IOT (The Internet of things) applications present
extensive application demand on indoor location. This paper discusses the cross
correlation interference in the TC-OFDM (time divided CDMA-OFDM superim-
posed signal system) receiver which is based on ground mobile radio network. In
the TC-OFDM system, because of the complexity of the indoor environment,
multiple access interference is terrible, which greatly affects the performance of the
receiver for signal acquisition and tracking. This paper studies the characteristics of
the multiple access interference in TC-OFDM system in indoor environment. The
cross correlation value between the strong and weak signal can be estimated by
putting the characteristic information of strong signal into the weak signal tracking
channel. While this information can be extracted from the strong signal’s tracking
channel. Therefore, strong signal’s effection on the weak signal’s autocorrelation
function can be reduced. So that the tracking loop can get more accurate phase
value for tracking. This method can improve the TC-OFDM receiver’s ability of
inhibiting cross correlation by 10–13 dB, and effectively enhance the capacity for
sustained and stable tracking of weak signal. In addition, in the snapshot replay
mode of the weak signal which cannot be tracked continuously, this method helps
to estimate the correlation peak more accurate.
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weak signal
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42.1 Introduction

Outdoor positioning technology based on satellite is already quite mature, and the
precision of GPS, GLONASS, Galileo and Beidou satellite positioning systems have
met the needs of daily use. At the same time, in many fields such as the public
security, emergency rescue, warehousing logistics, IOT (The Internet of things)
applications presents extensive application demand on indoor location. The TC-
OFDM (time divided CDMA-OFDM superimposed signal system) system discussed
in this paper is designed for high-precision indoor position services. Recently, most
of the positioning systems are based on CDMA (code division multiple access)
which are the same with TC-OFDM system. In the TC-OFDM system, the CDMA
signal is superimposed on a mobile broadcast or communication signal, without
affecting the original system. The CDMA system has strong anti-interference
ability, high utilization rate of frequency spectrum, and excellent confidential-
ity. But due to the different codes are not strictly orthogonal, and the effect of channel
noise, there are intersymbol interference between different codes. In the TC-OFDM
system, on the one hand the distance between the user and base stations are
uncertain; on the other hand, because of the complexity of the indoor environ-
ment, and the influence of multipath transmission; the signal power fluctuates with
user’s change of spatial and time. It is easy to appear that one signal is much stronger
than the other one. These two aspects will produce seriously cross correlation
interference, so that the correlation peak of the weak signal will be submerged in the
cross-correlation peaks. Thereby, the weak signal is unable to be captured or
tracked. It is important to reduce or eliminate the cross correlation interference for
TC-OFDM receiver, which can greatly improve the sensitivity of the TC-OFDM
receiver.

Current methods of suppressing intersymbol interference in CDMA system are
multiple peak detection method, subspace projection method and series/parallel
interference cancellation method [1]. Multiple peak detection method detects in-
tersymbol interference through the different distribution characteristics of the cross-
correlation peaks and the correlation peak in the signal acquisition and tracking
process. The basic principle of subspace projection method is to construct a
new code which is completely orthogonal with the strong signal’s GOLD code
and and correlative with weak signal’s GOLD code. The receiver can use this
new code to calculate the correlation value, so that the influence of strong signal can
be eliminated. The main idea of the serial/parallel interference cancella-
tion method is to reconstruct the strong signal through the information
from strong signal tracking channel. The cross correlation value can be estimated
by the correlation operation between the new strong signal and the weak sig-
nal GOLD code. This paper mainly discusses the realization of the serial interfer-
ence cancellation method in TC-OFDM receiver.
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42.2 Cross Correlation Mitigation Algorithm

The CDMA signals received by TC-OFDM receiver are sent from N base stations
around. The signal has explored channel attenuation and superimposed the corre-
sponding channel noise. In order to facilitate the analysis, we assume that the
receiver antenna received mixed signal from two base stations, and the signal
strength is not the same, the digital intermediate frequency signal can be expressed
as:

rIFðtÞ ¼ SSIFðtÞ þ SWIFðtÞ
¼ ASDSGSðt � sSÞ exp j½2pð fIF þ fdSÞðt � sSÞ þ hIFS�f g
þ AWDWGWðt � sW Þ exp j½2pð fIF þ fdW Þðt � sW Þ þ hIFW �f g

ð42:1Þ

where AS and AW are amplitude of the intermediate frequency signal. D is gold
code of the corresponding base station. s is signal propagation delay. fIF is residual
frequency of the intermediate frequency signal. fd is Doppler shift and hIF is original
Carrier phase. The correlation value can be obtained by formula (42.2) [2]:

VðnÞ ¼ VWW nð Þ þ VSW

� AWDWRWW ðsðeÞW Þ sin cðf ðeÞW TcohÞ cosð/ðeÞ
W Þ

þ ASDSRSW ðsðeÞW þ sSW Þ sin cððf ðeÞW þ f ðdÞSW ÞTcohÞ cosð/SW þ /ðeÞ
W Þ

ð42:2Þ

where s eð Þ is code phase error of the tracking loop, f (e) is frequency discrimination

error, / eð Þ is phase discrimination error, Tcoh is the coherent integration time. fðdÞSW is
Doppler shift difference between the weak and strong signal, sSW is
code phase difference between the weak and strong signal, /SW is the carrier
phase difference. RWW and RSW are the auto correlation function and cross corre-
lation function. The first part in the right side of the equation is the result of weak
signal’s auto correlation which can be put into the tracking loop for the next step
of frequency discrimination and phase discrimination. The second part appears
as noise for weak signal. Along with the increase of ASRSW/AWRWW, the weak
signal’s frequency discrimination and phase discrimination result will be get-
ting more and more inaccurate, which may lead to weak signal’s loss of lock. On
the other hand, tracking loop may track the cross-correlation peak instead of the
weak signal’s auto correlation peak, which will cause large positioning error [3].

Because of the strong signal can be stabilized tracking, strong signal’s code phase,
carrier frequency, carrier phase, data bits and other information related can
be obtained from the strong signal tracking channel. According to these informations,
the strong signal can be reconstructed. By calculating the correlation between
the reconstructed strong signal and weak signal’s gold code, the second part in the
right side of Eq. (42.2) can be estimated. Then we can get more accurate weak
signal’s autocorrelation value. Strong signal’s reconstruction can be expressed as:
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SSIFðtÞ ¼ ASDSGSðt � sSÞ exp j½2pðfIF þ fdSÞðt � sSÞ þ hIFS�f g ð42:3Þ

where DS; GS; sS; fIF þ fdS; hIFS can be obtained from the strong signal tracking
channel, while the amplitude of the strong signal can be estimated by the formula
below, and Ncoh indicates the length of the gold code.

VSðmaxÞ ¼ ASNcoh ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

I2S þ Q2
S

q

ð42:4Þ

AndAS ¼ VSðmaxÞ=Ncoh ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

I2S þ Q2
S

q

=Ncoh ð42:5Þ

42.3 Simulation Test

The algorithm is verified preliminary by simulation in MATLAB. We analyze the
511 gold code used in TC-OFDM signal and have obtained some simulation results.
Due to the interference of the strong signal, weak signal’s auto correlation peak is no
longer ideal symmetric shape, thus giving a phase discrimination error to the tracking
loop. In addition, the difference between strong and weak signal code phase is also
can cause different influence on weak signal correlation peak. Figure 42.1 shows the
effects of strong signal’s interference on weak signal correlation peak. Where the solid
line shows the strong signal’s power is 30 dB higher than the weak signal’s; the long
dashed line shows the strong signal’s code phase is 31 code chips ahead of the weak
signal’s; the short dashed line shows the weak signal’s autocorrelation function.

By using the cross correlation mitigation algorithm, we can correct the distorted
correlation peak of weak signal. The correction result is shown in Fig. 42.2:

When faced with the weak signal which cannot be tracked continuously, the TC-
OFDM receiver usually get the code phase information of current signal by

Fig. 42.1 Curve: correlation
peak before reducing cross
correlation
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using snapshot-replay algorithm [4]. The main process of snapshot algorithm is
shown below: firstly, a section of the weak signal will be saved in a ram; secondly,
numbers of correlation values will be calculated near the correlation peak; thirdly,
according to the characteristics of correlation peak curve, the code phase can be
estimated accurately. The prerequisite for this algorithm is that the correlation
peak curve is not seriously distorted. Therefore, according to the analysis, the cross
correlation mitigation algorithm can also improve the code phase estimation
accuracy in the snapshot mode.

When a signal’s power is much higher than the other one, the weak signal’s auto
correlation peak may be submerged by the cross-correlation peaks. So that tracking
loop may lock the cross correlation peaks as weak signal’s auto correlation peak
and cause incorrect tracking. According to the cross correlation mitigation algo-
rithm, the cross correlation peak can also be reduced, so that the tracking loop can
trace the peak correctly. Figure 42.3 indicates the correlation value of the weak
signal, in which strong signal’s power is 30 dB higher than the weak signal’s. The
weak signal’s auto correlation peak has been completely invisible.

Compared with Figs. 42.3 and 42.4 clearly shows the the cross correlation has
been reduced from correlation value, and it is much easier for the tracking loop
to trace the weak signal’s auto correlation peak. Through the simulation results can
explain the strong signal elimination algorithm is very feasible in improving the
TC-OFDM receiver’s tracking ability of weak signal.

42.4 Realization of the Algorithm

The algorithm is achieved in the TC-OFDM receiver, and in order to guarantee
the resources are enough, an EP3C120 series FPGA of ALTERA is used in the
development. In addition, an ARM9 and a RF chip are used for the control of the

Fig. 42.2 Curve: correlation
peak after reducing cross
correlation
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baseband and receive the signal of TC-OFDM. The core algorithm block diagram is
shown in Fig. 42.5. Strong signal reconstruction module acquires the code
phase, carrier phase, coherent integral value, gold code and message information of
the strong signal from tracking channel and put the reconstructed signal into weak

Fig. 42.3 Curve: correlation
value before reducing cross
correlation

Fig. 42.4 Curve: correlation
value after reducing cross
correlation
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Fig. 42.5 Algorithm block
diagram
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signal tracking channel. Tracking channel consists of code tracking loop, carrier
tracking loop, integrators and so on. The weak signal tracking channel has to add
corresponding integrators to calculate the cross correlation value between the weak
signal and the reconstructed signal. The difference of the new added integrators and
the original integrators is modified result of weak signal’s auto correlation value.

In order to verify that the cross correlation mitigation algorithm is validated in
practice, we used two signal sources to generate TC-OFDM signals and connect
them to the receiver for tracking, and compare the receiver’s performance before
and after the algorithm by gradually adjusting the power of the two signal sources.

Fig. 42.6 Curve: I and Q
correlation value before
reducing cross correlation

Fig. 42.7 Curve: I and Q correlation value after reducing cross correlation
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Figure 42.6 shows the I road and Q road coherent integral value of weak sig-
nal without using the algorithm above, where the power of two signals differ by
30 dB. In this case, the jitter of coherent integral value is very large and the
separation degree of IQ path is small. After applying the above algorithm, the
tracking performance is improved remarkably and the IQ road is completely sep-
arated, so that the weak signal can be normal tracked (Fig. 42.7).

42.5 Conclusions

This paper discusses the cross correlation interference on TC-OFDM
receiver’s tracking capacity of weak signal and the realization of serial interference
cancellation method in TC-OFDM receiver. At the same time, the algorithm is
implemented on the FPGA. It shows that this method can improve the TC-OFDM
receiver’s ability of inhibiting cross correlation by 10–13 dB, and effectively
enhance the capacity for sustained and stable tracking of weak signal. This paper
mainly discusses the two weak and strong signals, but according to Fig. 42.5, the
strong signal reconstruction module can be improved to reconstruct several strong
signals at the same time and put them into the weak signal tracking channel to
reduce the interference of multi-strong signals.
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Chapter 43
An Optimal Data Fusion Algorithm Based
on the Triple Integration of PPP-GNSS,
INS and Terrestrial Ranging System

Wei Jiang, Yong Li and Chris Rizos

Abstract This paper describes the integration of Locata, GNSS and INS technol-
ogies within a loosely-coupled triple integration algorithm. The conventional
methods for multi-sensor integration can be classified as either centralised filtering
or decentralised filtering. Centralised Kalman filtering (CKF) provides globally
optimal state estimation by directly combining measurement data. However CKF
system has some disadvantages such as a comparatively large computational burden
and poor fault detection and isolation ability. Decentralised Kalman filtering (DKF)
addresses such defects while aiming to achieve the same accuracy as a centralised
filter. On the other hand global optimal filtering (GOF) can achieve a higher
accuracy than the traditional CKF because it utilises more information resources
than the CKF. In the information space, the information resources that can be used
for estimation include the measurements, the local predictions, and the global
predictions. In order to evaluate the system performance, a field experiment was
conducted on a vehicle with different kinds of maneuvers, including circular motion
and accelerated motion. The results indicate that: (1) GOF-based PPP-GNSS/
Locata/INS integration system can provide better positioning accuracy compared
with CFK and federated Kalman filtering; (2) covariance analysis shows that the
GOF improves the system estimation covariance; and (3) a comparison of GOF with
local filters confirms the superiority of a GOF-based triple integration system.
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43.1 Introduction

Although Global Navigation Satellite System (GNSS) technology has been widely
used to satisfy positioning and navigation requirements in many application fields,
the major disadvantage of GNSS still remains: signal blockage due to obstructions,
and power attenuation of the signals when operated indoors. The combination of
GNSS with other sensors, such as a self-contained inertial navigation system (INS),
provides an ideal position and attitude determination solution which can not only
mitigate the weakness of GNSS, but also bound the INS error that otherwise would
grow with time when the INS operates alone. However, the navigation accuracy
provided by GNSS/INS is strongly dependent on the quality and geometry of the
GNSS observations, the INS technology used, and the integration model applied.

In general, with limited GNSS availability, the navigation accuracy can only be
maintained at the metre-level for no more than a few minutes even if a reasonably
high quality INS is used. Many advanced fusion algorithms have been investigated
to mitigate this problem however during longer GNSS outages navigation solutions
may not meet the accuracy requirement of the application [1, 2].

It is possible to incorporate an auxiliary sensor system to augment GNSS/INS
navigation. “Locata” is a terrestrial, radio-frequency based technology which uses a
local “constellation” of signal transmitters to provide continuously time syn-
chronised ranging signals in difficult GNSS environments, such as where there is
poor satellite geometry: signal blockages in tunnels, urban canyons, and deep open-
cut mines etc.

In this paper, in order to satisfy accuracy and reliability performance parameters,
GNSS, based on the precise point positioning (PPP) data processing methodology,
and Locata are integrated with an INS to provide robust global navigation solutions.

The fundamental challenge of integrated navigation systems is information
fusion. The commonly used method is the centralised Kalman filtering (CKF) [3, 4]
which ensures globally optimal state estimation by processing all sensor
measurements at a central site. However, the CKF can result in a large computa-
tional burden and large data memory demands [5]. From the point of view of fault
tolerance, the centralised complementary Kalman filter is not convenient to adap-
tively detect and isolate sensor faults, thus CKF-based navigation systems have
limited reliability [6, 7].

Another approach is based on decentralised Kalman filtering (DKF), where the
information from local estimators can yield global optimal or sub-optimal state
estimation according to certain information fusion criteria. The advantage of this
approach is that the communications load and processing demands are decreased,
and the input data rates could be increased due to the use of parallel structures.
Moreover, decentralised filtering leads to easy fault detection and isolation.
Recently developed multi-sensor data fusion via the information space approach
has shown that the global optimal filtering (GOF) can achieve a higher accuracy
than the traditional CKF [8]. In order to take advantage of decentralised filtering
and to improve the estimation accuracy, the GOF approach is applied in this paper.
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According to the information space concept, the optimal data fusion can be
expressed as the projection of the state vector to all kinds of information spaces.
Thus the more information resources are utilised, the better the system performance.
In the information space, the measurements, the local predictions, and the global
predictions are resources for the estimation process. The GOF utilises all the
information resources, and hence differs from the traditional CKF and the Federated
Kalman filter (FKF) that utilise only a portion of the available information
resources.

In this paper GOF is applied to implement a PPP-GNSS/Locata/INS integrated
navigation algorithm. This approach overcomes the disadvantages of conventional
decentralised fusion by utilising all of the information resources. A decentralised
estimation fusion method is established for individual integrations of PPP-GNSS
and Locata with INS to independently obtain the local predictions and local
estimation. The local and global information is further fused to generate the global
optimal state estimation of the triple-integrated navigation system. Experimental
results are presented to demonstrate the performance of the proposed method.

43.2 System Model and Conventional Fusion Algorithms

INS is used to establish the inertial navigation model. The system dynamic equation
is described by:

_X tð Þ ¼ F tð ÞX tð Þ þW tð Þ ð43:1Þ

where X tð Þ is the state vector of the system, F tð Þ is the dynamic matrix of the
system, W tð Þ is the system noise. X tð Þ is defined as:

X tð Þ ¼½wN ;wE;wD; drN ; drE; drD; dvN ; dvE; dvD; ex; ey; ez;

rx;ry;rz; dgLx; dgLy; dgLz; dgGx; dgGy; dgGz�T
ð43:2Þ

where wN ;wE;wDð Þ is the attitude angle error, drN ; drE; drDð Þ is the position error,
dvN ; dvE; dvDð Þ is the velocity error, ex; ey; ez

� �
is the gyroscope’s constant bias,

rx;ry;rz
� �

is the accelerator’s bias, dgLx; dgLy; dgLz
� �

is the Locata lever arm
components with respect to the inertial measurement unit (IMU) centre,
dgGx; dgGy; dgGz
� �

is the GNSS lever arm estimation with respect to the IMU
centre.

The observation information of the integrated PPP-GNSS/Locata/INS system
includes the position and velocity (PV) information from Locata and PPP-GNSS,
and PV information from the INS. For centralised filtering, the measurements are
described by the stacked observation vector:
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Z tð Þ ¼ ZL; ZG½ �T¼ rL � rINS; vL � vINS; rG � rINS; vG � vINS½ �T ð43:3Þ

The system observation equation can be written as:

Z tð Þ ¼ H tð ÞX tð Þ þ V tð Þ ð43:4Þ

where H tð Þ and V tð Þ are the observation matrix and observation noise of the
integrated navigation system respectively.

Applying the discrete process, the system Eqs. (43.1) and (43.3) become:

x kð Þ ¼ F kð Þx k � 1ð Þ þ x kð Þ ð43:5Þ

z kð Þ ¼ H kð Þx kð Þ þ v kð Þ ð43:6Þ

It is assumed that x kð Þ, v kð Þ are zero-mean white sequences uncorrelated with
each other, and E x kð Þx kð ÞT� � ¼ Q kð Þ, E v kð Þv kð ÞT� � ¼ R kð Þ. The initial state x 0ð Þ
is a zero-mean Gaussian random vector, x 0ð Þ�N �x 0ð Þ;P 0ð Þð Þ, and is independent
of x kð Þ and v kð Þ.

The Kalman filter algorithm is composed of time and measurement updates. The
prediction of the state~x kð Þ, and its covariance matrix ~P kð Þ, are obtained from the
time-updating step:

~x kð Þ ¼ F kð Þx̂ k � 1ð Þ ð43:7Þ

~P kð Þ ¼ F kð ÞP̂ k � 1ð ÞFT kð Þ þ Q kð Þ ð43:8Þ

When the measurements are available the state vector x̂ kð Þ is updated as:

K kð Þ ¼ ~P kð ÞHT kð Þ H kð Þ~P kð ÞHT kð Þ þ R kð Þ� ��1 ð43:9Þ

P̂ kð Þ ¼ I � K kð ÞH kð Þ½ �~P kð Þ ð43:10Þ

x̂ kð Þ ¼~x kð Þ þ K kð Þ z kð Þ � H kð Þ~x kð Þ½ � ð43:11Þ

where K kð Þ is the Kalman gain, and P̂ kð Þ is the covariance matrix of the state.
For a decentralised system, the sub-systems for the Locata and GNSS sensors

independently observe the output of the INS. The two local filters estimate the state
of the INS using the observed data. Since the two local filters share the INS
navigation model, the dynamic equations of the two local systems are the same. The
model of the ith (i = 1, 2) local filter is described by the following equations:

x kð Þ ¼ F kð Þx k � 1ð Þ þ x kð Þ ð43:12Þ
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zi kð Þ ¼ Hi kð Þx kð Þ þ vi kð Þ ð43:13Þ

where zi kð Þ is the output of the ith subsystem, and vi kð Þ is the measurement noise of
the local system, which is assumed to be white noise. The covariance of the
measurement noise in the local filter is defined by the general accuracy of the local
Locata and PPP-GNSS solutions, which is set in this evaluation as:

RLocata ¼ diag 0:2ð Þ2 0:3ð Þ2 0:1ð Þ2 0:1ð Þ2 0:1ð Þ2 0:1ð Þ2
� �

RPPP�GNSS ¼ diag 0:2ð Þ2 0:1ð Þ2 0:1ð Þ2 0:1ð Þ2 0:1ð Þ2 0:1ð Þ2
� �

Each local filter generates the optimal estimation of the local state by using the
Kalman filter formulas (43.7)–(43.11).

After completing the computations of the two decentralised local filters, two
local optimal state estimations x̂1ðkÞ and x̂2ðkÞ can be obtained and further fused
using the global filter.

43.3 GOF for PPP-GNSS/Locata/INS Integrated
Navigation

The multi-sensor optimal estimation is resolved in two approaches, in terms of the
random vector space (RVS) approach and the information space approach [8]. In
the RVS framework, the sources of information have been identified and used as the
bases of the space. The estimation is mathematically described as the procedure for
finding the projection of the state vector on the bases of the space. The fusion
algorithm therefore describes how the global state estimate is combined by the
projections and associated bases.

Differing from the RVS approach, from the point of view of the information
space, optimal fusion is implemented by a series of transformations between the
information spaces. The transformations map the source information vectors from
the measurement information spaces to the estimate information space to produce
the fused information vector. The information space approach provides a means by
which the accuracies of different algorithms can be compared on a theoretical basis.

As the RVS approach is similar to the widely applied Kalman filtering forms, it
is used below to discuss the nature of GOF.

Assume a linear discrete system x̂i i ¼ 1; 2; . . .; nð Þ is the unbiased estimators of
the stochastic vector x. If x̂i are orthogonal vectors, the estimate of x can be
expressed as the sum of the projection of x̂i in a random vector space (RVS) H [8]:

H ¼ x̂jx̂ ¼
Xn
i¼1

Cix̂i

( )
ð43:14Þ
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The optimal state estimation and its covariance can be written as:

x̂ ¼ P̂
Xn
i¼1

STi P̂
�1
i x̂i

 !
ð43:15Þ

P̂ ¼
Xn
i¼1

STi P̂
�1
i Si

 !�1

ð43:16Þ

where Si is the mapping matrix between x̂ and x̂i, and x̂i ¼ Six̂; P̂i is the corre-
sponding posteriori estimate error covariance of x̂i, which is calculated epoch by
epoch to the convergence status. The initial setting of Pi does not affect the estimate
convergence, and it can be set according to the approximate accuracy of initial
xi 0ð Þ. It can be seen that the more information that is used, represented here as x̂i,
the smaller the trace of P̂ that is obtained. Hence the system could have improved
performance.

For a better understanding, recall the Kalman filter’s measurement updating
Eq. (43.11). This prediction form indicates that the state prediction is corrected
when the measurement is made available. It can be rewritten in the following fusion
form:

x̂ kð Þ ¼ I � K kð ÞH kð Þ½ �~x kð Þ þ K kð Þz kð Þ ð43:17Þ

It also can be regarded as the random vector space below [8]:

H ¼ x̂jx̂ ¼ C1~xþ C2 kð Þzf g ð43:18Þ

where C1 ¼ P̂~P�1, and C2 ¼ P̂HTR�1

The estimation x̂ can be seen as a point or vector in the space H, which is
expressed as the projections C1 and C2 on the bases of~x and z.

Similarly, the RVS of the CKF can be expanded by the measurements z1, z2 and
the global prediction~x:

HCKF ¼ x̂jx̂ ¼ C~xþ C1 kð Þz1 þ C2 kð Þz2f g ð43:19Þ

where C ¼ P̂~P�1, C1 ¼ P̂HT
1 R

�1
1 , C2 ¼ P̂HT

2 R
�1
2

An optimal multi-sensor estimation in turn requires information from the bases
and the determination of the associated projections. The following random vectors
in a multi-sensor system can be used as the bases [8]:

Measurements: zi kð Þ, i ¼ 1; 2
Local predictions:~xi kð Þ, i ¼ 1; 2
Global predictions:~x kð Þ
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Utilising different sources as the bases of RVS leads to different fusion algo-
rithms. From Eq. (43.19), CKF uses global prediction and all local measurement
information, FKF uses local estimates and global prediction. However, in order to
ensure the same accuracy of the CKF, the local predictions of the FKF are
computed from the global prediction using the so-called information-sharing
principle [9, 10].

To further improve the accuracy of decentralised filtering, the GOF uses all the
information sources, including the measurements, the local and global predictions
to achieve global optimality, which can be represented as:

H ¼ x̂ kð Þjx̂ kð Þ ¼
X2
i¼1

ai kð Þ~xi kð Þ þ
X2
i¼1

bi kð Þzi kð Þ þ c kð Þ~x kð Þ
( )

ð43:20Þ

The measurements and the local predictions support local Kalman filtering
fusion, thus they can be replaced by the local state estimates. The GOF configu-
ration is shown in Fig. 43.1. The RVS of GOF in Eq. (43.20) can be rewritten as:

H ¼ x̂ kð Þjx̂ kð Þ ¼ c kð Þ~x kð Þ þ d1 kð Þx̂1 kð Þ þ d2 kð Þx̂2 kð Þf g ð43:21Þ

where ai, bi, c, d1 and d2 represent the projections of the global estimate vector x̂ on
the bases.

In Fig. 43.1, one can see both Locata and PPP-GNSS outputs are combined with
INS solution in the local filters, thus the local estimates x̂1 and x̂2 are correlated with
previous feedback-INS solution, represents the previous state estimate here. On the
other hand, the current global prediction is also computed from the previous global
estimate. That means the two local estimates and the current global prediction are
oblique to each other, not orthogonal. Therefore these three vectors need to be
orthogonalised [8]. The reconstructed orthogonal global prediction and local
estimates are represented as ~x and ~xi:

Fig. 43.1 System configuration of GOF
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~x1 kð Þ ¼ x̂1 kð Þ; ~x2 kð Þ ¼ x̂2 kð Þ; ~x kð Þ ¼ a1x̂1 kð Þ þ a2x̂2 kð Þ þ a~x kð Þ ð43:22Þ

The corresponding covariance of reconstructed global prediction is:

~P kð Þ ¼ a~P kð ÞaT þ
X2
i¼1

aiP̂i kð ÞaTi þ
X2
i¼1

a~Pi kð ÞaTi þ
X2
i¼1

ai~P
T
i kð ÞaT ð43:23Þ

where

~Pi ¼ cov ~x;~xið Þ ¼ F kð ÞP̂ k � 1ð ÞFT kð Þ~P�1
i kð ÞP̂i kð Þ ð43:24Þ

As global prediction ~x and local estimates x̂i are all unbiased estimates, the
orthogonalised global prediction ~x is also unbiased, hence E ~x� xð Þ ¼ 0, from
which one can derive:

a1 þ a2 þ a ¼ I ð43:25Þ

Since the reconstructed global prediction ~x and local estimation ~x1, ~x2 are
orthogonal to each other. Thus cov ~x;~x1ð Þ ¼ 0, cov ~x;~x2ð Þ ¼ 0, from which one can
obtains:

a ¼ I � ~P1P̂
�1
1 � ~P2P̂

�1
2

� ��1
; a1 ¼ �a~P1P̂

�1
1 ; a2 ¼ �a~P2P̂

�1
2 ð43:26Þ

According to the optimal state estimation Eq. (43.15) and its covariance
Eq. (43.16), the optimal fused global estimation is:

x̂ kð Þ ¼ P̂ kð Þ ~P�1 kð Þ~x kð Þ þ P̂�1
1 kð Þx̂1 kð Þ þ P̂�1

2 kð Þx̂2 kð Þ� � ð43:27Þ

P̂ kð Þ ¼ ~P�1 kð Þ þ P̂�1
1 kð Þ þ P̂�1

2 kð Þ� ��1 ð43:28Þ

43.4 Experiment and Analysis

The integrated test was conducted at Locata’s Numerella Test Facility (NTF),
located in a rural area outside of the city of Canberra, Australia. The NTF covers an
area of approximately three hundred acres and is ideally suited for real-world nav-
igation system testing area. A number of Locata transmitters were set up to cover the
NTF area. The devices that were used in the test include two Leica dual-frequency
GNSS receivers (one used as the rover receiver, and the other as the base station),
one H764 IMU, and one Locata rover unit. The GNSS antenna and Locata antenna
were mounted with the IMU on the top of a truck. The GNSS data rates and Locata
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data rates were both set to 10 Hz, while the IMU’s data rate was 256 Hz. Both Locata
and IMU measurements were synchronised with those from GNSS.

The PPP-GNSS and Locata solutions were post-processed independently. The
initial convergence period of PPP-GNSS was excluded from this triple integration
evaluation. The GNSS integer ambiguity-fixed differential carrier phase positioning
solution computed by the Leica Geo Office (LGO) software was served as the

Fig. 43.2 Trajectory from triple-integration system at NTF

Fig. 43.3 Position comparison between CKF and GOF solutions
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ground-truth as it had a nominal accuracy of a few centimetres. The trajectory of the
field test is shown in the Fig. 43.2.

The field test included circular motion and accelerated motion. As CKF and FKF
provide solutions of the same accuracy, Fig. 43.3 shows the comparison only
between the GOF and CKF solutions. Since the experiment was conducted across
relatively flat terrain, a vertical constraint was applied to account for the poor
vertical component observability of Locata. It can be seen that the vertical solutions
of the two systems are almost the same. However in the horizontal north and east
directions the GOF provides a more accurate and a smoother solution. In particular
during the circular motion from 250 to 600 s, the GOF solution is obviously better.
The Radial Spherical Error (MRSE) of the 3D position error is displayed in
Table 43.1. The MRSE of the GOF-based triple-integration solution is 0.132 m,

Table 43.1 MRSE comparison of triple-integration system and local systems

Triple-integration solution Local system solutions

MRSE (m) GOF CKF FKF PPP-GNSS/INS Locata/INS

0.132 0.141 0.141 0.144 0.192

Fig. 43.4 Position and velocity precision comparison
ffiffiffiffiffiffiffiffiffi
P̂ kð Þ

q� �
between CKF and GOF during

the last 100 s of the test
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which is lower than that of CKF and FKF’s 0.142 m. This is an improvement of
6.4 %.

The posteriori estimate error covariance P̂ kð Þ was computed. Figure 43.4 shows

the square root of the converged position and velocity error covariance
ffiffiffiffiffiffiffiffiffi
P̂ kð Þ

q
of

the CKF and GOF during the last 100 s of the test. The blue colour and red colour
denote the CKF and GOF solutions respectively. The left three plots compare the
position error covariance in the three direction components, and the right three plots
are the corresponding velocity error covariance. It can be seen that the GOF esti-
mate position and velocity error covariance are improved for all three directions in
comparison with the results of conventional centralised filtering.

Further comparisons of the solutions of the local systems PPP-GNSS/INS and
Locata/INS with respect to the triple-integration system are made. Figure 43.5 shows
the position comparison of the two local systems with the GOF solutions. It can be
seen that the triple-integration approach provides the best positioning solutions for
the horizontal (north and east) direction components. From Table 43.1 it can be seen

Fig. 43.5 Position difference comparison between GOF-based triple-integration system and local
systems
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that the MRSEs of the PPP-GNSS/INS and Locata/INS solutions are 0.144 and
0.192 m respectively, while the MRSE of the GOF-based triple-integration solution
is 0.132 m. This is lower than either the PPP-GNSS/INS or Locata/INS solutions.

As in the case of Fig. 43.4, the position and velocity precisions were investi-
gated. The square root of the a posteriori estimate error covariance was also
computed. Figure 43.6 shows the comparison of the square root of the estimated
covariance for the GOF-based triple-integration system and the local systems
during the last 100 s of the test. The triple-integration solution is plotted in red, and
those of the local systems PPP-GNSS/INS and Locata/INS are plotted in blue and
green respectively. The left three plots are the comparison of the positioning error
covariance in three direction components, and the right three plots illustrate the
velocity error covariance. It can be seen that the GOF-based triple-integration
system has the smallest estimated position and velocity error covariance.

Fig. 43.6 Position and velocity precision comparison between GOF-based triple-integration
solution local PPP-GNSS/INS system solution, and local Locata/INS system solution for the last
100 s of the test
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43.5 Concluding Remarks

This paper describes a PPP-GNSS/Locata/INS triple-integration algorithm imple-
mented using a loosely-coupled filtering approach. Conventional centralised
filtering and decentralised filtering were discussed. In order to keep the reliability
character of decentralised filtering, but to improve its accuracy, the GOF algorithm
was developed, based on the recently developed information space concept. The
GOF utilises all the information resources, including the raw measurements, the
local predictions, and the global predictions. In order to evaluate the system
performance, a field experiment was conducted. The comparison between GOF,
CKF and FKF triple-integration approaches indicated that the GOF approach does
indeed provide the most accurate positioning solution. The a posteriori error
covariance for the GOF solution is also smaller than in the case of the other two
algorithms. A comparison of the GOF-based triple-integration solution with the
local PPP-GNSS/INS and Locata/INS solutions shows that the GOF-based
approach is superior to the alternative approaches.
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Chapter 44
Pulsar Navigation Profile Folding
and Measurement Based on Loop
Tracking

Xinyuan Zhang, Ping Shuai and Liangwei Huang

Abstract Pulsar navigation is a possible measurement of spacecraft navigation
autonomous navigation, and profile folding and measure is one of the core tech-
nologies of it, whose performance determines the capability of the final navigation
result. Current profile folding measures are commonly based on the presumption
that the time of photon arrival can be transformed to the solar system barycentre and
the presumption that folding profile is exactitude. However, on the real navigation
scene, since the position and the velocity of the spacecraft are not exactly acquir-
able, folding profile would bring deformation and therefore cause the phase mea-
sure error. In order to solve this problem, this paper introduces the loop tracking to
the pulsar navigation profile folding and measurement processing. By lock the
difference between measure phase and predict phase, the period feedback can be
realized to rise the accuracy of the pulsar phase measurement. The result shows that
this method could improve the profile folding and phase measure result, and suits
for dynamic pulsar navigation.

Keywords Pulsar navigation � Loop tracking � Profile folding � Phase
measurement

44.1 Introduction

X-ray pulsar is a kind of nature beacon that has the ability to emit periodic and
predictable X-ray pulse. With this nature, a novel autonomic celestial-based navi-
gation method could be realized by measuring the pulse and achieving the high
precise timing information. Pulsar navigation can support almost all the missions in
solar system while does not suffer from low performance in situations where long
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range navigation is required. As a result, pulsar navigation is regarded as the best
solution for future deep space interplanetary missions [1, 2].

During the pulsar navigation, phase estimation, whose role is calculation the
phase difference between the measure pulse and predict pulse, is one of the pre-
conditions to establish the navigation equation. Since the X-ray probe of pulsar
navigation records the time of arrival (TOA) of received photons rather than the
pulse profile, the profile rebuilding should be applied before phase measurement.
Ideally, the TOA measured at spacecraft local time can be conversion to Bary-
centric Coordinate Time (TCB), the pulse profile can be folded under the inertial
frame [3], and therefore a veracious profile can be generated. However, such
operation relays on the precondition that the position of spacecraft is acknowledged,
which is incompatible with the goal of navigation. As a result, in more practical
scene, photon folding has to be actualized under the spacecraft local time frame.
Because of the movement of the spacecraft, the observation pulse period will not
equal to the predict period built at the inertial frame. This problem will bring a
transform to the rebuilt profile, which will ulteriorly introduce a phase measurement
system error, and finally deteriorate the pulsar navigation performance.

In order to solve this problem, multiple methods of epoch folding, phase esti-
mation as well as tracking loop are combined. The tracking loop is designed to
eliminate the dynamic caused by spacecraft movement and to improve the rebuilt
profile precision. And ultimately reduce the pulsar navigation system error raised by
epoch folding transformation.

44.2 Epoch Folding Transformation Due to Pulse Period
Disaccord

The basic method of epoch folding is recording the TOA of photon in the given
observation span T, slipping the each TOA result with the predict period of P0, and
counting the number of photons that in bins which is uniformly divided form the
pulsar cycle. This process can be illustrated as Fig. 44.1, and more details of epoch
folding can be found in [4].

rτ r Tτ +
Rebuilt profile

τ τ+

TOA

0 0 sτ

Fig. 44.1 Demonstration of
profile folding
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Abstractly, as the period P used in epoch folding equals to the actual period
which is obtained at the spacecraft, each TOA can be converted to the reference
cycle. But when these two periods are not equivalent, the cycle slipping will
introduce a cumulate error with the increasing distance between the TOA and the
reference cycle. Consequentially, a rebuilt profile transformation will happen as
(Fig. 44.2).

Based on the origin of profile transformation, an approximate describe of this
transformation can be written as:

~h /ð Þ ¼ 1
D/

� h /ð Þ � u /ð Þ � u /� D/ð Þ½ � þ n /ð Þ ð44:1Þ

where ~h /ð Þ and h /ð Þ represent rebuilt profile and standard profile respectively,
u /ð Þ is the step function, u /ð Þ � u /� D/ð Þ makes a rectangle window whose

width is D/ ¼ T� P�P0ð Þ
P2
0

, and n /ð Þ represents the residual measure noise. With the

increasing of the observation span T and the growing of the difference of the predict
period and the actual period P� P0, the rectangle window will widen. Since the
rectangle window can be regarded as a low-pass filter, the above-mentioned ten-
dency will erase the pulse characteristic of the rebuilt profile. This transformation is
shown as Fig. 44.3. The simulation B0523+21 photon observation is used to fold
the profile with the D/ equal to 0, 0.1 and 0.2 correspondingly. The practical and
theoretical result is plotted as the real line and the dotted line in each subplot.

Based on the Eq. 44.1, when the rebuilt transformation exists, the Cramer-Rao
bound of the phase estimation can be written as

CRBCC /ð Þ ¼ T�1

R 1
0 k0 /ð Þ2� a� ~k /ð Þ þ b

h in o
d/

R 1
0 a� k0 /ð Þ2�~k0 /ð Þ2
h i

d/
ð44:2Þ

where a and b are the known as source arrival rates and effective background. It is
shown that the phase estimation is affected not only by the observation span, but
also by the relative period error P� P0ð Þ=P0. Adverse to tradition view that

rτ rτ +T N T+ × Δ

Rebuilt Profile

TΔFig. 44.2 Demonstration of
profile folding slipping
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increasing the observation span will benefit the phase estimation, when relative
period error is present, extending the observation span might worsen the phase
estimation performance as Fig. 44.4 shows.
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Fig. 44.3 Profile folding deformation due to period error
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44.3 Tracking Loop for the Pulsar Navigation Information
Processing

One of the possible solutions to deal with the period error is using tracking loop to
automatically estimate the receiving pulse period, correcting the reference period
before epoch folding, and commuting the phase estimation error due to rebuilt
profile transformation.

44.3.1 Overview of the Pulsar Navigation Tracking Loop

A typical tracking loop is composed by a phase or frequency discriminator, a low-
pass loop filter and a voltage-controlled oscillator (VCO). By continually adjusting
the output signal, the tracking loop makes the phase or frequency of output signal
ails after the input signal. And the aims such as signal can be achieved (Fig. 44.5).

Since the pulsar navigation works on the band of X-ray rather than radio band
frequently used by communication and navigation, when tracking loop is intro-
duced to pulsar navigation, some modification should be applied to deal with the
profile rebuilt. As a result, the tracking loop for pulsar navigation can be illustrated
as Fig. 44.6.

+ dK ( )F   s
( )fu    s( )iu   s ( )du    s
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Discriminator

+

Loop Filter VCO

−

Fig. 44.5 Basic configuration of tracking loop
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Fig. 44.6 Pulsar navigation signal processing tracking loop
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44.3.2 Period Tracking Process

Because of the integral relationship between the pulsar period and the phase
f tð Þ ¼ /0 tð Þ, when the pulsar phase is locked by the tracking loop, the phase change
rate equals to the change value of the period [5] (Fig. 44.7).

Therefore, if the smoothed phase difference between the observation profile and
the predict profile can be feedback, the pulsar period could be modified before
epoch folding as

P ¼ P0 � /0
PLL tð Þ� ��1 ð44:3Þ

This composes the second loop of the pulsar navigation information processing.
From the Eq. (44.2), it can be found that the impact of period error on phase
estimation is not simply linear. It should be admitted that, current tracking loop
theory seems not be able to deal with such error in pulsar navigation tracking
loop. But an efficient method will keep the expectation of the phase estimation
equal to 0, which would make the pulsar navigation tracking loop feasible.

44.3.3 Pulsar Navigation Tracking Loop Transfer Function

Different from traditional tracking loop, the tracking loop designed for pulsar
navigation contains two feedback terms of period feedback and phase feedback.
The period feedback works as standard PLL, whose mission is smoothing the phase
difference, and correcting the period employed for epoch folding. The effect of the
phase feedback is to modify the phase of standard profile, so as to steady the

φ

t
obsτkth Observation

True

Phase tracking result, 
whose slop is

0φ

f

φ

Fig. 44.7 Pulsar navigation
phase tracking
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tracking loop at the linear area. The pulsar navigation tracking loop is operated with
the rhythm of the span of epoch folding. The phase estimation equals to the phase
discriminator, whose transfer function is Kd . Because there is meaningless to use

VCO here, an integrator with the transfer function of Tsz�1

1�z�1 is introduced to replace
the VCO where Ts is the computing step of the tracking loop. Considering the
period variability, a second-order loop filter is applied here, whose transfer function
can be written as

F zð Þ ¼ b0 þ b1z�1

Kd 1� z�1ð Þ ð44:4Þ

Therefore, the overall transfer function of the pulsar navigation tracking loop is

H/ zð Þ ¼ Ts b0z�1 þ b1z�2ð Þ
1� z�1ð Þ2 þ Ts b0z�1 þ b1z�2ð Þ ð44:5Þ

At the view of frequency, Eq. (44.4) describes a low-pass filter, which can smooth
the phase estimation result by restraining the high frequency component of it.
Ignoring the quantization error and the error relative to oscillator of the PLL, only
taking the phase estimation noise rPhase into account, the PLL will reduce the output
noise as [6, 7]

rPLL � rPhase
ffiffiffiffiffiffiffiffiffiffi
BLTs

p ð44:6Þ

where the parameters of Ts and BL present the sampling period and the loop noise
band. The former equals to the span of epoch folding, and the is latter determined
by the second-order loop filter, those experiential value is

BL ¼ 0:53

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b0 þ b1

Ts

r

ð44:7Þ

44.4 The Performance Simulation of the Pulsar Navigation
Tracking Loop

In order to evaluate the pulsar navigation tracking loop described in this paper, a
series of simulation is applied to test the signal processing of Crab (B0531+21). The
detail parameter is set based on the reference of [4, 8]. Supposing the detector is
installed on a LEO spacecraft with the orbit of 600 km. The totally continual
observation is 7200 s. The photon TOA is generated based on the theoretic pulsar
phase at the spacecraft local time that is simulated with the information of space-
craft position and the solar system ephemerides. Pulsar navigation tracking loop
takes charge of tracking and processing the TOA record, obtaining the smooth
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phase output, which is compared to the theoretic pulsar phase so as to achieve the
tracking error. The simulation logic diagram is illustrated as Fig. 44.8.

The processing step of the tracking loop is 1 s, which is equal to epoch folding
rhythm. The band of the loop is 0.05 Hz to track the pulsar signal.

The period feedback result is shown in Fig. 44.9. The red line exemplifies the
theoretic period transformation due to the movement of the spacecraft, and the blue
line illustrates the period feedback obtained from the tracking loop. It can be found
that when the tracking tends to steady, the period feedback could lock on the period
change, which would be benefit to epoch folding result.

The phase estimation error is shown as Fig. 44.10. The blue line presents the
direct phase estimation error without any correct method, whose standard variation
is about 5:9� 10�4 cycle. The red line shows the phase estimation error output get
from the tracking loop, and the standard variation of this output is about 3:3� 10�4

cycle. The phase estimation precision is improved by 44 %. If the movement of the
spacecraft is more complex, the advance of the tracking loop will be more notable.

As a conclusion, the pulsar navigation tracking loop could deal with the phase
estimation and the correction at the spacecraft dynamic condition. In the future
X-ray pulsar navigation mission, this technique might be used to achieve the better
navigation preferment.
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Chapter 45
Application of an Improved K Nearest
Neighbor Algorithm in WiFi Indoor
Positioning

Yeqing Fang, Zhongliang Deng, Chen Xue, Jichao Jiao, Hui Zeng,
Ruoyu Zheng and Shunbao Lu

Abstract In this paper, K nearest neighbor algorithm is improved in fingerprint
information matching in WiFi indoor positioning system. Because the original K
nearest neighbor algorithm ignores the relationship between the neighboring points, it
doesn’t improve matching accuracy, and its positioning accuracy is not better. There is
no effective treatment group sample points, matching time is greatly increased. In this
paper, we study a modified K nearest neighbor algorithm in the application of WiFi
indoor positioning. Because K neighbor points are given different weights according to
certain rules, thematching accuracy is improved beforematchingmethod. And because
of using grouping pretreatment of the sample space, the time of position matching
accuracy is reduced. Therefore the positioning precision is improved.

Keywords WiFi � Indoor positioning � K nearest neighbor algorithm

45.1 Introduction

With the development of mobile Internet and mobile intelligent devices, Location
Based Servers has become the frontier in the research of information technology.
With the four major global satellite navigation system support, outdoor location
service has been widely into people’s life. People are in the indoor environment for
more than 80 % of time, with increasing number of the large building, indoor location
service have an even broader prospect in application of commercial application,
public security and other aspects. In indoor environment, signal of satellite system
can’t be used because of building occlusion and multipath. At present, indoor
positioning technology mainly contains WiFi technology, ultra wideband, pseudo
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satellite. WiFi technology has been widely used in the indoor localization for erection
of low cost, convenient access, easy expansion, easy popularization, etc. And WiFi
hot covers a wide range in the urban population concentration region, at the same
time, more and more intelligent devices support WLAN network [1].

Indoor positioning method contains Arrival of Angle (AOA), Time of Arrive
(AOA), Time Difference of Arrival (TDOA), hybrid positioning method of TDOA
and AOA, Received Signal Strength Indication method. TOA and TDOA method
needs high precision hardware synchronization. AOA method needs direction
antenna. And in non-line-of-sight environment, they are seriously affected by
multipath propagation. RSSI technology is widely used in WiFi positioning, and it
works by fingerprint matching. Indoor environment is complex, but basic pattern
remains the same. In a specific location, the characteristics of the wireless signal
(signal number, phase, and intensity) presents the particularity highly. RSSI is the
unique “fingerprint” to identify the location, and then calculate the position
according to the fingerprint matching algorithm.

Fingerprint matching algorithm based on RSSI mainly contains nearest neigh-
bor, K nearest neighbor algorithm. But they are only matched and get a single
relation between training points in fingerprint database to be positioning point, and
get nearest neighbor points or K nearest neighbors. They ignore the deeper rela-
tionship between neighbor points and other reference point. There is no fur-
ther excavation and utilization of useful information on the RSSI fingerprint
database and no effective grouping of fingerprint database information. Therefore
it’s difficult to further shorten matching time and improve the positioning accuracy.

45.1.1 WiFi Fingerprint Matching Positioning Method

The method is divided into two phases: offline training phase and online positioning
phase [2]. On the offline training phase, the position information and AP signal
strength information are associated together to form the RSSI signal vector into the
database through the acquisition equipment acquiring training sequence. In accor-
dance with certain dense degree, collecting all fingerprints in the region, then they
completed the establishment of fingerprint database. As shown in Fig. 45.1.

Online positioning phase is to make similarity matching real-time receiving
AP signal intensity with the fingerprint data in the database to get the best position
after the fingerprint database is finished. As shown in Fig. 45.2.

45.2 K Nearest Neighbor Matching Algorithm

K nearest neighbor algorithm is matching RSSI vector, which is composed of the
signal intensity of WiFi real time received by mobile terminal, with the fingerprint
data in the fingerprint database in the ways of certain matching calculation. And
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selecting the K fingerprint data which has the minimum distance value and
regarding mean position coordinates of K fingerprint information as the positioning
result data.

Two example points in feature space distance is reflected in two instances
of similar degree. The feature space of K nearest neighbor algorithm is generally an
n-dimensional vector space Rn. Assuming that the mobile terminal real-time received
n AP signal, the RSS vector is s1; s2; . . .; sn½ �. The mean RSS matrix in the fin-
gerprint database is S1; S2; . . .; Sn½ �. Design the fingerprint database has m reference
points and n AP and m fingerprint data. And because of Si ¼ Si1; Si2; . . .; Sin½ �,
1 ≤ i ≤ m, measured distance formula between the vectors are shown as follows.
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AP3 AP4
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AP1 AP2 APn X Y ID
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Location fingerprint acquisition
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Fig. 45.1 Offline training phase
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Fig. 45.2 Online positioning phase
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di ¼
Xn
j¼1

si � Sij
�� ��q

 !1
q

ð45:1Þ

In the formula, when q = 1, it’s known as the Manhattan distance and when
q = 2, it’s known as the Euclidean distance.

K nearest neighbor algorithm is selecting K reference points in choice from the
di above in the way of the small to large. And then using the formula (45.2) com-
puting the estimated location of the average coordinates as the test point:

ðx̂; ŷÞ ¼ 1
K

XK
i¼1

ðxi; yiÞ ð45:2Þ

Among them, ðxi; yiÞ represent the i-th corresponding physical coordinates of K
reference point. ðx̂; ŷÞ represent the estimation of the test point coordinates. When
K = 1, K nearest neighbor algorithm degenerate to the nearest neighbor algorithm.

The K nearest neighbor matching algorithm above has two serious problems.
One is ignoring the relationship between the training points in the fingerprint
database itself. The same weight will bring training points of large error. Therefore,
noise points have the bad influence on the positioning results and the accurate rate
is relatively low, and resulting in reduced accuracy positioning. Two is needing
to match all the fingerprint data in all the fingerprint database. When the sample size
is large in fingerprint database, searching is a large quantity, efficiency is very low.

45.3 Improved K Nearest Neighbor Matching Algorithm

45.3.1 Weighted for K Neighbor Points

K neighbor points are given different weights according to certain rules. The for-
mula is as follows:

ðx̂; ŷÞ ¼ 1
K

XK
i¼1

wiðxi; yiÞ

Xk
i¼1

wi ¼ 1

8>>>><
>>>>:

ð45:3Þ

In the formula, wi is the weight of i-th nearest neighbor point. We need to give
the K neighbor points different weight to improve the system positioning accuracy.
According to signal strength based localization algorithm of active classical RFID
system, the system selects some reference point and arrange reference tags in the
location area in order to get several reference label which is nearest to locating tag,
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by comparing the signal strength to be tracking tag and reference label values [3].
Then estimating the coordinates of positioning label based on these coordinates of
weighted reference tags. The new design for weight is referring to this system’
design idea above, the formula is:

wi¼
1
d2iPk
j¼1

1
d2j

ð45:4Þ

Square of Euclidean distance d reflects the changes of weights. The smaller the
d, the greater the weight. And it’s directly depended on the Euclidean distance of
the current di. It enhance the weight ratio of Euclidean distance di.

45.3.2 Grouping Pre-Treatment

Space was divided by the actual geographic information,which each region of
WiFi information will have obvious difference. Assume that the number of parti-
tion is s, we will clarify the information of fingerprint points into s groups. Each
group form a virtual space, which is used to represent a corresponding physi-
cal space [4]. The specific group can be according to the signal amount above,
every n element into a group. This will eventually form a group M signals, which
are collected from m different physical space.

Getting a group of signal strength information after a scan and storing in an array
A. Each of the scan results stored in the array list. When the packet is com-
pleted, we get the formation of M virtual space and each virtual space has N signal
information. Now we construct an array Ci ¼ ð1; 2; . . .; mÞ which can repre-
sent a virtual space, we define it as:

Ci½j� ¼

Pin
l¼ði�1Þn

listðlÞ½j�

n
ð45:5Þ

Suppose that there are M access point to the location in the scene (AP) and N
reference points (RP). The subscript m ¼ 1; 2; . . .; M and n ¼ 1; 2; . . .; N is used
to present the m-th AP and the n-th RP. The q-th sampling RSS vector of the n-th
AP is expressed as Sqn ¼ ðSqn1; Sqn2; . . .; SqnMÞ. Each RP can have a total of Q sam-
pling, and all sampling RSS vector of a RP can be expressed as:

Sn ¼
S1n
S2n
..
.

SQn

0
BBB@

1
CCCA =

S1n1 S1n2 � � � S1nM
S2n1 S2n2 � � � S2nM
..
. ..

. . .
. ..

.

SQn1 SQn2 � � � SQnM

0
BBB@

1
CCCA ð45:6Þ
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The next processing is to settle the Q sampling. Firstly, the sampling with the
strongest RSS is divided into a group. For example, the strongest RSS vec-
tor in RSS is the ith AP, which is Sqni � Sqnm; i 6¼ m. In this way, RSS vector is
represented as SqnðiÞ, and SnðiÞ is used to represent a set of this class of RSS vector.
In addition, we define Nni scalar of a set size record, Nni ¼ SnðiÞj j is corresponding
to the number of RSS vector expressed in the group. Each RP sample number is
Q, so it is

PM
i¼1 Nni ¼ Q.

Define a packet threshold α, 0\a\1. If the number of RSS vectors is Nni [ aQ
in the group Sn(i), then take the RSS vector mean within the group as a finger-
print of this RP, and the fingerprint representation for �SnðiÞ ¼ ð�Sn1ðiÞ;
�Sn2ðiÞ; . . .; �SnMðiÞÞ. This reference point will be grouped into Ci; i ¼ 1; 2; . . .; M,
and �SnðiÞ is fingerprinting of the reference point in the group. It’s different with
existing fingerprint, which use all RSS vector averaging as its fingerprint.

As we can see, the algorithms in this paper, the total number of all reference
points’ fingerprint is greater than N. The surface seem to increase the amount
of matching positioning stage, but due to the grouping algorithm, fingerprint quan-
tity in fact is far small than N.

Using packet threshold is a method to remove some of the occasional
poor sampling RSS training stage and also to reduce fingerprint mass, to save
storage space and improve the response time. For those RSS vector whose number
is less than the group, we directly ignore these vector. The grouping effect is shown
in Fig. 45.3.

Fig. 45.3 Group effect
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45.4 Application Examples and Results Analysis

The improved K nearest neighbor algorithm above is carried out in the actual
environment that the smaller the distance between sample fingerprint, the more the
number of the fingerprint database, the higher rate of accuracy in the different
fingerprint spacing.

The improved K nearest neighbor algorithm has different reasonable weights, so
matching accuracy is obviously higher than that of the ordinary K nearest neigh-
bor algorithm. Performance in the fingerprint space which is larger than 10 m is
obviously superior to the ordinary K nearest neighbor method, as shown in Fig. 45.4.

The improved K nearest neighbor algorithm is improved to join the training
sample packet preconditioning and its matching time is obviously better than the
ordinary matching time in response process in different spacing. It shown in Fig. 45.5.

Fig. 45.4 Matching accuracy

Fig. 45.5 Matching time
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Finally, two kinds of matching method’s error cumulative distribution function
is obtained. The probability of ordinary K nearest neighbor matching method
positioning accuracy, which is better than 10 m, is 60 %. The probability
of improved K nearest neighbor matching method positioning accuracy, which is
better than 6.4 m, is 60 %. We significantly improve the positioning accuracy. It
shown in Fig. 45.6.

Acknowledgments Foundation project: The National High Technology Research and Develop-
ment Program (“863”Program) of China (No. 2012AA120801) and The National Natural Science
Foundation of China (No.61372110).

References

1. Xing P, Tian Z, Dongmei S (2008) Estimated distance and NNSS based indoor location
algorithm. Commun Technol 41(4):152–153

2. Li S (2014) Application research on indoor location technology based on WiFi, vol 3. Nanjing
Normal University, Nanjing

3. Feng Z (2009) Design and implementation of positioning system based on WiFi technology, vol
12. Beijing University of Post and Telecommunication, Beijing

4. Xiaojian W, Zheng X et al (2012) Design of infrastructure-free WiFi indoor localization.
J Commun 33(z2):25–34

Fig. 45.6 Error cumulative
distribution function

524 Y. Fang et al.



Chapter 46
A New Pulse Time-of-Arrival Estimation
Method for X-Ray Pulsar Navigation

Qingqing Lin, Ping Shuai and Liangwei Huang

Abstract X-ray pulsar navigation (XPNAV) is an important technology for long
time and high precious spacecraft autonomous navigation. XPNAV system can
offer position, velocity and accurate time navigation information for spacecraft in
near-earth orbit, geostationary orbit, elliptic orbit or interplanetary orbit. XPNAV
has an extremely important military use and wide application prospect. In XPNAV
system, pulse time-of-arrival (TOA) is a basic observation, and its estimation
precious decides the precious of XPNAV’s timing and position determination, thus
high precious pulse TOA estimation is an important technology in XPNAV system.
To improve the pulse TOA estimation precious of XPNAV system, we proposed a
pulse TOA estimation method based on correlation information. First, based on the
time observation data of photons radiating for X-ray pulsar to the spacecraft, the
pulse folding profile is obtained by epoch folding. Then, we constructed the new
observation equation by analyzing the correlation result between the folding profile
and normal profile. At last, eigen-decomposed the new observation equation we can
obtain two mutually orthogonal feature vectors, so the pulse TOA can be estimated
by the orthogonal property of the two vectors. Simulation results show the validity
of the proposed methods, and can improve the TOA estimation precious compared
with the traditional correlation method.

Keywords X-ray pulsar navigation (XPNAV) � Time-of-arrival (TOA) �
Correction method � Estimation precious
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46.1 Introduction

X-ray Pulsar-based Navigation (XPNAV) is a revolutionary technology, which is
an effective way of autonomous navigation for deep space and interstellar probes as
well as navigation satellite constellations and high Earth orbit satellites. In recent
years, international spaceflight institutions had turned their attentions to XPNAV
system for its important strategic significance for national defense and national
economic construction [1–4].

In XPNAV system, pulse time-of-arrival (TOA) is a basic observation, the basic
principle for XPNAV system is to obtain the location of the observation time using
the TOA between spacecraft and the datum mark (such as solar system barycenter).
The precious of TOA estimation decides XPNAV’s timing and location accuracy,
thus high precious pulse TOA estimation is an important technology in XPNAV
system [5, 6].

Emadzadeh had proposed a series methods for X-ray pulse TOA estimation
[7–10]. In [8, 9], the proposed methods uses epoch folding to obtain the integrated
X-ray pulse profile, then [8] uses least square estimate method and [9] uses corre-
lation technology to realize the comparison between the integrated X-ray pulse
profile and the standard X-ray pulse profile. Based on the principle of maximum
likehood estimate technology, the pulse TOA had been estimated by maximum
likehood function utilizing the date of X-ray photons [10]. Then grid searching
algorithm had been used to obtain the peak of the maximum like hood function [11].
Rinauro reconstruct the pulse TOA estimation problem as a circular shift parameter
estimation problem, then solve the maximum likehood function by discrete Fourier
transformation [12]. By some new technologies, other X-ray pulse TOA estimation
methods had been proposed recently. XIE restrained the Gauss noise by bispectrum
processing, and proposed time offset measurement algorithm for pulsar integrated
pulse profiles [13]. SU proposed a new time delay measurement algorithm to
improve the precision utilizing paraboloidal interpolation method [14]. To improve
the pulse TOA estimation precious of XPNAV system, we proposed a pulse TOA
estimation method based on the Fourier transformation of correlation information.
According to the high precision property of eigen-decomposed, the TOA estimation
precision has been improved.

46.2 Basic Observation of XPNAV System

In XPNAV system, first we need to measure the time-of-arrival (TOA) of the pulse
arriving to the spacecraft, then compared it with the TOA of the same pulse arriving
to the solar system barycenter. The pulse TOA in the position of the solar system
barycenter can be forecast by the pulsar timing model, but the calculation for the
pulse TOA of the spacecraft is a complicated process. X-ray detector can obtained
the photon TOAs when they hit the detecting material. But the photon TOA cannot

526 Q. Lin et al.



be used directly in XPNAV system because of the low X-ray photon flux of many
pulsars, so we need to uses epoch folding to obtain the integrated X-ray pulse
profile [9]. The integrated X-ray pulse DOA is the basic observation of XPNAV
system, then we can rewrite the pulse DOA as pulse phase angle ϕ based on the
stably timing observation data of pulsar, the connection between DOA and ϕ is
TOA ¼ / � P, where P is the pulse period. Then we can obtain the pulse TOA by
comparing the observation epoch folding X-ray pulse profile with the standard
pulse profile of the same pulsar.

46.3 Pulse DOA Estimation of X-Ray Pulsar

46.3.1 Observation Pulse Profile and Standard Pulse Profile

The standard pulse profile of pulsar is one of the most important data in XPNAV
system, for the same pulsar, the relationship of its observation pulse profile and
standard pulse profile at the same energy wave band is

r tið Þ ¼ a � s ti � s0ð Þ þ x tið Þ ð46:1Þ

where, α is the range gene, τ0 is the time delay between observation pulse profile
and the standard pulse profile. In (1), we have the following assumptions:

(a) It is assumed that the pulse period P of pulsar signal is known;
(b) According to the epoch folding method of [10], divide the pulse period into Nb

bin evenly while the length of each bin is Δ. Assumed the observation time
contains N periods, then fold the data of the photon TOAs into Nb bin, so we
obtained the observation pulse profile named r(ti), where i = 1, 2, …, Nb;

(c) Sampled the standard pulse profile with uniformly-spaced of Δ, we can
obtain the discrete standard pulse profile s(ti), where i = 1, 2, …, Nb, and
s(ti) = s(ti + P);

(d) Only observe a single pulsar, then the other signals are equivalent to noise
ω(ti), while each time bin has more than 20 photons, the noise is Gaussian
[15]. Then assumed the noise and pulse signals are uncorrelated.

46.3.2 Correlation Method for Pulse TOA Estimation

In XPNAV system, the key technology for pulse TOA estimation is high-precision
time delay calculation between observation pulse profile and standard pulse profile,
which is τ0 in (1). The conventional method is correlation method, which estimates
time delay of two signals by their correlation function. The correlation function is
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Rsr sð Þ ¼
XNb

i¼1

s ti � sð Þr tið Þ½ �

¼ a �
XNb

i¼1

s ti � sð Þ � s ti � s0ð Þ½ � ¼ a � Rss s� s0ð Þ
ð46:2Þ

Due to the property of correlation function,

Rss s� s0ð Þj j �Rss 0ð Þ ð46:3Þ

So, there is a peak of Rsr(τ) in the point of s¼ s0, then the estimation of TOA is

ŝ¼ arg max
s

Rsr sð Þ½ �
n o

ð46:4Þ

where, arg �f g denotes the independent variable of the function, max [·] denotes the
maximum value.

The corresponding time delay value of the correlation functions’ peak point is
the estimation of pulse TOA.

46.3.3 Novel Method for Pulse TOA Estimation

The correlation method is simple, but its estimation accuracy is susceptible to the
property of signal spectral and noise. To improve the accuracy of pulse TOA
estimation, we proposed a novel method utilizing the reconstruct cross-correlation
function based on subspace decomposion.

Assumed the discrete Fourier transform (DFT) of standard pulse profile s(ti) and
observation pulse profile s(ti) are Ŝ kð Þ and Ŝ kð Þ respectively.

r tið Þ ¼ 1
Nb

XNb

i¼1

R̂ kð Þ � ej
2ptik
Nb ð46:5Þ

s tið Þ ¼ 1
Nb

XNb

i¼1

Ŝ kð Þ � ej
2ptik
Nb ð46:6Þ

Reconstruct the cross-correction function

R sð Þ ¼
XNb

i¼1

s ti � sð Þr� tið Þ½ � ð46:7Þ
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From (46.6) and (46.7), we have

R sð Þ ¼
XNb

i¼1

XNb

k¼1

Ŝ kð Þ � ej
2p ti�sð Þk

N � r� nð Þ
" #

¼
XNb

k¼1

Ŝ kð Þ �
XNb

i¼1

r� tið Þ � ej
2ptik
Nb

" #

� e�j2pskNb ð46:8Þ

Let

� kð Þ ¼
XNb

i¼1

r� tið Þ � ej2ptikN ¼
XNb

i¼1

a � s ti � s0ð Þ þ x tið Þ½ ��ej
2ptik
Nb

¼ a � Ŝ kð Þ � e�j2pks0Nb þ Ŵ kð Þ
n o�

ð46:9Þ

where,

Ŵ kð Þ ¼
XNb

i¼1

x tið Þe�j2ptikNb ð46:10Þ

From (46.8), (46.9) and (46.10), we have

R sð Þ ¼
XNb

k¼1

Ŝ kð Þ � � kð Þ � e�j2pskNb

¼
XNb

k¼1

a� � Ŝ kð Þ�
�

�
�2�e�j

2pks0
Nb þ Ŵ kð Þ

n o
� e�j

2ps0k
Nb ð46:11Þ

Let

< kð Þ ¼ Ŝ kð Þ � � kð Þ ¼ a� � Ŝ kð Þ�
�

�
�2�e�j2pks0Nb þ Ŵ kð Þ ð46:12Þ

According to (46.11) and (46.12) we know that ℜ(k) is the DFT of R(τ). So we
can estimate the pulse TOA by ℜ(k), then rewrite ℜ(k) in matrix form

X ¼
< 1ð Þ
< 2ð Þ
..
.

< Nbð Þ

2

6
6
6
4

3

7
7
7
5
¼ A s0ð Þ � a� þW ð46:13Þ
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where, X denotes the Nb × 1 array data vector, W ¼ Ŵð1Þ Ŵð2Þ . . . ŴðNbÞ
�Th

denotes the noise vector and it is constituted by the DFT of noise. Aðs0Þ denotes the
steering vector of X, and we have

A s0ð Þ¼
e�j

2p s0ð Þ
Nb

e�j
2p 2s0ð Þ

Nb

. .
.

e�j
2p Nbs0ð Þ

Nb

2

6
6
6
6
6
4

3

7
7
7
7
7
5

Ŝ 1ð Þ�
�

�
�2

Ŝ 2ð Þ�
�

�
�2

Ŝ Nbð Þ�
�

�
�2

2

6
6
6
4

3

7
7
7
5

ð46:14Þ

That A s0ð Þ is contains information of the pulse TOA.
Calculate the covariance matrix of X, we have

RX ¼ E XXH� � ¼ A s0ð ÞRSAH s0ð Þ þ RW ð46:15Þ

where, RS ¼ a2 and RW ¼ E WWH
� �

is the noise covariance matrix. According to

(46.10), we have RW ¼ r2I, where r2 ¼ PNb
i¼1 xðtiÞj j2

Eigen-decompose RX , we have

RX¼
XNb

i¼1

kiuiuHi ð46:16Þ

where, λi is the eigenvalue and ui is the corresponding eigenvector, where
i = 1, 2, …, Nb. Then sort the eigenvalues in descending order, we have
k1 [ k2 [ . . .[ kNb . We named the maximum eigenvalue λ1 as the signal eigen-
value, and the subspace expanded u1 is the pulse subspace US ¼ u1. The remainder
eigenvalues are corresponding to noise, where k2 ¼ . . . ¼ kNb ¼ r2, then the cor-
responding eigenvectors expanded the noise sunspace UN¼½u2; . . .; uNb �.

According the property between eigenvalues and eigenvectors, we have

RX � ui¼r2 � ui; i ¼ 1; 2; . . .;Nb ð46:17Þ

Combining with (46.14), we have

AH s0ð Þ � ui ¼ 0; i ¼ 1; 2; . . .;Nb ð46:18Þ

According to (46.18), we know that the steering vector is orthogonal to the noise
eigenvectors, while the steering vector contains the information of pulse TOA.
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According to this property, the pulse TOA can be estimated by optimization search,
so we can construct the searching vector as following

A tið Þ¼
e�j

2p tið Þ
Nb

e�j
2p 2tið Þ

Nb

. .
.

e�j
2p Nbtið Þ

Nb

2

6
6
6
6
6
4

3

7
7
7
7
7
5

Ŝ 1ð Þ�
�

�
�2

Ŝ 2ð Þ�
�

�
�2

Ŝ Nbð Þ�
�

�
�2

2

6
6
6
4

3

7
7
7
5
; i ¼ 1; 2; . . .;Nb ð46:19Þ

According to (46.17), the searching function is denoted as

f tið Þ ¼ 1

AH tið ÞUNUH
NA

H tið Þ ð46:20Þ

Then search for the maximum value of f¼½f ðt1Þ; f ðt2Þ; . . .; f ðtNbÞ�, and the cor-
responding time tk is the estimation of pulse TOA, that is

ŝ ¼ arg
k

maxf tkð Þf g ð46:21Þ

At last, summarized the computation process of the proposed method:

Step 1. Calculate R(τ) according to (46.7);
Step 2. Calculate the DFT of R(τ), then rewrite ℜ(k) into matrix form X ¼ ½<ð1Þ;

ℜ(2), …, <ðNbÞ�T;
Step 3. Calculate the covariance matrix RX of X;
Step 4. Eigen-decompose RX and construct the noise subspace UN ;
Step 5. Construct the searching vector by (46.19);
Step 6. Calculate the searching function by (46.15), then search for the maximum

value of f¼½f ðt1Þ; f ðt2Þ; . . .; f ðtNbÞ�, and the corresponding time tk is the
estimation of pulse TOA.

46.4 Simulation Results

Simulation results are provided to verify the performance improvement of the pro-
posed algorithm, which are compared with the correlation method. We choose PSR
B1744-21A as the observation pulsar, the period of the pulsar is 0.0116 s, that is
P = 0.0116 s. Its parameters offlux are: the flux of backgroundRb = 5 × 10

−3 ph/s/cm2;
the flux of pulsar Rs = 1.09 × 10−3 ph/s/cm2. The two parameters are often denoted as
the number of photons which the detector received in the 2* 10 keV frequency range
per unit area and per unit time. pf denotes the pulse ratio, and pf = 0.6.
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Figure 46.1 is the comparison diagram of Standard profile and observation
profile by epoch folding. The imaginary line is the curve of standard profile, which
is drown by discrete data fitting. And the data is obtained from the Europe pulsar
database of the Max Planck institution for Radio astronomy website. The full line is
the curve of observation profile by epoch folding, and the length of the observation
time is tobs ¼ 200 s, the area of detector is Ad = 5 m2, the temporal resolution is
td = 100 μs, we choose the starting point of observation period t0 = 51545.0 MJD,
the phase position of pulse is set as ϕ0 = 0.4. The relationship of TOA and pulse
position is equivalent, where τ0 = ϕ0 · P, so we can express the pulse TOA by the
pulse position.

Example 46.1 Choose PSR B1744-21A as the observation pulsar, the starting
point of observation period t0 = 51545.0 MJD, the length of the observation time is
tobs ¼ 2 s, the area of detector is Ad = 5 m2, the temporal resolution is td = 100 μs,
the phase position of pulse is set as ϕ0 = 0.3. Figure 46.2 is pulse TOA estimation
by correction method and the proposed method respectively.

In order to compare the performance of the correction method and the propose
method, normalization processing is carried out for the two curves in Fig. 46.2.

From Fig. 46.2 we know the spectrum of the proposed method is much sharp
than the correction method, and the estimate value of the correction method is
/̂0 ¼ 0:2974 while the proposed method is /̂0 ¼ 0:2983, so the estimation accu-
racy of the proposed method is improves compared with the correction method.

Example 46.2 In order to verify the performance of the method, conducted 300
times Monte-Carlo experiments under observation time length of tobs ¼ 0:1s, 0.2 s,
0.5 s, 1 s, 2 s, 5 s, 10 s, 20 s, 50 s, respectively. And we obtained the RMSEs of the
two methods in Fig. 46.3. The other parameters are setting as example 46.1.

Fig. 46.1 Standard profile
and observation profile
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From Fig. 46.3, we can know that the RMSEs of the two methods are decreased
as the length of observation time increased, that is to say the estimation accuracy is
increased. Also, at the same length of observation time, the accuracy of the pro-
posed method is higher than the correction method.

46.5 Conclusion

In the XPNAV system, high precision solution of pulse TOA is of great signifi-
cance. In order to improve the precision of pulse TOA estimation, a novel method is
proposed. The cross-correction function of the standard pulse profile and the

Fig. 46.2 Normalization
estimation spectrum

Fig. 46.3 RMSE in different
observation time
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observation pulse profile is analyzed in this paper, then based on the property of
subspace decomposition, a high precision pulse TOA estimation method is pro-
posed utilizing the DFT of the cross-correction function. Simulation results indi-
cated that the spectrum of the proposed method is much sharp than the correction
method, the estimation precision has been improved, and this can lay the foundation
for the high precision autonomous navigation by XPNAV system in the future.
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Chapter 47
A Research of Code Tracking Loop
for Navigation Signal Based on DS/FH
Modulation

Zhuxi Yu, Jiaolong Wei, ZuPing Tang, Zhihui Zhou and Yuan Xue

Abstract Facing the increasingly complex electromagnetic environment, it is an
attempt to introduce DS/FH hybrid spread spectrum technology to the field of TT&C.
For DS/FH receiver, despreading and dehopping proceed respectively. However if
DS/FH navigation signal is dealt with in the same way, there is no difference between
DS/FH navigation signal and the existing DS signal. The code tracking algorithm
proposed in this paper makes full use of frequency hopping information so that the
correlation peak becomes very sharp. Computer simulation shows that the code
tracking accuracy of DS/FH navigation signal reaches at 0.0028m (CNR= 40 dBHz)
and the maximum of the multipath error envelope is 0.062 m (MDR = −10 dB),
far better than the performance of existing navigation signals.

Keywords Hybrid spread spectrum � Code tracking � Self-correlation � High
precision � Anti-multipath performance

47.1 Introduction

DS/FH is widely used in the field of communication system for its outstanding anti-
jamming performance, but its application in TT&C is rarely mentioned. The biggest
difference of DS/FH’s application in the field of communication and TT&C is the
high-dynamic between the receiver and the transmitter and the extremely low SNR
at the receiver.

Compared with the existing TT&C system used direct spread spectrum tech-
nology, the application of DS/FH signal will bring many new difficulties, such as:
Doppler frequency hopping brought by carrier hopping, the discontinuity of car-
rier’s initial phase and so on. These differences and difficulties limit the application
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of DS/FH in TT&C. Article [1] proposed using the assist of the hopping pattern to
reduce the influence of frequency hopping on carrier tracking accuracy and present
an approach to decrease the related accumulated energy loss caused by the dis-
continuity of carrier’s initial phase. However, it is difficult to find code tracking
algorithms of DS/FH from the existing publicly information. Based on this case,
this paper focus on the discussion of the DS/FH code tracking algorithm, as the
carrier tracking are involved in many documents [2–5], not tired in words here.

Under the premise of carrier synchronization, if the code tracking algorithm of
DS/FH is the same with the traditional code tracking algorithm in TT&C, then the
cross-correlation function of DS/FH system and traditional TT&C system will be
the same which can not reflect the superiority of the DS/FH signal. In this paper,
hopping information is used to assist code tracking. This code tracking algorithm
can not only track DS/FH signal steady, but also can greatly improve the posi-
tioning accuracy of DS/FH navigation signal and anti-multipath performance.

47.2 Code Tracking Algorithm of DS/FH Signal

The code tracking loop in this article is still using delay locked loop (DLL), similar
to the traditional DS system [6]. But in order to make better use of the frequency
hopping information and to improve the tracking performance, when advanced
code and delay code are generated in the locality, the carrier in the locality also
generates a corresponding time delay, the code tracking loop is as shown in
Fig. 47.1. Since the introduction of the local carrier delay, it brings the cross-
correlation function with a factor which will make the correlation peak very sharp.

Assume that the received DS/FH signal is:

sðtÞ ¼
X

k

aDðtÞcðtÞejwkt ð47:1Þ

Here, k represents the number of hopping points within a frequency hopping
period, a represents the amplitude of signal, D(t) represents the data bits, c(t)
represents the pseudo-random code, wk represent the angular frequency of the k-
hop.

Assume that the delay of pseudo-random code in the locality is τ at the hopping
period of the k-hop, then the carrier in the locality is e�jwkðt�sÞ. The analysis of the
signal’s performance is as follows:

As shown in Fig. 47.2, for a DS/FH system with n hops, f1, f2,…, fn are center
frequencies after down converted. The frequency hopping period is T. In order to
reach the best code tracking performance, the coherent integration time is set as
Tp = nT. Based on the above assumptions, the output of the correlator is:
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RrðsÞ ¼ E r tð Þ � r0 t � sð Þ½ � ¼ 1
n

Xn

i¼1

RiðsÞ ð47:2Þ

Here, Ri(τ), i = 1, 2, …, n represents the cross-correlation of the i-hop in
Fig. 47.2.

For each piece of data:

RiðsÞ ¼ EðriðtÞ � r0iðt � sÞÞ
¼ RðsÞej2pfi t � ej2pfiðs�tÞ

¼ RðsÞej2pfis i ¼ 1; 2; . . .; n

ð47:3Þ

Here, R(τ) represents cross-correlation function.
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Put Eq. (47.3) into (47.2):

RrðsÞ ¼ RðsÞ
Xn

i¼1

ej2pfis ð47:4Þ

Generally, frequency hopping system has equal interval between center fre-
quencies, so there must be an arrangement (f1, f2, …, fn) that makes it an arithmetic
sequence. Without loss of generality, assume that fn [ fn�1 [ � � � [ f2 [ f1 ¼ 0
and f1, f2, …, fn constitute an arithmetic sequence with a tolerance of Δf. Equa-
tion (47.4) can be converted into:

RrðsÞ ¼ R sð Þ
Xn

i¼1

ej2pfit

¼ R sð Þ 1þ ej2pDf s þ ej2pð2Df Þs þ � � � þ ejð2pðn�1ÞDf Þs
� �

¼ R sð Þ 1� ej2pðnDf Þs

1� ej2ps

� �

ð47:5Þ

According to Eq. (47.5), when nDfð Þs is an integer, Rr(τ) = 0, which means the
cross-correlation function of DS/FH signal has several zero points. In particular, the
closest zero point to the original point is s0 ¼ 1

nDf , s0;c ¼ Rc
nDf in chip unit (Rc is the

rate of pseudo-random code). Therefore, when nDf � Rc (this condition is usually
easily satisfied), τ0,c << 1, which means the main peak of Rr(τ) is more narrow than
R(τ). In this case, the DS/FH signal has a higher tracking accuracy and a better anti-
multipath performance than the DS signal.

Assume that n ¼ 31;Df ¼ 20:46MHz;Rc ¼ 10:23MHz, Rr(τ) is as shown in
Fig. 47.3. As can be seen from the Fig. 47.3, Rr(τ) has a series of sub-peak similar to
the BOC signal, but the amplitude of sub-peak is much smaller than BOC signal
with the same order. Its first zero point is:

s0 ¼ Rc

nDf
¼ 10:23� 106

31� 20:46� 106
¼ 1

62
¼ 0:016 ðchipÞ

Discriminator curve of DS/FH signal is as shown in Fig. 47.4. It can be seen
from the curve that the DS/FH signal has a high discriminator gain under this code
tracking algorithm. However, the presence of multiple zero points also makes the
tracking procedure fuzzy.

The code tracking accuracy and anti-multipath performance of navigation signal
is related to its cross-correlation function. The narrower the main peak of the cross-
correlation function is, the better code tracking accuracy and anti-multipath per-
formance will be. Therefore, the code tracking algorithms proposed by this paper
can offer better performance in code tracking accuracy and anti-multipath
performance.
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47.3 Simulation

In order to verify the performance of the code tracking algorithm, this paper makes
several experiments about DS/FH signal and compares it with the traditional DS
system. For better comparison, DS signal uses BPSK (10).

47.3.1 Code Tracking Experiment

When conducting code tracking experiment, the parameters of receiver is as shown
in Table 47.1.

According to the parameters of Table 47.1, this paper makes code tracking
experiment about DS/FH signal and traditional BPSK (10) signal. The output of
code tracking loop’s filter is as shown in Fig. 47.5, it can be seen from the figure
that the code tracking algorithm proposed in this paper can track DS/FH signal
steady.

Under these experimental conditions, you can get the code tracking accuracy of
DS/FH signal is 0.0028 m, code tracking accuracy of BPSK (10) signal is
0.1012 m. Obviously, the code tracking algorithm of this paper enhances code
tracking accuracy by two orders of magnitude.

47.3.2 Anti-multipath Experiment

When conducting anti-multipath experiment, the parameters of receiver is as shown
in Table 47.2

According to the parameters of Table 47.2, this paper makes anti-multipath
experiment about DS/FH signal and traditional BPSK (10) signal. The multipath

Table 47.1 Parameters of receiver (code tracking experiment)

Parameters DS/FH BPSK (10)

Sampling rate 50 MHz

Frequency hopping period 31 Hops –

Frequency hopping rate 1000 Hops/s –

Bandwidth of frequency hopping channel 20.46 MHz –

Simulation time 110 s

CNR 40 dB Hz

Bandwidth of code tracking loop 1 Hz

Interval of correlator (single side) 0.01 Tc (1/10.23e6 s)

Coherent integration time 31 ms
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error envelope of DS/FH signal and traditional BPSK (10) signal is as shown in
Figs. 47.6 and 47.7.

It can be seen from Figs. 47.6 and 47.7 that the code tracking algorithm of this
paper has a very advantageous anti-multipath performance. When MDR is −10 dB,
the maximum value of multipath error envelope is 0.062 m, far better than the
performance of existing navigation signals.
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Fig. 47.5 Output of code
tracking loop’s filter
(DS/FH signal)

Table 47.2 Parameters of receiver (Anti-multipath experiment)

Parameters DS/FH BPSK (10)

Sampling rate 50 MHz

Frequency hopping period 31 Hops –

Frequency hopping rate 1000 Hops/s –

Bandwidth of frequency hopping channel 20.46 MHz –

Simulation time 110 s

CNR 40 dB Hz

Bandwidth of code tracking loop 1 Hz

Interval of correlator (single side) 0.025 Tc (1/10.23e6 s)

Coherent integration time 31 ms

MDR −10 dB
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47.4 Conclusion

In order to improve code tracking accuracy of DS/FH signal, this paper proposes to
use frequency hopping information to assist code tracking. Through simulation, we
compare the performance of DS/FH signal with traditional DS signal. It can be
verified that the code tracking algorithm proposed in this paper can not only maintain
the stability of code tracking loop of DS/FH signal, but also shows great advantages
on code tracking accuracy and anti-multipath performance. The code tracking
algorithm proposed in this paper can provide some references and guidances in the
field of TT&C.
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Chapter 48
Method to Construct Database of X-ray
Pulsar-Based Navigation Using
Space-Based Observation Data

Xiao-long Hao, Qiang-wen Yang and Liang-wei Huang

Abstract In consideration of advancing the technology of X-ray pulsar-based
navigation, a theoretical method for space-based building of navigation database is
raised. This method uses locus integration of the Earth orbit to provide the ana-
lytical solution to measured parameters of navigation sources. Numerical analyses
reveals that to meet the demands of navigation with hundreds of meters’ accuracy,
the testing database containing four pulsars can be built within two years with a
0.25 m2 detector. For an extended database, it is recommended that X-ray binaries
are included. The space-based observation data of X-ray binaries shall be collected
before judging whether they will serve as navigation sources

Keywords X-ray pulsar-based navigation � Testing database � Space-based
observation � Timing residual � X-ray binary

48.1 Introduction

The X-ray pulsar navigation technology is the most promising breakthrough
technology which can achieve long-precision autonomous navigation, and has
important application value and strategic significance, which has attracted inter-
national space agencies concerned [1]. In 2004, the US Department of Defense
proposed X-ray pulsar navigation Research Program (XNAV), has completed the
feasibility demonstration of key technologies and ground verification, the space
flight experiments on the International Space Station and high-orbit satellites is
upcoming. In addition, the European Space Agency (ESA), Russia, Germany,
Japan, the United Kingdom, India, Australia and other countries or organizations
have also launched the study on X-ray pulsar navigation theoretical methods and
experimental validation.
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Build the X-ray pulsar database is the fundamental to realize the pulsar navi-
gation, which including X-ray pulsar preferred, X-ray pulsar catalog and navigation
database design [1]. Considering the X-ray pulsar signals can’t pass through the
dense atmosphere, a massive pulsar data were already get using the ground large
diameter radio telescope observations, so the navigation database Construction is
main based on the ground data, and the space data is auxiliary [2]: Firstly, the
precise angular position of the pulsar (ascension and declination) and timing model
parameters was obtained through the ground long-term observational data; then the
X-ray profile of the pulsar was obtained by space-based observations; and the
suitable autonomous navigation database was constructed in the end.

The space-based X-ray pulsar observation has the unique advantage, which the
ground radio pulsar observations cannot be compared. For example, Vela pulsar in
the radio flux at 1.4 GHz for 1100 mJY, corresponding space-based X-ray detector
with effective area of 2500 cm2 (diameter of 28.2 cm), which is equivalent to
diameter of 3.7 km of ground radio telescopes. So, in order to accelerate the
development of X-ray pulsar navigation technology, this paper proposed to using
the space-based observation data to construct the X-ray navigation pulsar database,
and verifying the feasibility of the method through numerical calculation.

48.2 Space Observation and Pulsar Parameters
Determination

48.2.1 Problems Description

In the process of constructing a database, there are two kinds of parameters need to
observed: one is the angular position parameters, namely pulsar ascension and
declination; the other is timing model parameters, namely pulsar rotation frequency
and its first and second derivative [1]. Similar to the single ground station obser-
vations, this paper carried out only for one space-based observation satellite; for
multiple satellites constitute VLBI network can be precisely measured the angular
position of the pulsar parameters [3], will discuss in the future. The pulsar
parameters observations utilizing a single satellite are obtained by accumulating the
pulse arriving time using a least squares fit of the estimated. Using through binary
pulsar orbit integration method can analyze the measurement accuracy of binary
parameters [4], but has not yet considered the periodic motion of the detector;

Using the numerical integration along the satellite orbit can analyze the track
accuracy [5], but has not yet estimate pulsar parameters accuracy. Therefore, this
article using the integral method along orbits to derive the mathematical expression
of pulsar parameters; then calculating the time requirement to build the pulsar
navigation database at a given timing observation accuracy.

In general, the timing residuals is defined as the pulse arriving time difference
between the forecasting by the fitted timing model and the actual measurement by
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the detector. The timing residuals can characterize the influence of all parameter
errors to the time delay calculation, which can also describe the accuracy of timing
model parameter. The main determinant of the timing residual is the angular
position parameter of the pulsar, which means the angular position is the most
considerable measure parameter. The mathematical model of pulsar measured
parameters is the expression of angular position estimation error and timing
residual, with respect to observation time, the mathematical analytical expressions
can be obtain through the integration in earth orbits around the sun, then the pulsar
observation accuracy can be predicted according to the design life of the satellite.
That is, if the requirement of the orbit accuracy is hundred meters, the corre-
sponding timing residual of pulsar is in the order of microseconds. In this paper, the
timing residuals is set as 1 μs, with the given effective area of the detector and
original parameter of pulsar, the pulsar observation time in orbit can be calculated.

48.2.2 Space Observation Mode Analysis

If the detector static or linear motion, the observation equation is linear correlated,
even if cumulating long observational data, it does not have the observability. The
observability depends on the periodic motion of the detector, as the detector follow
the earth around the sun, to achieve the best observing effect, the observing data
needs evenly distributed in different phase in the orbit.

This paper presents two modes of space observation: the continuous observation
mode and the gapped observation mode as shown in Fig. 48.1. The continuous

Fig. 48.1 Schematic diagram of the continuous observation mode and the gapped observation
mode
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observation mode refers to a continuous observation period followed by another
period of observation; the gapped observation mode refers to a gap between the
observation period with a certain intervals, each interval of equal length, and the
observation data distributed throughout the orbit to achieve optimal measurement
results. In the pulsar parameter determination algorithm, for both the observed
modes, can use the approximate summation along the orbits. In this paper, the
cumulative observation time is the actual observation time minus the interval, as
shown in Fig. 48.1 in bold, denote tY.

48.2.3 Pulsar Angular Position and Timing Model
Parameters Determination Algorithm

Set the time of arrival (TOA) of the pulse measured by the detector is taOBS, arriving
at the Solar System Barycenter (SSB) is taSSB, the timing observation parameter is
defined as Rm ¼ �cðtaOBS � taSSBÞ, where c is the speed of light in vacuum.
Regarded the high-order time delay as the noise, all the parameters are known
except the angular position, the pulsar timing observation model is:

Rm ¼ x cos d cos aþ y cos d sin aþ z sin d ð48:1Þ

where x, y and z are the position coordinate components of the space-based detector
in Barycentric Celestial Reference System (BCRS); α and δ denote the ascension
and declination of pulsar in BCRS respectively. Given the original parameter of the
pulsar angular position, using Gauss–Newton nonlinear least squares method,
Iterative estimating ascension and declination deviation (denoted as Δδ, Δα) to
obtain refined angular position parameters [6]. The time residuals is Dt ¼ DRm=c,
then

DRm ¼ @R
@d

Ddþ @R
@a

Da ð48:2Þ

where

@Rm

@d
¼ �x cos a sin d� y sin a sin dþ z cos d

@Rm

@a
¼ �x cos d sin aþ y cos d cos a

ð48:3Þ

Set the total observed data points is N, there

DRm ¼ A Dd;Da½ �T ð48:4Þ

where, DRm ¼ ½DRm1; DRm2; . . .;DRmN �T
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A ¼

ð@Rm=@dÞ1; ð@Rm=@aÞ1
ð@Rm=@dÞ2; ð@Rm=@aÞ2
..
.

ð@Rm=@dÞN ; ð@Rm=@aÞN

2
666664

3
777775

ð48:5Þ

Solving variance of Eq. (48.4), assuming all observation points equal weights, as
have the same variance e2 ¼ varðRmiÞ, the estimated angular position covariance
matrix is:

var d̂; â
h iT� �

¼ ATA
� ��1

AT e2I
� �

ATA
� ��1

AT
h iT

¼ ATA
� ��1

e2 ð48:6Þ

The formula (48.6) can be rewritten as:

var d̂; â
h iT� �

e2
XN
i¼1

Mi

 !�1

ð48:7Þ

where

Mi ¼
@Rm
@d

� �2 @Rm
@d

@Rm
@a

@Rm
@d

@Rm
@a

@Rm
@a

� �2
" #

i

ð48:8Þ

As the accumulated time of the pulsar tY more than 1 year, the continuous
observation mode can be used; if tY is less than 1 year, only the gapped observation
mode can be used.

P
Mi is the summation of formula (48.7) obtained through

integration along the earth orbits around the sun. As the distance between detector
and the earth can be ignored, ½x; y; z�T ¼ ½xE; yE; zE�T, @Rm=@d and @Rm=@a can be
expressed by the Earth’s orbital parameters, Arguments is the true anomaly earth
revolution orbit fE. Approximated by summing integration along the track:

XN
i¼1

Mi ¼ N
2p

Z2p

0

MðfEÞdfE ð48:9Þ

The single point observation accuracy ɛ2 in formula (48.6) can be calculated by
the TOA error equation given by Sheikh [7]:

rSheikhTOA ¼ W
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi½Rb þ Rsð1� pfÞ�ðAd sobs Wf0Þ þ Rs Ad pf tobs

p
2Rs Ad pf tobs

ð48:10Þ
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where, W is the full width at half maximum (HWHM) of the pulse, Rb and Rs are
the source of background traffic and traffic from the pulsar respectively, a general
statistics is the number of photons per unit area per unit time within 2–10 keV band
received; Ad is the effective detection area; pf is the pulse proportion; tobs is the
observation period. The observation points in Eq. (48.7) is N ¼ tY=sobs, considering
the high-order time delay error, set e2 ¼ 100c2rSheikhTOA , Eq. (48.7) can be rewritten
as:

varð½d̂; â�TÞ ¼ 50pc2W2ð½Rb þ Rsð1� pfÞ�ðWf0Þ þ RspfÞ
ðRspfÞ2AdtY

Z2p

0

MðfEÞdfE
0
@

1
A

�1

ð48:11Þ

It shows that there is no direct relation between the estimated variance of the
angular position and the observation points and the observation period sobs, which
depends on the cumulative time of observation and the Earth motion around the
sun. Equation (48.11) can be rewritten as:

varðDtÞ ¼c�2 @Rm=@dð Þ2
h

var d̂
� �

þ m=@að Þ2var âð Þ

þ2 @Rm=@dð Þ @Rm=@að Þcov d̂; â
� �i

ð48:12Þ

Equations (48.11) and (48.12) is the pulsar parameters accuracy analysis model.
Given the cumulative observation time, the angular position of the pulsar and the
accuracy of timing residuals can be calculated; on the contrary, set the timing
residuals, the cumulative time required for observation can be resolved.

48.3 Preferred Pulsar and Cataloging Method in Construct
Database

48.3.1 The Preferred Method of Pulsar Sources

The pulsar emits radio, infrared, visible light, ultraviolet and X-rays signals; the
dynamic model, pulse profile, pulse period and variance ratio, and the radiation flow
intensity are different. It’s necessary to preferred pulsar and construct the X-ray
pulsar navigation database which suitable for actual implementation. Navigation
pulsar preferred criteria are divided into qualitative and quantitative areas [1]:

(1) Qualitative criteria: include precise angular position of pulsars, high signal to
noise ratio of the pulse profile, high-precision pulse timing model, a higher
flow rate of X-ray radiation, short pulse period, a sharp pulse shape, and long-
term stability of the pulse cycle. From the pulsar formation and radiation
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mechanism, the isolated rotation-powered pulsars has relatively stable pulse
period and radiation flow, can meet the spacecraft autonomous navigation
applications, so the preferred pulsar should be the isolated rotation-powered
pulsars.

(2) Quantitative criteria: the quality factor can be used to evaluate and calibrate
the X-ray pulse signal quality. As given the effective area of the detector, the
signal integration time and the X-ray background radiation flow rate, the
measurement accuracy of the pulse arrival time depends on the pulse signal
quality and pulse contour shape. According to the measured variance analysis
of TOA based on SNR, the pulsar quality factor is expressed as:

Qx ¼ Rs p2f
W2 pf þWf0 1� pfð Þ½ � ð48:13Þ

where the symbols definition is the same with Eq. (48.10).

48.3.2 Cataloging Candidate Pulsar Sources

The X-ray pulsar cataloging is to analyze the characteristic parameters of X-ray
pulsars which have been detected already, then sorting, classification, and building
a layered structure of the pulsar data table for updating data, access, query and calls.
Considering the pulsar catalog structure, there can be three basic directories: sta-
tistical directory, detailed catalog and candidate list [1].

Currently, there are more than 2000 pulsars have been found and cataloged,
which constitute the statistical directory of pulsar. According to the preferred cri-
teria of both qualitative and quantitative methods, 55 pulsars was selected to
constitute detailed catalog. Among them, there are 24 isolated rotation-powered
pulsars (IRPSR), 6 binary rotation-powered pulsars (BRPSR) and 25 X-ray binaries
(XB). Tables 48.1, 48.2 and 48.3 show the detail parameter of the pulsar [7–10],
where the value of pf and W is taken from the predicted value of reference [7] or
Australia Telescope National Center (ATNF) pulse width data. The angular position
of BRPSR can reference the ATNF catalog and the angular position of XB can
derived from the PSR J which given in reference [7].

48.4 Results Analysis

48.4.1 Numerical Results

Set the background noise value Rb is 5 × 10−3 ph/cm2/s, the effective area of the
space detector Ad is 0.1, 0.25, 0.5 and 1 m2 respectively, as the timing residuals is
1 μs, the total observation time tY can be calculated. Table 48.4 lists the top 30
pulsars with tY values in ascending order. Note the effect of the Earth around the
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sun, for a total observation time tY which less than 1 year, the space-based obser-
vation period is consider as 1 year. See from Table 48.4:

(1) If Ad¼ 0:5m2, there are 19 pulsars can achieve the timing residuals of 1 μs
within 1 year observation, the PSR B1821-24 and PSR B1937+21 have better
timing observation accuracy in both radio and X-ray frequency band, there

Table 48.1 Source parameters of isolated rotation-powered pulsars

No. PSR f0
−1/s pf W(s) Rs/(ph/s/cm

2)

1 B0531+21 0.033085 0.70 0.001670 1.54 × 100

2 B1937+21 0.001558 0.86 0.000021 4.99 × 10−5

3 B1821-24 0.003054 0.98 0.000055 1.93 × 10−4

4 B0540-69 0.050499 0.67 0.002500 5.15 × 10−3

5 B1823-13 0.101487 0.60 0.005800 2.63 × 10−3

6 B1509-58 0.150658 0.65 0.016000 1.62 × 10−2

7 J1124-5916 0.135310 0.10 0.002500 1.70 × 10−3

8 J1846-0258 0.325684 0.10 0.005900 6.03 × 10−3

9 J0205+6449 0.065686 0.10 0.003300 2.32 × 10−3

10 J1811-1925 0.064670 0.10 0.003200 1.90 × 10−3

11 J1617-5055 0.069340 0.10 0.003500 1.37 × 10−3

12 B0833-45 0.089290 0.10 0.004500 1.59 × 10−3

13 B1951+32 0.039500 0.10 0.002000 3.15 × 10−4

14 J0030+0451 0.004870 0.10 0.000240 1.96 × 10−5

15 J1024-0719 0.005160 0.10 0.000590 1.37 × 10−6

16 B0355+54 0.156382 0.10 0.003900 1.79 × 10−5

17 B1920+10 0.226518 0.10 0.007400 4.30 × 10−5

18 J2124-3358 0.004931 0.10 0.000510 1.28 × 10−5

19 B0656+14 0.384891 0.10 0.018400 3.17 × 10−5

20 J2229+6114 0.051624 0.10 0.004000 2.01 × 10−4

21 J0537-6910 0.01611 0.10 0.000810 7.93 × 10−5

22 J1420-6048 0.06818 0.10 0.003400 7.26 × 10−4

23 B1706-44 0.10245 0.10 0.001900 1.59 × 10−4

24 J1930+1852 0.13686 0.27 0.002500 2.16 × 10−4

Table 48.2 Source parameters of binary rotation-powered pulsars

No. PSR f0
−1/s pf W/s Rs/(ph/s/cm

2)

1 B1957+20 0.001610 0.60 0.000035 8.31 × 10−5

2 J0218+4232 0.002323 0.73 0.000350 6.65 × 10−5

3 J0437-4715 0.057570 0.28 0.000969 6.65 × 10−5

4 J0751+1807 0.003480 0.70 0.000700 6.63 × 10−6

5 J1012+5307 0.005260 0.75 0.000690 1.93 × 10−6

6 B1259-63 0.047760 0.10 0.002400 5.10 × 10−4
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timing residuals are 0.24 and 0.02 μs in radio frequency respectively [11],
which can be used as the preferred pulsar sources to build a database.

(2) Some pulsars have better timing observation accuracy in radio frequency
band, but not in X-ray frequency, such as PSR J0437-4715, its timing resid-
uals are 0.03 μs [11] in radio but achieve 1 μs timing residuals in X-ray
frequency band needs 90 years observation with Ad ¼ 0:5m2, which also
difficulty to measure its pulse profile, original phase in X-ray frequency band,
so this type can’t consider as the preferred pulsars.

(3) There are only 4 isolated rotation-powered pulsars in the top 20 pulsars: PSR
B0531+21, PSR B1821-24, PSR B1937+21 and PSR B0540-69; only one
binary rotation-powered pulsars PSR B1957+20, the others are X-ray binaries.

From the number of candidates, it’s apparently that only choose the isolated
rotation-powered pulsars is not enough to build the database, X-ray binaries can be
considered as an effective supplementation. Considering the lack of radio

Table 48.3 Source parameters of X-ray binaries

No. Name f0
−1/s pf W/s Rs/(ph/s/cm

2)

1 XTE 1751-305 0.0023 0.06 0.00046 1.81 × 10−1

2 SAX J1808.4-3658 0.0025 0.04 0.00050 3.29 × 10−1

3 B1728-337 0.0028 0.10 0.00055 4.49 × 10−1

4 B1758-250 0.0030 0.10 0.00061 3.74 × 100

5 B0614+091 0.0031 0.10 0.00061 1.50 × 10−1

6 XTE J1814-338 0.0032 0.12 0.00064 3.88 × 10−2

7 B1617-155 0.0032 0.10 0.00065 4.19 × 101

8 B1813-140 0.0033 0.10 0.00065 2.10 × 100

9 B1636-536 0.0034 0.10 0.00069 6.58 × 10−1

10 B1820-303 0.0036 0.10 0.00073 7.48 × 10−1

11 B1908+005 0.0036 0.10 0.00073 2.99 × 10−4

12 B1731-260 0.0038 0.10 0.00076 2.99 × 10−2

13 XTE J1807-294 0.0053 0.08 0.00150 1.18 × 10−1

14 XTE J0929-314 0.0054 0.05 0.00110 1.05 × 10−2

15 J0635+0533 0.0338 0.10 0.00680 1.70 × 10−3

16 1E 1024.0-5732 0.0610 0.10 0.01200 1.70 × 10−3

17 AO 0538-66 0.0692 0.10 0.01400 4.27 × 10−1

18 GRO J1744-28 0.4670 0.10 0.00850 3.80 × 101

19 B0115-737 0.7160 0.10 0.01300 1.50 × 10−3

20 B1656+354 1.2400 0.100 0.02300 4.49 × 10−2

21 GRO J1750-27 4.4500 0.10 0.08100 8.08 × 10−2

22 B1119-603 4.8179 0.10 0.08800 2.99 × 10−2

23 B1627-673 7.7000 0.10 0.14000 7.48 × 10−2

24 B1744-24A 0.0116 0.60 0.00093 1.10 × 10−3

25 GRO J1948+32 18.700 0.10 0.34000 7.31 × 10−1
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observation of the most X-ray binaries, its period stability, temporary characteristic
and eclipse depends on the space observation, so we suggest evaluating its feasi-
bility after accumulating a certain space-based data.

48.4.2 Database Construction Strategy

In order to accelerate the implementation of X-ray pulsar navigation technology,
here we proposed to develop and launch a low orbit pulsar observation experi-
mental satellite to construct the navigation database, which can utilize the existing
small satellite platform. As the auto-navigation method using X-ray binaries need

Table 48.4 Required accumulated observation time tY for the timing residual of 1 μs (in years)

NO. Name Type Ad = 0.1 m2 Ad = 0.25 m2 Ad = 0.5 m2 Ad = 1 m2

1 B1617-155 XB 0.00043 0.00017 0.00009 0.00004
2 B0531+21 IRPSR 0.00405 0.00162 0.00081 0.00041

3 B1758-250 XB 0.00429 0.00172 0.00086 0.00043
4 B1813-140 XB 0.00862 0.00345 0.00172 0.00086
5 B1728-337 XB 0.02908 0.01163 0.00582 0.00291
6 B1820-303 XB 0.03083 0.01233 0.00617 0.00308
7 B1636-536 XB 0.03122 0.01249 0.00624 0.00312
8 GRO J1744-28 XB 0.03392 0.01357 0.00678 0.00339
9 B1821-24 IRPSR 0.03620 0.01448 0.00724 0.00362

10 B1937+21 IRPSR 0.04053 0.01621 0.00811 0.00405

11 B0614+091 XB 0.10901 0.0436 0.02180 0.01090
12 B1957+20 BRPSR 0.12031 0.04812 0.02406 0.01203
13 XTE 1751-305 XB 0.14782 0.05913 0.02956 0.01478
14 SAX J1808.4-3658 XB 0.16396 0.06558 0.03279 0.01640
15 XTE J1814-338 XB 0.36302 0.14521 0.0726 0.03630
16 B1731-260 XB 0.92815 0.37126 0.18563 0.09282
17 XTE J1807-294 XB 1.82588 0.73035 0.36518 0.18259
18 B0540-69 IRPSR 3.04340 1.21736 0.60868 0.30434

19 B1744-24A XB 3.33933 1.33573 0.66787 0.33393
20 AO 0538-66 XB 20.01224 8.00490 4.00245 2.00122
21 XTE J0929-314 XB 24.06032 9.62413 4.81206 2.40603
22 B1823-13 IRPSR 39.84015 15.93606 7.96803 3.98402

23 B1509-58 IRPSR 41.27643 16.51057 8.25529 4.12764

24 J0218+4232 BRPSR 64.10714 25.64286 12.82143 6.41071
25 J1124-5916 IRPSR 96.35034 38.54014 19.27007 9.63503

26 J1846-0258 IRPSR 116.2085 46.48342 23.24171 11.62085

27 J0205+6449 IRPSR 182.3901 72.95603 36.47801 18.23901

28 B1656+354 XB 214.4759 85.79037 42.89518 21.44759
29 J1811-1925 IRPSR 226.9788 90.79153 45.39576 22.69788

30 J1930+1852 IRPSR 429.6507 171.8603 85.93015 42.96507
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future deep study [5, 12], this paper only considers the isolated rotation-powered
pulsars to construct trail database.

Suppose the lifetime of the experimental satellite is 3 years, the timing residuals
requirement is 1 μs, according to the numerical results in Table 48.4, the first 4
pulsars to construct the database can choose PSR B0531+21, PSR B1821-24, PSR
B1937+21 and PSR B0540-69. If the effective area of the space detector Ad is 0.1,
0.25, 0.5 and 1 m2, the corresponding construct database observation period is
3 years, 1.2 years, 1 year and 1 year; if add the 5th pulsar PSR B1823-13 in the
observation task, the corresponding construct database observation period is
39.8 years, 15.9 years, 8 years and 4 years. Actually, the real observation time is
usually larger than the above time when considering the shadow of the earth and the
observation efficiency of the space detector.

48.5 Conclusions

This paper presents a direct use of space-based observation data to construct nav-
igation pulsar database. The numerical analysis results shown that by launching a
experimental pulsar navigation satellite, with an effective area of 0.25 m2 of the
space detector, the experimental navigation database construction with four pulsars
within 2 years: PSR B0531+21, PSR B1821-24, PSR B1937+21 and PSR B0540-
69, which can get 100 m orbit precision. The database construction chose X-ray
binaries and auto-navigation using the X-ray binaries will be studied in the future.
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Chapter 49
Physical Analysis on Pulsar-Based
Navigation System: Preliminary Designs
of Timing Model and a New Prototype
of X-Ray Detector

Yuanjie Du

Abstract Six X-ray pulsars (PSR J0218+4232, PSR J0437-4715, PSR B0531-21,
PSR J1939+2134, PSR J1024-0719 and PSR J0751+1807) are selected for the
mission of deep-space autonomous navigation, and the relevant parameters
(including position, proper motion, period and period derivative, etc.) are also
listed. Based on the XMM-Newton X-ray timing data and the radio ephemeris for
the young pulsar PSR B1509-58, we adopted both absolute timing and relative
timing methods to fold its pulse profile in the 0.2–12 keV band. In addition, for the
sake of both pulsar-based deep-space autonomous navigation and scientific
research, we take the Crab pulsar as an example to fit its X-ray (0.2–30 keV band)
spectrum, and obtain its power-law fitted spectrum. Then we estimate the naviga-
tion accuracy of the detectors with different effective areas. Finally, we discuss a
preliminary probe design principle of X-ray detectors for the pulsar navigation, and
give the rough estimations on the effective area and sensitivity.

Keywords Pulsars autonomous navigation X-ray detector crab pulsar � Timing
model

49.1 Introduction

In the vast universe, there is a class of very special celestial bodies, namely pulsars,
which have a great potential value of application. They are a class of compact
objects that radiate electromagnetic pulse, have extremely stable rotation and
contain the four interactions (the strong interaction, the weak interaction, electro-
magnetic force and gravity). Therefore, pulsars are a natural “extreme physical
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laboratory”. As one of the four discoveries in astronomy in the 1960s, scientists
have obtained twice “the Nobel Prize in Physics” because of pulsars. Professor
Hewish and his student Bell found the first pulsar in 1967, Hewish therefore won
the Nobel Prize in 1974; US Hulse and Taylor discovered a binary pulsar, thus
indirectly confirmed the existence of gravitational waves predicted by Einstein, and
won the Nobel Prize in 1993. Pulsars are one class of the most important research
celestial objects in astronomy community.

Electromagnetic radiation from a pulsar is mainly concentrated in a bundle-like
lighthouse. For each rotation, its radiation beam sweeps the Earth, we therefore
receive a pulse. It is generally believed that the pulse period of a pulsar is its
rotation period. Since now, we have found more than 2500 pulsars, their rotation
periods are in a distribution from 1.4 ms to 12 s.

It is generally believed that, pulsars are rotating neutron stars with strong
magnetic field (108–1012 G), their mass is about 1.4 solar masses, while their radius
is only 10 km. Because the moment of inertia of a pulsar is very large (about
1045 g cm2), the change rate of its rotation period is very small, only a nanosecond
or less per year, or even only 0.1 picoseconds for millisecond pulsars. Due to its
magnetic dipole radiation and loss of relativistic particles, this leads to reduction in
the rotation energy, so its rotation gradually slows down. Pulsars can be divided
into normal pulsars and millisecond pulsars, and most pulsars were discovered in
the radio band. Normal pulsars have slightly large rotation periods and strong
magnetic fields (1011–1012 G). Millisecond pulsars have rotation periods less than
10 ms, and their period derivative are 10−18–10−21 s s−1 (i.e., their characterized
magnetic field strength are 108–109 G).

Some young pulsars and millisecond pulsars have a full-band pulsed radiation
from radio (10−6 eV) to the gamma-ray band (tens or even hundreds of GeV), the
X-rays and gamma rays dominated the pulsar’s radiation luminosity. If the radiation
beam of a pulsar sweeps the earth, we can receive a corresponding pulse signal, but
the received radio or X-ray pulse signals for a rotation period are often weak (much
smaller than the system noise of radio receiver or X-ray detector), so the actually
observed pulse profiles are accumulated within a few hundred to a few thousand
cycles, with considerations of the various effects that affect the obtained signal.
The typical value of duty cycle (duty cycle or pulse width) of a radio pulse is only
5–10 %, while the duty cycle of millisecond pulsars is usually larger than those of
young pulsars. Radio pulses usually have a single peak, double peaks or multimodal
peaks, some radio pulses have a very sharp spike. If the observed SNR were
excellent, the radio pulses from a pulsar are hardly indistinguishable.

Pulsar timing is to study the time of arrival (TOA) pulse, due to the influence of
the Earth’s rotation and revolution movement, so the measured TOA is relative to
the Solar System Barycenter (SSB). Pulsar’s period and position changes (pulsar
has a high space velocity), the interstellar medium, the effect of the electromagnetic
wave dispersion (DM), the Earth’s rotation and revolution movement, relativistic
effects, the position change of the reference coordinate system, the intrinsic changes
of pulsar’s radiation and other effects will affect the TOA to some extent. With
technology improving and experience accumulation of pulsar observations, the
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SNR of a pulse profile we observed is growing significantly. In addition to the
intrinsic changes of pulsar radiation, the other major influence on TOA has been
largely studied and become clear, but there would be some improvements for a few
issues.

In sum, the pulsar research is in a transition phase from basic research to applied
research, the observation data in each band is increasingly extensively. Some novel
and detailed observations have been found, this will be a strong guidance to physics
of pulsars, the prospects will be brighter.

In the following, we will briefly introduce the existing methods for deep space
navigation:

(1) Global Positioning System (GPS) can only provide the navigation services to
the low-orbit satellite and objects on the Earth’s surface. It becomes quite
powerless for a spacecraft of deep space exploration or interplanetary flight.

(2) The Deep Space Network (DSN), formed by three 70-m radio antenna in
California, Madrid and Canberra, can provide communication and navigation
services for a spacecraft within Mars orbit. The service requires helps from
ground stations, and the determined position accuracy is about a few kilo-
meters to tens of kilometers. In order to meet the communication and navi-
gation needs for the Mars mission in future, the DSN has been expanded and a
satellite network for Mars has been proposed to build. The network consists of
small satellites and Mars relay satellites system which can provide indepen-
dent and efficient navigation and communication services for a spacecraft to
Mars.

(3) Star tracker or sun sensor (sun sensor) can also be used as a deep-space
autonomous navigation service. But limited by its angular resolution, the
spacecraft’s position accuracy determined by this method changes signifi-
cantly over time and have accumulative effect on the errors up to thousands of
kilometers.

(4) The idea of pulsar navigation had been proposed long ago. In the 1970s,
shortly after the discovery of pulsars, it is considered to be used as a navi-
gation radio source. Because radio flux of a pulsar is extremely low, it is
needed to use a large-diameter antenna to obtain a pulse profile with a long
integration time. Combined with too much equipment payload and much high
positioning errors may be caused, it is not suitable for space navigation in the
radio band. X-ray emission from many pulsars (including millisecond pulsars)
has a slightly higher count rate, only a short integration time is needed to get a
pulse profile with a high signal-to-noise ratio, the navigation candidates of X-
ray pulsars are also very rich. In sum, the X-ray band overcomes the short-
comings of radio band, the advantages of easy miniaturization of equipment
and data processing makes it suitable for deep space spacecraft autonomous
navigation.

The basic principle of X-ray pulsar autonomous navigation is to get the TOA of
an X-ray pulse measured by X-ray detector mounted on the spacecraft, then we
compare the measured TOA with the one forecasted by the pulsar timing model, the
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projected distance relative to line-of-sight direction in the solar system is finally
estimated. Using four pulsars and some methods such as Kalman filtering, we can
ultimately determine the spacecraft’s position and time error of onboard clock. It
can also be combined with the method of inertial navigation, only one pulsar may
meet the needs of deep space navigation. Therefore, selection of navigation X-ray
pulsars and efficient X-ray detector are the key techniques which directly determine
the accuracy of positioning.

NASA approved a space satellite mission, namely “The Neutron star Interior
Composition ExploreR (NICER)”, with an energy band of 0.2–12 keV, is expected
to be installed on the International Space Station (ISS) in 2016. The main instru-
ment of NICER is X-ray Timing Instrument (XTI). XTI has 56 concentrators
(nested grazing incidence focusing optics) and X-ray detectors, which are combined
into an effective area of about 2000 cm2 (at 1.5 keV). For each focused optical
mirror system with 24 nesting cones, the effective receiving area is about 50 cm2;
the viewing angle is 15 arcmin; a silicon drift detector (SDD) is used. GPS timing
and location is also adopted, which provides the absolute time stamp for each X-ray
photon better than 0.3 μs [1]. The main scientific concept of NICER is to study the
internal composition of neutron stars, kinetics and mechanism of particle acceler-
ation in pulsars’ magnetosphere. The practical value is to validate the technique sof
X-ray pulsar navigation and X-ray communications.

Many teams had carried out the related works on pulsar navigation. For example:
a team set up a semi-physical simulation system to verify the key technology of
X-ray pulsar navigation [2]; Deng et al. [3] used 4 ms pulsars to simulate the pulsar
navigation results for a spacecraft on a way to Mars, the simulated error location is
better than *20 km.

49.2 Database of Navigation Pulsars

49.2.1 Preliminary Selection of Navigation Pulsars

More than 2500 pulsars have been found, more than 150 have X-ray pulses.
However, only 52 ms pulsars have X-ray pulsed radiation, half of which is located
in globular clusters that are not suitable for navigation. Therefore, the number of
alternative navigation pulsars is about 30, including young pulsars and millisecond
pulsars.

Selection of the suitable pulsars is the premise for pulsar navigation. The main
selection criteria depend on the pulsar’s own physical properties (e.g., position,
X-ray flux, pulse width and timing model, etc.), and also rely on the performance
properties of the X-ray telescope (such as effective collection area, sensitivity,
onboard clock and system errors).
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To meet the future navigation algorithms and positioning accuracy, we quali-
tatively determine that navigation pulsar are a portfolio of young and millisecond
pulsars. The main selection criteria are listed in the following:

(1) precise observed position coordinates, small space velocity (the best values of
these parameters can be derived by pulsar VLBI observations);

(2) good astronomical environment (far away from the Galactic plane), low
background noise, high SNR X-ray flux with smaller variability, simple pulse
profile with narrow and sharp peaks;

(3) few glitch (non-regularity) phenomena, have long-term stable pulse profile;
(4) combination of pulsars in a reasonable spatial distribution (when the spacecraft

is flying in some certain orbits, the Earth or the Moon and other celestial
bodies may sometimes obscure certain X-ray pulsars, which affects the whole-
track navigation);

(5) excellent timing model (with considerations of various timing noise).

We preliminarily determine the navigation sources: PSRs J0437-4715, J1024-
0719, J1939+2134, J0534+2200, J0218+4232 and J0751+1807, their correspond-
ing parameters are listed in Table 49.1, where P is a rotation period of a pulsar; P1
is the period derivative; RA and DEC are right ascension and declination; D is the
distance; PM_RA and PM_DEC are proper motion in RA and DEC directions; Fx
is the flux in the X-ray band. Figure 49.1 shows the locations of six pulsars in the
galactic coordinates.

We applied the European VLBI Network (EVN) observations of PSR
J0218+4232 which had five epochs lasting for 3 years, each epoch had 6 h con-
tinuous observation, and then we processed the data and obtained the position,
distance and proper motion of PSR J0218+4232 that are listed in Table 49.1. In
addition to PSR J0218+4232, the parameters of other pulsars are taken from ANTF
pulsar catalogue (http://www.atnf.csiro.au/research/pulsar/psrcat/) [10]. We also
convert the proper motion of PSR J0751+1807 in the ecliptic coordinate system
presented in the literature [11] to the ones in the equatorial coordinate system.

49.2.2 Timing Model of Pulsars

In order to achieve the goal of pulsar navigation, we need a precise timing model to
predict the TOA of an X-ray pulse from a selected pulsar. The TOA of a pulse is
obtained by a correlation calculation between the observed pulse and the standard
pulse template. Standard pulse template is a pulse profile with high SNR obtained
by a long observation time, then it is fitted by the Gaussian or circular Gaussian
(Mises) functions. Timing model is a text file that contains a lot of pulsar param-
eters (for example: position, rotation frequency and its first, second, multi-order
(etc.) derivatives, proper motion, dispersion measure (DM), binary model and its
parameters, the solar system ephemeris, timing noise model parameters, etc.), it is
generally obtained in the radio band.
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The most widely used software for pulsar timing is “Tempo2” [11], which is
developed from the old timing software “Tempo”. Tempo2 uses high-precision
solar planetary ephemeris (DE200, DE405, DE414 and DE421) derived from
NASA’s Jet Propulsion Laboratory (JPL), and the ephemeris of DE200 and DE405
are commonly used (Note: The latest version of JPL ephemeris is DE431).

For different pulsars, the TOA and corresponding timing model can be obtained
in the radio observations, and Tempo2 can get accurate timing model parameters
with high precisions. This timing model could be applied to the high-energy band,
Tempo2 can be used to obtain X-ray and gamma-ray pulse profiles. However, this
approach is called “relative timing” in terms of X-ray band. The radio timing model
takes into account the effect of interstellar medium dispersion for radio electro-
magnetic waves. Dispersion measure (DM) can be used to characterize the amount
of this effect. DM is not constant, and has small changes each year. Coupled with
the effects of the intrinsic timing red noise, the results are sometimes unsatisfactory
with respect to high-precision timing models. DM has very small impact on high
energy (X-ray and gamma-ray) emission, which can be negligible. Therefore, we
should refer to the radio method (autocorrelation of observation and template pulse
profiles, then we can directly get TOA of an X-ray profile, we finally fit the timing
model (without DM parameter) and get the optimized parameters, this method is
called as “absolute timing” in the X-ray band. The absolute timing model for a
radio-quiet pulsar (e.g. the Geminga pulsar) is obtained directly in the X-ray band.

In order to compare the absolute timing and relative timing methods, we first
obtained the X-ray data of PSR B1509-58 observed by EPIC-PN onboard XMM-
Newton satellite (obsid: 0312590101; observing modes: timing; observation time:
2006 February 20; Length: 31,946 s; time resolution: 30 μs); then we used the
absolute and relative timing methods to obtain its pulse profile of 64 bins, as shown
in Fig. 49.2. Using the relative timing ephemeris derived from the Parkes telescope,

Fig. 49.1 Positions of navigation pulsars in the galactic coordinate
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we can get the X-ray profile of PSR B1509-58 via tempo2 software with the
“photons” plugin. Xronos package in HEASFOT is used as absolute timing soft-
ware. As shown in Fig. 49.2, there is big difference between the two pulse profiles
obtained by the two methods, and the corresponding error of fold period (imputed to
the X-ray observation date) is 1.6E-6. Many effects (e.g., different systematic errors
observed by different instruments and DM errors in radio timing model) can
account for this difference, better data is required to identify the advantages and
disadvantages of the two methods.

49.3 Physical Design of X-ray Detector

Conducting wide energy-band, high time and energy resolution X-ray observations
on pulsar-like compact objects can reveal fundamental problems of magnetospheric
physics and equation of state of neutron stars, as well as applications of pulsar
navigation services. High-performance X-ray detector is the key factor to achieve
these scientific goals and pulsar navigation applications. We have sustained demand
on the X-ray detector onboard astronomical satellites.

This chapter addresses these needs, taking the Crab pulsar as an example, by
fitting its X-ray pulsed spectrum, we explore the selection of energy range for X-ray
detector (Sect. 49.3.1); estimate the navigation accuracy for the X-ray detectors
with different effective area (Sect. 49.3.2); propose a X-ray detector with a new
prototype of X-ray focusing mirrors (Sect. 49.3.3), and estimate its sensitivity
(Sect. 49.3.4).

Fig. 49.2 X-ray pulse profiles (XMM-Newton) of PSR B1509-58 (64 bins); (Left panel absolute
timing; Right panel relative timing)
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49.3.1 Energy Range of X-ray Detector

The Crab pulsar is a young “neutron star” with a period of 33 ms, its wind nebulae
was first discovered by the Chinese people in 1054. It is the strongest pulsar with
steady X-ray pulsed flux. Because the spectrum of its wind nebulae is very stable, it
is the calibration source for X-ray satellites.

There are two main components for X-ray pulsed emission from young pulsars,
the first one is non-thermal synchrotron radiation from the extremely relativistic
charged particles in the magnetosphere; the other is thermal X-ray emission pro-
duced by the hot spots with a very high temperature (107–108 K) in pulsar’s polar
cap regions. While the X-ray unpulsed radiation is produced by synchrotron radi-
ation from charged particles in the wind nebulae and other noise sources. Through
precise timing and spectral observations, we can separate non-thermal and thermal
radiation from pulsed emission. The useful X-ray signal for pulsar navigation is
pulsed emission, the unpulsed X-ray emission is a noise source.

In order to fit the phase-averaged spectrum of Crab pulsar in the X-ray band
(0.1–30 keV), we obtained the spectral data from the literature [12], and found that
the power-law spectrum can be a good fit to these data (see Fig. 49.3). The obtained
spectral density equation is as follows:

dN=dE ¼ 0:453E�1:724

Integrate the equation above in the soft X-ray band, we can further get the
integral spectrum for the Crab pulsar, the results is shown in Fig. 49.4. It is shown
that the different values of the integral upper limit E_max (10, 15, 30 keV)

Fig. 49.3 X-ray pulsed
spectra fitting for the crab
pulsar
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contribute little to the integral spectrum, but the integral lower limit E_min con-
tribute much to the integral spectrum. When E_min is smaller, the total photon
number (integral spectrum) is larger. For example: when E_min = 0.5 keV, the
obtained integral photon flux is Flux = 0.98 ph cm−2 s−1; when E_min = 1 keV, the
resulting Flux = 0.5 ph cm−2 s−1. This is very meaningful to the selected energy
range of X-ray detector, it is better to select the smaller E_min within the realm of
technical possibility. However, when E_min is too small (e.g. E_min ≤ 0.1 keV),
the detector is more susceptible to the diffuse X-ray noisy photons, which results in
a low SNR for an observation. Additionally, in terms of technique, the quantum
efficiency at low energy end of X-ray silicon drift detector (SDD) is very small, the
effective area decreases significantly. Therefore, the energy range of X-ray detector
should be chosen at *0.2–15 keV.

49.3.2 Estimation of TOA Precision for Pulsar Navigation

In order to estimate the influence of X-ray detector’s different effective area on
navigation TOA accuracy, we still took the Crab pulsar as an example, and used its
pulse width and observed SNR to obtain the rough TOA accuracy.

Assuming that the number of observed X-ray noise photons follows a Poisson
distribution, the noise photon σnoise is square root of the total number, so the SNR
of an observed pulse profile can be written as:

Fig. 49.4 The influence of
the lower limit of photon
energy (E_min) on the X-ray
integrated spectrum of the
crab pulsar
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SNR ¼ Npulse

rnoise
¼ Npulse

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðNB þ NunpulseÞdc þ Npulse
p

¼ FXAePf tobs
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BX þ FXð1� Pf Þ
� �

Aetobsdc þ FXAePf tobs
q ð49:1Þ

where Pf is the pulse fraction that is a percentage of the pulsed flux relative to the
total flux; dc is the duty cycle, i.e. the proportion of the entire pulse cycle; FX is the
total X-ray flux; BX is X-ray background noise flux, which has a relationship with
the energy band of the detector; Ae is the effective area; tobs is the observation time.

Thus, the TOA accuracy can be determined by the half width of the pulse profile
and SNR, namely:

rTOA ¼ 0:5W=SNR ð49:2Þ

where W is the pulse width, σTOA is the accuracy of TOA.
We used the existing X-ray pulse profile data of the Crab pulsar to give a rough

estimation of the TOA accuracy with different detector efficient area (1200, 2500,
5000 and 10000 cm2), energy range (1–15 and 0.2–15 keV) and integration time
(100, 500, 1800 and 3600 s), the results are shown in Fig. 49.5.

It is found that: when an X-ray detector has an energy range 0.2–15 keV, an
effective area of 2500 cm2 and a long observation (integration) time of 1800 s, this
leads to an accuracy of 4 μs, and the corresponding TOA position error (spherical
radius) is about 1.2 km, which was able to meet the needs of deep space navigation.

Fig. 49.5 TOA precisions of X-ray pulsar navigation
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49.3.3 Structure Design of X-ray Detector

Focused detectors can not only meet the detection need of a large collection area,
but also can greatly reduce the interference of background X-ray photons or cosmic
rays. Because of its focus capability, the SDD with a very small area is required,
which leads to a small parasitic capacitance and easy detection of low energy
photons.

We intend to use the revolution paraboloid focusing system to focus X-rays.
Using confocal multilayer formed by a paraboloid of revolution nested focusing
system, coupled with the backend of SDD and the associated electronic system, we
thus constitute an X-ray detector cell, then assemble a group of detector cells to
meet the needs of arbitrarily large collection area. The transmittance and quantum
efficiency of a SDD vary greatly with photon energy, so the effective area is a
function of X-ray photon energy, and generally refers to the one at a specific energy
(e.g. 1 keV). Through optimized design, an X-ray detector cell, using 11 nesting
mirrors, has an effective area of 125 cm2 (at 1 keV). 20 Such cells can form a large
detector with an effective area of 2500 cm2 (at 1 keV), the relation between effective
area and energy are shown in Fig. 49.6. The effective area of the X-ray detector is at
peak segment in the 0.8–2 keV band, and the effective area decreases rapidly in
the <0.2 and >5 keV bands.

This type of X-ray detector has high energy resolution, fast response time, and
small weight. It is easy to realize the needs of large area through an array of
combinations.

49.3.4 Estimation on Sensitivity of X-ray Detector

The sensitivity of an X-ray detector is the minimum measured flux for some objects
(e.g., pulsars), its value depends on the location of this pulsar, background noise
flux, performance of the detector (e.g., effective area, quantum efficiency, etc.) and

Fig. 49.6 The relation
between the effective area and
energy for the X-ray detector
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observation time (t). Sensitivity is the most important factor for the performance of
the X-ray detector. Background noise is mainly from two sources: (1) the diffuse
X-ray background radiation in Milky Way; (2) the unpulsed radiation from pulsar
nebulae. Therefore, the sensitivity of X-ray detector depends on the background
noise near the observed source. In high-energy astrophysics, it is generally believed
that the signal is valid when SNR is greater than or equal to 5 (or 3).

Taking the Crab pulsar as an example, we can derive the relationship between
the sensitivity and SNR using the Eq. (49.1). The result is presented in Fig. 49.7.
When taking SNR = 5, we calculated the corresponding sensitivity of the X-ray
detector with different effective area (2000, 2500 and 10000 cm2), as shown in
Table 49.2. The newly designed detector with an effective area of 2000 cm2 is
comparable to NICER.

Fig. 49.7 The relation
between the sensitivity and
signal-to-noise for the X-ray
detector

Table 49.2 The sensitivities
of the X-ray detecrot with
various effective areas

Ae

(cm2)
S (SNR = 5)
(erg/cm2/s)

S (SNR = 3)
(erg/cm2/s)

2000 3.47E-014 1.25E-014

2500 2.77E-014 9.99E-015

10000 6.85E-015 2.46E-015

49 Physical Analysis on Pulsar-Based Navigation System … 569



49.4 Conclusion

Selection of proper navigation pulsars from the 30 qualified pulsars is the premise
and foundation to achieve the great goal of pulsar navigation. The selection criteria
is mainly dependent on pulsar’s physical properties (e.g., position, X-ray flux, pulse
width and pulsar timing model). It also has a strong correlation on the X-ray
telescope (e.g., effective collection area, sensitivity, time resolution, stability of
onboard clock and other systematic errors). Therefore, we need to launch a sci-
entific satellite, equipped with the same type of X-ray telescope, to continually
observe a group of pulsars for a long time. The absolute and relative timing models
for selected pulsars are expected to obtain. When comparing with these two
methods, we can further filter out the available navigation pulsars for deep space
autonomous navigation services in future.
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Chapter 50
GNSS P2P Cooperative Positioning
System for Multiple Search-and-Rescue
Robots

Yulong Song and Baowang Lian

Abstract Multi-robots are often better choices to complete search-and-rescue tasks
in some large-scale disasters, such as earthquakes, mine accidents, forest fires, etc.
However, effects such as shadowing and fading for GNSS signals limit the posi-
tioning ability which is most important for search-and-rescue robots. To improve
positioning availability and reliability, the article proposes a GNSS Peer-to-Peer
cooperation positioning system for multi-robots search-and-rescue. The peers share
GNSS-only data among neighbors as aiding information under light block scenario,
and share both GNSS and terrestrial ranging data under deep indoor scenario. A
particle filtering algorithm, the Monte Carlo numerical approximation of Bayesian
filtering, is proposed to estimate position of peers utilizing both the prior infor-
mation coming from robot motion model and posterior information provided by
pseudo-range and terrestrial range observations, and the algorithm flow chart is
presented. As a result, the acquisition time could be reduced and sensitivity could
be improved for peers under light block scenario, and position could be solved
under deep indoor scenario with fewer than 4 visible satellites. Simulation results
show that the positioning error of particle filtering is less than that of Non-Bayesian
filtering, and the error is about 5 m for low-cost receivers.

Keywords Multi-robots � Search-and-Rescue � Global navigation satellite
system � Peer-to-Peer cooperative positioning � Particle filter

50.1 Introduction

Robots can perform better in search-and-rescue tasks in the disaster scene, and
satellite navigation is a key factor. The performance of GNSS receiver is widely
known to be very good in open sky conditions but may decline strongly in difficult
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situations like earthquakes, mine accidents, forest fires, etc. When the number of
visible satellites is less than 4, a receiver can not compute its position. The aug-
mentation systems such as AGNSS and DGNSS are centralized network with fixed
infrastructure. They cover limited places, and may not be available in certain
disaster site. At this point, if multiple search-and-rescue robots share location-
related information, each node as an aid to other ones, making up a GNSS P2P
(Peer-to-Peer) cooperative positioning system, then they can greatly improve
positioning availability and robustness, reduce positioning time-consuming, and
own flexibility to adapt to specific environments, even to deep indoor scenario.

The concept of cooperative positioning comes from mobile robot navigation [1],
and it has been introduced in satellite navigation field in recent years, showing a
strong application value. GNSS P2P cooperative positioning system is the exten-
sion of the augmentation like AGNSS and DGNSS, and it can not only improve
positioning availability, reliability and accuracy, but also provide new solution
ideas in anti-multipath [2], anti-spoofing interference [3], high-precision positioning
[4, 5] and other fields.

GNSS cooperative positioning system can be divided into two categories:
GNSS-only and hybrid GNSS cooperative positioning system. In GNSS-only
system, each user has a GNSS receiver for positioning and outputting observations
and a communication system for exchanging data with other users, while in hybrid
system user also has a terrestrial ranging system. Roberto Garello et al. introduced
the structure and implementation of the two systems in [6, 7]. In this paper, a more
practical cooperative positioning mechanism is proposed for search-and-rescue
multi-robots combining both GNSS-only and hybrid GNSS cooperative positioning
system. Algorithm implementation and simulation results are provided.

50.2 GNSS P2P Cooperative Positioning
for Search-and-Rescue

50.2.1 Scenario Analysis

Disaster scenes are much complex, and can be divided into two categories: light
block scenario and deep indoor scenario. Under light block scenario each mobile
agent has a sufficient number of visible satellites with low C/N0, and could reduce
average acquisition time and improve sensitivity by use of GNSS-only data shared
by neighboring agents.

Under deep indoor scenario some of the agents have insufficient number of
visible satellites, so they can not compute position independently. As shown in
Fig. 50.1, double arrow lines represent communication links between every two
nodes, and single arrow lines represent signals transmitting from a satellite to a
node. Robot node R2, R3 and R4 can not compute position independently, but can
make it when their terrestrial ranges are employed.
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Pseudo-range measurement of agent m respect to satellites s in P2P network is
show as Eq. (50.1):

qsm ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xs � xmð Þ2þ ys � ymð Þ2þ zs � zmð Þ2
q

þ cdm þ vsm ð50:1Þ

where xs; ys; zsð Þ is ECEF coordinate of satellite s; xm; ym; zmð Þ is ECEF coordinate
of agent m; dm is clock offset of agent m; vsm is pseudo-range error of agent
m respect to satellite s.

Terrestrial range measurement between agent m and n is show as Eq. (50.2):

rnm ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xn � xmð Þ2þ yn � ymð Þ2þ zn � zmð Þ2
q

þlnm ð50:2Þ

where xn; yn; znð Þ is ECEF coordinate of agent n; lnm is the range error between
agent m and n.

For the scenario shown in Fig. 50.1, each node has four state variables, i.e. XYZ
coordinates and the clock offset, with 16 unknowns in total. The number of pseudo-
range measurements shown as formula (50.1) is 8, and that of terrestrial range
measurements shown as formula (50.2) is 6. What’s more, there are 2 more
equations for equal heights of R1–R4, and also 16 equations in total. As a result,
every node’s position can be solved.

50.2.2 Positioning Mechanism

Mobile agents can compute position using only GNSS and can improve positioning
performance aided by neighbouring agents under light block scenario, while under
deep indoor scenario they may be not able to compute position independently. To
solve this problem, a new positioning algorithm merging pseudo-range and

S1

S2
S3

R1

R2 R3

R4

S4

Fig. 50.1 Hybrid cooperative
positioning in deep indoor
scenario
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terrestrial range measurement should be proposed. In this article, a hybrid coop-
erative positioning particle filtering algorithm is presented, though a little increase
in the amount of calculation. A search-and-rescue cooperative positioning mecha-
nism shown in Fig. 50.2 is proposed. Use GNSS-only data shared by neighbouring
agents as aiding information to compute position when visible satellites are enough,
while use particle filter to merge both GNSS pseudo-range and terrestrial range
measurements and compute position when there are not enough visible satellites.

50.3 GNSS P2P Cooperative Positioning Algorithm

50.3.1 GNSS-Only Data Exchange

Agents share GNSS-only data under light block scenario, including visible satellites
number, position, clock offset, C/N0, Doppler frequency, code phase and secondary
code phase. Information coming from augmentation system like AGNSS or
DGNSS is also a part, while synchronization of peers is the key problem. There are
a lot of research literatures about synchronization of peers in P2P network. In
addition, the reliability of different nodes’ aiding information varies as different
range and position accuracy. Weight sum of aiding information is employed.

Low-cost receiver can reduce mean acquisition time and improve receiver
sensitivity by exchanging GNSS-only data, achieving similar performance to
AGNSS system. When a high-end receiver is employed in P2P network, the whole
performance will be greatly improved [8].

50.3.2 Terrestrial Ranging Data Exchange

Agents share not only GNSS data but also terrestrial ranging under deep indoor
scenario. RSS (Received Signal Strength) and TOA (Time of Arrival) are two
candidate ranging methods.

GNSS-only data 
exchange

Y N

Hybrid particle filtering 
cooperative positioning

Aiding GNSS 
positioning

GNSS and terrestrial ranging 
data exchange

Visible satellites >4?

Fig. 50.2 Cooperative
positioning for search and
rescue
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RSS method measure signal strength of signal from neighbouring nodes, and
compute the range by use of propagation attenuation model. Many commercial Wifi
and ZigBee modules provide RSS ranging, so it is easy to realize. However, this
method is very susceptible to interference, and accuracy is very poor with error on
the order of tens of meters, which is not suitable for search-and-rescue applications.

TOA method gets range by measuring the signal trip time between two nodes.
To avoid the stringent synchronization requirements between nodes, two-way TOA
ranging method is utilized. The two-way trip time is show as formula (50.3):

t ¼ 2Dþ e ð50:3Þ

where D is the time of one way trip; e is the processing time of neighboring node.

d ¼ cD ¼ c t � eð Þ=2 ð50:4Þ

where c is the speed of light.
Ultra Wide Band signal can provide decimeter-level TOA ranging accuracy

because of its nanosecond-level width pulse. As a result, UWB is used for terrestrial
ranging in multi-robots search-and-rescue cooperative positioning system.

50.3.3 Hybrid Cooperative Positioning Algorithm

50.3.3.1 Bayesian Filtering

Optimal filter can estimate the state of time-varying system in real time utilizing
noisy measurement. The first proposed optimal filter is LMS linear optimal filter,
and linearization is the first step. Bayesian filter is a recursive optimal filter based on
Bayesian inference. The recursive process is divided into two stages: prediction and
update. Bayesian filter takes full advantage of the priori and posterior probability
distribution of the state to compute posterior system state. Kalman Filter (KF, EKF,
UKF), particle filter, grid filter are applications of Bayesian filtering [9].

State xk of search-and-rescue robots in hybrid cooperative positioning consists of
ECEF coordinates and clock offset, and observation zk consists of pseudo-range and
terrestrial range measurements. Measurements are only concerned with the current
state. States are hidden, and only concerned with the state of the previous time. All
those fit Markov model shown in Fig. 50.3, so Bayesian filtering should be taken
into consideration.

System model of agent m in hybrid cooperative positioning system is shown as
formula (50.5) and (50.6):

xðkÞm ¼ f xðk�1Þ
m ;xðkÞ

m

� �
ð50:5Þ
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xðkÞ
m �N 0;QðkÞ

m

� �
ð50:6Þ

where xðkÞm , xðk�1Þ
m is the state of node m at time slot k and k − 1 respectively and

defined as formula (50.7) for search-and-rescue robots. Assuming each robot is
equipped with speed and geomagnetism sensor, and real-time speed and heading
angle can be obtained, then velocity in ECEF _x; _y; _zð Þ is input, error brought by
clock offset is b ¼ cd, and _b can be considered as 0; f �ð Þ is state transition function

as formula (50.8); xðkÞ
m obey normal distribution with expectation of 0 and variance

of QðkÞ
m .

xðkÞm ¼ x; y; z; b; _x; _y; _z; _b
� � ð50:7Þ

f xðk�1Þ
m ;xðkÞ

m

� �
¼ I DtkI

0 I

� �

xðk�1Þ
m þ

DtkI

Dt2k
2

I

2

4

3

5xðkÞ
m ð50:8Þ

where I is a 4 × 4 identity matrix; 0 is a 4 × 4 zero matrix; elapse time between two
state is Dtk ¼ tk � tk�1.

Measurement model of agent m in hybrid cooperative positioning system is
shown as formulas (50.9) and (50.10):

zðkÞm ¼ h xðkÞm ;PðkÞ
m ; SðkÞm ; vðkÞm

� �
ð50:9Þ

vðkÞm �N 0;RðkÞ
m

� �
ð50:10Þ

where zðkÞm is the measurement at time slot k; PðkÞ
m is the position set of neighboring

nodes of node m and PðkÞ
m ¼ pðkÞn jn 2 MðkÞ

m

n o
; SðkÞm is the visible satellites set of node

m and SðkÞm ¼ pðkÞs js 2 SðkÞm

n o
; vðkÞm is the measurement noise vector, and obey normal

distribution with expectation of 0 and variance of RðkÞ
m ; h �ð Þ is the measurement

function.

1kx − kx 1kx +

1kz − kz 1kz +Measurements

Hidden States

Fig. 50.3 Hidden Markov model
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(1) Prediction Stage

Transition of state is Markov stochastic process, so priori p.d.f. of state can be
obtained using Chapman-Kolmogorov equation as shown in formula (50.11):

p x kð Þ		z 1:k�1ð Þ
� �

¼
Z

p x kð Þ		x k�1ð Þ
� �

p x k�1ð Þ		z 1:k�1ð Þ
� �

dx k�1ð Þ ð50:11Þ

where p x kð Þ		x k�1ð Þ� �
is the system state transition probability at time slot k, and can

be obtained via formula (50.8); p x k�1ð Þ		z 1:k�1ð Þ� �
is posterior p.d.f. at time slot

k − 1.

(2) Update Stage

Posterior p.d.f. of state can be obtained using Bayesian rule when current

measurement zðkÞm is available.

p x kð Þjz 1:kð Þ
� �

¼ p z kð Þjx kð Þ� �
p x kð Þjz 1:k�1ð Þ� �

p z kð Þjz 1:k�1ð Þð Þ / p z kð Þjx kð Þ
� �

p x kð Þjz 1:k�1ð Þ
� �

ð50:12Þ

where p z kð Þjx kð Þ� �
can be obtained using formula (50.9); p z kð Þjz 1:k�1ð Þ� �

is constant
relative to state x, and can be ignored in practice.

50.3.3.2 Particle Filtering

Particle filter (PF) is the Monte Carlo numerical approximation of Bayesian fil-
tering. PF makes use of a set of particles to estimate posterior probability of system
state indirectly, and it can be generally applied to nonlinear systems and non-
Gaussian noise. Also, it is easy to program.

Particle set is made up by a number of particles with states and weight coeffi-
cients as shown below:

xðkÞm;i;w
ðkÞ
m;i

n oN

i¼1
ð50:13Þ

where N is the number of particles; xðkÞm;i is the state of particle i for node m at time

slot k; wðkÞ
m;i is the weight coefficient of particle i for node m at time slot k.

Posterior probability estimated by particles is shown as formula (50.14):

p xðkÞm

	
	zð1:kÞm

� �
�

XN

i¼1

wðkÞ
m;id xðkÞm � xðkÞm;i

� �
ð50:14Þ
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where dðxÞ is Dirac delta function, and the weight coefficient can be presented by
formula (50.15):

wðkÞ
m;i ¼ p zðkÞm

	
	xðkÞm;i

� �
ð50:15Þ

where p zðkÞm

	
	
	xðkÞm;i

� �
is likelihood function of measurement as shown below:

p zðkÞm jxðkÞm;i

� �
¼

Y

n2MðkÞ
m

pnm rðkÞnm � p̂ðkÞn � pðkÞm;i















� �
�

Y

s2SðkÞm

psm qðkÞsm � pðkÞs � pðkÞm;i













� bðkÞm;i

� � ð50:16Þ

where pnm is p.d.f of ranging error between node m and n; rðkÞnm is the range mea-

surement between node m and n; p̂ðkÞn is the estimated position of node n; pðkÞm;i is the
position of i-th particle for node m; psm is p.d.f of pseudo-range error of node

m respect to satellite s; qðkÞsm is pseudo-range measurement of node m respect to

satellite s; pðkÞs is the position of satellite s; bðkÞm;i is the error brought by clock offset of
nod m; �k k represents Euclidean distance.

The Fig. 50.4 shows the GNSS P2P hybrid cooperative positioning particle filter
algorithm flowchart. The bigger N is the performance is better, and the algorithm is
very suitable for computer processing.

50.4 Simulation Results and Analysis

Figure 50.5 shows the actual trajectory and estimated trajectories for a rescue robot
agent under light block scenario. It can be seen that the trajectory estimated by non-
Bayesian filtering LMS algorithm fluctuates much heavier with the positioning error
of 15 m. The particle filtering algorithm takes full advantage of priori information
coming from system model and posteriori information coming from measurement
model, leading to a smaller position error, where the error of velocity measurement
sensor is several centimeters per second.

Figure 50.6 shows the horizontal position error for 4 mobile agents in GNSS P2P
cooperative positioning network under deep indoor scenario. Assuming each agent
is equipped with a low-cost receiver and the position accuracy is about 15 m, and
the ranging error utilizing UWB TOA method is at decimeter level, simulation
results show that the position accuracy could be about 5 m for those agents without
enough visible satellites with the help of hybrid cooperative positioning particle
filtering algorithm merging both pseudo-range and terrestrial range measurement.
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50.5 Conclusions

GNSS P2P cooperative positioning system is constructed by multiple mobile agents
equipped with GNSS receivers, communication systems and other sensors, and
could be considered as the extension of AGNSS and DGNSS augmentation. The
cooperative positioning system does not require fixed infrastructure, and could suit
challenge environment by use of GNSS positioning information shared by neigh-
boring peers. What’s more, the system can also solve position under deep indoor
scenario with the help of terrestrial ranging system, which is very suitable for multi-
robots search-and-rescue tasks at complicated disaster sites.

This paper analyzes the cooperative positioning mechanisms for both light block
scenario and deep indoor scenario. Under light block scenario there are enough
visible satellites with low C/N0 for every peer. They share GNSS-only data to aid
each other, and the performance is similar to AGNSS. While under deep indoor
scenario there are often not enough visible satellites for some peers, so they can not
compute their positions using only GNSS. To solve this problem, terrestrial ranging
data is also shared among peers to complete hybrid cooperative positioning. There
are too many unknown state variables for system model and measurement model of
hybrid cooperative positioning, so the linearization of equations set are not easy. A
particle filtering algorithm, the Monte Carlo numerical approximation of Bayesian
filtering, is proposed to solve the nonlinear problem, and it is very suitable for
computer processing. This paper presents the simulation of particle filtering
cooperative positioning algorithm under deep indoor scenario, which verifies the
feasibility and positioning performance. Horizontal positioning error for low-cost
receiver is about 5 m.
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Chapter 51
A Position Approach Based on the Special
Sub-frame in TDD LTE-A System

Dongyan Wei, Zhili He, Xuping Gong, Ying Xu and Hong Yuan

Abstract With the urgent need for indoor and outdoor seamless navigation service,
it is imperative to develop high precise positing technique suitable for various
scenarios. In this paper, considering the widely deployment and well coverage of
the wireless cellular communication system, a position approach is proposed based
on time duplex division long term evolution advanced (TDD LTE-A) network. A
novel complex frame structure for positing is proposed based on the current TDD
LTE-A protocol. In GP (Guard Period) of the special sub-frame, i.e., the downlink-
uplink switch period of TDD system, the navigation (NV) signal is added for
positing. NV signals are transmitted simultaneously from different base station (BS)
with orthogonal PN (Pseudo Noise) code. By measuring the distance to different
BSs which are time synchronized in TDD system, user’s position can be fixed as in
the GNSS system. In this paper, the theoretical performance of the proposed
position scheme will be analyzed, and the impact to the current system will also be
discussed. The results show that, by properly allocating the time length of NV
signal based on the coverage of the cell, signal conflicts with the current LTE-A
signal can be effectively avoided.

Keywords TDD LTE-A � Special sub-frame � Positing

51.1 Introduction

Recently, location based service (LBS) has become a very important field for both
researchers and engineers. The applications of LBS arise from both commercial
navigation services and emergency rescue. On the one hand, this is due to com-
mercial services such as vehicle navigation, location based search service, and
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machine-to-machine (M2M) network. On the other hand, in the United States, all
wireless providers have been mandated by Federal Communications Commission
(FCC) to report the user’s location with specified accuracy.

Several positing methods have been proposed to solve the location problem [1].
Global navigation satellite system (GNSS) is a promising positing technology that
can provide high precision location service globally and have been widely used.
However, in dense urban and indoor scenarios, the performance of GNSS will be
severely degraded, since the number of satellites in view is often insufficient to fix
the position. Therefore, non-satellite navigation techniques have been well studied
recently, such as cellular system based position, Wireless local area network
(WLAN) based navigation, vision assisted navigation and INS assisted navigation.
With globally indoor and outdoor seamless coverage, navigation technique based
on cellular communication system is a promising technique especially for indoor
and urban canyon scenarios. In [2], Round Trip delay Time (RTT) based position
method is proposed in WCDMA network. In [3], fingerprint assisted cell-ID
position approach is proposed. In [4], TDOA and AOA based location scheme is
proposed for wideband CDMA cellular systems. All the above mentioned tech-
niques can fix a position with the precision of about 100 m, which can’t meet the
FCC E911 obligation. In the latest LTE and LTE-A protocol, dedicated positioning
reference signal (PRS) is reserved. However, the pseudo-range measurement pre-
cision is very low since only 180 kHz (12 carriers) bandwidth is allocated to PRS.
In addition, PRS occupies many frequency-time resources, which impacts the
spectrum efficiency of system.

In this paper, considering the special sub-frame, i.e., the downlink and uplink
switch sub-frame in time division duplex (TDD) LTE-A system, a novel location
scheme is proposed by adding navigation (NV) signal in guard period (GP), in
which both the base station (BS) and user equipment (UE) keep silence to avoid
uplink and downlink signal collision. By properly designing the duration of the NV
signal with the restriction of current LTE-A protocol, we will see that the proposed
scheme will compact with the current LTE-A signal frame. In other words, the
proposed navigation signal will cause no influence to the current LTE-A signal. In
addition, since all the bandwidth and transmission power in current LTE-A network
can be used for NV signal, the pseudo-range measurement precision can be greatly
improved in the proposed scheme.

The rest of this paper is organized as follows. Section 51.2 refers to the frame
structure in the current TDD LTE-A system. In Sect. 51.3, the proposed navigation
scheme is introduced. Furthermore, interference with the current system is analyzed
in Sect. 51.4. In Sect. 51.5, examples and simulation results of the proposed scheme
are shown. Finally, conclusions are in Sect. 51.6.
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51.2 Frame Structure in TDD LTE-A System

In LTE-A, both TDD and FDD are used [5]. The duration of one LTE-A radio frame
is 10 ms, which contains 2 half frame with 5 sub-frames each. In TDD LTE-A, the
same frequency resource is used for both uplink (UL) and downlink (DL). UL and
DL data are carried in different sub-frames in TDD model. According to the data
traffic, the distribution of subframes for DL and UL can be adapted. As shown in
Fig. 51.1, the transition sub frame between DL and UL is called special sub frame,
which consists of downlink pilot time slot (DwPTS), guard period (GP) and uplink
pilot time slot (UpPTS).

To avoid the signal conflicts between DL and UL, the time duration of GP
should be adapted according to the cell size. Nine different special subframe con-
figurations are supported in TDD LTE-A as shown in Table 51.1, where Ts is a
basic time unit that satisfies 307200 � Ts ¼ 10ms (the length of 1 radio frame).

One radio frame =10 ms

One half frame =5 ms

# 0 # 2 # 3 # 4 # 5 # 7 # 8 # 9

1 ms

DwPTS UpPTSGPDwPTS UpPTSGP

1sub frame

Fig. 51.1 Frame structure of TDD LTE-A system

Table 51.1 Special sub-
frame configuration in TDD
LTE-A system

Configuration DwPTS GP UpPTS

0 6592 � Ts 21936 � Ts 2192 � Ts
1 19760 � Ts 8768 � Ts
2 21952 � Ts 6576 � Ts
3 24144 � Ts 4384 � Ts
4 26336 � Ts 2192 � Ts
5 6592 � Ts 19744 � Ts 4384 � Ts
6 19760 � Ts 6576 � Ts
7 21952 � Ts 4384 � Ts
8 24144 � Ts 2192 � Ts
9 13168 � Ts 13168 � Ts
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In addition, since UEs locate at different place of the cell, the UL transmission
delays to BS are different among the UEs. In TDD LTE-A protocol, timing advance
(TA) process is employed to make sure signals from different UEs will reach the BS
at the same time. Every UE is informed by the BS when to start transmitting,
depending on the distance from UE to BS. The greater the distance between the BS
and the UE, the earlier the UE starts to transmit.

In TDD cellular system, time synchronization is required among the BSs to
prevent inter-cell interference. In the current commercial networks, the synchro-
nization precision is about ±1.5 us, which is very small for data communication.
However, for positing, effective range deviation due to the clock error is measured
by multiplying the time error by velocity of light c (3� 108 m=s), which is about
450 m. In fact, with the development of low cost and high performance clock, the
synchronization precision of the BS can be highly improved. Alternatively, by
distributing dedicated monitoring stations, signals from different BSs can be
tracked, and the clock bias can be tracked and broadcast to the user through the data
communication link. Thus, to simplify the analysis, in this paper, we assume the
clock biases among the BSs are known to the user.

51.3 Proposed Navigation Scheme

As shown in Fig. 51.2a, GP is a transition period in TDD system, in which both BS
and user keep silence. In this paper, based on GP, navigation (NV) signal is added
in the special subframe as shown in Fig. 51.2b. In addition, GP1 is reserved to
avoid the signal collision between NV and DwPTS signal of the neighbor cells.
And GP2 is reserved to avoid the signal collision between NV and UpPTS signal of
the neighbor users. It will be shown that under the proper design of the length of
GP1 and GP2, NV signal will cause no influence to the current LTE-A signals.

In the NV period, navigation signal modulated by the Cell-ID of each cell is
broadcasted by every BS simultaneously. In this paper, DSSS (Direct Sequence
Spread Spectrum) signal is employed for the ranging code as in GNSS. As shown in

DwPTS GP UpPTS

Special subframe(1ms)

DwPTS GP1 UpPTS

Special subframe(1ms)

GP2NV

(a)

(b)

Fig. 51.2 The proposed
frame structure based on TDD
LTE-A
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Fig. 51.3, benefits from the cell structure, signals from several BSs can be received
by UE. In realistic scenario, signals from the BSs of 2 to 4 tiers can be seen by the
user. In this paper, to simplify the analysis, only 19 cells (2 tiers) are considered,
and we will take cell 0 in the center as an example.

By demodulating the spectrum spread signal from different BS, the persuade
range between UE and every BS can be obtained using the code or carrier phase of
the signal. By delivering the positions of the BSs to UE via the data communication
link of LTE-A, UE’s position can be fixed just as in GPS.

51.4 Interference Analysis

1. Interference between DwPTS and NV

For each UE, the transmission delays of the signals from various BSs are dif-
ferent, since the distance to every BS is different. Therefore, the NV signal from the
near BS may be interfered with the DwPTS from the farer BS as shown in Fig. 51.4.
Obviously, to prevent the confliction between DwPTS and NV of different BS, the
duration of GP1 should be long enough so that the NV signal of the BS with farest
distance will arrive at the UE without interference from DwPTS signal of neighbor
cell. In Fig. 51.4, we can conclude that GP1 should be larger than delayimax

�delayimin, where delay
i
max and delay

i
min is respectively the maximum and minimum

transmission delay from the BSs to the i-th user. Considering the distribution of the
users in the cell, GP1 should be subject to
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Fig. 51.3 Cell structure in
cellular communication
system
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GP1 ¼ max
all the user

delayimax � delayimin
� �

� max
all the user

delayimax

� �� min
all the user

delayiminð Þ ð51:1Þ

Obviously, both parts in the above inequality get the extreme value when UE
locates at the center of the cell. Then maxall the user delayimax

� � ¼ 4r=c, which is the
transmission latency from the BS of outer tier to BS of cell 0 (e.g., BS18 to BS0).
And minall the user delayiminð Þ ¼ 0, since the transmission latency is 0 from BS0 to
UE, under the assumption that UE locates at the center of the cell. Then, GP1 can be
obtained as

GP1 ¼ 4r=c� 0 ¼ 4r=c ð51:2Þ

where r is the radius of the cell.

2. Interference between UpPTS and NV

As mentioned in Sect. 51.3, under the TA process of TDD LTE-A, UE starts the
transmission a little earlier to keep uplink time alignment at BS. Therefore, NV
signal from all the BSs should be ended before the UE start to transmit UpPTS.
Additionally, considering the transmission latency of the BS’ signal to UE, GP2
should be larger than delayimax þ TAi, where TAi is the time length of TA process of
UEi. Considering the distribution of the users in the cell, GP2 should be subject to

GP2 ¼ max
all theuser

delayimax þ TAi
� � ð51:3Þ

To simplify the analysis, we assume UE locates on the line between BS0 and
BS18. Then, BS15 is the farest BS to UE, and delayimax ¼ d1=c where d1 is the
distance from BS15 to UE. TA length TAi is d2=c, where d2 is the distance from
BS0 to UE. Obviously, the right part of Eq. (51.3) gets the extreme value when UE
locates at edge of the cell, and

DwPTS GP1

DwPTS

GP2Nv

GP1 GP2Nv

DwPTS GP1 GP2Nv

Up
PTS

Delay 0

Delay i

TAj

Fig. 51.4 Interference among DwPTS, NV and UpPTS
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GP2 ¼ 5r=cþ r=c ¼ 6r=c ð51:4Þ

3. Interference among NV signals

According to the above analysis, by reserving GP1 and GP2 at the two sides of
NV signal, the collision with DwPTS and UpPTS signal can be effectively pre-
vented. Thus, for the NV signal, interference only comes from the NV signals of
other cells. Different from the communication system, in the position system, the
NV signal of every cell has to be demodulated. So the expression of SINR (Signal
to Interference plus Noise Ratio) for the NV signal of every cell will be discussed.
In fact, with the reservation of GP1 in the proposed signal structure, the interference
among the NV signals only happens at some of the time. In other words, SINR will
vary with time t. For the NV signal of cell j, SINR can be obtained as

SINR j tð Þ ¼ Pj hj
�
�

�
�2=B

n0 þ
P

i2Z;i 6¼j
jij tð ÞPi hij j2=B

ð51:5Þ

where Pi is the transmission power of the i-th BS, hi is the channel coefficient
between the i-th BS and the user, B is the system bandwidth, n0 is the additive
Gaussian white noise. The interference flag jij tð Þ in Eq. (51.5) means whether the
NV signals from BS i and BS j collides at time t. jij tð Þ ¼ 1 means the NV signal of
BS i and BS j arrive at the user at the same time t, and jij tð Þ ¼ 0 means there is no
signal of cell i arrive at the user at time t.

In cellular communication system, there exists heavy near-far effect for users in
the center of the cell, since the receiving signal power of BS0 is much higher than
that of other BS’s. Thus, for the NV signal from BS0, it can be easily decoded with
a large SINR. For the NV signals from other BSs, several near-far effect mitigation
techniques can be applied, such as successive interference cancellation (SIC) [6]
and double transmission technique (DTT) [7]. In our analysis, we assume that the
NV signal from BS0 has been subtracted when decoding the signals from other BS.
Thus, the SINR expression for other BS1-BS18 can be rewritten as

SINR j tð Þ ¼ Pj hj
�
�

�
�2=B

n0 þ
P

i2Z;i 6¼j;i6¼0
jij tð ÞPi hij j2=B

ð51:6Þ

51.5 Examples and Simulation Results

In this section, an example of the proposed position scheme is given based on the
current LTE-A protocol. Configurations with the longest (configuration 0) and
shortest (configuration 4) GP length are chosen. And the parameters in Table 51.2
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are used for simulation. To prevent the interference to cells out of the 2 tiers in
Fig. 51.3, the transmission power of the NV signal is set to 3dBm, which is about
20 dB lower than the power of signals in LTE-A.

1. DOP value

The parameter of geometric Dilution Precision (DOP) plays an important role in
positioning. Since the distribution of base station is usually in horizontal plane, only
Horizontal DOP (HDOP) is considered as shown in Fig. 51.5. Benefits from the
distribution of the cell structure, it can be seen that the HDOP in cell 0 is about 0.5
and 1.1 respectively, when 2 tiers and 1 tires are considered.

2. SINR

SINR of the NV signal from each BS is shown in Fig. 51.6 for cell edge UE and
cell center UE respectively. Obviously, SINR of the signals from inner tier is higher
than that of outer tier. In addition, NV signals from the BSs of inner tier arrive at the
UE earlier than the NV signals from the BSs of outer tier; therefore, the SINR is
higher at the beginning.

3. Theoretical pseudo-range measurement precision

Based on SINR of the NV signals from each BS, theoretical pseudo-range
measurement precision (TPRMP) can be obtained as

TPRMP�
ffiffiffiffiffiffiffiffiffiffiffiffi
2TsBr

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Tw � SINR � 2pBrmsð Þ2
q ð51:7Þ

where Ts is the sampling rate, Br is the bandwidth, Brms is the mean square root
bandwidth, and Tw is the duration of the NV signal. As shown in Table 51.2,

Table 51.2 Simulation parameters

Parameters Value

Carrier frequency 2.0 GHz

Number of cells 19 cells (2 tier)

Cell radius 1 km

Bandwidth 10 MHz

Transmission power 3 dBm

Noise PSD −174 dBm/Hz

BS antenna gain 14 dBi

Path loss 128.1+37.6l g(d), d in km

Parameter of GP (configuration
0)

GP:0.7141 ms GP1:0.0133 ms, NV:0.6807 ms,
GP2:0.02 ms

Parameter of GP (configuration
4)

GP:0.0714 ms GP1:0.0133 ms, NV:0.0380 ms,
GP2:0.02 ms
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Tw ¼ 0:6807 ms under subframe configuration 0, and Tw ¼ 0:0380 ms under
subframe configuration 4.

The TPRMP of each BS are shown in Fig. 51.7 for the special sub-frame
configuration 0 and 4. UEs locate at both the center and the edge of the cell are
considered. For sub-frame configuration 0, the TPRMP for center UE is about 0.4 and
1.2 m for the BSs of inner tier and outer tier. The TPRMP for edge UE is about 1.5
and 3 m for the BS of inner tier and outer tier. And for sub-frame configuration 0, the
TPRMP for center UE is about 1 and 5 m for the BSs of inner tier and outer tier. The
TPRMP for edge UE is about 4 and 10 m for the BS of inner tier and outer tier.
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51.6 Conclusion

Based on GP in the special sub-frame of TDD LTE-A system, a novel positing
scheme is proposed in this paper by adding navigation signal. Under the proper
design of frame structure, we showed that the proposed scheme is compatible with
LTE-A protocol, and the collision with LTE-A signal can be prevented. Addi-
tionally, simulation results of DOP value and theoretical pseudo-range measure-
ment precision showed that the scheme should be an appropriate solution for
positing.
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Chapter 52
Research on the Pulsar Optimizing
Method and the Database Construction

Xiao-Ming Bei, Ping Shuai, Liang-wei Hang and Xin-yuan Zhang

Abstract The pulsar database is the foundation of X-ray pulsar navigation. The
pulsar optimizing method is the premise of the pulsar navigation database. In this
paper, the three characteristic parameters of “NR coefficient”, “stability factor” and
“quality factor” are put forward, which is to consider the influence of the pulsar
pulse cycle, radiation flow, pulse width, pulse rate and background radiation. Then,
it can realize to prioritization of pulsars, and construct the navigation database. This
new method overcomes the lack of an objective evaluation of each pulsar defects in
the normal method. And a preferred pulsar database, applying to X-ray pulsar
navigation, is obtained.

Keywords Pulsar navigation � Stability factor � Quality facto

52.1 Introduction

X-ray pulsar navigation, which is the most promising breakthrough technology in a
long-time and high-precision autonomous navigation of spacecraft, has a great
value for engineering application and strategic research [1]. In 2004, X-ray pulsar
navigation research projects have been put forward by DARPA. Then the feasi-
bility, key technologies and the ground experiment have been completed, and the
space flight experiments will be carried out in the international space station and
high-orbiting satellites [2–4]. In addition, it has begun to X-ray pulsar navigation
theory and experimental research in European Space Agency, Russia, Germany,
Japan, Britain, India and Australia [5–9]. From 2005, China has begun to pay close
attention to the pulsar navigation technology, carried on the thorough research of
principle, database, algorithms, X-ray detector and the ground experimental system
[10–26]. It is worth noting that the database is the basis for X-ray pulsar navigation.
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The construction of pulsars navigation database includes pulsar selection, cat-
alogue and design. And the optimization of pulsars navigation is the core of
building database. Considering the X-ray signal cannot penetrate the dense atmo-
sphere. Using Large-diameter radio telescope, decades of the pulsar observation
have been conducted, accumulated a large amount of observed data. Therefore, the
scheme, which is the ground observation and secondly space observation, is
adopted in building the database. First observation data of radio pulsars are ana-
lyzed, obtained their parameters such as angular position, timing model, etc. Then
the pulsars’ X-ray data is get from space-based X-ray observatory, calibrated radio
profile and delay. Finally, the database applying to autonomous spacecraft navi-
gation is obtained.

At present, there are about 2328 pulsars are observed, containing 140 X-ray
pulsars. If all these X-ray pulsars are chosen as the navigation source, this will
spend a lot of computing time and resources of the space-borne computer, which is
not good to quickly identify the pulsar navigation and solve the navigation algo-
rithm. Therefore, it is necessary to give pulsars navigation optimization methods
and theories, which can ensure the navigation accuracy and the observation effi-
ciency. The traditional theory of navigation optimization is based on the qualitative
description, lack of objective evaluation of each pulsar. In this paper, we put
forward three evaluation indexes such as stability factor, SNR coefficient and
quality factor, and realize the quantitative evaluation on each pulsar. Then, by
sorting and filtering of the pulsars, the pulsar database applicable to X-ray pulsar
navigation is obtained.

52.2 Optimization Method

52.2.1 Stability Factor

At the time of pulsars navigation space experiment and application, stability is a
core indicator of the pulsar choice, which is a premise to improve the navigation
accuracy and timing accuracy. However, it is not given a quantitative evaluation of
pulsars stability indicators in the traditional theory of navigation optimization.
According to the stability of the atomic clocks, we put forward a pulsar quantitative
indicator of stability in this paper. Unlike atomic clocks, stability of the pulsars
is not calculated by observing the data but by the characteristic parameters.
Considering the relative change in frequency, Df =f 0, observed X-ray photon flux,
FX , X-ray background radiation flux, BX , detector area, A, etc, the representation of
the pulsar stability is
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ry Tð Þ ¼ 0:16 � Df
f0

� 1
SNR

T�1
2

¼ 0:16 � Df
f0

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BX þ FX 1� pf

� �� �
d þ FXpf

q

FXpf
� 1

T
ffiffiffi
A

p ;

ð52:1Þ

where d is the duty cycle that is the ratio of the pulse width and period, pf is the
pulsed fraction, and T is the observation time. From the above equation, of the
pulsar clock observation decreases linearly with time ry Tð Þ1 1=T

� �
, which is

different from the stability of atomic clock is inversely proportional to the square
root of time ry Tð Þ1 1

� ffiffiffiffi
T

p� �
. It is said the stability of the pulsar clock fell faster

than atomic clocks with time. Noted that, for long observation, the stability of the
pulsar clock is more superior to atomic clocks.

Ignoring common items of Eq. (52.1), the stability factor of the pulsar can be
defined as

rX ¼ Df
f0

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BX þ FX 1� pf

� �� �
d þ FXpf

q

FXpf
ð52:2Þ

It is shown that the stability factor is only associated with characteristic
parameters of each pulsar, which is the nonpublic part of the pulsar stability (52.1).
Further, using the above formula, we can calculate the stability factor for every
pulsars, and present the stability factor of the top 10 X-ray pulsars in Table 52.1.

It is shown from Table 52.1 that these high quality pulsars have the following
characteristics: short period, small frequency error, and low flow etc. Therefore,
millisecond pulsars have an advantage to be navigation pulsars.

52.2.2 SNR Coefficient

Under the condition of the given detector area, observation time and background
radiation flux, the pulse signal component of the pulsar radiation can be confirmed
by measuring the number of photons. But, due to the presence of X-ray photons
measurement noise, pulse profiles will deviate from the real profiles. Refer to SNR
expression of radio frequency, SNR relates the pulsed component of the signal
source photon count, Npulsed , to the one-sigma error in detecting this signal as

SNR ¼ Npulsed

rnoise
¼ FXpf

ffiffiffiffiffiffi
AT

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BX þ FX 1� pf

� �� �
d þ FXpf

q : ð52:3Þ
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It will be seen that the SNR can be determined from the navigation source due to
observed X-ray photon flux, and X-ray background radiation flux. During the duty
cycle, background radiation and the non-pulse component contributes to the noise.
Ignoring common items of Eq. (52.3), it follow immediately that the SNR coeffi-
cient may be written as

SNRX ¼ FXpf
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BX þ FX 1� pf

� �� �
d þ FXpf

q : ð52:4Þ

This show that the SNR coefficient is the constant term of the SNR, which is
only related to X-ray photon flux, Pulsed fraction, duty cycle and background
radiation flux. So it can be used as one of the evaluation standard of pulsars.

52.2.3 Quality Factor

Regardless of the pulse profile features, the TOA accuracy depends on the pulse
signal quality and profile shape. Using the SNR expression (52.3), the TOA vari-
ance can be expressed as

r2TOA ¼ 1
4

W2

SNR2

¼ W2BXd

4 FXpf
� �2

AT
þW2FX 1� pf

� �
d þ pf

� �

4 FXpf
� �2

AT
;

ð52:5Þ

Here it is assuming that the pulse shape is Gaussian distribution and pulse width
is 2r. It follows at once that quality factor given by the expression

QX ¼ 1
r2TOA

¼ FXpf
� �2

W2BXd
þ FXp2f
W2 1� pf

� �
d þ pf

� �

ð52:6Þ

Assuming that the background photons are isotropic, the first item of above
Eq. (52.6) containing background noise can be removed. For this case the formula
(52.6) may be expressed in the form

Q0
x ¼

Fxp2f
W2 pf þ W

P 1� pf
� �� � : ð52:7Þ
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Background noise term is ignored, but the pulsar sorting byQ0
x are consistent with

these by QX . Normalizing by the Qcrab value for the Crab Pulsar (PSR B0531+21),
this quality factor can be dimensionless as

Q ¼ Q0
x

Qcrab
: ð52:8Þ

Using this expression (52.8) quality factor provides a means to evaluate and rank
sources, given the top 10 X-ray pulsars in Table 52.2.

52.3 Conclusion

Pulsar database is the foundation of X-ray pulsar navigation. In this paper, we have
deeply studied to the quantitative evaluation of Pulsars. First, three evaluation
indexes, including stability factor, SNR coefficient and quality factor, have been
proposed. Then, by means of these methods, we can evaluate and rank sources of
X-ray pulsars, and give the top 10 X-ray pulsars.

References

1. Shuai P, Li M, Chen SL, Huang Z (2009) Principles and techniques of X-ray pulsar-based
navigation system. China Astronauic Publishing House, Beijing, p 14

2. Hanson JE (1996) Ph.D. Dissertation, Stanford University, Stanford
3. Sheikh SI (2005) Ph.D. Dissertation, University of Mary-land, Maryland
4. Emadzadeh AA, Speyer JL (2011) Navigation in space by X-ray pulsars. Springer, Berlin
5. Sala J, Urruela A, Villares X et al (2004) Ariadna study 03 4202
6. Neutron stars to become space guides. http://rt.com/news/sci-tech/neutron-stars-to-become-

space-guides/. Accessed 14 Feb 2013
7. Bernhardt MG, Prinz T, Becker W (2010) In: Proceedings of high time resolution astrophysics

IV, PoS(HTRA-IV)050, Agios Nikolaos, Crete, Greece, pp 1–5
8. Bernhardt MG, Becker W, Prinz T et al (2011) In: IEEE Proceedings of 2nd international

conference on space technology athens, Greece, pp 1–4
9. Becker W (2009) X-ray emission from pulsars and neutron stars, in neutron stars and pulsars.

Springer, Berlin, pp 91–140
10. Zhao M, Huang TY (2009) Sci China (G) 39:1671
11. Fei BJ, Sun WJ, Pan GT, Ji CX (2010) Chin J Space Sci 30:85
12. Li JX, Ke XZ 2009 Sci Sin G Pysica Mech Astron 39:311
13. Huang LW, Liang B, Zhang T et al (2012) Sci China Ser G Physics Mech Astron 55(3):527–

539
14. Sun SM, Zheng W, Tang GJ, Li M (2009) Acta Astron Sin 50:325
15. Mao Y (2009) Ph.D. Dissertation, PLA Information Engineering University, Zhengzhou
16. Zhou QY, Ji JF, Wang T (2013) Acta Phys Sin 62:019701
17. Huang LW, Liang B, Zhang T (2013) Sci China Ser G Phys Mech Astron 56:848–858
18. Wang WB, Zhang XD, Wang XL (2013) Acta Phys Sin 62:069701

52 Research on the Pulsar Optimizing Method … 601

http://rt.com/news/sci-tech/neutron-stars-to-become-space-guides/
http://rt.com/news/sci-tech/neutron-stars-to-become-space-guides/


19. Wang L, Xu LP, Zhang H, Luo N (2013) Acta Phys Sin 62:139702
20. Wang WB, Wang XL (2013) Acta Phys Sin 62:209701
21. Hu HJ, Zhao BS, Sheng LZ, Sai XF, Yan QR, Chen BM, Wang P (2012) Acta Phys Sin

61:019701
22. Su Z, Xu LP, Wang T (2011) Acta Phys Sin 60:119701
23. Hu HJ, Zhao BS, Sheng LZ, Yan QR (2011) Acta Phys Sin 60:029701
24. Sun HF, Xie K, Li XP, Fang HY, Liu XP, Fu LZ, Sun HJ, Xue MF (2013) Acta Phys Sin

62:109701
25. Sheng LZ, Zhao BS, Wu JJ, Zhou F, Song J, Liu YA, Shen JS, Yan QR, Deng NQ, Hu HJ

(2013) Acta Phys Sin 62:129702
26. ZhengW, Sun SM, Tang GJ (2010) In: 1st China satellite navigation conference. Beijing,

China, 18–22 May 2010

602 X.-M. Bei et al.



Chapter 53
Study on the Transportation of Electrons
in the Graphene-Based X-Ray Detector

Yaojun Wu, Ping Shuai, Hengbin Zhang, Qian Zhang
and Lingzhong Fu

Abstract As a kind of two-dimensional materials, graphene has many excellent
characteristics, such as zero band-gap, high electron mobility, high thermal con-
ductivity and high mechanical strength, which make it widely applied in the field of
photoelectric detection. X-rays can be detected based on the electric field effect of
graphene. When the detector working, electron-hole pairs are generated in the
substrate by the incident X-rays. The drift of the electrons in the substrate will
change output of the detector. Therefore, it is necessary to study the transportation
of electrons in the graphene-based X-ray detector. The motion of electrons in the
detector is simulated using finite element method, and the influence of the electrons’
motion to the detector output is analyzed. Dependence of the detector output on the
incident position of X-rays is studied. Also, the influence of structure parameters to
the performance of the detector is analyzed. Based on the results of this study,
performance of the graphene-based X-ray detector can be optimized.

Keywords Pulsar-based navigation � Graphene � X-ray detection � Transportation
of electrons � Finite element method

53.1 Introduction

The pulsars are rapidly rotating neutron stars, irradiating X-rays at an extremely
stable period. The X-ray signal irradiated by the pulsar can be detected by a detector
to obtain the pulse time of arrival and image information, with which the navigation
parameters like position, velocity, time and attitude of spacecraft can be calculated.
Therefore, the X-ray pulsar-based navigation is a promising way to long time and
high precision autonomous navigation for spacecraft, which has great application
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prospect and has become the research focus of space technology [1–4]. It requires
the X-ray detector with high energy resolution, high time resolution, large area,
light weight, small volume, the certain ability of imaging, without cryogenic
cooling and other characteristics. However, X-ray detectors such as gas propor-
tional counter, NaI (Tl) scintillation detector, Si (Li) detector, high purity germa-
nium detector and CCD detector is hard to be applied in the pulsar-based navigation
due to some inherent defects. Micro-channel plate detector, silicon drift detector
and swept charge device has good performance relatively, and can satisfy the need
of pulsar-based navigation to a certain extent. But for the practical engineering
applications of pulsar-based navigation in the future, a novel X-ray detector with
better performance is needed. The graphene-based X-ray detector is expected to
meet the requirements of application of pulsar-based navigation.

Graphene is a new material composed of monolayer carbon atoms with two-
dimensional honeycomb lattice structure [5, 6]. In 2004, Novoselov and Geim
prepared graphene for the first time by mechanical exfoliation of pyrolytic graphite,
and therefore won the Nobel Prize in Physics in 2010 [7]. Graphene has excellent
characteristics such as zero band-gap, high electron mobility, low resistivity, high
thermal conductivity and high mechanical strength. It can be used for the devel-
opment of graphene-based photoelectric detector for terahertz, infrared, visible
light, ultraviolet and high energy radiation (X/gamma rays). Vicarelli made a THz
wave detector based on graphene field effect transistor, and realized detection of
0.3 THz wave at room temperature [8]. Ryzhii studied the terahertz and infrared
detector based on PIN junction of multilayer graphene, and it was very sensitive for
its high quantum efficiency [9]. Son studied the ultraviolet detector based on ZnO
quantum dots and graphene [10]. Koybasi fabricated graphene field effect transistor
detector on SiC substrate, and studied the response of detector to light under
different gate voltage [11].

Here we present a model of carrier transportation, and analyze the influence of
drift motion of electrons and holes to the output signal of graphene-based X-ray
detector. Meanwhile, the influence of incident position of X-rays and structure
parameters of the detector to risetime of the output signal are studied. The research
in this paper can be used as guidance for the design of graphene-based X-ray
detector.

53.2 Theoretical Models

Figure 53.1 is the schematic diagram of architecture for graphene-based X-ray
detector. The detector is composed of detection layer of graphene, insulating layer of
SiO2 and absorption substrate of Si semiconductor. When the detector is working,
incident X-rays ionize the Si absorption substrate and creates electron-hole pairs.
Under the electric field caused by the gate voltage VG, the holes move downward and
are collected by the back electrode, while the electrons move upward and build up
under the SiO2 insulation layer. The electrons generated at different locations by
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incident X-rays are then gathering at the same distance to graphene layer, which will
change the electric field strength of graphene. According to the electric field effect of
graphene, the resistance value of graphene will change along with the electric field
strength experienced by graphene. Through the real-time monitoring of the resistance
value of graphene, the detection of X-rays can be realized.

During the movement electrons and holes, the electrons are moving closer to the
graphene, while the holes are moving farther away from the graphene. The drift of
electrons and holes will change the electric field strength experienced by the
graphene. Therefore, it is necessary to study the effects of transportation of elec-
trons and holes to the output of detector, and analyze the characteristics of the
output signal.

53.2.1 Transportation Model of Carriers

As mentioned above, the incident X-rays creates electron-hole pairs in the substrate
of the detector and the drift motion of the electrons and holes changes the electric
field on graphene. This process is schematically shown in Fig. 53.2. The detector

Si

SiO2

VG

GrapheneFig. 53.1 Schematic of the
detector architecture

Eh

Ee

Eh

Ee

X-ray

(a)           (b)Fig. 53.2 Electric field on
graphene by electrons and
holes
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structure in Fig. 53.2 is the same as Fig. 53.1. The electron-hole pairs are just
generated in Fig. 53.2a, while the electrons and holes have drifted for a distance
under the force caused by electric field in Fig. 53.2b. Eh stands for the electric field
on graphene generated by holes, while Ee stands for the electric field on graphene
generated by electrons. When the electron-hole pairs are just generated, the elec-
trons and holes are almost at the same position in the detector substrate, so Eh and
Ee has the same value and opposite direction. As a result, the total electric field
strength is zero in Fig. 53.2a. Ee is gradually increasing as the electrons move closer
to graphene, while Eh is gradually decreasing as the holes move farther away from
the graphene. As a result, the total electric field strength is becoming larger and
larger in Fig. 53.2b.

The electric field strength on the graphene generated by the electrons and holes
can be written as:

Ee ¼ N0e
4per21

Eh ¼ �N0e
4per22

8
>><

>>:

ð53:1Þ

where Ee is the electric field generated by electrons and Eh is the electric field
generated by holes. e is the electron charge. ε is the dielectric constant of the SiO2

layer. r1 is the distance between the electrons and the graphene, while r2 is the
distance between the holes and the graphene. N0 is the number of the electron-hole
pairs generated in Si substrate by incident X-rays (here we assumed that the
electrons and holes still keep together during the drift process). The downward
direction is prescribed as the positive direction in Fig. 53.2.

The drift velocity of electrons and holes in the Si substrate is given by:

ve ¼ leEG

vh ¼ lhEG

(

ð53:2Þ

where ve represents the drift velocity of electrons, while vh represents the drift
velocity of holes. μe is the electron mobility, while μh is the hole mobility. EG

represents the electric field generated by the gate voltage.
Assuming that the distance between the position where electron-hole pairs

generated at the very start by incident X-rays and graphene is r0. Then the distance
between the electrons or holes and the graphene vary with time as:

r1 ¼ r0 � vet

r2 ¼ r0 þ vht

(

ð53:3Þ

By Eqs. (53.1), (53.2) and (53.3), the total electric field strength on graphene can
be written as:
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E ¼ Ee þ Eh

¼ N0e
4pe

1

ðr0 � leEGtÞ2
� 1

ðr0 þ lhEGtÞ2
" #

ð53:4Þ

53.2.2 Effects of Carrier Transportation on Output

Assuming that energy of the incident X-ray photon is 10 keV, the average electron-
hole creation energy of Si is 3.61 eV, so N0 equals 2770. The value of e is
1.6 × 10−19C. The value of ε is 4.0 × 8.854 × 10−12 F/m. Here we assume that the
thickness of the Si substrate is 400 μm. r0 is 200 μm. μe is 1450 cm2/(V s). μh is
500 cm2/(V s). The gate voltage VG is −50 V, so EG is 1.125 × 105 V/m. Substi-
tuting these parameters into Eq. (53.4), the total electric field strength on graphene
varying with time can be obtained, as shown in Fig. 53.3. When the change of
electric field strength on the graphene is small, the change the resistance ΔR is
approximately proportional to the change of electric field strength ΔE of graphene.
Therefore, the curve in Fig. 53.3 can also be considered as the output signal of the
detector varying with time. As can be seen from Fig. 53.3, when the electrons and
holes just begin to drift, the total electric field strength on graphene caused by
carriers is small and changes slowly. When the electrons move close enough to the
graphene, the electric field strength on graphene increase sharply. At around 11 ns,
the electrons reach the SiO2 layer and no longer continue to move towards the
graphene, so the electric field strength on graphene reaches the maximum value.
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After the time of 11 ns, the varying of electric field strength with time is almost
negligible, corresponding with the movement of the holes to the back electrode. By
the Eq. (53.4), the electric field strength is inversely proportional to the square of the
distance between carriers and the graphene, so the electric field strength on graphene
caused by holes is becoming smaller and smaller when the holes are moving away
from the graphene.

In the above calculation, the initial position of electrons and holes is assumed to
be in the center of detector substrate, which makes the drift path of electrons and
holes be the shortest, and the electric field strength along the drift path the largest.
As a result, the drift time of electrons and holes in the detector substrate is the
shortest under the above assumption, so the risetime of actual output signal is
longer than the curves in Fig. 53.3.

53.3 Numerical Calculations

The gate voltage VG applied between the graphene and the back electrode of
detector generates an electric field distribution inside the Si substrate. Due to the
dimension difference between the graphene and the back electrode, the electric field
formed within the substrate is not uniform. The electric field strength is strong in the
center region, while weak in the outer region, resulting different drift time of
carriers generated at different location in the detector substrate by incident X-ray.
Therefore, the risetime of the detector output signal is not constant, which will
affect the results of detection. Under the non-uniform electric field in the detector
substrate, the transportation question of the carriers is difficult to solve theoretically,
which could only be analyzed numerically using the finite element method. The
characteristics of output signals under different incident position of X-rays and the
influence of structural parameters to the detector performance will be researched in
the following section.

The parameters used in calculation are as follows: dimensions of the Si substrate
are 400 × 400 × 400 μm3. The electron mobility of Si is 1450 cm2/(V s). The
relative dielectric constant of Si is 11.7. Dimensions of the SiO2 insulating layer are
400 × 400 × 0.5 μm3. The relative dielectric constant of SiO2 is 4. Graphene
detection layer is located on the centre of SiO2 insulating layer, and is simplified as
thin sheet of 10 × 10 μm2. The potential on graphene is set to 0 V, while potential
on the back electrode of detector is set to −50 V. As the structure of the detector is
symmetrical around the central axis, in order to reduce the amount of calculation,
the structure of the detector will be simplified as two-dimensional in simulation.
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53.3.1 Effects of X-Ray Incident Position on the Drift Time

When the incident X-rays generate electron-hole pairs at different positions within
Si substrate, the time for the electrons drift to the graphene layer are different. To
study the electron drift time under the worst case (the longest possible drift time of
electrons), we assume that the electron-hole pairs are generated just as the X-rays
enter into the detector substrate. Table 53.1 presents the calculated longest drift
times of electrons at different incident positions of X-rays. The value of incident
position of X-ray is the horizontal distance between the location where electron-
hole pairs are generated and the center of the detector. As can be seen from
Table 53.1, the farther the position of incident X-ray away from the detector center,
the longer time the electrons drift. The drift time is 38.0 ns when the electron-hole
pairs are generated in the center position, while 76.0 ns in the most outside position.

Figure 53.4 presents the varying of drift time of electrons with the incident
positions of X-rays. When the distances between the incident positions of X-rays

Table 53.1 Drift time of
electrons under different
incident position

Incident position (μm) Drift time (ns)

1 0.0 38.0

2 21.1 38.0

3 42.1 39.0

4 63.2 40.0

5 84.2 41.0

6 105.3 44.0

7 126.3 47.0

8 147.4 52.0

9 168.4 59.0

10 189.5 76.0
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and the center of detector are from 0 to 100 μm, the drift time of electrons are
between 38.0 and 41.0 ns, for the distribution of electric field in the region near the
center within 100 μm is almost uniform. Therefore the electron drift times in this
region are almost the same. When the distances between the incident positions of
X-rays and the center are bigger than 100 μm, the electron drift times increase
quickly along with the distance from the center. This is because the electric field
strength becomes weaker as the incident position of X-ray moves outward, resulting
the decreasing of the drift velocity of the electron. Moreover, the drift path in the
outer region is longer than the center region. These two reasons together cause the
rapid increase of the electron drift time. It also can be seen from Fig. 53.4 that the
electron drift times increase with the incident positions as the square law.

53.3.2 Effects of Structure Parameters on the Drift Time

The structure parameters such as length, width and height will change the distri-
bution of the electric field in the detector substrate and the length of drift path, thus
affecting the electron drift time. Because the structure of the detector is symmetrical
around the central axis, the length and width plays the same role in the influence on
the drift time, so the detector is simplified to a two-dimensional structure in the
simulation. The electron drift times under different width-height ratios are studied
here. We also assume that the electron-hole pairs are generated just as the X-rays
enter into the detector substrate to face the worst case. The height of Si substrate of
detector is fixed at 400 μm, while the widths of the detector substrate are respec-
tively set as 200, 400, 600, 800, 1200, 1600, 2000, 2400, 2800, 3200, 3600 and
4000 μm, corresponding to width-height ratio of 0.5, 1, 1.5, 2, 3, 4, 5, 6, 7, 8, 9 and
10. Figure 53.5 shows the calculated results.
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In Fig. 53.5, the Y-axis on the left side represents the case of maximum electron
drift time (when the incident positions of the X-rays are at the most outer position of
the detector), while Y-axis on the right side represents the case of minimum
electron drift time (when the incident positions of the X-rays are at the center of the
detector). As can be seen from Fig. 53.5, the maximum electron drift time rises
exponentially with the increment of the width-height ratio, for the electric field
strength is weaker in the outer region of the detector. The minimum electron drift
time increases with width-height ratio firstly, and remains almost constant after the
width-height ratio reaches 4. When the width of the detector reaches a certain value,
the influence of the increment of width to the electric field strength in the center
area can almost be negligible, so the minimum electron drift time does not increase
anymore. From Fig. 53.5, we can also see that if the maximum electron drift time of
the detector is expected to keep below 100 ns, the width-height ratio of the detector
should be designed less than 1.

53.4 Conclusions

The electrons and holes generated by the incident X-rays drift in the substrate under
the electric field caused by the gate voltage, which will affect the output of the
graphene-based detector. The theoretic formula of the total electric field strength on
graphene varying with the drift of electrons and holes is derived, with which the
output signal of the detector is calculated. It is found that the risetime of the output
signal is mainly influenced by the drift of electrons. And the risetime of the graphene-
based detector is in the order of 10 ns. The influence of incident position of X-rays and
the structural parameters to the electron drift time is studied using the finite element
method. It is found that the electron drift times increase with the incident positions as
the square law. As the width-height ratio of the detector increases, the maximum
electron drift time rises exponentially, while the minimum electron drift time
increases firstly and remains almost constant after the width-height ratio reaches 4.
The width-height ratio of the detector should be designed less than 1 to keep the
maximum electron drift time below 100 ns. The research in this paper is helpful to
design graphene-based X-ray detectors with more excellent performance.
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Chapter 54
Concepts and Perspectives on Navigation
Satellite Autonomous Health Management
System Based on Cognitive Technology

Jun Xie, Jianjun Zhang and Ming Xue

Abstract The navigation satellite navigation autonomous health management
system based on cognitive technology is an advanced intelligent spatial information
processing system. It takes the working mode and mechanism of the human brain as
reference, has more complex information and environment sensing ability, adap-
tively learns according to the information and environment statistic change, and
effectively improves “behavioral effect feedback” capabilities of many navigation
satellites in the system and the independent operation management capabilities of
navigation satellite systems. Therefore it is an important direction for the devel-
opment of future navigation satellite systems. Aimed at the building requirements of
global satellite navigation system constellation configuration and navigation satel-
lite function and based on exploring the cognitive technical background of navi-
gation satellite system, the basic concepts and content of the autonomous health
management system of navigation satellite based on cognitive technology are
proposed. Through analyzing the existing information flow of navigation satellite,
the idea of applying cognitive technology in cognitive technology-based navigation
satellite health management system and the key technologies will be discussed and
solved, and development recommendations of the cognitive technology-based
navigation satellite health management system are given.

Keywords Cognitive technology � Satellite navigation system � Autonomous
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54.1 Introduction

The satellite navigation system is a large and complex system running in the harsh
complex space environment with long-term continuous and stable operation.
Despite a series of measures is taken to guarantee the reliability in the design and
development process, the navigation satellites in orbit may still not work appro-
priately inevitably, affecting the health of the entire system. Due to the special
nature of the satellite navigation system tasks, when the navigation satellites in orbit
has failure, if timely measures are not taken, it could lead to a substantial decline in
service performance [1].

Cognitive technology as one of the four frontier science and technology in the
21st century, is in the interface of psychology, computer science, neuroscience,
philosophy and other basic science, emerged as a new scientific discipline. Cog-
nitive technology based satellite navigation self-health management system is a
more intelligent spatial information processing system. It takes the working mode
and mechanism of the human brain as a reference, has more complex information
and environmental awareness, and adaptively learns according to information and
environmental statistics change. It can also effectively improve the “behavioral
feedback effects” capacity of many navigation satellites, is an important direction
for future development of GNSS [2].

Based on the analysis of the information flow of navigation satellite, the basic
concepts and system framework of navigation satellite self-health management
system based on cognitive technology is proposed. The study gives the basic idea,
discuss and resolve the key technology, and put forward the development ideas and
proposals.

54.2 Model Design of Navigation Satellite Self-health
Management System Based on Cognitive Technology

54.2.1 Basic Concepts

Cognitive technology based navigation satellite self-health management system is
essentially intelligent information processing system with intelligent error detection,
fault tolerance, error correction, based on the operating mode of the human brain.
Through perception, analytical understanding, self-learning and memory of the
historical and current satellite navigation data status, we get and determine the
abnormal condition or fault-related information of a stand-alone device or subsys-
tems, including fault type, fault location, fault occurrence time and fault level, etc.
On the basis of fault information locate the fault, the systems is able to reason
intelligently, determine decisions and planning, such as the redundant replacement,
equipment reconfiguration, system degradation and other measures to ensure the
normal running operation of the system, so that navigation satellites can adapt to
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complex internal and external environments, efficiently and self-adjust the naviga-
tion satellite to fit the inside and external environment. In this way, many navigation
satellites in the system have “behavioral effects and feedback” capability [3–5].

The concept of cognitive technology based navigation satellite self-health
management system includes three basic elements:

(1) Intelligent information processing: Its main task is to transmit information, and
constantly interact with the internal state of the navigation satellite and the
external space environment, then acquire and improve the awareness of
navigation satellites on overall operating environment;

(2) Failure information and related information learning, storage, memory:
through failure information, a variety of internal information and space
environment is accumulated, in order to improve the precision degree of
navigation satellite failure cognition;

(3) Behavioral effects and feedback: based on behavioral effects, intelligent
information processing and intelligent reasoning are performed, and then is
sent back to the star transaction processing system, making navigation satellite
adaptive based on the fault decision information: if it is single-level fault, we
can use reset or reload and other means; if we can still not solve the problem,
we can use parts switch, and use the backup to solve; if it is subsystem or
system-level fault, we can apply stand-alone switch and crossover recombi-
nation, and use the backup to solve; if we cannot solve the problem, the
problem can be solved by switching the emergency mode, or by the use of
system degradation.

54.2.2 Framework

The law of human brain information processing system provides the ideal foun-
dation reserve for exploration and research of intelligent information processing, it
has a bright future. From the level of the system, the cognitive processes of the
brain receives original signals through the body senses, re-expresses the signal by
the encoding and decoding, which embodies the links of cognitive things attributes
and other things, and then is able to continue unchanged preservation and can be
repeated used and modified.

Based on the cognitive theory of human brain, this paper presents a navigation
satellite autonomous health management system framework (shown as Fig. 54.1),
combining the framework model and functional model realizes advantages com-
plementary, and simulates the simplifying system architecture of the human brain’s
higher nervous system. The structure includes information perception, collaborative
integration, and intelligent decision-making and dynamically reconfigurable com-
ponents. Information sensing analogies various sensors of the satellite navigation
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for various neuron receptors in the human body, which’s collect raw information
about the physical world [6–8].

Synergistic integration is similar to the human thalamus (thalamus is a pro-
cessing center signals with variety of sensory information, and is responsible for
temporal integration and information integration of the incoming signal external
from peripheral nervous system) functionality to achieve awareness, recognition,
understanding and other “intelligent perception”. Synergistic integration is a
reflected process from a single attribute information to the overall information,
reflecting the characteristics of a stand-alone or subsystems mutual interaction of
navigation satellite, and makes information organize meaningfully.

Intelligent decision is similar to the human brain (cognitive central nervous
system of the human brain is consists of interconnected left and right brain) for
intelligent information processing, and mainly achieves thinking, decision-making
and behavior control, and logical thinking skills, such as Lenovo, memory, learn-
ing, analysis, judgment, reasoning, and decision-making. The construction of

Dynamic reconfiguration
hardware manufacturing,  
embedded technique,  etc  

Data fusion
data modeling and processing 

technique,  spatial-temporal data  
mining,  date fusion of multi-

sensors

Dynamic decision
information fusion and knowledge 
reasoning,  performance evaluation  

mechanism,  etc 

Information perception
sensor technique,  detecting  

technique,  wireless transmission 
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Fig. 54.1 Schematic of navigation satellite self-health management system framework based on
cognitive technology
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cognitive structure is based on object needs and related environmental, and the
selection of decision requires search and reasoning based on a priori knowledge.

Dynamic reconfiguration is similar to the human cerebellum (the main function
of the cerebellum is to coordinate movement and action, control the operation and
posture, and maintain a stable equilibrium, i.e., by interacting with the lower central
nervous system and peripheral nervous system to achieve the human body’s
movement and the coordinated control of posture) for the information intelligent
processing and interactive interface process, which shows behavior intelligence.

In the life evolution process of information perception, collaborative integration,
intelligent decision-making, dynamic reconfiguration in the navigation satellite self-
health management system is based on cognitive technology. There are a variety of
dimensions of information, and different perception environment directly affects the
internal information associated strong and weak degree, and has circulation cog-
nitive characteristics. It can perceive the required information of the current navi-
gation satellite state, and make intelligent decisions and dynamic reconfiguration
achieve dynamic adaptation to the environment. The information life cycle is
“physical data → single parameter information → multidimensional parameter
information → multimodal fusion information → parameters associated knowl-
edge → parameter coupling knowledge → dynamic configuration → behavioral
control”. As is shown in Fig. 54.2, the navigation satellite self-health management
system based on cognitive technology is an effective pass along and is fully applied
constant flow direction and evolution of transformation, forming a closed-loop
information lifecycle.
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information
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Fig. 54.2 Information life cycle diagram of navigation satellite self-health management system
framework based on cognitive technology
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54.2.3 Multi-parameter Correlation Modelling

In the reference of the causes, mode, damage and measures of the orbit satellite
fault, treating the subsystem as a unit, we not only study a single component or
subsystem fault model established methods, but also consider the correlation among
fault models. Therefore, the multi-parameter correlation modeling of the satellite
navigation is the core part of the self-health management system.

(1) The node association model of the navigation satellite. The self-health man-
agement system connects a variety of stand-alone or subsystems seamlessly
using wired network, forming a large network, each node is regarded as an
object, as shown in Fig. 54.3. Therefore, each node in the self-health man-
agement system is modeled based on the object modeling method.

A given node object can be described by a triple dual, which is the combination
of the type of objects, the content attribute of objects and behavior of objects. The
object-based modeling method can be used to establish the relationship between the
different classes, and classes and node objects, describing the functions and features
of the network nodes according to the level of progressive relationship.

Object ¼ A;B;Of g ð54:1Þ

Where A ¼ a1; a2; . . .anf g represents the types of Object. B ¼ b1; b2. . .bnf g
Represents the content attributes of node objects. O ¼ o1; o2. . .; onf g is the
behavior of objects.

(2) System object graph is modeled based on the cognitive techniques. The
cognitive model based on the object graph is not only consistent with the
nature of the navigation satellites complex dynamic system, but also meets
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Fig. 54.3 Navigation satellite self-health management system network model
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the dynamic requirements from the dynamic system to its cognitive network.
Each object in the network association model is defined as 7 parameter
function groups:

o ¼ cn; on;OA;DA;E; g; fð Þ ð54:2Þ

where cn is the name of the node type, On is the name of the node, OA ¼
oa1; oa2; . . .; oan½ � is the correlation combination of solution of On, DA ¼
da1; da2; . . .; danf g represents the correlation type of OA, E ¼ e1; e2; . . .; enf g is the

other nodes which is link toOn, function g represents the corresponding node of each
association, function f represents the corresponding type of each association. The
parameters in the function set form a very large amount of information, and there are
associated cognition among the parameters to different degrees. These associations
represent not only the coupling among parameters, but is also able to carry out the
next couple of reasoning from the association, and get more implicit knowledge.

54.3 Navigation Satellite Self-health Management System
Framework Design Based on Cognitive Techniques

Under the basic concept of the navigation satellite self-health management system
based on cognitive techniques and with the analysis of the system framework and
the information life cycle, the navigation satellite self-health management system
framework based on cognitive techniques is formed, which not only achieves the
large closed-loop of navigation satellite—Internal context-aware and intelligent
processing—decision, but also achieve closed-loop of application—assessment—
update in a knowledge base, as is shown in Fig. 54.4. Taking full account of the
structure of the various subsystems, the navigation satellite system integrate all the
functions that the health management needs, so that each module can not only
collaborate, but also to maintain a clear interface, which is efficient and reliable.

According to the system functions, the navigation satellite self-health manage-
ment system framework based on cognitive techniques is divided into five parts:

(1) Information perception and acquisition

This part obtains the working condition data and information of various sub-
systems and stand-alone devices belonging to the navigation satellite using a variety
of sensors, as a follow-up data storage data sources.

(2) Fault dynamic database

Dynamic knowledge base provides a priori knowledge for the cognitive model
of adaptive fault identification module, and takes the cognitive learning using the
feedback information and updates the knowledge base dynamically.
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(3) The cognitive model of adaptive fault identification

Combined with the results of data processing, health condition of the entire star
and the subsystems is analyzed according to the related algorithms, including fault
diagnosis and prediction.

(4) Autonomous operation and management

According to the results of the health assessment, decision on the equipment in
which malfunction or failure may occur and subsystems are made. The results and
alarm information are then passed to the actuators.

(5) Actuators

It refers to that the self-health management system can send out a fault repair,
replacement or reconstruction of instruction independently including switching the
machine, status setting, the primary backup switch fault repair, replacement or
reconstruction of instruction, according to the result of the fault diagnosis and
prediction.

54.4 The Key Issues on the Navigation Satellite Self-health
Management System Based on Cognitive Technology

Currently, the issues which urgently need to be solved can be grouped into 5
aspects:
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(1) The navigation satellite self-health management system framework and
associated model base on the cognitive technology is still at a preliminary
stage, and there is a huge challenge to establish a comprehensive theoretical
model of common sense based on the existing self-health management system
structures. The reason is that the flight faults of navigation satellites in orbit are
difficult to predict, and the architecture presented above is difficult to fully
cover all the parameters of satellite navigation.

(2) Cognition is the ability to explore the unknown environment. The cognitive
ability of the self-health management system is driven by a navigation satellite
state environmental goal.

(3) According to current research, a similar study exists abroad, which applies the
cognitive technology in a single computer system, and has achieved some
success. This allows us to see favorable prospects when the recognition
technology is in the use of multi-system level, but there are a lot of difficulties
in the navigation satellite system to just rely on the misappropriation of
cognitive model applied in stand-alone systems.

(4) Satellite navigation is a complex system involving multi-disciplinary, multi-
technology fields. The complexity of their stand-alone or multiple subsystems
runtime state provides a higher demand on cognitive loop system strategy
mechanisms of cognitive technology expert systems, artificial intelligence and
game theory in the cognitive technology; and various states of the environ-
ment need to develop different cognitive appropriate loop strategy.

(5) The actual work is more complex in various aspects when applying the
satellite navigation self-health management technology system based on the
cognitive technology. Furthermore, some factors are not repeatable and
unpredictable, unless the satellite navigation self-health management tech-
nology system based on the cognitive technology is in operation, otherwise the
situations in the system cannot be validated assessments one by one, which
naturally limits the system design tradeoffs and evaluation of its effectiveness.

54.5 Perspectives on Further Development

First stage: analyze needs, refine requirements, set up the program.
The overall demand of the navigation satellite system in the whole process of

flying missions, the navigation satellite self-health management system based on
cognitive technology simulation technology should be set up. The objectives and
mission requirements navigation satellite autonomous health management to
achieve should be understood.

The second stage: break through the key technology, and clarify the technical
development path

In the key technology of the navigation satellite self-health management system
based on cognitive technology, confidence perception method, collaborative fusion
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and intelligent decision are all based on the overall demand analysis. The key
technology is the technological base navigation satellite self-health management
function based on the cognitive technology, which is both engineering stage results
and a reliable guarantee for subsequent engineering implementation.

The third stage: Building simulation system, complete system verification
Research for the navigation satellite self-health management system based on

cognitive technology simulation technology is carried out, and navigation satellite
ground system simulation for design verification is developed and built, fault
diagnosis is achieved, satellite autonomous system is evaluated and system
reconstruction and fault forecast technology demonstration are achieved.

54.6 Summary and Recommendations

(1) The cross fusion of self-health management system and cognitive technology
is the trend of the future development of GNSS

From the developing trend of both at home and abroad, the cognitive technology
of space information system has made great improvement in performance. Explo-
ration research on cross-integration of the cognitive technology and spatial infor-
mation system, which foundation is the navigation satellite self-health management
system based on cognitive technology, is at the preliminary stage both at home and
abroad, and needs to be carried out through in-depth study.

(2) Strengthening the theoretical model research and tamping the basis of system
technology development

The complex navigation satellite self-health management system based on
cognitive technology involves many new and difficult method. Although we have
taken an important first step, there are still some key theoretical models that need to
be broken through, and we should carry out research and development work as
early as possible, so that we can break through the theoretical bottlenecks laying the
solid theoretical foundation for system technology to practical application.

(3) Timely demonstration of the ground or in orbit integration, promote system
technology to the practical application

On the basis of a breakthrough in the related theoretical model and key tech-
nology, we should carry out the ground or in-orbit demonstration as soon as pos-
sible. Through the demonstration, we can maintain the continuity of the technology
development, realize the rolling development of related parameter model more,
timely find problems and deficiencies, accumulate experience, and for the system
technology to practical lay a more solid foundation.
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(4) To promote universal model and system design for the system technology in
the wide application of spatial information system.

Currently spacecraft design are considering self-health management require-
ments, but lacks independent and effective line of health management system
technology. In the event of failure or abnormal state we only rely on the ground
remote telemetry, which also restricted the development of information systems for
future space and is a bottleneck in the application.
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Chapter 55
An X-Ray Pulsar TOA Estimation Method
Considering Spacecraft Orbit Motion

Liangwei Huang, Ping Shuai and Xinyuan Zhang

Abstract Pulse time-of-arrival (TOA) estimation is the key procedure to construct
the measurement in X-ray pulsar navigation. Traditional TOA estimation methods
are designed assuming spacecraft to be at rest. However, spacecraft orbit motion
introduces doppler effect and causes observed pulse period shift, which makes TOA
estimation harder. This paper provides a method based on average cross correlation
to solve the problem in orbit motion situation. Instead of direct doppler frequency
estimation, this idea transplants the static cross correlation method based on epoch
folding into dynamic situation by folding at the middle of the observation period to
counteract the doppler effect. At certain doppler frequencies, the average cross
correlation method is tested via Monte-Carlo simulation. Results show that the
proposed method can output high-precision TOA estimation at small accumulated
doppler phases.

Keywords X-ray pulsar � Dynamic situation � Pulse TOA estimation � Doppler
frequency

55.1 Introduction

X-ray pulsar navigation is a promising technique to realize spacecraft long-time and
high-precision autonomous navigation. It is a highly valuable technique appreciated
by different astronautical organizations in the world [1]. The pulse time-of-arrival
(TOA) is the basic measurement quantity of pulsar navigation, whose precision will
decide the navigation accuracy. The pulse TOA measurement can be represented by
the pulse phase in the equivalent form for the fact that the pulse TOA equals the
phase multiplied by the pulse period. As a benefit, the doppler frequency can be
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used to construct spacecraft’s velocity measurement equations. Therefore, in the
following text, the pulse TOA estimation problem is addressed as the pulse phase
measurement problem, which concerns how to obtain high-precision pulse phase
estimates and doppler frequency estimates from photon TOA data.

The pulse phase estimation methods are commonly divided into two types: one
is based on the epoch folding and another directly uses photon data [2, 3]. As to
epoch folding, the cross correlation [4, 5] or the nonlinear least square estimation
[2, 6] can be used to compare the folded profile with the standard profile. Directly
using of photon data is based on the maximum likelihood principle, which calcu-
lates the phase shift by maximizing the likelihood function (LF) [7]. The LF can be
maximized using numerical algorithms such as the grid search algorithm [8] and the
Newton-iteration algorithm [3] or analytic ways such as the technique based on the
first-order harmonic wave approximation of the LF [9, 10]. Above mentioned
methods are applicable to phase estimation in the static situation that postulates that
spacecraft are at rest on orbit. When spacecraft orbit motion is considered, the
observed pulse frequency departures from the pulsar’s inherent rotation frequency.
This departure is called the doppler shift or the doppler frequency. For pulsar
navigation, the doppler frequency is unknown, which denies the pulse TOA or
phase estimation. Some literature tries to directly estimate doppler frequencies that
is also called observed pulse period searching. Such methods aim to simultaneously
obtain the initial pulse phase and the doppler frequency of the observation period,
which are called federal estimation [11]. For example, Li [12] designed the pulse
period estimation algorithm based on the maximum correlated variance search, and
Zhou et al. [13] proposed the improved Lomb algorithm based on fast Fourier
transform (FFT) to estimate the pulse period. However, it is difficult for these
methods in frequency domain to efficiently estimate the doppler frequency, for the
facts holds [14, 15]: (1) the pulse signals are hidden in the background noises so
that numerous photon samples are needed to increase the spectral resolution due to
the fence effect; (2) the harmonic waves introduced by the sub-peaks of the pulse
profiles disperse the spectral lines, which brings extra errors in doppler frequency
estimation.

In this paper, an original way is proposed to sheer off direct pulse period
searching, which deals with the phase estimation problem in dynamic situations as
an extension of the static situations. The average effect is reached by folding at the
middle of the observation period to counteract the doppler effect and to estimate the
doppler phase of the midpoint. Based on this principle, the average cross correlation
(ACC) algorithm is proposed, which folds the photons with inherent period at the
middle of the observation to eliminate the folded pulse shift caused by the doppler
effect. In this way, although the folded profile will be widened, it suffers from no
shift under certain precision, so that the cross correlation can be use to estimate the
pulse phase of the midpoint. The Monte-Carlo simulation is made upon the ACC
algorithm. Simulation results show that at a specific doppler frequency, the ACC
algorithm can output high-precision pulse phase estimation for a limited observa-
tion period.

626 L. Huang et al.



55.2 Pulse Phase and Doppler Frequency Model

If the spacecraft orbital motion is considered, the pulse phase and frequency
observed at the spacecraft are different from those observed at the pulsar, which is
caused by the phase delay and the doppler effect. The phase at the spacecraft is
called the observed pulse phase noted as ΦX, whereas the pulsar’s inherent rotation
phase is noted as ΦP. It takes time D for the pulse signal to be transmitted from the
pulsar to the spacecraft. This course can be comprehended as the transmission of the
same pulse phase from the pulsar to the spacecraft. Thus, the observed pulse phase
is the delayed inherent phase:

UXðsÞ ¼ UPðs� DÞ ð55:1Þ

where τ is the time of arrival expressed by the spacecraft proper time. The inherent
phase ΦP is expressed by

UPðTÞ ¼ UP
0 þ f0DTþ1=2f1DT2 þ 1=6f2DT3 ð55:2Þ

where T is the pulsar proper time, UP
0 is the initial phase evaluated at T = EFRQ with

EFRQ being the frequency epoch, f0 is the rotation frequency, f1 and f2 are
respectively the first order and the second order time derivative of the rotation
frequency, and Δ denotes the time elapse with respect to the frequency epoch, i.e.,
DT � T � EFRQ.

The observed pulse frequency is defined to be time derivative of the observed
pulse phase, i.e., fo � dUX=ds, whose reciprocal is the observed pulse period
Po ¼ 1=fo. By taking the time derivatives of both sides of Eq. (55.1), the following
expression is gotten:

fo ¼ fs þ fd ð55:3Þ

where fs is called the source frequency that is the pulsar’s current rotation frequency
taking account of the spin-down effect:

fs ¼ f0 þ f1DT þ f2=2DT2 ð55:4Þ

Here, T ¼ s� D, and because f1 and f2 are small values, ΔT can be substituted
for by Ds ¼ s� EFRQ, which yields

fs ¼ f0 þ f1Dsþ f2=2Ds2 ð55:5Þ

when the pulsar’s frequency epoch is old, the Δτ and Δτ2 items cannot be omitted.
The quantity fd is the doppler frequency expressed by
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fd ¼ �ðdD=dsÞfs ð55:6Þ

If only the first order doppler effect is considered, there is dD=ds ¼ �c�1mp,
where vp is the spacecraft’s radial velocity relative to the pulsar. If the pulsar is in a
binary system, vp is composed of the spacecraft’s orbital velocity and the pulsar’s
velocity with respect to the barycenter of the binary system. Figure 55.1 gives an
example of the doppler frequency, in which the doppler frequency of a near-Earth
spacecraft at the altitude of 600 km observing the binary pulsar PSR B1744-24A is
plotted. The pulse period of PSR B1744-24A is 11.56 ms, whose orbital period is as
short as 1.8 h. In Fig. 55.1, The doppler frequency comprises three periodic
components that are the 1.8 h component of binary motion, the 1.8 h component of
spacecraft orbital motion, and the 1 year component of the Earth revolution.

55.3 Cross Correlation

The cross correlation (CC) is used for pulse phase estimation in static situations.
The static situation should assume that the pulsar is single and the spacecraft is at
rest in the solar system so that no doppler effects exist. The CC algorithm is based
on photon epoch folding, which bins the photon epochs and folds them to form a
profile. The folded profile is then correlated with the standard profile to generate the
phase estimation. The CC is an excellent algorithm for the static situation, because
it performs well in precision and efficiency. The procedure of the CC algorithm is as
follows.

Given an observation period sobs started with s0, the epoch folding process is
shown in Fig. 55.2. Set the folding period sf to be the observed pulse period Po.
Note the start point of the folding period to be s0f . Separate the folding period into
Nb bins, each of which is with the length of sb. Calculate the position of the photon
TOA in the folding period for each photon in the photon series. If the photon TOA

Fig. 55.1 The doppler
frequency caused by the
spacecraft and pulsar motion
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is in the jth bin, the count of this bin Cj is added by 1. Then, Cj can represent the
folded profile in the discrete form, which can be normalized to be

~hj ¼
P Cj �min

j
Cj

� �

sb
P

j
Cj �min

j
Cj

� � ; j ¼ 1; 2; . . .; Nb ð55:7Þ

where ~h is the normalized folded profile and ~hj ¼ ~h ðj� 1=2Þ=Nb½ � denotes the
normalized intensity of the jth bin of the folded profile.

The principle of the cross correlation is to maximize the cross correlation
function between the folded profile and the standard profile. Here, the CC function
can be expressed in discrete form [3, 16]:

RDð/Þ ¼ 1
Nb

XNb

j¼1

hj~hjþ/ ð55:8Þ

where hj denotes the normalized intensity of the jth bin of the standard profile, ~hjþ/

represents the normalized intensity of the jth bin left shifted by ϕ of the folded
profile:

hj ¼ h ðj� 0:5Þ=Nb½ �
~hjþ/ ¼ ~h ðj� 0:5Þ=Nb þ /½ � ð55:9Þ

The phase delay ϕ is the left shifted amount of the folded profile with respect to
the standard profile. The phase delay should be adjusted to maximize RDð/Þ.
Suppose the start point of the folding period be the start point of the observation
period. The initial pulse phase can be estimated by

~/0 ¼ argmax
/2½0;1Þ

RDð/Þ ð55:10Þ

0τ
0 oPτ + 0 o2Pτ + 0 obsτ τ+

0fτ 0f fτ τ+τ b

Epoch folding

1j jC C+ →

Photon series 

Folding period 

Fig. 55.2 The procedure of
photon epoch folding
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Although ϕ can be searched in time domain, the way in frequency domain is
more efficient. The CC function in Eq. (55.10) can be resolved by the FFT tech-
nique [17]:

RDð/jÞ ¼ IFFT FFT(hjÞ � FFT(~h�jÞ
� � ð55:11Þ

where FFT is the fast Fourier transform, IFFT is the inverse FFT, ~h�j is the inverted
sequence of the folded profile.

55.4 Average Cross Correlation

In dynamic situations, fd is not zero, so that folding with the inherent period will
misalign the photon TOA data and the folded profile will suffer from smear and
shift. Mind that the start point of the folding period can be set to the midpoint of the
observation period to counteract the profile shift caused by the doppler effect. In this
way, although the folded profile is smeared, the phase estimation will be kept by a
certain precision (see Fig. 55.3).

Next, an example is given to demonstrate this idea. Observing the Crab pulsar,
let the detector area be Ad ¼ 0:5 m2, the time resolution be sd ¼ 100 ls, the
observation period be sobs ¼ 5 s, the start point be s0 ¼ 56273:0 MJD, and the
initial pulse phase be /0 ¼ 0:4. Pick 21 points of fd from −0.2 to 0.2 Hz to generate
21 groups of simulated photon TOA series. Set the folding period to
sf ¼ 1=fs ¼ 0:0115631 s, and set the start point of the folding period to s0f ¼ 2:5 s.
Then, 21 phases at the midpoints are estimated via CC.

Standard profile

Folded profile 
without  dopper effect 

Folded  profile with 
doppler effect (smear) 

Shift caused by the 
misalignment of the 

photon TOAs

Phase shift

Midpoint of the 
observation period

Fig. 55.3 The sketch map of
average epoch folding
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The midpoint phase estimation errors are plotted in Fig. 55.4, which shows that
at small doppler frequencies, the phase error is close to zero, and it diverges as the
doppler frequency increases. Thus, the average cross correlation algorithm appli-
cable to the dynamic situation is proposed. The algorithm process is as follows.

Step 1 Set the folding period to the pulsar’s inherent rotation period, i.e.,
sf ¼ 1=fs, set the start point of the folding period to the midpoint of the
observation period, i.e., s0f ¼ smid, and execute the epoch folding.

Step 2 Use the CC algorithm in Sect. 55.2 to estimate the phase at s0f to yield the
midpoint phase estimation ~/mid of the observation period.

The ACC algorithm can be enhanced by predicting the doppler frequency. The
Earth’s radial velocity and the pulsar’s velocity in the binary system can be com-
puted according to the epochs. Thus, these two parts can be deducted from the
doppler frequencies precisely. The spacecraft’s radial velocity can be taken as the
current best estimation otherwise zero if no apriori information exists. With the
predicted doppler frequency ~fd, the folding period in the Step 1 of the ACC algo-
rithm should be set to sf ¼ 1= fs þ ~fd

� �
.

55.5 Numerical Analysis

The Monte-Carlo simulation is made that the ACC algorithm estimation error is
compared with the Cramer-Rao low bound CRB. The CRB computation can be
referred to Ref. [8]. The observation target is selected to be PSR B1744-24A, whose
flux parameters are set that the source flux is Rs ¼ 1:09� 10�3 ph/s/cm2, the
background flux is Rb ¼ 5� 10�3 ph/s/cm2, and the pulse fraction is pf ¼ 0:6. Set
the detector area to Ad ¼ 10 m2, set the time resolution to sd ¼ 100 ls, and set the

Fig. 55.4 The cross correlation phase estimation error if the epoch folding is made at the midpoint
of the observation (PSR B0531+21)
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start point of the observation period to s0¼ 56273:0 MJD. The estimation is exe-
cuted for 500 times to yield one phase root mean square error (RMSE).

Under the fixed doppler frequency fd ¼ �0:012 Hz, the simulation is done at
different observation periods respectively being 0.1, 0.2, 0.3, 0.5, 0.7, 1, 2, 5, 10,
20, 50, and 100 s. The results are plotted in Fig. 55.5. As a comparison, the

ffiffiffiffiffiffiffiffiffiffi
CRB

p
curve and the RMSE curve at fd ¼ 0 are also plotted. It can be seen in Fig. 55.5. that
as to the ACC algorithm, when sobs\5 s, the RMSE curve approaches that of
fd ¼ 0 in respect that the accumulated phase is at a low level for sobs\5 s. As the
observation period lengthens, the error of the ACC algorithm increases
significantly.

From the Monte-Carlo simulation results, the following conclusions can be
made: (1) The ACC algorithm is applicable to phase estimation in dynamic situ-
ations, however, its performance is affected by the doppler phase accumulation in
the observation period. (2) The ACC algorithm keeps a high precision when the
doppler phase accumulation is at a low level, and the RMSE could well approach
ffiffiffiffiffiffiffiffiffiffi
CRB

p
. (3) The ACC algorithm is susceptible to the doppler frequency, whose error

increases significantly at great accumulated doppler phases.

55.6 Conclusion

Aiming at the X-ray pulsar navigation mission, this paper discusses the pulse TOA
(or phase) estimation techniques considering spacecraft orbit motion. The pulse
phase and doppler frequency models are built for the dynamic situation. Based on
the static cross correlation method, the average cross correlation method suitable to
the on-orbit dynamic situation is proposed. This method elaborately takes advan-
tage of the average effect so that it can avoid direct doppler frequency estimation

Fig. 55.5 Monte-Carlo
simulation results of pulse
phase estimation (PSR
B1744-24A)
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and can output the phase estimate at the midpoint of the observation period.
Simulation results show that the ACC method performs well in accuracy when the
accumulated doppler phase is small, which can well approach the Cramer-Rao low
bound. However, the ACC method is susceptible to the doppler frequency. How to
reduce the susceptivity of this method is worthy of further research.
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Chapter 56
The Research of X-Ray Pulsar Signals
Simulation Method

Lingzhong Fu, Ping Shuai, Mengfan Xue, Haifeng Sun
and Haiyan Fang

Abstract X-ray can’t be directly observed at laboratory due to the absorption of
atmosphere. Furthermore, observation at space consumes a great deal of financial
and material resources and is highly risky. Therefore, simulation data of X-ray
pulsar is of great importance, whereas the current simulation method can only
generate X-ray signals of constant period at the Solar System Barycenter (SSB),
without considering the slow varying property of pulsar period and the large scale
space-time effects. This paper proposes a new simulation method for X-ray pulsar
signal. First, the arrival phase of the next photon at the SSB is recursively calculated
according to the phase of the previous photon. Next, seek the pulsar ephemeris to
obtain the phase evolution model of the current time. Then, transform the arrival
phase of the photon to its arrival time at the SSB using the obtained phase evolution
model. Subsequently, utilizing the solar system ephemeris and orbital parameters of
the spacecraft, the arrival time of the corresponding photon at the spacecraft can be
acquired by an iterative algorithm. Simulation results show the validity of the
proposed methods. The simulation data of the proposed method includes the slow
varying property of pulsar period and the large scale space-time effects, also is very
similar to the RXTE observation data. Thus the proposed method can be applied to
the validation of all the algorithms needed in the practical navigation, such as
profile integrating and large scale time transformation.
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56.1 Introduction

X-ray pulsar-based navigation (XPNAV) is a new autonomous navigation method
with properties of strong anti-jamming, high safety, broad coverage area and high
precision, which draws more and more attention of the main space powers around
the world, such as America, Japan, and Germany [1]. In 2004, The Defense
Advanced Research Projects Agency (DARPA) proposed an X-ray pulsar-based
navigation (XNAV) and autonomous positioning verification project to research the
simulation method of XPNAV and the development prototype. At present, the
simulation of XPNAV and the feasibility testing are completed, and the space flight
experiment is upcoming. Due to the atmospheric absorption, the X-ray pulsar signal
can be hardly captured on the ground labs. Thus the experimental verification of the
pulsar-based navigation must be carried out in space. However, developing X-ray
detection system is highly complicated and difficult, and will consume a great deal
of financial and material resource. So it is not suitable in the early stage of XPNAV
research. To reduce the cost and to save time, research work is mainly based on
simulation signal generated from simulation system on ground.

At present, researchers have developed two methods to generate pulsar signals.
One is the semi-physical simulation method [3, 4] and the other is the numerical
simulation method [5–8]. Semi-physical method generates real photon whose
intensity is modulated by pulsar’s standard profile. Photon detector receives the
photon signal, and the actual arrival time of the photon reach is stamped, which is
used to validate algorithm, such as epoch folding, estimation of time of arrival
(TOA), and navigation. Numerical simulation method uses computer to generate
pulsar signals. Compared with the semi-physical method, the numerical simulation
method is more simple and efficient.

At present, no matter what simulation method is used, the X-ray pulsar signal is
treated as periodic. Actually the X-ray pulsar’s period varies slowly [9]. Simulated
pulsar signal with fixed period is not precise. In long time autonomous navigation, a
slight deviation of period will lead to a great distortion of accumulative profile. In
order to verify validity of the algorithm, such as period search, epoch folding, TOA
estimation and autonomous navigation, it is very important to research a new
simulation method to simulate the slow varying property of the pulsar period.

In this paper, a novel method for simulating the slow varying property of the
pulsar period is developed. A recursion algorithm of pulsar photon phase is
improved from the traditional Photon TOA recursion algorithm. The phase pre-
diction model is used to transform the photon phase to photon TOA. Finally,
validity of the simulation method is verified in aspects of period, accumulative
profile and photon flux of pulsar.

By analyzing the difference between simulation data and RXTE observation
data, the results prove that simulated data is very similar to RXTE observation data.
Thus the simulated data can be used to develop algorithm of period search, TOA
estimation and pulsar-based autonomous navigation.
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56.2 Principle of Simulation Method

Basic idea of the photonic analog is to generate the photon TOAs at SSB using the
pulsar standard profile and phase prediction model of SSB. Then the photon
sequence is transformed from the spacecraft proper time to a barycentric standard
time reference, considering the various large scale space-time effects. Figure 56.1
shows the flowchart of the photon simulation. It mainly includes the following
steps:

(1) According to the pulsar phase prediction model, calculate the pulse phase of
the simulation starting time at SSB. Existing pulsar phase prediction model is
based on the radio spectrum. In order to obtain the pulse arrival time of X-ray
spectrum at SSB, it is necessary to generate the observed profile of X-ray
pulsar using the real data, and then calculate the phase delay between the X-
ray pulse profile and radio pulse delay.

(2) Choose the corresponding pulsar standard profile according to the simulation
start time of the energy range.

(3) Generate photon TOAs of the selected energy range and the simulation time at
SSB.

(4) According to the spacecraft orbit and the ephemeris of the solar system,
transform the spacecraft proper time to the TDB time of SSB, by calculating
the aberration and the various large scale space-time effects. At last, output the
photon TOAs at the spacecraft.

Time of arrivals of  the photons at the 
spacecraft

pulsar standard profile 
corresponding to  the 

simulation time and the 
simulation energy range

Pulsar phase prediction model

Generate photon TOAs of Non-
Homogeneous Poisson process at SSB

Transform barycentric standard time,
namely TDB to  spacecraft proper time

Calculate the pulsar phase at time at
SSB

Acquire the standard pulse profile at time 
t at SSB

Spacecraft orbit and the 
ephemeris of the solar system

Starting time of the simulation 

Pulsar ephemeris

Fig. 56.1 Process of simulation
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This method conforms to the propagation process of X-ray pulsar arrival photon
at the spacecraft. The physical process is clear and the simulation algorithm takes
advantage of the pulsar ephemeris, the spacecraft’s orbit and the solar ephemeris, so
the simulated photon sequence contains the pulsar cycle change, as well as the
various large scale space-time effects.

56.3 Algorithm and Realization

56.3.1 Generate Photon TOAs at SSB

56.3.1.1 Recursive Simulation Method

The photon sequence emitting by the X-ray pulsar can be modeled as a non-homo-
geneous Poisson process (NHPP) [7]. Assuming that a photon arrives at tn = t, the
probability distribution of Z = tn+1− tn > z can be expressed by Eqs. (56.1) and (56.2).

PðZ[ zjtn ¼ tÞ ¼ PðNtþz � Nt ¼ 0Þ

¼ exp �
Z tþz

t
kðtÞdt

� �

¼ expð�ðKðt þ zÞ � KðtÞÞÞ

ð56:1Þ

where tn is the TOA of nth photo, Nt is the number of the detected photons in the
interval (0, t), λ(t) is a time-varying Poisson rate of the pulsar, and Λ(t) is the
integrated rate of the Poisson process.

PðZ[ zjtn ¼ tÞ ¼ 1� Fzjtn¼tðzjtn ¼ tÞ ð56:2Þ

where Fzjtn¼tðzjtn ¼ tÞ is the probability distribution of Z = tn+1 − tn < z. Assuming
that a photon arrives at tn = t, from Eqs. (56.1) and (56.2), we can obtain

Fzjtn¼tðzjtn ¼ tÞ ¼ 1� e�ðKðtþzÞ�KðtÞÞ ð56:3Þ

Hence, the inverse function of Fzjtn¼tðzjtn ¼ tÞ can be generated as

F
�1

zjtn¼t
ðzjtn ¼ tÞ ¼ �t þ K�1ðKðtÞ � lnð1� zÞÞ ð56:4Þ

Given the nth photon generated at tn = t, Z can be generated as

Z ¼ �t þ K�1ðKðtÞ � lnð1� UÞÞ ð56:5Þ
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Since 1-U is a uniform random variable in the interval (0, 1), without loss of
generality, Eq. (56.5) can be expressed as

Z ¼ �t þ K�1ðKðtÞ � lnUÞ ð56:6Þ

Let E = −ln (U), E is an exponential random variable. As a result, using
Eq. (56.6) and giving tn = t, tn+1 is generated as

tnþ1 ¼ tn þ Z

¼K�1ðKðtnÞ � lnUÞ ð56:7Þ

56.3.1.2 Simulation the Slow Varying Property of Pulsar Period

Using Eq. (56.7), we can generate the next photon TOA at SSB from the previous
one. In Eq. 56.7), only the integrated rate of the Poisson process Λ(t) and Λ−1(t),
and the inverse function of Λ(t) are related to the pulsar. The pulsar standard profile
which is calculated in a large time scale is not a transient behavior of the pulsar and
can’t reflect the varying of pulsar period. But the pulsar standard profile folded by
phase, expressed as λ(ϕ), is very stable. Pulsar phase is related with the pulsar
photon TOA by the pulsar phase prediction mode. By this way, the pulsar photon
TOA generated can reflect the varying of pulsar period.

In Eq. (56.7), substituting ϕ(tn) into tn, we can obtain the recursion equation of
the pulsar photon phase

/ðtnþ1Þ ¼ K�1ðKð/ðtnÞÞ � lnUÞ ð56:8Þ

There is a consistent one-to-one match between the phase of pulsar photon and
the TOA of pulsar photon. Using the pulsar phase prediction mode, we can solve tn,
whose corresponding pulsar phase is ϕ(tn).

/ðtÞ ¼ /ðt0Þ þ f ½t � t0� þ f
:

2
½t � t0�2 þ f

::

6
½t � t0�3 ð56:9Þ

Recursion method of pulsar photon TOAs is illustrated in Fig. 56.2.
The recursive process pulsar photon arrival times contains the relationship

between the photon TOAs and the pulsar period prediction model. Therefore the
simulated photon sequence contains the pulsar frequency, the second and third
order items of the pulsar frequency and so on. We can obtain the pulsar frequency
and its derivatives from the Princeton pulsar ephemeris database. Princeton pulsar
ephemeris database records the pulsar frequency and its derivatives corresponding
to different time durations. The length of the time period is associated with the
speed of change of the pulsar frequency. The faster the speed of change of the
pulsar frequency is, the shorter the valid period of the corresponding frequencies.
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During simulation according to the arrival time of the former photon, search the
corresponding rotation frequency from the pulsar ephemeris database to obtain the
phase prediction model and then generate the arrival time of next photon based on
the recursive process of pulsar photons. Therefore, each simulated photon contains
the change of the pulsar’s instantaneous frequency and the simulated photon
sequence reflects the graded properties of the pulsar’s rotation period.

56.3.1.3 Numerical Solution for Photon Phase Recursion

Using Eq. (56.8) to generate the next pulsar photon TOA, integrated rate function of
the pulsar Poisson process and its inverse function are essentially required. Because
the Poisson rate of the pulsar is irregular, it is difficult to be described as an
analytical function expression. Even though analytical function expression can be
obtained by fitting method, it will be very complex. Thus numerical method is more
efficient to solve this problem. When the Poisson rate of the pulsar is discrete, the
integrated rate function of pulsar can be described by a phase-integrated rate value
chart, Phase as independent variable and integral rate value as the dependent var-
iable. Whatever a photon phase is, a corresponding integral rate value can be
calculated by interpolation method.

The inverse function can be easy obtained just by exchanging the independent
variable and the dependent variable of original function. Thus when an integral rate
value is given, a corresponding photon phase can be calculated by the interpolation
method. Figure 56.3 is the diagram of the numerical recursion solution for the
photon phase.
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Fig. 56.2 Recursive method
of pulsar photon TOAs
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56.3.2 Time Transfer of Photon TOAs from SSB
to Spacecraft

The photon sequence at the SSB solar photon uses the TDB time, while the
spacecraft recorded the arrival time of photons using the natural proper time gen-
erated by atomic clock (proper time, PT), therefore, we need to correct the aber-
ration and transform the time scales. Time scale transfer mainly includes the one of
Einstein delay. The aberration correction includes the Roemer delay and the sun
Shapiro delay.

56.3.2.1 Aberration Transfer

The complete aberration transfer needs integral operation, and is not practical. This
paper adopts the practical simplified formula of the RXTE platform.

tSSB�TDB � tSC�TDB ¼ n!� r!
SC=SSB

c
� 2ls

c3
logð1þ r!

SC=sun
� n!

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r!

SC=sun
� r!

SC=sun

q Þ ð56:10Þ

This simplified time transformation formula calculates the time needed for the
photon propagating from SSB to the spacecraft. Let tSSB-TDB denote the TDB time
of the photon TOA at the SSB and tSC-TDB denote the TDB time of the photon TOA
at the spacecraft. The position of the spacecraft relative to the SSB is r!

SC=SSB
,

r!
SC=SSB

¼ r!
SC=E

þ r!
E=SSB

, the unit direction to the pulsar is n! with respect to the

SSB and the position of the spacecraft with respect to the sun is r!
SC=sun

.

Calculating r!
SC=SSB

and r!
SC=sun

needs to know the TDB time of the photon TOA
at the spacecraft. Then by searching the solar ephemeris files, the relevant
parameters can be acquired. Furthermore, the TDB time of the photon TOA at the
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Fig. 56.3 Diagram of numerical solution for photon phase recursion
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spacecraft is also required to the get n!. Therefore, it is difficult to obtain a
mathematical formulation of tSC-TDB. This article uses the iteration method to solve
tSC-TDB. The iteration steps are as follows:

(a) Let k = 0, t0 = 0, and Dt = 0;
(b) tSC�TDB ¼ tSSB�TDB�Dt;
(c) Calculate r!

SC=SSB
, r!

SC=sun
and n!; substitute them into Eq. (10) and then cal-

culate tk+1;
(d) Define Dt = tkþ1-tk; if jDtj\e, then stop the iteration procedure; Else let k = k

+1 and go to step (b).

To ensure that the error of the time transfer does not affect the accuracy of the
subsequent photon processing algorithm, the iteration stopping criterion is
ε = 10−12(s).

56.3.2.2 Time Scale Transfer

The complete timescale transfer needs integral operation, and is not practical. This
paper adopts the practical simplified formula of the RXTE platform.

tSC�TDB ¼ tSC�TT þ 1
c2

r!
SC=E

� v!
E=SSB

þ P ð56:11Þ

Equation (56.11) performs the time transformation from TT to TDB. tSC-TT is the
TT time of the photon TOA at the spacecraft, tSC-TDB is the TDB time of the photon
TOA at the spacecraft, and r!

SC=E
is the position of the spacecraft with respect to

Earth. m!
E=SSB

is the inertial velocity of Earth with respect to the SSB and P includes
all the period correct items. The TT time of the photon TOA at the spacecraft,
which can be obtained from the spacecraft’s orbit file, is needed in order to calculate
r!SC=E . However, the TT time of the photon TOA at the spacecraft the exactly what
we need to resolve. Therefore, we adopt the iteration method which is as that of the
aberration transfer.

56.4 Numerical Simulations

Take pulsar B0531+21 for example, analyze and process the simulated photon
sequence, and verify the correctness of the pulsar signal simulation. Validation
contains the following three aspects: (1) validation of the graded properties of
pulsar’s rotation period. Search the period of the simulated photon sequence and
compare the searched period value with the one of the pulsar ephemeris to verify
the correctness of the simulated period characteristic; (2) Validation of the pulsar
profile and flow. According to the phase prediction model of the pulsar, obtain the
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pulsar profile through the epoch folding procedure and then compare it with the
standard profile to verify the simulation accuracy of the profile and flow; (3)
Comparison experiments using the measured data. Validate the similarity of the
simulated photon sequence and the real data via comparing the simulated data with
the real data.

56.4.1 Validation of Variation Property of Period

Take Pulsar B0531+21 for example. The photon data of five time durations is
generated. The length of each time period is 180 s. The average radiation flow of
pulsar is 1.54 ph/cm2 s and the detector area is 1000 cm2.

In order to get the period of the simulated photon sequence, we need to use the
cycle search algorithm, which is as follows:

(1) Transform the arrival time of the photon sequence to the geocentric coordinate
system of the solar system;

(2) According to the Eq. (56.12) expressed as

Ui ¼ ðti � t0Þ
T

mod 1:0 ð56:12Þ
where ti is the arrival time of the ith photon and t0 is the reference time, and
using a certain rotation frequency f (f = 1/T), the absolute phase of each
photon is calculated and only the fractional part of it is retained. The obtained
phase is within [0, 1];

(3) The phase [0, 1] is divided into m equal-length bins and then the photon
counts in each bin are calculated. Afterwards, calculate the Pearson chi-square
statistics by

v2 ¼
Xm

i¼1

ðni � N=mÞ2
N=m

; ð56:13Þ
in which N is the total photon number, and N = ∑ni。

Search the period the simulated photon sequences of the selected five time
durations according to the above steps. The searched periods are shown in
Table 56.1. It illustrates that the period of the simulated photon is very close to the
cycle in the pulsar ephemeris. The error is due to the fact that the cycle of the pulsar
is slowly changing, while the searched period is the average period the corre-
sponding time duration, but the cycle of the ephemeris is an instantaneous cycle of
the starting time of simulation. If the simulation duration is longer, and the second-
order and the third-order of the simulated photon sequence are also searched, it is
promising to achieve simulated photons of higher accuracy.
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56.4.2 Validation of Profile and Flux

Take pulsar B0531+21 for example. The starting time of the simulation is
52557.1141014815 (MJD), the simulation duration of 180 s, and the average flow
rate of the pulsar radiation is 1.54 ph/cm2 s. The detector area is 1000 cm2.
Respectively validate the simulation accuracy of the profiles of the selected six
energy ranges, namely 2–5, 5–9, 9–13, 13–17, 17–22 and 22–60 keV. The simu-
lation results are shown in Fig. 56.4. It shows that the cumulative pulse profiles of
the simulated photon sequence have very high similarity with the standard pulse
profile, and almost coincide perfectly with the standard profile. Table 56.2 lists the
correlations between the cumulative pulse profile of the simulated photons and the
standard one. It can be seen that all the correlations reach more than 0.99.
Table 56.3 compares the fluxes of the simulated photons with the fluxes of real data.
It depicts that the flux of the simulated photons is close to the actual photon flux. If
the simulation time is longer, simulation photon flux will be more close to the
practical one, and the simulated flow error will be smaller.

Table 56.1 Period of simulation data

Starting time of simulation
(MJD)

Period in the pulsar
ephemeris (f0)

Period of the simulated photon
sequence

49128.000000191 29.9245763662884 29.92460

50200.000000251 29.8897220169126 29.88980

50645.000000104 29.8752812172442 29.87540

50849.000000344 29.8686661308798 29.86890

51224.000000271 29.8565144334781 29.85660

Fig. 56.4 Standard profile and accumulative profile of simulation data for B0531+21
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56.4.3 Comparison Between Simulation Signal and RXTE
Observation Signal

In previous sections, slow varying property of pulsar period, a small detail of pulsar
signals, has been validated to be correct. In order to validate the similarity between
the accumulative profile of the RXTE observation data and that od the simulation
data, observation data segment of RXTE and simulation data segment of the same
pulsar, start time, stop time and orbit parameters are selected. The two selected data
segments are processed into accumulative profile by the same method. The cross-
correlation coefficient between accumulative profile of RXTE observation data and
accumulative profile of simulation data is calculated. Also signal to noise ratios
(SNRs) of the two accumulative profiles are counted separately. Verification dia-
gram of the simulation data’s validity is illustrated in Fig. 56.5.

The 60079-01-25-00 data package of pulsar B0531+21 is selected from RXTE
observation data. Then six data segments with observation time of one minute and
with starting time separately of 52557.1155893744 (MJD), 52557.1162838679
(MJD), 52557.1169783609 (MJD), 52557.1176728534 (MJD), 52557.1183673454
(MJD) and 52557.119061837 (MJD), are selected from 60079-01-25-00 data
package. With the help of the Heasoft software, proper time of the photon TOAs at
RXTE is corrected to the TDB time at the SSB. The accumulative profile, depicted
as the red curve in Fig. 56.6, is obtained using the epoch folding method. As stated
above, six simulated data segments are separately folded to get their accumulative
profiles, which are depicted as the blue curves in Fig. 56.6. Figure 56.6 shows that
the accumulative profile of the simulated data is very similar to the accumulative

Table 56.2 The cross-correlation coefficient between Standard profile and cumulative profile of
simulation signal of B0531+21

Energy range (Kev) 2–5 5–9 9–13 13–17 17–22 22–60

Correlation coefficients of profiles 0.9989 0.9989 0.9984 0.9980 0.9978 0.9977

Table 56.3 Observation flux and simulation flux of B0531+21

Energy range (KeV) 2–5 5–9 9–13 13–17 17–22 22–60

Actual flux (ph/s) 800 540 400 200 80 60

Simulated flux (ph/s) 824 554 410 205 82 59

Flux error (%) 3.0 2.8 2.5 2.5 2.5 1.6

Same start time
Same stop time
Same pulsar
Same orbit

Observation
photon of RXTE

Simulation
photon Signal

process
accumulative profile of 

RXTE

accumulative profile

of simulation data signal to noise ratio

cross-correlation 
coefficient

Fig. 56.5 Verification diagram of simulation data’s validity
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profile of the RXTE observation data. The cross-correlation coefficients between
accumulative profile of RXTE observation data and accumulative profile of the
simulated data, which are all above 0.9, are presented in Table 56.4. SNR differ-
ences between the two accumulative profiles, which are presented in Table 56.5, are
all within 3 dB.

56.5 Conclusion

The period of pulsar has slow changing characteristics. Photon signals generated by
the fixed phase model cannot reflect the period’s variation properties, have no
authenticity. This article combines the pulsar phase prediction model with photonic
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Fig. 56.6 Accumulative profile of RXTE observation data and simulation data

Table 56.4 The cross-correlation coefficient between accumulative profile of RXTE observation
data and accumulative profile of simulation data

Data segments 1 2 3 4 5 6

correlation coefficient 0.90378 0.9197 0.91205 0.9402 0.9373 0.9270

Table 56.5 SNR between
accumulative profile of RXTE
observation data and
accumulative profile of
simulation data

Data segments 1 2 3 4 5 6

SNR of RXTE 34.6 37.7 34.9 39.4 37.6 36.9

SNR of simulation 36.4 35.4 37.1 37.6 37.2 36.1

Difference −1.8 2.3 −2.2 1.8 0.4 0.8
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phase recursive formula to develop a new recursive method of photon arrival time.
Finally, by simulating the pulsar’s rotation cycle, pulse profile, flux and comparing
these aspects with the real data detected by the RXTE, we validate the simulation
method in terms of several indexes. It shows that the simulated photons not only
conforms to Poisson process, but also contain the cycle variation characteristics.
The correlation between the simulated pulse profile and the standard profile of real
data is high up to 0.99. The flow difference between the simulated photons and the
real value of RXTE satellite is less than 3 %. The SNR difference of the simulated
pulse profile and test data of the RXTE satellite is less than 3 db. The simulated
photon series of the proposed method are very close to the measured data of RXTE
satellite, and have high authenticity. The proposed technique can be applied to
validation studies of variance algorithms used in the X-ray pulsar based navigation,
such as the period search, profile integration, TOA estimation and navigation filters.
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Chapter 57
Multi-frame Visual Odometry
in Image-Aided Inertial Navigation System

N.S. Gopaul, J.G. Wang and B. Hu

Abstract This paper presents a novel stereo image-based image aided inertial
navigation algorithm for reducing position and orientation drifts during GNSS
outages or in a poor GNSS environment. Usually, the image aided navigation based
on the visual odometry uses the tracked features only from a pair of the consecutive
image frames. The proposed method integrates the features tracked from all over-
lapping image frames towards accuracy improvement and drift reduction. The
measurement equation system in this multi-frame visual odometry algorithm
(MFVO) is derived from Simultaneous Localization and Mapping (SLAM) mea-
surement equation system where the landmark position parameters in SLAM are
algebraically eliminated by time-differencing the measurement at two consecutive
epochs. However the resulted time-differenced measurements are time-correlated.
Through a sequential de-correlation the Kalman filter measurement update can be
performed sequentially and optimally. Monte Carlo simulations show that the
MFVO and SLAM pose estimates are similar. Compared with SLAM, the proposed
method uses less computation resources especially when the number of features in
view is large. The results from a real dataset are also presented.

Keywords Mobile mapping � Inertial navigation � Kalman filter � Multi-frame �
Visual odometry

57.1 Introduction

The high demand for direct-georeferencing techniques through low-cost multisen-
sor integrated kinematic positioning and navigation systems in mobile mapping is
continuously driving more research and development activities. The effective and
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sufficient utilization of images is among the most recent scientific and high-tech
research tasks. In this particular field of mapping and imaging, we are engaged in
studying of the image-aided inertial integrated navigation as the natural continua-
tion of its past research in the multisensor integrated kinematic positioning and
navigation at the at the Earth Observation Laboratory of York University.

An image-aided inertial integrated navigation based on visual odometry (VO)
uses the tracked features only from consecutive frames before performing the
Kalman filter measurement update [4, 10, 16]. The main components of a typical
stereo VO system consist of a point-feature detector, a feature matcher and pose
change estimation algorithm [15]. Similarly to a stand-alone INS system, the
position and orientation solution from VO drifts from the true path with time. It is
important to minimize the drifts, especially in applications such as direct geore-
ferencing and mobile mapping. There are two popular approaches to solving this
problem, namely Simultaneous Localization and Mapping (SLAM) and Bundle
Adjustment (BA).

The SLAM algorithm [3] with image measurements [1, 11] outputs more
accurate camera position and orientation compared with the ones from VO. The
estimation of INS errors using visual SLAM methods is commonly performed using
the Extended Kalman filter (EKF) [14]. As the main drawback with SLAM, it
requires more computation resources than VO because of the involvement of the
simultaneous estimation of the camera pose and the locations of the observed
stationary landmarks. Efforts to reduce the computation complexity can be achieved
through approximate and suboptimal methods [9, 12]. They not only trade opti-
mality for computation and memory usage, and also degrade or even cause the KF
estimates to diverge.

Bundle Adjustment (BA) simultaneously estimates all camera pose, landmark and
sometimes camera calibration parameters [17]. The adjustment problem is typically
solved using non-linear least squares (LS) [17] or the Levenberg-Marquardt (LM)
algorithm [6]. The computed Jacobian matrix and normal equation system can be
large so that solving this linearized system is inefficient and impractical especially
when there are many camera positions, orientations and landmarks [8]. In some
applications, such as mobile mapping, only the camera pose parameters are required.
One method was developed to algebraically eliminate the landmark position vector
by using three-view constraints [7]. Given that the number of landmark states is
usually much larger than the number of camera poses, an elimination of the land-
marks renders a more efficient estimation. However, BA methods estimate all
parameters simultaneously in the systemwhose dimension can be large so it becomes
impractical.

The proposed method, called multi-frame visual odometry (MFVO), can reach
the same position and orientation accuracy as visual SLAM does, but without
having to estimate the landmark positions. This is achieved by algebraically
eliminating the time-invariant landmark position parameters in the SLAM mea-
surement equation system at two consecutive epochs. There are three advantages
with the proposed algorithm. Firstly, the position and orientation solution of the
MFVO is equivalent to the ones estimated by the visual SLAM. Secondly, the
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measurement update of the MFVO can be performed sequentially and optimally.
And finally, the proposed method uses less computation resources compared to
visual SLAM, especially when the number of features in view is large.

The paper continues with the derivation and discussion of the multi-frame visual
odometry. Then, test results from Monte Carlo simulations and real data comparing
with visual SLAM are presented. And finally the paper ends with the conclusions.

57.2 Multi-frame Visual Odometry

This section contains the derivation of the proposed stereo-based multi-frame visual
odometry algorithm. Specifically, the goal is to obtain a measurement model that
contains only pose estimates such that it can be run sequentially and optimally
using the Kalman filter. The term ‘visual odometry’ is used here because our focus
is on the image measurements. However the algorithm can be applied to any SLAM
application. The derivation here follows the feature extraction, feature matching and
stereo forward spatial intersection steps applied in VO.

The EKF-SLAM algorithm uses the Extended Kalman filter (EKF) to solve the
SLAM problem. The system and measurement equation at epoch k is given as [3]:

xk
Mk

� �

¼ f ðxk�1Þ þ wk�1

Mk�1

� �

;wk�1 �Nð0;Qk�1Þ ð57:1Þ

zk;i ¼ hk;iðxk;miÞ þ vk;i; vk;i �Nð0;Rk;iÞ ð57:2Þ

where xk is the vehicle’s pose state vector, Mk ¼ ½mT
1 ; . . .;m

T
i ; . . .;m

T
N �T is the

landmark states, wk-1 is the process noise vector with zero mean and variance Qk-1,
zk,i is the measurement vector expressed by hk,i(xk, mi) as the non-linear function of
the vehicle pose states and the landmark states, and vk,i is measurement noise vector
with zero mean and variance Rk,i.

Consider the SLAM measurement equations (57.2) at two consecutive epochs
k − 1 and k:

zk�1;i ¼ hk�1;iðxk�1;miÞ þ vk�1;i; vk�1;i �Nð0;Rk�1;iÞ
zk;i ¼ hk;iðxk;miÞ þ vk;i; vk;i �Nð0;Rk;iÞ

ð57:3Þ

The landmark states mi in Eq. 57.3 are time invariant and can algebraically be
cancelled to obtain the following implicit measurement equation

~hkðxk; xk�1; zk; zk�1; vk; vk�1Þ ¼ 0 ð57:4Þ

For simplicity the feature index i is dropped. Equation 57.4 is then linearized
using the first order Taylor series expansion to
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d~zk ¼ Hk;kdxk þ Hk;k�1dxk�1 þ ~vk;~vk �Nð0; ~Rk;kÞ ð57:5Þ

where d~zk ¼ �~hkðxk; xk�1; zk; zk�1; 0; 0Þ; ~vk ¼ Mk;kvk þMk;k�1vk�1, andHk,k,Hk,k-1,
Mk,k and Mk,k-1 are the Jacobian matrices of the vectors xk, xk-1, vk and vk-1 respec-
tively. The variance matrix of ~vk is ~Rk;k ¼ Mk;kRkMT

k;k þMk;k�1Rk�1MT
k;k�1. Now

consider the derived measurement equation (Eq. 57.3) at consecutive epochs k − 1
and k:

~hk�1ðxk�1; xk�2; zk�1; zk�2; vk�1; vk�2Þ ¼ 0
~hkðxk; xk�1; zk; zk�1; vk; vk�1Þ ¼ 0

ð57:6Þ

Notice that the measurement noise vector vk-1 appears in ~hk�1ð:Þ and ~hkð:Þ. So,
the derived measurement noise vectors ~vk and ~vk�1 are correlated, i.e.

E ~vk~v
T
k�1

� � ¼ Mk;k�1E vk�1v
T
k�1

� �
MT

k�1;k�1 ¼ Mk;k�1Rk�1M
T
k�1;k�1 ¼ ~Rk;k�1 ð57:7Þ

The standard Kalman filter runs under the assumption that measurement noise
vector is white, i.e. normally distributed with zero means, and independent. However
the measurement noises here are time-correlated. The solution of the standard
Kalman filter becomes suboptimal if one neglects significant time-correlation.
Furthermore it can degrade the filter’s performance. One method to solve this
problem is to de-correlate the correlated measurements as described in [2]. Suppose
that the landmark was observed at epoch k − j for the very first time. Then, all the
linearized measurement equations up to current epoch k can be given by

d~zk�j ¼ Hk�j;k�jdxk�j þ Hk�j;k�j�1dxk�j�1 þ ~vk�j

..

.

d~zk�1 ¼ Hk�1;k�1dxk�1 þ Hk�1;k�2dxk�2 þ ~vk�1

d~zk ¼ Hk;kdxk þ Hk;k�1dxk�1 þ ~vk

ð57:8Þ

For simplicity all the vectors and matrices corresponding to a feature tracked
between frames k − j and k are concatenated to obtain the following short-form
equation

d~z ¼ Hdxþ ~v;~v�Nð0; ~RÞ ð57:9Þ

Using the de-correlation technique described in [2], Eq. 57.9 is multiplied by
matrix C−1

C�1d~z ¼ C�1Hdxþ C�1~v

dz0 ¼ H0dxþ v0
ð57:10Þ

652 N.S. Gopaul et al.



wherein C is the lower triangular square root of ~R obtained using the Cholesky
factorization [5]. Measurement noise vector v’ is now un-correlated and has the
identity matrix as its variance matrix [2]. The de-correlated measurement equation
system (57.8) at epoch k is

dz0k ¼ H0
k;kdxk þ H0

k;k�1dxk�1 þ � � � þ H0
k;k�jdxk�j þ v0k; v

0
k �Nð0; IÞ ð57:11Þ

The measurement vector dz0k can functionally be described by the matched
features extracted from image frames at k − j up to k. The final system and mea-
surement model at epoch k for the feature index i become

dxk
dxk�1

..

.

dxk�j

0

B
B
B
@

1

C
C
C
A

¼
Uk�1dxk�1
dxk�2

..

.

dxk�j�1

0

B
B
B
@

1

C
C
C
A

þ
wk�1

0
..
.

0

0

B
B
@

1

C
C
A ð57:12Þ

dz0k;i ¼ H0
k;kdxk þ H0

k;k�1dxk�1 þ � � � þ H0
k;k�jdxk�j þ v0k;i; v

0
k;i �Nð0; IÞ ð57:13Þ

57.2.1 Discussion

~R is a sparse matrix, i.e. its diagonal and off-diagonal block matrices are non-zero.
Therefore, the block matrices in C epochwise can be obtained sequentially as
described in [4]. Matrix C is a lower triangular matrix. Using the following blocked
lower triangular inverse

A11 0
A21 A22

� ��1

¼ A�1
11 0

�A�1
22 A21A�1

11 A�1
22

� �

ð57:14Þ

the computation of the block matrices in C−1 can also be done sequentially. Since
both C and C−1 can be obtained sequentially, dz0k and H0

k;k; . . .;H
0
k;k�j can also be

obtained sequentially which is practical and desirable in a Kalman filter. The value
of j depends on the overlapping percentages of the image frames, which directly
depends on the traveling velocity of a camera. When the vehicle is in stationary the
overlapping area is 100 % and j increases without bound. For practical purposes,
the authors recommend to limit j to a predefined threshold jmax.

The computational complexity of the SLAM measurement update for the 3D
case is O((6 + 3 N)2) where N is the number of landmarks. The computational
complexity of computing dz0k and H0

k;k; . . .;H
0
k;k�j is O((3 N) × (6 + 6j)) and MFVO

measurement update is O((6 + 6j)2). This shows that MFVO is more efficient with
the large number of landmarks.
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57.3 Test Results

57.3.1 Simulation Test Results

A series of simulations were conducted in order to compare the performance of
visual SLAM and the proposed multi-Frame visual odometry (MFVO) algorithm. A
2D scenario was used to demonstrate the performance of the proposed algorithm
with the imaging and IMU measurements. The vehicle navigation states are the 2D
position vector, the 2D velocity vector and the heading.

Figure 57.1 overviews the vehicle’s trajectory and the landmarks and also shows
the vehicle’s velocity profile, heading profile and the number of the features in
view.

In this example two accelerometers and one gyroscope were simulated at the
data rate of 100 Hz. For simplicity and demonstration purposes, the IMU biases
where omitted. The standard deviations of the used process noises of the acceler-
ometers and gyroscope were 1.0 m/s/√h and 4.5 deg/√h, respectively. The feature
measurements are at 10 Hz and the corresponding standard deviation was set to
0.10 m.

Monte Carlo (MC) simulations were used to compare the performance of the
three methods. Each algorithm was run 100 times. The true position and heading
errors were computed for each run. Then the root-mean-square (RMS) errors across
the 100 runs were computed at every epoch. Figre 57.2 shows the true pose RMS
errors and the size of the state vector from SLAM and MFVO.

The simulations show that the MFVO and SLAM solutions are similar with the
former having much less number of states.
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and the number of the features (right)
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57.3.2 Road Test Results

This section compares the performance of visual SLAM aided-INS and MFVO
aided-INS during simulated GPS outages using real data. The data was collected by
the land vehicle navigation system developed at the Earth Observation Laboratory
of York University [13] with two newly integrated cameras. The system consists of
two NovAtel OEM GPS receivers, one Crossbow IMU440CA and two PointGrey
Flea3 cameras separated by 65 cm. The resolution of the images was set to 640x480
pixels with the field of view of 50 degrees. Two GPS receivers provide the absolute
heading measurements and a third GPS receiver was used as the base station so that
RTK level GPS positioning accuracy have been achieved. The lever arm vectors of
the GPS receivers and cameras with respect to the IMU unit were measured
beforehand at the accuracy of 0.5 cm. The observation rates were set to 1.0, 100 and
7.5 Hz for GPs, IMU and cameras, respectively. Table 57.1 lists the IMU
specification.

The data was collect in Vaughan, Ontario and the dataset length is 518 s. Fig-
ure 57.3 shows the top view of the vehicle’s trajectory, the velocity profile and the
attitude profiles.

The full outages were simulated by tuning off the GPS position, velocity and
heading measurement during the specified intervals. Three (3) GPS outages were
simulated of duration 30 s located over the time intervals [130, 160 s], [240, 270 s]
and [430, 460 s]. After the data were processed with the simulated GPS gaps, the
solution was differenced with the one containing no gaps. The 3D position
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Table 57.1 Crossbow
IMU440CA specifications

Angular rate Bias stability (deg/hour) <10.0

Angle random walk (deg/√hr) < 4.5

Acceleration Bias stability (mg) <1.0

Velocity random walk (m/s/√hr) <1.0
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difference was then computed. Figure 57.4 shows the 3D position differences,
heading differences, and the dimensions of the state vector. The SLAM and MFVO
solutions are comparable, but MFVO having much less number of states. The
average number of states during the GPS outages in the SLAM and MFVO algo-
rithms are 228 and 58, respectively.
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57.4 Conclusions

This paper presented a novel stereo image-based multi-frame visual odometry
(MFVO) for image-aided inertial navigation. The proposed method integrates the
features tracked from multiple stereo image frames. MFVO measurement equation
system was derived by algebraically eliminating landmark position parameters in
the SLAM measurement equation system by time-differencing. However the
resulted time-differenced measurements become correlated. Hence, a sequential
measurement de-correlation technique has been applied so that the MFVO could be
realized and implemented in a Kalman filter. Compared with the SLAM, the pro-
posed MFVO is computationally more efficient when the number of features in
view is large and their solution accuracies are quite similar. Monte Carlo simula-
tions showed that the position and orientation solution from SLAM and MFVO are
similarl. The results from a road test showed that the SLAM and MFVO navigation
solutions are comparable. But on average the dimension of the SLAM state vector
could be as high as 4 times of the one in MFVO. The next step in the research will
apply un-calibrated image measurements in the integrated system.
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Chapter 58
Integration of GNSS and MEMS-Based
Rotary INS for Bridging GNSS Outages

Shuang Du, Wei Sun and Yang Gao

Abstract In a GNSS/INS integrated system, the GNSS outputs, such as position
and velocity, are used to estimate the INS navigation errors and inertial sensor
errors and the inertial solutions are used to bridge the GNSS outages for which a
good quality IMU is needed. Since MEMS IMU outputs are corrupted by signifi-
cant sensor errors, the navigation errors will accumulate quickly which degrade the
navigation solution over a short time period in the presence of GNSS outages. The
rotary INS technique has been proposed to reduce the MEMS-based INS navigation
errors recently. A rotary INS is an inertial navigator in which the IMU is installed
on a rotation platform. By modulating the significant inertial sensor errors through
proper IMU rotations, the accumulation of navigation errors can be effectively
mitigated without a need for external aiding. Based on the previous work on
MEMS-based rotary INS, this paper proposed an integrated system of GNSS and
rotary INS. Given the ability of a rotary INS to extend autonomous navigation, the
integrated system can significantly improve the navigation performance to bridge
GNSS outages under GNSS-challenging environments, such as vehicles travelling
through tunnels. Based on a single-axis rotation table, road kinematic tests are
conducted to evaluate the performance of the proposed system using two different
MEMS IMUs (MTi-G from Xsens and NAV440 from Moog Crossbow). The
results indicate that the IMU rotation can reduce the horizontal position errors by
about 2 times for the system with MTi-G and about 3 times for the system with
NAV440 during the period of GNSS outages.
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58.1 Introduction

The integrated systems of GNSS and INS are now widely based on MEMS IMU
due to its small-size, low-cost, light-weight and low-power consumption. Such
systems are widely used in a variety of applications including indoor pedestrian
navigation, autonomous navigation embedded system for land and air vehicles,
robotic navigation and precision agriculture. In a GNSS/INS integrated system, the
GNSS outputs, such as position and velocity, are used to estimate the INS navi-
gation errors and inertial sensor errors and the inertial solutions are used to bridge
the GNSS outages for which a good quality IMU is needed [1, 4, 5, 7]. Since
MEMS IMU outputs are corrupted by significant sensor errors, such as high fre-
quency noise, bias, scale factors and installation errors, the navigation errors will
accumulate quickly which degrade the navigation solution over a short time period
in the presence of GNSS outages. For example, the position errors of a low-cost
MEMS IMU may grow to a few kilometers within minutes when no external aiding
is available during GNSS outages. The rotary INS technique has been proposed to
reduce the MEMS-based INS navigation errors recently [6, 15]. A rotary INS is an
inertial navigator in which the IMU is installed on a rotation platform. By modu-
lating the significant inertial sensor errors through proper IMU rotations, the
accumulation of navigation errors can be effectively mitigated without a need for
external aiding. For example, the rotation of IMU with a constant angular rate can
modulate the constant inertial bias into periodic signals and an integration of the
modulated inertial data over a complete rotation cycle can eliminate the bias impact
on the navigation solutions. Although this technique had been applied to high-end
inertial sensors, including ring laser gyro (RLG) and fiber optic gyro (FOG), for
submarines and warships, it only started to be employed for low-cost MEMS IMU
recently.

Based on the previous work on MEMS-based rotary INS, this paper proposed an
integrated system of GNSS and rotary INS. Given the ability of a rotary INS to
extend autonomous navigation, the integrated system can significantly improve the
navigation performance to bridge GNSS outages under GNSS-challenging envi-
ronments, such as vehicles travelling through tunnels. This paper will first introduce
the rotary INS and analyze the modulation of inertial sensor errors as well as
mitigations on navigation errors. Then the integrated system of GNSS and rotary
INS is described including the integration scheme and filter design. Based on a
single-axis rotation table, road kinematic tests are conducted to evaluate the per-
formance of the proposed system using two different MEMS IMUs (MTi-G from
Xsens and NAV440 from Moog Crossbow). The results indicate that the IMU
rotation can reduce the horizontal position errors by about 2 times for the system
with MTi-G and about 3 times for the system with NAV440 during the period of
GNSS outages.

The remainder of this paper is organized as follows. Section 58.2 describes the
concept of rotary INS, including the mechanization algorithm and the error
mitigation principle, and Sect. 58.3 presents the integrated system of GNSS and
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rotary INS, with details of system flowchart and integration filter design. The
conducted kinematic field tests and results analysis are given in Sect. 58.4, followed
by conclusion given in Sect. 58.5.

58.2 Rotary INS

The concept of rotary INS was initially proposed for the gimbaled inertial system
by Geller [8]. Afterwards, this technique was applying to strapdown inertial system
[9, 11]. As certain rotations of IMU can mitigate the INS navigation errors without
the requirement of external information, the rotary INS was extensively employed
for the worship or submarine. The rotary INS normally contains two components,
an IMU and a rotational platform, as shown in Fig. 58.1.

58.2.1 Rotary INS Mechanization

As the IMU is rotating in the rotary INS, a new frame in which the inertial readings
are collected is introduced, in addition to the normally employed coordinate frames
in non-rotary INS. This new coordinate frame can be referred as inertial sensor
frame or IMU frame, and its axes are aligned with the sensitive axes of inertial
sensors with the origin defined as the origin of IMU.

Generally speaking, the mechanization algorithm of rotary INS is very similar to
what is used in non-rotary INS. As the inertial readings are collected in sensor
frame, a transformation process is required as shown in Eqs. (58.1) and (58.2).

f bib ¼ Cb
s ðf sis þ f ssbÞ ð58:1Þ

xb
ib ¼ Cb

s ðxs
is þ xs

sbÞ ð58:2Þ

Fig. 58.1 Structure of rotary
INS
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where f bib and x
b
ib are the specific force and angular rate in body frame with respect to

inertial frame, respectively, Cb
s is the transformation matrix from senor frame to body

frame, f sis andx
s
is are the specific force and angular rate in sensor frame with respect to

inertial frame, respectively, f ssb and x
s
sb are the specific force and angular rate of body

frame with respect to sensor frame, respectively. As the rotation of IMU does not
introduce any linear movement, f ssb is a zero vector, while xs

sb is related to the IMU
rotation schemes. Apparently the rotation angle between body frame and sensor
frame is required in the transformation process, which is usuallymeasured by a device
installed in the rotation platform.With the transformed specific force and angular rate
in body frame, the mechanization of the non-rotary INS can be used to derive posi-
tion, velocity and attitude solutions. More details can be referred to Du et al. [6].

58.2.2 Rotary INS Error Mitigation

If the IMU rotates about its X axis with a rate of ω and the body frame is aligned
with navigation frame, the gyro biases in the navigation frame can be described by
Eq. (58.3) [2, 14]. Apparently, the biases in north and vertical directions are
modulated into periodic signals, and the attitude errors caused by such errors are
self-eliminated after a complete rotation cycle as shown in Eq. (58.4). As the bias in
the rotation axis cannot be modulated, the attitude error in the east direction
propagates in the same way as in non-rotary INS.

dn ¼ Cn
bC

b
s d

s ¼
dsx

dsy cosxt þ dsz sinxt
�dsy sinxt þ dsz cosxt

2

4

3

5 ð58:3Þ

ZT

0

dndt ¼
Tdsx
0
0

2

4

3

5 ð58:4Þ

where ds ¼ dsx dsy dsz
� �T and dn ¼ dE dN dU½ �T are the gyro biases in sensor

frame and navigation frame, respectively, T is the time span of a complete rotation
cycle, and Cb

n and Cs
b are the transformation matrices among navigation, body and

sensor frames.
The accelerometer biases can also be modulated through IMU rotation, and the

resulted velocity errors can be mitigated. According to Du et al. [6], the following
findings were obtained: (1) the IMU rotation modulates the constant biases of
inertial sensors that perpendicular to the rotation axis, and the attitude and velocity
errors caused by such biases are self-eliminated after a complete rotation cycle; (2)
the constant biases of inertial sensors in the rotation axis cannot be modulated, and
the attitude and velocity errors caused by such errors propagate in the same way as
in non-rotary INS; (3) the IMU rotation induces an extra error in the gyro of the
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rotation axis due to gyro scale factor, and this error results in accumulated attitude
errors in the direction of the corresponding rotation axis; (4) the IMU rotation also
induces extra errors in the gyros that are perpendicular to the rotation axis due to
gyro installation errors, resulting in attitude and velocity errors.

58.3 Integration of GNSS and MEMS-Based Rotary INS

Although the navigation errors can be effectively reduced by rotation of IMU, they
still accumulate over time [6, 15]. Therefore, aiding from other sensors, such as
GNSS, is still necessary to maintain the high accuracy navigation solutions. This
section presents an integrated system of GNSS and MEMS-based rotary INS. Com-
paring to the integrated system with non-rotary INS, the proposed integrated system
with rotary INS significantly reduces the navigation errors during GNSS outages, and
therefore offers longer autonomous navigation performance without external aiding.

58.3.1 System Flowchart

The GNSS and rotary INS are loosely integrated in this research due to its sim-
plicity of implementation. The flowchart of the integrated system is given in
Fig. 58.2. The accelerometer and gyro readings collected in the sensor frame are
first transformed to the body frame. Then the INS solutions are derived using
mechanization algorithm based on the transformed inertial data. Next, an EKF is
employed to fuse the position and velocity solutions from both GNSS and rotary
INS to derive the corrections for position, velocity and attitude solutions as well as
the inertial sensor errors. Finally, the system outputs the corrected INS position,
velocity and attitude solutions.

Fig. 58.2 System flowchart of integrated GNSS and rotary INS
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58.3.2 Filter Design

A 15-state vector, including 3 position errors in the navigation frame, 3 velocity
errors in the navigation frame, 3 attitude errors in the navigation frame, 3 accel-
erometer biases in sensor frame and 3 gyro biases in sensor frame, is employed to
represent the system errors as shown in Eq. (58.5).

x ¼ drn dvn en bs ds½ �T ð58:5Þ

where drn ¼ du dk dh½ �T represents the position errors in navigation frame,

dvn ¼ dvE dvN dvU
� �T and en ¼ eE eN eU

� �T represents the velocity and
attitude errors in navigation frame, bs represents the accelerometer biases in sensor
frame.

Although navigation errors caused by sensor errors can be mitigated through
IMU rotation in rotary INS, the sensor errors remain the same which require the
development of a system error model. As the rotation of IMU does not introduce
any linear movement, the error model of rotary INS is the same as the one used in
non-rotary INS, which can be described by a series of differential equations as
follows [3, 10, 12].

d_rn ¼ Frrdr
n þ Frvdv

n ð58:6Þ

d _vn ¼ Fvrdr
n þ Fvvdv

n þ Fvee
n þ df n ð58:7Þ

_en ¼ Ferdr
n þ Fevdv

n þ Feee
n þ dxn ð58:8Þ

where Frr, Frv, Fvr, Fvv, Fvɛ, Fɛr, Fɛv, Fɛɛ are the relation matrices among position
error, velocity error and attitude errors, δfn and δωn represent the accelerometer and
gyro errors, respectively.

The 1st order Gauss-Markov random process is used to model the random
variation for both accelerometer and gyro biases. The IMU rotation induced gyro
biases are combined with the original gyro biases and estimated in the filter. In a
loose integration scheme, the GNSS position and velocity are used as measure-
ments to estimate the INS errors, so the measurement model of the integration filter
can be described by Eq. (58.9). More details of the implementation of an EKF can
be referred to Shin [13] and Du [3].

H ¼ I3�3 03�3 03�3 03�3 03�3

03�3 I3�3 03�3 03�3 03�3

� �

ð58:9Þ
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58.4 Kinematic Field Tests and Results Analysis

Kinematic field tests are conducted based on a land vehicle to study the navigation
performance of the proposed integrated system. By using a single-axis rotation
platform, two MEMS IMUs, MTi-G and NAV440, are tested. The single-axis
rotation platform includes a rotation table and a console as shown in Fig. 58.3. The
MEMS IMUs are firmly installed on top of the platform by using screws as shown
in Fig. 58.4. Only IMU rotation about Z axis can be implemented with this rotation
table, and its technical parameters are given in Table 58.1.

In addition to the single-axis rotation platform and two MEMS IMUs, the
NovAtel SPAN system, which includes a high-end LCI IMU and a SE GNSS
receiver, is employed to collect the data to generate the reference solutions. Other
equipments include the power supply and the antennas. The equipment set-up on
the test vehicle is given in Fig. 58.5. The single-axis rotation table on which the
IMU installed and the power supply are placed at the trunk of the vehicle, the
console and NovAtel SPAN system are placed on the back seat row. The body
frame of MEMS IMU is aligned to the body frame of SPAN before the rotation of
IMU. The antenna for the SPAN is placed on the top of vehicle as shown in the
figure. The SPAN data including both GNSS data and inertial data are collected
with data rate of 1 and 100 Hz, respectively, and stored in the SD card of GNSS
receiver. The MEMS IMU data and rotation angle data are collected with data rate
of 100 and 50 Hz by the rotation table console, respectively.

Fig. 58.3 Single-axis rotation platform
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Fig. 58.4 Installations of MTi-G and NAV440 on the single-axis rotation platform

Table 58.1 Technical parameters of single-axis rotation platform

Position accuracy (°) Rotation Rate accuracy (°/s) Maximum rotation rate (°/s)

8e−4 5e−5 ±100

Fig. 58.5 Equipment set-up on the test vehicle
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58.4.1 Field Test Descriptions and Data Processing Strategy

The employed trajectory for the field tests includes rectangular turn, circle and
straight line as shown in Fig. 58.6. Two types of field tests, namely tests of inte-
grated system with non-rotary INS and tests of integrated system with rotary INS,
are conducted and more details are given as follows.

58.4.1.1 Tests of Integrated System of GNSS and Non-rotary INS

The test starts with an initialization process during which the vehicle remains static
for 5 min to solve the initial attitude solutions using SPAN system. Then the vehicle
remains still for 30 s before it travels along the designated trajectory. During the
whole tests, the MEMS IMU remains static relative to the vehicle (the rotating table
is non-rotating). Not including the initialization time, the test lasts for about 33 min
(30 s static and 32.5 min kinematic). The collected GNSS data of SPAN is pro-
cessed by Waypoint GrafNav from NovAtel to derive the position and velocity
information, which is loosely integrated with the MEMS IMU data. The reference
solutions are generated by processing the SPAN data (including both GNSS data
and LCI data) using Waypoint Inertial Explorer. MTi-G and NAV440 are employed
in the tests separately. The 33-min MEMS IMU data is processed with GNSS data
to derive the solutions for integrated system of GNSS and non-rotary INS, with
initial attitude obtained from SPAN.

58.4.1.2 Tests of Integrated GNSS and Rotary INS

After the same initialization process, the vehicle remains still for about 30 s and
then was driven along the trajectory. The MEMS IMU remains still during
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Fig. 58.6 Trajectory of
kinematic field tests
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initialization process and then starts rotating about Z axis with designated rotation
rates after. The test also lasts for 33 min excluding the time for initialization
process. The position and velocity which are loosely integrated with MEMS IMU
are still obtained by processing the collected GNSS data of SPAN using Waypoint
GrafNav, and the reference solutions are obtained in the same way as in 1). MTi-G
and NAV440 are employed in the tests separately. The designated rotation rate for
MTi-G is 10°/s, while the rate for NAV440 is 20°/s. The 33-min MEMS IMU data
is processed with GNSS data to derive the solutions for integrated system of GNSS
and rotary INS, with initial attitude obtained from SPAN.

58.4.2 Navigation Errors of Integrated Systems Without
GNSS Outages

58.4.2.1 Navigation Errors of Integrated Systems Based on MTi-G

The attitude errors of the integrated systems are given in Fig. 58.7. With continuous
GNSS measurements, roll and pitch errors are well bounded in 0.5° in most of time
for both integrated systems. During the initial static period, the azimuth errors
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Fig. 58.7 Attitude errors of integrated systems based on MTi-G

668 S. Du et al.



accumulate in both integrated systems, and they are quickly reduced to around zero
after the vehicle starts moving as shown in the figure. Table 58.2 summarizes the
RMS errors of attitude errors for both integrated systems based on MTi-G. As the
vehicle maneuvers significantly improve the system observability, the two systems
offer very similar attitude solutions.

Table 58.3 summarizes the RMS errors of position and velocity errors. As the
GNSS position and velocity integrated with MEMS IMU data are derived from the
SPAN data that used to generate the reference solutions, the solutions of both
integrated systems are highly consistent with the reference solutions.

58.4.2.2 Navigation Errors of Integrated Systems Based on NAV440

Figure 58.8 presents the attitude errors of the integrated system based on NAV440.
Similarly, the roll and pitch errors are well bounded within small values for both
integrated systems. The azimuth errors are also well bounded within 1° for most of
the time. Table 58.4 summarizes the RMS errors of attitude solutions. Both inte-
grated systems offer similar results.

Given small attitude errors, the position and velocity solutions are highly con-
sistent with the reference solutions for both integrated systems as shown in
Table 58.5, which summarizes the RMS errors for position and velocity solutions.

58.4.3 Navigation Errors of Integrated Systems During
GNSS Outages

The GNSS outages are simulated to study the navigation performance of the
integrated systems when GNSS measurements are not available, such as vehicles
travelling through tunnels. Three outages are simulated in the GNSS data collected

Table 58.2 RMS errors of attitude solutions for integrated systems with MTi-G

RMS Roll (°) Pitch (°) Azimuth (°)

Integrated system with non-rotary INS 0.22 0.26 1.43

Integrated system with rotary INS 0.26 0.24 1.39

Table 58.3 RMS errors of position and velocity solutions for integrated systems with MTi-G

RMS Latitude
(cm)

Longitude
(cm)

Height
(cm)

Ve (cm/s) Vn (cm/s) Vu (cm/s)

Integrated system
with non-rotary INS

2.8 2.5 1.7 3.2 3.3 1.2

Integrated system
with rotary INS

2.8 2.6 1.7 3.2 3.3 1.2
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in each field test, respectively, and the three corresponding sections of the trajectory
for different tests are the same. This can evaluate the navigation performance of
integrated systems during GNSS outages under similar dynamic conditions.
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Fig. 58.8 Azimuth errors of integrated systems based on NAV440

Table 58.4 RMS errors of attitude solutions for integrated systems based on NAV440

RMS Roll (°) Pitch (°) Azimuth (°)

Integrated system with non-rotary INS 0.12 0.12 0.39

Integrated system with rotary INS 0.11 0.12 0.44

Table 58.5 RMS errors of position and velocity errors for integrated systems with NAV440

RMS Latitude
(cm)

Longitude
(cm)

Height
(cm)

Ve (cm/s) Vn (cm/s) Vu (cm/s)

Integrated system
with non-rotary INS

1.9 1.8 1.5 1.9 1.9 1.3

Integrated system
with rotary INS

1.9 1.7 1.5 1.8 1.9 1.3
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58.4.3.1 Navigation Errors of Integrated Systems Based on MTi-G
During GNSS Outages

The roll and pitch errors of both integrated systems based on MTi-G during the 1st
outage are given in Fig. 58.9. As the gyro biases in X and Y axes are modulated
through IMU rotation about Z axis, the roll and pitch errors of integrated system
with rotary INS are kept within 0.5° most of the time, while such errors in the
integrated system with non-rotary INS would drift over 1° frequently.

The velocity errors in the east-north plane during the 1st outage are given in
Fig. 58.10 for both rotary and non-rotary systems. With the modulation of accel-
erometer biases and reduced roll and pitch errors, the velocity errors are also
reduced in the integrated system with rotary INS.

The RMS errors of the PVA solutions during all outages are calculated and
summarized in Table 58.6. The horizontal position and velocity errors of the
integrated system with rotary INS are reduced about 2 times comparing to the errors
of the system with non-rotary INS.

Figure 58.11 presents RMS of horizontal position and velocity errors versus the
outage time. With IMU rotation, the rotary INS effectively damps the accumulation
of position and velocity errors.
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Fig. 58.9 Roll and pitch errors of the integrated systems based on MTi-G for the 1st GNSS outage
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58.4.3.2 Navigation Errors of Integrated Systems Based on NAV440
During GNSS Outages

The roll and pitch errors of both integrated systems based on NAV440 during the
1st GNSS outage are given in Fig. 58.12. As expected, the modulation of gyro
biases effectively reduces the roll and pitch errors of the integrated system with
rotary INS through IMU rotation.

Figure 58.13 presents the velocity errors in the east-north plane during the 1st
outage for both rotary and non-rotary systems. The RMS errors of the PVA solu-
tions during all outages are calculated and given in Table 58.7. Although the
horizontal position errors are reduced from more than a thousand meters to about
four hundred meters, no obvious improvements are observed in azimuth solutions.
Figure 58.14 presents the RMS of horizontal position and velocity errors versus the
outage time for the integrated systems based on NAV440.
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Fig. 58.10 Velocity errors in east-north plane of the integrated systems based on MTi-G during
the 1st GNSS outage

Table 58.6 RMS errors of PVA solutions of integrated systems with MTi-G for all GNSS outages

RMS HP (m) HV (m/s) Roll (°) Pitch (°) Azimuth (°)

Integrated system with
non-rotary INS

3458.3 31.9 0.83 0.75 2.39

Integrated system with
rotary INS

1645.3 17.3 0.59 0.57 1.67
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Fig. 58.11 RMS errors of horizontal position and velocity solutions of integrated systems based
on MTi-G vs. time
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Fig. 58.12 Roll and pitch errors of the integrated systems with NAV440 for the 1st GNSS outage
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Based on the kinematic field test results, we can have following findings: (1)
both integrated systems with rotary and non-rotary INS offers similarly PVA
solutions with continuous GNSS measurements; (2) through sensor error modula-
tion by IMU rotation about Z axis, the navigation errors in the east-north plane for
the integrated system with rotary INS are significantly reduced during GNSS
outages, and therefore it can offer longer autonomous navigation and more effec-
tively bridge GNSS outages.
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Fig. 58.13 Horizontal position errors of the integrated systems with NAV440 for the 1st GNSS
outage

Table 58.7 RMS errors of PVA solutions of integrated systems based on NAV440 for all GNSS
outage

RMS HP (m) HV (m/s) Roll (°) Pitch (°) Azimuth (°)

Integrated system
with non-rotary INS

1095.0 14.4 0.64 0.50 0.42

Integrated system
with rotary INS

440.2 4.8 0.13 0.18 0.76
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58.5 Conclusions

This paper proposed an integrated system of GNSS and MEMS-based rotary INS.
After viewing the rotary INS, the integrated system is described with focus on the
system flowchart and integration filter design. As IMU rotation about Z axis can
effectively mitigate navigation errors in the east-north plane, such rotation scheme
has been employed for the proposed integrated system. Based on a single-axis
rotation table, kinematic field tests are conducted with two MEMS IMUs, namely,
MTi-G and NAV440, to verify the navigation performance of the proposed inte-
grated system. The results indicate that the IMU rotation can reduce the horizontal
position errors by about 2 times for the system with MTi-G and about 3 times for
the system with NAV440 during the period of GNSS outages.
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Chapter 59
An Integrated PDR/GNSS Pedestrian
Navigation System

Haiyu Lan, Chunyang Yu and Naser El-Sheimy

Abstract This paper is concerned with the estimation of heading information of
the Pedestrian Navigation System (PNS). The MEMS inertial sensors as well as a
miniature GNSS receiver are used to establish a pedestrian navigation prototype
based on the Pedestrian Dead Reckoning (PDR) approach. An Extended Kalman
Filter (EKF) structure is used for the estimation of the system’s attitude error and
the bias of the gyroscope. If there is no external acceleration, errors of pitch and roll
as well as the biases of the two horizontal gyros are compensated using the aiding
information from the accelerometer. When GNSS is available, its output is used for
heading and heading-gyro bias estimation. Using the aiding information provided
by both GNSS and accelerometer, the proposed method prevents the errors in the
attitude from increasing rapidly. The proposed method for pedestrian navigation
application has been well verified through real field experiments.

Keywords MEMS � Pedestrian navigation system � Pedestrian dead reckoning
extended kalman filter (EKF) � GNSS � Accelerometer

59.1 Introduction

Nowadays, Micro-Electro-Mechanical System (MEMS) inertial sensors and mini-
ature Global Navigation Satellite System (GNSS) receivers can be easily found in
various kinds of smart-devices for consumers. Those devices including smart-
phones, smart-watches, tablet computers, etc., are now widely used for Pedestrian
Navigation System (PNS) applications.
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Since MEMS inertial sensors still have relative high-noise ratio, the use of
Inertial Navigation System (INS) for PNS is very limited. MEMS sensors cannot
yet accurately track the position of a person to sub-meter level for any period
greater than 10 s using INS mechanization alone.

Considering the unique features of human walking steps, an effective approach
for PNS using MEMS inertial sensors is the Pedestrian Dead Reckoning [1]. The
main idea of PDR is to use accelerometers to detect the pedestrian’s travelling steps,
to estimate step length, and to propagate the user’s position using a measured
heading between every two consecutive steps. Till now, calculating an accurate
long-term heading remains the most challenging problem in PDR. Heading cal-
culation using magnetometers is not a good choice because magnetometers are
subject to strong magnetic disturbances such as power lines, metal structures,
computers, etc., [2]. On the other hand, heading can be calculated using gyroscopes
[3]. However, due to the large drift rate of MEMS gyroscope, such an operation is
only active when the PNS works for short period of time and no severe swing or
swaying movements of PNS occur.

In this paper, we introduce the concept of using the aiding information from
accelerometers (when there is no external acceleration) and GNSS (when available)
for the heading estimation of PNS. The advantages of using accelerometers is that
the calculation of roll and pitch is more accurate when aided by accelerometers
instead of using stand-alone gyroscopes. To demonstrate the superiority of this
approach, we consider the situation of one of the bias-uncompensated horizontal
gyros [4]. Due to the existing bias of the gyro, an angle error proportional to time
arising from the gyro’s angular-rate integration process will be introduced in roll or
pitch estimation. Thus, a misalignment of the INS will be generated that in turn will
incorrectly project the vertical gyro output (used for heading calculation) to the
local-level coordinate. This wrong projection will introduce an accumulated error in
the heading calculation. When the errors of pitch and roll as well as the biases of the
two horizontal gyros are compensated by the aiding information from accelerom-
eters. The error during the gyro’s angular-rate integration will be eliminated and
therefore error in roll or pitch is not proportional to time. Moreover, the advantage
of using GNSS is that the heading error as well as the heading-gyro’s bias could be
estimated given the fact that PDR-based PNS is usually mounted on the pedes-
trian’s upper body, which does not block the GNSS signals. In addition, PDR/
GNSS could provide a PNS with superior navigation performance in comparison
with either a stand-alone GNSS receiver or a PDR.

The remainder of this paper is organized as follows: First, the PDR mechani-
zation is discussed. The step detection is based on the accelerometer output, the
heading is updated by the gyroscope, and the travelled distance is computed by
merging the signal from the accelerometer with a physiological model. Then the
complete EKF-based attitude estimation method is shown in detail in Sect. 3.
Finally, experiments were done to test the proposed method.
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59.2 PDR Concept

Pedestrian Dead Reckoning (PDR) is implemented through exploiting the kine-
matic features of a pedestrian’s gait with the traveled distance and heading infor-
mation. Essentially, the PDR is the determination of a new position utilizing the
knowledge of a previous known position together with the current travelled distance
and heading information. Generally, PDR consists of three important components:
(1) step detection; (2) stride length estimation; and (3) determination of the
pedestrian’s heading during every two consecutive steps. The new pedestrian’s
positioning coordinate with respect to a previously known coordinate can be
recursively updated as follows:

Ekþ1 ¼ Ek þ Sk sinwk

Nkþ1 ¼ Nk þ Sk coswk

(

ð59:1Þ

in which Ekþ1 is the PDR navigation estimation along local east at time step k + 1,
Nkþ1 is the PDR navigation estimation along local north at time step k + 1, Sk is the
estimated stride length from time step k to k + 1, wk is the estimated heading at time
step k. Details of the PDR mechanization are discussed in the following parts.

59.2.1 Step Detection

Step detection is an essential procedure to finally provide an accurate stride length
estimation. Steps are usually counted by detecting peak and valley values of the
output of accelerometers [5]. And the selection of the acceleration signal could be
different depending on the techniques being used. In this paper, we simply set up
the following two rules to detect one step:

Rule 1:
Each step includes a peak (Anorm

max , local maximum) and a valley (Anorm
min , local

minimum) from the acceleration amplitude. In other words, if we detect one peak
and one contiguous valley, one step can be counted.

Rule 2:
The difference between an effective pair of peak and valley shall exceed a

predefined threshold, which can be determined by offline training. That is to say,
before entering navigation mode, a PNS user is asked to walk for a fixed number of
steps several times to determine the threshold value.
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59.2.2 Stride Length Estimation

According to [6], the stride length S is proportional to the vertical movement of the
human hip. The vertical movement is obtained from the largest acceleration dif-
ference in vertical direction at each step. Refer to [6] the stride length S is calculated
by taking the following formula,

S = K Avert:
max � Avert:

min

� �1=4 ð59:2Þ

where Avert:
max and Avert:

min refer to the maximum and minimum values of the vertical
acceleration during a stride period, and K is a coefficient that can be trained when
GNSS is available.

59.2.3 Heading Estimation

Another important factor for implementing the PDR mechanization is the calcu-
lation of heading. Typically, from the recently published literature, the heading of a
pedestrian can be determined mainly through the following three schemes: (1) gyro-
based scheme [3], (2) magnetometer-based scheme [2], and (3) GNSS-based
scheme [7]. Gyro-based scheme provides a relative heading estimate, which indi-
cates that an initial heading should be a prior known (normally provided by GNSS
or personally). The gyro-derived heading is reliable only in a short period of time
due to the accumulated error as a function of time. The magnetometer could provide
long-term accurate heading. However, the main problem of this method is that
magnetometer is subject to strong external magnetic disturbances such as power
lines, metal/steel structures. Meanwhile, due to the signal blockage, GNSS-derived
heading is not always available. So, it is imprudent to depend on a single heading-
estimation technique. In this paper, the heading of the pedestrian is estimated
through both gyro-based scheme and the GNSS-based scheme (when GNSS is
available). According to [3], if the heading-gyro is well aligned with the body (e.g.,
the device is held levelly, the forward-axis is aligned with the pedestrian’s walking
direction), then heading can be estimated by integrating the heading-gyro’s output
during time t1 to t2 by

w ¼
Zt2

t1

xn
heading�gyroðtÞdt ð59:3Þ

For arbitrary placement of the device, the heading-gyro should be in the
direction of the accelerometer which is used in stride length estimation of
Eq. (59.2). For instance, if z-axis accelerometer is used for stride length estimation,
the z-axis gyro should then be used as the heading-gyro. However, there is no way
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to guaranty that the device is perfectly levelled as well as placed aligned with the
pedestrian’s traveling direction, so the device is tilted on the human body. Con-
sequently, there always exists a set of misalignment angles between the measured
heading-gyro signal in the body-coordinate and the true attitude in the navigation
coordinate, i.e., local-level coordinate. Those misalignment angles should be esti-
mated and accounted for [3]. The transformation matrix (attitude matrix) from body
coordinate to navigation coordinate is expressed as Cn

b [8]. The measured triad-gyro
vector can be transformed into navigation coordinate by

xn ¼ Cn
b x

b ð59:4Þ

in which xb and xn are respectively the vectors of angular rates about the body
coordinate and the navigation coordinate. The detailed expressions of Cn

b, x
b, and

xn are illustrated in the following Sect. 59.3. Therefore, it can be depicted from
Eqs. (59.3) and (59.4) that the accuracy of the heading is determined by the
accuracies of Cn

b and xb. If the initial Cn
bð0Þ is given, it can be recursively updated

by integrating the output gyroscopes. However, the estimation error of Cn
b will

diverge quickly due to the gyro bias and numerical integration errors [9]. On the
other hand, according to [9, 10] the errors in Cn

b and xb can be compensated using
external outputs of accelerometer and GNSS (when available). At this time, the
fundamental issue in heading estimation is how to combine gyro, accelerometer,
and GNSS output. In this paper, an indirect EKF-based approach is proposed. First,
the triad-gyro output is integrated to determine a preliminary estimate of Cn

b. The
errors in Cn

b and the bias in xb are then estimated and compensated through the
proposed EKF-prototype, when both the outputs of accelerometer and GNSS are
available and reliable.

59.3 Attitude Estimation Using Accelerometer and GNSS

An EKF-based prototype is proposed to further improve the heading estimation
accuracy. The attitude error and gyro bias can be well bounded through the output
of accelerometer and GNSS. We first give the detailed derivation of the EKF system
model in Sect. 59.3.1, followed by the measurement model in Sect. 59.3.2.

59.3.1 EKF System Model

The coordinate transformation from the navigation-coordinate to the sensor body-
coordinate (x-y-z) is realized via the ordered Euler-angle rotations of yaw (w), pitch
(h), and roll (/). In this paper, the first rotation is w about z, which is denoted by
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CzðwÞ; the second rotation is CyðhÞ, h about y; finally, the third rotation is Cxð/Þ, /
about x. According to [11], CzðwÞ, CyðhÞ, and Cxð/Þ are respectively expressed as

Cz ðwÞ =
cosw sinw 0
� sinw cosw 0

0 0 1

2

4

3

5 ð59:5Þ

CyðhÞ ¼
cos h 0 � sin h
0 1 0

sin h 0 cos h

2

4

3

5 ð59:6Þ

Cxð/Þ ¼
1 0 0
0 cos/ sin/
0 � sin/ cos/

2

4

3

5 ð59:7Þ

Then the transformation Cb
n from navigation-coordinate to body-coordinate is

calculated as the multiplication of the above three single-axis rotations,

Cb
n ¼ Cxð/Þ CyðhÞ CzðwÞ ð59:8Þ

Expanding Eq. (59.8), we have

Cb
n ¼

cos h cos/ cos h sinw � sin h
sin/ sin h cosw� cos/ sinw sin/ sin h sinwþ cos/ cosw sin/ cos h
cos/ sin h coswþ sin/ sinw cos / sin h sinw� sin/ cosw cos / cos h

2

4

3

5

ð59:9Þ

Then the transformation Cn
b from body-coordinate to navigation-coordinate is the

transposition of Cb
n, namely,

Cn
b ¼

cos h cos/ sin/ sin h cosw� cos/ sinw cos/ sin h coswþ sin/ sinw
cos h sinw sin/ sin h sinwþ cos/ cosw cos/ sin/ sinw� sin/ cosw
� sin h sin/ cos h cos/ cos h

2

4

3

5

ð59:10Þ

The angular rates about the sensor body axes x, y, and z are denoted by xb
x, x

b
y,

and xb
z respectively, and their combined expression can be regarded as the vector,

xb = xb
x xb

y xb
z

� �T ð59:11Þ

Similarly, the vector of the triad-angular rates along the navigation coordinate is
expressed as
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xn = xn
x xn

y xn
z

� �T ð59:12Þ

The relationship between sensor body’s angular rates (xb
x, x

b
y, x

b
z ) and Euler

angles (w, h, /) is given by

xb
x

xb
y

xb
z

2

4

3

5 ¼ Cxð/Þ CyðhÞ
0
0
_w

2

4

3

5þ Cxð/Þ
0
_h
0

2

4

3

5þ
_/
0
0

2

4

3

5 ð59:13Þ

Expanding the above Eq. (59.13), we have,

_/
_h
_w

2

4

3

5 ¼ 1
cos h

1 sin/ sin h cos/ sin h
0 cos h cos h � sin/ cos h
0 sin/ cos/

2

4

3

5
xb
x

xb
y

xb
z

2

4

3

5 ð59:14Þ

Through the above Eq. (59.14) the attitude can be determined by integrating the
angular rate measurements from gyroscopes, if the initial attitude is known.
However, due to the reason that the gyro’ measurement containing gyro bias,
directly integrating the gyro-derived measurement can yield large attitude error. We
assume that the triad of gyro bias is expressed as b ¼ bx by bz½ �T, and the triad

of gyro measurement is ~xb = ~xb
x ~xb

y ~xb
z

h iT
, at this time the true angular rates

shown in Eq. (59.11) can be represented by,
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When the MEMS gyroscopes are used during a short time, shorter than the bias
correlation time of the MEMS sensors, the sensor bias error can then be modeled as
the random constant. In this paper, we model the triad of gyro biases as random
constants which have the following continuous-time differential equation [59.8]:

_bx ¼ 0
_by ¼ 0
_bz ¼ 0

8
>><

>>:

ð59:16Þ

Thus the model of the random constant bias can be implemented as a state-space
in the EKF system model, namely we have the following state-space model,
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and the state vector is expressed as x = / h w bx by bz½ �T.

59.3.2 EKF Measurement Model

According to [12], when there is no external acceleration, roll (/) and pitch (h)
errors resulting from gyro biases can be mitigated by using the accelerometer
output, namely, a triad of specific force, which is expressed as follows

fb = fbx fby fbz
h iT

ð59:18Þ

Referring to [11], the specific force fb satisfies

_vn ¼ Cn
b f

b � 2 xn
ie þ xn

en

� �� vn + gn ð59:19Þ

in which vn is the velocity vector expressed in navigation frame; _vn is the trans-
lational acceleration vector in navigation frame; gn is the local gravity expressed as
gn ¼ 0 0 g½ �T. Neglecting the earth rotational rate xie and multiplying Cb

n on
both sides of Eq. (59.19) we have,

_vb ¼ fb - xb
eb � vb + gb ð59:20Þ

As we know, ~xb ¼ xb
ib ¼ xb

ie þ xb
eb, neglecting the earth rotational rate, ~xb can

be written as ~xb ¼ xb
eb, also when there is no external acceleration, namely _vb ¼ 0,

then Eq. (59.20) can be changed into,

fb ¼ ~xb � vb - gb ð59:21Þ

in which

gb ¼ Cb
n g

n ¼ g
� sin h

sin/ cos h
cos/ cos h

2

4

3

5 ð59:22Þ
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and vb is the velocity vector along the sensor body frame and has the form,

vb ¼ vbx vby vbz
� �T ð59:23Þ

in which vbx is the pedestrian’s average walking speed during the last detected step,
vby and vbz are assumed to be zero. When there is no external acceleration, accel-
erometer output could provide accurate measurements to estimate the roll (/) and
pitch (h) errors. When there is external acceleration, this is not the case. Thus
smaller weights should be given to the accelerometer output with respect to
gyroscope output when there is external acceleration. In [9], if the norm of accel-
erometer measurement is not near the gravitational acceleration g, it is determined
that there is external acceleration and smaller weights are given to the accelerometer
output by increasing the corresponding measurement noise covariance. Thus, the
non-linear measurement can be written as,
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5 ð59:24Þ

Accelerometer measurement could adequately help to estimate the gyro-derived
pitch and roll as well as the x- and y-axis gyro biases. However, according to [12],
they provide no observability of the heading and heading-gyro bias. A feasible
method for estimating the heading and heading-gyro bias is to use the GNSS-
derived heading, when GNSS is available, which can be given as

wgnss ¼ arctan
vgnss; e

vgnss; n

� �

ð59:25Þ

in which vgnss; e and vgnss; n are respectively the east and north GNSS-derived
velocities. Then, at this time the measurement model can be augmented into
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As can be seen from Eq. (59.25) that the accuracy of wgnss is totally depends on
the accuracy of the GNSS-derived velocity. According to [5], typically only when
the GNSS-derived velocity is larger than 1 m=s2, it can then provide reliable GNSS-
derived heading wgnss. The overview of the EKF flow-chart for optimal attitude
estimation and be seen in the following Fig. 59.1.
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59.4 Experiments and Results

A MEMS IMU (Samsung Note 2 smart-phone including GPS receiver) was used to
conduct the experiment to evaluate the performance of the proposed PNS approach.
The smart-phone was kept levelly in the user’s hand during the experiment. The
x-axis of the sensor-body coordinate is along the smart-phone’s forward direction,
y-axis is along the right, and z is orthogonal to the x-y plane and along the down
direction. For detecting an effective pair of peak and valley during one step, the
time difference between the peak and the valley shall exceed 100 ms (the predefined
threshold). 100 ms time difference implies that the pedestrian will not have a step
rate greater than 5 steps per second. The stride length coefficient K for Eq. (59.2)
was set as 0.2431, which was calibrated on-line by GNSS data.

The experiment was conducted for 8 min on a standard football field (half size)
within the University of Calgary’s campus area. The experiment was carried out
along a rectangle-shaped line. The side of the rectangle was 61 m in length and
50 m in width, resulting in a total walking distance of 222 m. The sides of the
rectangle were either parallel or vertical to the local true north and east. The Ground
truth, walking direction, and start and end points (which are the same) can be seen
in Fig. 59.2.

Gyroscope-
derived angular 

rate

Accelerometer-
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acceleration

Pitch, Roll, Heading

Estimated pitch, roll,
heading error 
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+

Output: Optimal 
pitch, roll, heading,

and gyro bias

EKF Prediction

Attitude Estimation

EKF Update

GNSS-derived
Heading

Pitch, Roll, Heading

Gyro bias

Estimated gyro bias 

Fig. 59.1 Overview of the EKF flow-chart for optimal attitude estimation
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Figure 59.3 shows that the step detection method given in this paper could detect
the steps successfully. It is noteworthy that there is no red circle in the end because
the user stood still during that time.

Four different methods are used to estimate the heading and navigation results of
the PDR-based PNS. For method 1, heading is derived directly through the inte-
gration of z-axis gyro in body frame; for method 2, heading is derived through the
integration of z-axis gyro in navigation frame, pitch and roll are calculated from x-
axis and y-axis gyros in body frame; for method 3, heading is derived through the
integration of z-axis gyro in navigation frame, pitch and roll errors are compensated
by the accelerometer output; for method 4, heading is derived through the

Fig. 59.2 Ground truth of the
experiment
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integration of z-axis gyro in navigation frame; pitch and roll errors are compensated
by the accelerometer output, and during the initial 2 min (1/4 of total time) the GPS
is available, after that the GPS is simulated unavailable.

It can be seen from Fig. 59.4 that the pitch and roll errors can be well mitigated
by methods 2 and 3, which means the proposed accelerometer-aided method could
well bound the gyro-derived pitch and roll errors as well as estimate the biases of
the horizontal gyros. Moreover, correct heading information can be estimated
through using method 4, which means the bias of the heading-gyro could be esti-
mated when GNSS is available. The corresponding positioning results by using
methods 1, 2, 3, and 4 can be seen respectively in Fig. 59.5. It is depicted that
method 1-derived navigation result is the worst, in which the heading is derived
directly through the integration of z-axis gyro in body frame. And the optimal
navigation result can be obtained through method 4 which is presented in this paper,
with the maximum position error is only about 5 m.

59.5 Conclusions

As can be seen from the above experimental results, the proposed attitude esti-
mation method using accelerometer and GNSS for PDR in the paper can provide
accurate and continuous navigation results for pedestrian navigation usage.
Although the proposed PDR algorithm is implemented on a consumer smart-phone,
they are also applicable on the platform of other smart-devices. The future work
will be concentrated on the combination of indoor Wi-Fi positioning technique with
the proposed PDR prototype introduced in this paper.
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Chapter 60
Moving Target Autonomous Positioning
Based on Vision for UAV

Long Zhao and Pengfeng Chen

Abstract In this paper, we propose a systematic framework for the ground moving
target autonomous positioning with a Unmanned Aerial Vehicle (UAV). The pro-
posed framework consists of the ground moving target positioning design and
algorithm. Therein the camera mounted on the UAV functions as a mission sensor
targeted for the ground moving target positioning. In this paper, We design an
algorithm for the vision based mission system by using the navigation information
outputted by Attitude and Heading Reference System (AHRS) and GNSS/Strapdown
Inertial Navigation System (SINS) integrated navigation system, including motion
detection and compensation, target detection and tracking, as well as target posi-
tioning. The experiments of the ground moving target autonomous positioning have
been carried out. The test results show that the system can provide the positioning
information of ground moving target for UAV.

Keywords Systematic framework �Moving target positioning � Target detection �
Target tracking

60.1 Introduction

Unmanned Aerial Vehicles (UAVs) are low-risk and cost effective in comparison
with human operators. UAVs have become an integral solution for civilian appli-
cations and modern military such as remote sensing, aerial surveying, post-disaster
assessment, pipeline and power line inspection, and ground target positioning [1–
3]. A report in 2011 by the Teal Group, which specializes in the aerospace market
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analysis, forecasts that UAV expenditures worldwide will double within the next
10 years to reach $11.3 billion US dollars annually in 2020 [4]. By 2018, analysts
expect that over 15,000 UAVs could be operating within United States Airspace
[5].

Due to the payload, size, and price limitations, low-cost and light-weight
Strapdown Inertial Navigation System (SINS) based on micro-electro-mechanical
systems (MEMS) are widely applied to the navigation of medium- or small-sized
UAVs. Low-cost INS is subject to large measurement biases and high measurement
noises. Hence, pure SINS drifts rapidly. In practice, SINS usually is aided by the
Global Navigation Satellite System (GNSS) to realize drift-free state estimations.
But GNSS signals may be lost due to various reasons such as environment
occlusion or intentional jamming. If the GNSS signal for some reason becomes
unavailable or corrupted, the state estimation solution provided by the SINS alone
drifts in time and will be unusable after a few seconds. For this reason, plenty of
research has been dedicated to finding alternative navigation schemes to cope with
short and long term GNSS outages. The research community is making a great
effort to solve this problem in different ways. One potential solution is a vision
navigation system using a suitable camera, for almost every UAV already has a
video camera as a standard sensor in its payload package. A comprehensive of
various sensors of the payload package such as Inertial Measurement Units
(including gyroscopes and accelerometers), magnetometer, barometer, airspeed
meter, GNSS, and camera, enables both the autonomous navigation and the mission
execution.

Although UAV is more and more widely applied in the modern military and
civilian applications, there are several problems which have to be resolved before
UAV is introduced in practical applications. One of them is the navigation system
and it’s integrity, principle and implementation of the navigation system can be
found in [6].

After guaranteeing the stability of UAV control during flight,It is necessary to
accomplish some specific missions. One of them is the detection, tracking and
localization of a moving target for the aerial surveillance. And as a result, ground
target tracking as an important application of UAVs has been widely studied by
researchers [7–9]. Despite the great progress has been made, moving ground target
tracking and positioning is still an important and challenging topic in practical
applications of UAVs. In order to achieve this goal, we divide this problem into
three sub problems, i.e. motion detection and compensation, moving target detec-
tion and tracking, as well as moving target positioning. The motion of the camera
due to the motion of the UAV increases the background activity and the tasks of
target detection, tracking and positioning become even more daunting. In order to
extract the foreground target areas in this case, the global motion between two
consecutive frames must be estimated and compensated for a stable video [10].

The paper is organized as follows. The System framework is presented in
Sect. 60.2. Section 60.3 focuses on the ground target tracking and positioning
system. Finally, we draw some conclusions and shed light on future work in
Sect. 60.4.
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60.2 Systematic Framework and Problem Statements

The camera mounted on a UAV can be used as a navigation sensor for navigation and
positioning, or it can be used as a mission sensor for some specific missions such as
target detection, target tracking, target positioning, remote sensing survey, etc.

The work presented in this paper originates from a research project on UAV
applications in the Digital Navigation Center (DNC) at Beihang University. The
primary goal of the project lies in the development of an integrated hardware/
software UAV platform for ground moving target detection, tracking and posi-
tioning. The system framework of the ground moving target tracking and posi-
tioning system, as shown in Fig. 60.1, depicts an aircraft equipped with a gimbaled
optical camera pointing to the ground moving target, where the geographic data are
stored in Secure Digital (SD) card. The system can fulfill the target positioning in
3D space after the target detection and tracking. In order to achieve this goal, the
transformation between coordinate systems is a key factor for the target positioning
in 3D space because different sensors return data with respect to different coordinate
frames, such as Earth coordinate frame (e frame), Geographic coordinate frame (g
frame), Navigation coordinate frame (n frame), Body coordinate frame (b frame),
and Camera coordinate frame (c frame). The definition of these coordinate systems
can be found in [6].

According to the definition of the coordinate frames, the problem of ground
moving target tracking and positioning based on autonomous navigation systems
for UAV is formulated as follows

Rt
g ¼ Rb

g þ Rc
b þ Rt

c ð60:1Þ
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Fig. 60.1 The system framework of ground moving target tracking and positioning
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where Rt
g; R

b
g; R

c
b and Rt

c denote the distance vectors from g frame to target point,
from g frame to b frame, from b frame to c frame, from c frame to target point,
respectively. These parameters calculation process can be found in [6].

60.3 The Target Detection, Tracking and Positioning

60.3.1 Motion Detection and Compensation

The motion of the camera due to the motion of the UAV results in that the back-
ground is moving. In contrast to a static background, detecting, tracking and
positioning target in a scene with a moving background is much more complex. In
order to extract the foreground target areas in this case, the global motion between
two consecutive frames must be estimated and compensated.

The motion detection and compensation algorithm involves two stage. The pre-
vious and current frames are processed. The dominant motion between them is
estimated and is assumed to be the background motion. This motion is then used to
align the previous frame to the current frame in order to detect a motion of the current
frame. The second stage performs a comparison between the prediction and the
current frame. If the motion estimation adequately describes the true background
motion, then any unmatching regions is marked as having independent motions.

The global motion model (eight parameters) [11], namely the combination of the
affine transformation and projective warp, is described as follows

u
0 ¼ a1uþ a2vþ a3

a7uþ a8vþ 1
ð60:2Þ

v
0 ¼ a4uþ a5vþ a6

a7uþ a8vþ 1
ð60:3Þ

where ðu; vÞ and ðu0
; v

0 Þ denote the feature point and its correspondence point in two
consecutive frames, and ai ði ¼ 1; 2; . . .; 8Þ denotes motion parameters.

Fig. 60.2 The feature detection and registration, a the set of features obtained with the SURF
algorithm; b the outlier feature set has been identified and removed using the RANSAC algorithm
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The motion parameters are estimated based on the SURF matching [12] and
RANSAC [13] algorithms. The SURF algorithm is used to process the previous and
current frames to extract feature points and match them. The RANSAC algorithm is
used to discard outliers so as to ensure that the estimation of the motion parameters
is not affected by wrong feature correspondences, as illustrated in Fig. 60.2.

The motion parameters can be estimated using the direct linear transformation
with a minimum number of four feature points (the features must be noncollinear).
In practice, the motion parameters are estimated using a larger number of

Fig. 60.3 The results of the motion detection and compensation, a the previous frame, b the
current frame, c the motion compensation result, d the difference binary image between (a) and
(b) before motion compensation, and e the difference binary image between (b) and (c) after
motion compensation
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corresponding feature points. Once the motion parameters are obtained, they can be
used to reconstruct background pixels in the interpolated frames by using the
bidirectional interpolation [14].

An experiment of the motion detection and compensation is implemented by
using practical flying video data from the DNC, in which the image resolution is
480 × 320 pixels. The experimental results are shown in Fig. 60.3.

60.3.2 Target Detection and Tracking

To extract the moving targets from a video frame, background subtraction and
frame difference are the most widely used approaches. When the video camera is
stationary, the background scene does not change, so it is convenient to construct a
background model and extract the moving targets by using the background sub-
traction. When the camera exhibits motion, however, in order to extract the moving
target in this scene where the background changes with each new frame, the global
motion between two consecutive frames must be estimated and compensated, so
hence convenient to extract the foreground target areas by using the frame differ-
ence, and then the moving targets can be detected by the morphological operation
and connected domain detection; the structure is shown in Fig. 60.4.
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Motion detection and compensation
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Fig. 60.4 The structure of
moving target detection
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Once a moving target is detected, the track initialization event can be imple-
mented, such that the moving target can be continuously tracked by the tracking
algorithm in the living period of a track (this period starts from its initialization to
its termination [15]). The termination of a track occurs when a target can no longer
be detected, because it leaves the field of view, it stops and becomes static, or it can
no longer be distinguished from the background. Detected objects are not confirmed
to be true moving targets until they have been consistently tracked for a period of
time before their target tracks are initialized. We create a dynamic list of potential
tracks using all detected objects. Associations will be established between objects
detected in a new image frame and potential tracking targets. When a potential
target is tracked in several continuous frames, it is recognized as a true moving
target and a track will be initialized. During target tracking, the target tracking
algorithm, i.e., a particle filter based on integral channel features is used to con-
tinuously track the target [16]. With real-world video sequences, it is reasonable to
take target splitting and merging into account, or detect multiple targets. In order to
deal with these issues, an improved nearest neighbor data association algorithm [17]
is developed for the multiple targets tracking association task; its structure is in
Fig. 60.5.
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Fig. 60.5 The flow diagram
of targets tracking
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An experiment of the motion detection and tracking is implemented by using a
practical flight video data from the DNC with the resolution of 480 × 320 pixels
The experimental results are shown in Fig. 60.6.

Fig. 60.6 The results of the targets detection and tracking, a frame 18, b frame 214, c frame 280,
d frame 584, e binary image of targets detection in (a), f binary image of targets detection in (b),
g binary image of targets detection in (c) and h binary image of targets detection in (d)
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60.3.3 Target Positioning

After targets are continuously and reliably being tracked, any interested target can
be selected by a system operator through a joystick or mouse that steers the onboard
camera. Once the interested target is selected, the UAV and the camera automati-
cally lock onto the target and continuously track it, as illustrated in Fig. 60.1. Then
the system can provide the estimate of its position according to Eq. (60.1).

The system continuously computes the position of the interested target, and the
UAV’s track can be displayed on the Digital Earth (DE) at the ground station. In
addition, the image containing the interested target from the onboard camera can be
displayed on the DE at the ground station through the image mosaic technology; the
diagrammatic sketch is shown in Fig. 60.7.

60.4 Conclusion and Future Work

In this paper, the comprehensive design and implementation of the ground moving
target positioning for UAV was presented, including the system framework, motion
detection and compensation, target detection and tracking, as well as target

Fig. 60.7 The results displaying the UAV’s track and image from the onboard camera
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positioning. The flight test results of target detection and tracking were reported.
Although the development of the target positioning based on a camera functioning
as the navigation sensor and mission sensor is generally challenging, we believe
that the developed avionics and mission system can be widely applied to UAVs and
extended to other unmanned vehicles or robots in future.
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Chapter 61
An Orbit Determination Algorithm
for Spacecrafts Navigated by a Single
X-Ray Pulsar

Rong Jiao, Luping Xu, Hua Zhang and Yan Ma

Abstract Commonly, X-ray Pulsar Navigation should observe three pulsars to
determine the position of the detector. It leads to at least three detectors should be
equipped. In this paper, an initial orbit determination algorithm using one detector
to observe a single X-ray pulsar is presented in this paper. The algorithm combines
the two-body motion equations and least squares iterative method to obtain initial
orbits of spacecrafts, in which the phase comparison method of weighted FFT is
used to process simulation signal of an X-ray pulsar. Then, the feasibility of the
orbit determination algorithm and the phase comparison method are verified on
Matlab environment. As expected, the results show that the orbit determination
algorithm is feasible and has a good accuracy. As well, it can be widely used on
earth and other planets’ orbits.

Keywords Orbit determination algorithm � Single X-ray pulsar � Two-body
motion equations � Least squares method

61.1 Introduction

In 1981, the NASA first described the idea that applying the pulsar X-ray source to
the spacecraft navigation, which provided a new thought for navigation and posi-
tioning technology [1]. As a natural celestial body, the pulsar can provide a good
service for the space navigation and positioning technology and its moving char-
acteristics are not easily destroyed by the external force and interference. The
parameters of the pulsar in a certain period of time are fixed, so it can realize the
function of spacecraft autonomous navigation, reduce the stress of ground
stations and have a good application prospect [2, 3]. However, X-ray detector
is expensive and can only observe a pulsar at some particular time.
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Considering the immature navigation technology of the current X-ray pulsar and the
limitation of laboratory fees, it is difficult for us to make one spacecraft carry
multiple X-ray detectors [4–6]. The traditional orbit determination method depends
on a variety of optical observation data, which cannot work without the support of
the ground station. Meanwhile, different observation devices may cause certain
observation error. In the determination of initial orbit spacecraft, some methods
should be used to correct the observation error, therefore, they increases the
workload of spacecraft orbit calculation and decreases the accuracy of the initial
orbit. The method in this paper don’t rely on optics observation data, we can get the
spacecraft initial orbit parameters using the pulsar arrival time parameter. Compared
with the original initial orbit determination method, this method need less obser-
vation and has a smaller observation error; This method is not rely on the ground
service, so it can be used in deep space and space navigation research; Single pulsar
orbit determination only need one pulsar, and it only needs an X-ray detector on the
spacecraft, which saves the cost and is easy to implement.

61.2 Least Square Method to Determine the Initial Orbit

The initial orbit determination of X-ray pulsar single satellite by the Least Square
Method is based on the two-body theory of spacecrafts and the Least Square
Method. The detailed process is: according to the signal models of X-ray pulsar and
the interrelated knowledge of the Gauss fitting about its profiles, a simulated signal
of the X-ray pulsar is generated; an analysis of the two cases is made to calculate
the initial state vector of spacecrafts, as the initial value of the estimated orbit of
three pulsars at the same place or at two or three different places. With the initial
state vector of spacecrafts on the estimated orbit, the two-body equation of motion
on elliptical orbit and Newton iterative method, the estimated orbit is produced.
Likewise, choosing a initial state vector of a reference orbit can make a reference
orbit; According to the two-body motion of spacecrafts in the orbit coordinate
system, the mathematical model of the two-body motion and using the Least Square
Method to make the estimated orbit to get close to the reference orbit, we can get
the initial orbit of spacecrafts.

61.2.1 Calculating the Initial Magnitude of Spacecrafts
on the Estimated Orbit

Literature [7] provides a fast simulation method for the fast X-ray signal, and
simulation data of three pulsars can be got by this method. Then some phase value
of the photon sequence of each pulsar is obtained by using a 1024-point method on
900 s cumulative simulation data of three pulsars respectively.
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We observe three pulsars one by one, that is to say, one detector can only
observe one pulsar at a moment, which is called orbit determination for spacecrafts
navigated by a single X-ray pulsar. Difference of the place of observation, the initial
orbit determination of the single star of the X-ray pulsar can be divided into two
kinds of situations: observing the three pulsars in the same place or at two or three
different place.

The first case: three stars produce initial value of estimates track in the same
positions.

When we observe three pulsars at the same place, the positions of spacecraft are
the same results. We can consider locating the spacecraft by the geometric method.
With the measured phases, we can ensure the accurate position of the spacecraft.

Supposing the pulsar signal emission time of the i pulsar is tTi , the arrival time to
the spacecraft is tSCi , Di and rSC are respectively the vector of mass center of earth
to the i pulsar and the place of the spacecraft. Their relationship follows

tSCi � tTið Þ ¼ 1=c � n̂SC Di � rSCð Þ þ 1=c � Reli ðn̂SC ¼ ðDi � rSCÞ=jDi � rSCjÞ
ð61:1Þ

where Reli is the i pulsar baseline in direction of the relativistic effect, n̂SC is the
unit vector of the i pulsar to spacecraft direction, c is speed of light.

By Eq. (61.1), the qi (The distance of the pulsar to the spacecraft) can be
expressed as

qi ¼ c tSCi � tTið Þ ¼ n̂SC Di � rSCð Þ þ Reli ¼ jDi � rSCj þ Reli ð61:2Þ

Distance measurements contain signal timing errors dtSC, distance measurements
noise gSCI

, and the pulse signal transmitting time errors dTi.We can rewrite
Eq. (61.2) as

qi ¼ c tSCi � tTið Þ þ cdtSC þ cdTi þ gSCI

¼ jDi � rSCj þ RelEffi þ cdtSC þ cdTi þ jdDij þ jdrSCj þ dReli þ gSCI

ð61:3Þ

where dDi, dReli and drSC respectively show the pulsar position error, the rela-
tivistic effect error and the spacecraft position error.

If the entire cycle phase of the pulsar to spacecraft is represented as Ni,
Eq. (61.3) can be expressed as

kiUi ¼ ki ui þ Nið Þ ¼ qi ¼ c tSCi � tTið Þ þ cdtSC þ cdTi þ kibSCi

¼ jDi � rSCj þ Reli þ cdtSC þ cdTi þ jdDij þ jdrSCj þ dReli þ kibSCi

ð61:4Þ

where ki is the pulse signal wavelength, bSCi
is the phase measurement error.
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Because the distance between the pulsar and spacecraft is too far, the visual
angle’s variation caused by the change of the distance is very small. We cannot
determine the pulsar signal transmission time and the phase integer cycle. In
addition, we cannot accurately obtain the geometric distance of the pulsar. Thus, we
generally use difference method in the practical application.

Single difference refers to using group difference between pulsar time prediction
model phase and the spacecraft pulse phase measurements. Differential observation
can reduce errors, but it needs more observation time and observation sources.
According to Eq. (61.5), position vector Dx which is spacecraft relative to the mass
center of earth.

Dqi ¼ qEi
� qSCi

¼ c tEi � tTið Þ � c tSCi � tTið Þ
¼ jrE � Dij þ RelEi½ � � jrSC � Dij þ RelSCi½ � ¼ n̂i:Dx

ð61:5Þ

where tEi is the time pulse arriving at the mass center of earth, rE is the distance
between the mass center of earth and the mass center of sun. qEi

is the distance
between pulsar and the mass center of earth, and qSCi

is the distance between pulsar
and spacecraft. RelEi is the relativistic correction of qEi

, RelSCi is the relativistic
correction of qSCi

.
According to Eqs. (61.4) and (61.5), the single difference measurements can be

set as

Dqi ¼ kiDUi ¼ ki Dui þ DNið Þ ¼ n̂i:Dx ð61:6Þ

where Dui is the phase between the spacecraft and earth, DNi is phase ambiguity
between the spacecraft and earth.

If we observe three pulsars at the same time, a simplified measurement equation
is

½ n̂1 n̂2 n̂3 �Tx ¼ Hx
¼ ½ cP1 D/1 þ DN1ð Þ cP2 D/2 þ DN2ð Þ cP3 D/3 þ DN3ð Þ �T

ð61:7Þ

where n̂i is the i pulsar direction unit vector, x is the spacecraft’s position vector
relative to the vector time model reference point. In this paper, Time model ref-
erence point is the mass center of the earth, c is speed of light, Pi is the i Pulsar
pulse period; DNi is the single difference phase ambiguity. D/i is a transformed
single difference phase observation.

Because the three pulsars are observed in the same location, we think they are
observed at the same time. The pulsar distance is very far, Eq. (61.7) is simplified as

½ n̂1 n̂2 n̂3 �Tx ¼ Hx ¼ ½ cP1D/1 cP2D/2 cP3D/3 �T ð61:8Þ
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Assuming that each pulsar’s photon sequence can be divided into N segments,
and using Eq. (61.8), we can calculate n positions vector of spacecraft.

Some xi corresponding to ti are known, we can get the formula of spacecraft
initial position vector x0 and velocity vector _x0

xi ¼ fix0 þ gi _x0 i ¼ 1; 2; . . .; nð Þ ð61:9Þ

The solution with the least square method is

x0 ¼ g2½ � fx½ � � fg½ � gx½ �= f2
� �

g2½ � � fg½ � fg½ �
_x0 ¼ f2

� �
gx½ � � fg½ � fx½ �= f2

� �
g2½ � � fg½ � fg½ �

�

ð61:10Þ

where x½ � ¼ Pn
i¼1 xi.

The second case: three stars produce initial value of estimates track in three or
two positions.

When the three stars are in the three or two positions, calculating the spacecraft’s
projection of the pulsar direction in the initial time by using least square method for
each pulsar, we can obtain simultaneous equations about the position vector and
velocity vector, the solution of the spacecraft orbit position vector and velocity
vector can be estimated.

xi~ni ¼ fix0~ni þ gi _x0~ni ¼ cPi/i i ¼ 1; 2; . . .; nð Þ ð61:11Þ

where Pi is the period of the i pulsar, c is speed of light, /i is pulsar photon
sequence phase value at ti moment. The solution with the least square method is

x0 ¼ g2½ � fx½ � � fg½ � gx½ �= f2
� �

g2½ � � fg½ � fg½ �
_x0 ¼ f2

� �
gx½ � � fg½ � fx½ �= f2

� �
g2½ � � fg½ � fg½ �

�

ð61:12Þ

where x ¼ cP/, x½ � ¼ Pn
i¼1 xi.

In the above two cases, f; g are calculated according to the approximate circular
orbit two-body motion equations. If the initial position vector and velocity vector of
the spacecraft are unknown, we considered orbit is an approximate circular orbit.
Selecting a reasonable initial value r0, f and g can be obtained by this formula

f ¼ cos ðt� t0Þ=r3=20

� �
þ O e0ð Þ þ cos d=r3=20

� �
þ O e0ð Þ

g ¼ r3=20 sin d=r3=20

� �
þ O e0ð Þ

8
<

:
ð61:13Þ

where d ¼ t� t0, O e0ð Þ is higher order infinitesimal.
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Equation (61.13) can be deformed into

f ¼ 1� d2=2r30 þ O d4
� �

g ¼ d� d3=6r30 þ O d5
� �

(

ð61:14Þ

Equations (61.13) and (61.14) above mentioned, commonly used in practical
work, are two kinds of approximation formulas for f, g. If the initial value r0 gets
close to the actual value, the eccentricity e0 is small. No matter how great the
magnitude of d in Eq. (61.13) is, the calculation accuracy of f, g is good. but when
the value of d in Eq. (61.14) is larger, the calculation accuracy error of f, g is also
larger.

61.2.2 The Estimation of Initial Orbits of Spacecrafts

(1) The generation of the estimate and reference orbits

According to initial value of estimate orbits and appropriate initial value of
reference orbits, f; g; f 0 and g0 can be worked out through elliptical orbit two-body
motion equations. The equations can be represented as

f ¼ 1� a0=r0 � 1� cosDEð Þ
g ¼ ffiffiffiffiffi

a0
p

r0 sinDEþ a0 r0 _r0ð Þ 1� cosDEð Þ
f 0 ¼ � ffiffiffiffiffi

a0
p

=r0r � sinDE
g0 ¼ 1� a0=r � 1� cosDEð Þ

8
>><

>>:

ð61:15Þ

where f 0 and g0 can be gotten by taking the derivative of f and g.
The equation about DE can be expressed as

DE ¼ DM� r0 _r0=
ffiffiffiffiffi
a0

p � 1� cosDEð Þ þ 1� r0=a0ð Þ sinDE ð61:16Þ

where, DM ¼ M�M0 ¼ n t� t0ð Þ, n ¼ ffiffiffiffiffiffiffiffiffiffi
l=a3

p
is the average velocity of space-

crafts, l ¼ GM is gravitational constant and a is the semi-major axis of the ellipse.
Because of its similarity to the Kepler’s equation, the Eq. (61.16) is called

Generalized Kepler equation, which can be solved with the Newton iterative
method.

The steps to solve this equation can be described as

Step 1 :
f DEð Þ ¼ DE� 1� r0=a0ð Þ sinDEþ r0 _r0=

ffiffiffiffiffi
a0

p � 1� cosDEð Þ � DM
f 0 DEð Þ ¼ 1� 1� r0=a0ð Þ cosDEþ r0 _r0=

ffiffiffiffiffi
a0

p � sinDE
�

ð61:17Þ
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Here, DE can be obtained by Newton iterative method, there is

DE � DEiþ1 ¼ DEi � f DEið Þ=f 0 DEið Þ ð61:18Þ

Step 2 : choose DE0 ¼ DM and solve Eq. (61.18) for DE1

DE1 ¼ DMþ ð 1� r0=a0ð Þ sinDM� r0 _r0=
ffiffiffiffiffi
a0

p � 1� cosDMð ÞÞ=
ð1� 1� r0=a0ð Þ cosDMþ r0 _r0=

ffiffiffiffiffi
a0

p � sinDMÞ
ð61:19Þ

Then substitute DE1 for DEi in Eq. (61.18) and calculate DE2. And by this
analogy, calculate DE3; DE4; . . .; until Eiþ1 � Eij j\e.

Based on the value of f, g; f 0 and g0 on elliptical orbit and the position vector x0
and velocity vector _x0, the position and velocity vector of spacecraft corresponding
to several times of the estimate orbit and reference orbit can be got by Eq. (61.20).

x
: ¼ fx0 þ g x

:

0

x
: ¼ f 0x0 þ g0 x

:

0

(

ð61:20Þ

(2) The calculation on the initial position and velocity vector of spacecraft

According to the two-body motion of spacecraft in orbital coordinate system, we
can construct a mathematical model of the two-body motion of spacecraft. Based on
the theoretical knowledge of Chap. 2, if the matrix A and ~H are already known, the
initial orbit can be estimated by Least Squares Method.

It is assumed that the spacecraft is only affected by the center attraction, without
regard to the influence of other inertia force. It is assumed that the surface-based
observing station ðXs; Ys; ZsÞ and gravitational constant is known. Thus, the state
vector can be represented as

X ¼ ½ x y z u v w �T ð61:21Þ

Here, x; y; zð Þ is the position vector of spacecraft at one point, u; v;wð Þ is the
velocity vector of spacecraft at one point. According to the two-body motion
equation, we can obtain €x ¼ �lx=r3, €y ¼ �ly=r3, €z ¼ �lz=r3.

By Eq. (61.22), we can obtain

_X ¼ ½ _x _y _z _u _v _w �T ¼ ½ F1 F2 F3 F4 F5 F6 �T
¼ ½ u v w �lx=r3 �ly=r3 �lz=r3 �T ð61:22Þ
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According to Eq. (61.22)

A tð Þ ¼ @F X; tð Þ
@X

¼

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

� l
r3 þ 3lx2

r5
3lxy
r5

3lxz
r5 0 0 0

3lxy
r5 � l

r3 þ 3ly2

r5
3lyz
r5 0 0 0

3lzx
r5

3lyz
r5 � l

r3 þ 3lz2

r5 0 0 0

2

6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
5

ð61:23Þ

The matrix H is defined as

~H ¼ @q=@X ¼ @q=@x @q=@y @q=@z @q=@u @q=@v @q=@z½ � ð61:24Þ

where q ¼ x� XSð Þ2 þ y� YSð Þ2 þ z� ZSð Þ2
h i1=2

.

According to Eq. (61.24)

~H ¼ ðx� XSÞ=q ðy� YSÞ=q ðz� ZSÞ=q 0 0 0½ � ð61:25Þ

Known matrix A, U t; t0ð Þ can be obtained by the characteristic value and
eigenvector. Then we can estimate the state vectors of the spacecraft by Least-
squares iteration method mentioned in literature [8].

Estimation process of spacecraft initial state is the process of iterative
convergence. The condition of iterative convergence is: the mean square error of
estimated orbit observation and the reference orbit observation is less than 1 km.

(3) The initial orbit determination of the spacecraft

Given the position and velocity vector of the spacecraft in the initial state, we
can get six orbital elements ða0; e0; i0; X0; x0; M0Þ of the elliptic orbits. For
eccentricity e0¼0, perigee has no definition, similar to x0 and M0. When eccen-
tricity e0 get close to 0, it is difficult to get accurate solutions of x0 and M0. For
i0 ¼ 0, ascending node has no definition, and neither do X0 and x0. When Orbital
inclination i0 get close to 0, it is difficult to get accurate solution of X0 and x0. So,
in the special cases such as a small eccentricity and small angle, the solution
variable is no longer six orbital elements of Kepler elliptic orbit, and the calculation
method will change, too. This section will be emphasis on some calculation for-
mulas in general situations.

For x0 ¼ x; y; zð Þ and _x0 ¼ u; v;wð Þ, we can get

r0 ¼ x2 þ y2 þ z2ð Þ1=2
v20 ¼ u2 þ v2 þ w2ð Þ

�

ð61:26Þ
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According to the dynamic formula

v20 ¼ l 2=r0 � 1=a0ð Þ ð61:27Þ

Elliptical orbit semi-major axis of a spacecraft is

a0 ¼ 2=r0 � v20=l
� ��1¼ lr0=ð2l� r0v

2
0Þ ð61:28Þ

For e 6¼ 0, by the elliptical motion relationship, we obtain

e0 cos E0 ¼ 1� r0=a0
e0 sin E0 ¼ r0 _r0=

ffiffiffiffiffi
a0

p
�

ð61:29Þ

Here

r0 _r0 = x0 � _x0 = xu + yv + zw ð61:30Þ

According to Eq. (61.29), there is

e0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� r0=a0ð Þ2þ r0 _r0=
ffiffiffiffiffi
a0

pð Þ2
q

ð61:31Þ

tan E0 ¼ ðr0 _r0= ffiffiffiffiffi
a0

p Þ=ð1� r0=a0Þ ð61:32Þ

With E0 and e0, we can get M0, it is

M0 ¼ E0 � e0 sin E0 ð61:33Þ

For i 6¼ 0� and i 6¼ 180�, we can get the right ascension of ascending node
formula

tanX0 ¼ ðyw� zvÞ=ð�uzþ xwÞ ð61:34Þ

The orbit inclination is

cos i0 ¼ ðxv� yuÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a0 1� e20
� �q

ð61:35Þ

By the fundamental formulas of elliptic orbit, the true anomaly f0 is

tan f0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� e20

q

sin E0=ðcos E0 � e0Þ ð61:36Þ

The true latitude u0 is

tan u0 ¼ z= x cosX0 þ y sinX0ð Þ � sin i0 ð61:37Þ
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With the true latitude, we can get that the argument of perigee is

x0 ¼ u0 � f0 ð61:38Þ

61.3 Comparisons and Analyses of Simulation Results

The real orbit parameters setting refer to the orbit of GPS(GPS BIIA-10) during the
simulation whose parameters are shown in Table 61.1.

61.3.1 Simulation Results of Estimating the Initial Value
of the Orbit

At different observation time, the initial states of the orbit are different. Assuming
an approximate and reasonable initial value of circular orbit is 3.8999 × 108 m.
Observation time starts from 20 s and gradually increases by 5 s until 105 s.
Estimation results of the height and speed for initial state of the orbit are shown in
Tables 61.2 and 61.3.

Table 61.1 Orbit parameters setting during the simulation

Orbit name Semi-major
axis (km)

Right ascension of
ascending node

Orbit
eccentricity

Argument
of perigee

Orbital
inclination

GPS BIIA10 4164.3 224.67° 0.0116 338.24° 54.39°

MEGSAT-1 2254.5 341.25° 0.0049 281.70 64.56°

Table 61.2 Estimation results of the height and speed for initial state of the orbit

25 s 35 s 45 s 55 s 65 s

Altitude (m) 3.8849 × 108 3.8849 × 108 3.8849 × 108 3.8849 × 108 3.8849 × 108

Velocity (m/s) 1.0390 × 104 7.4218 × 103 5.7725 × 103 4.7229 × 103 3.9963 × 103

Table 61.3 Estimation results of the height and speed for initial state of the orbit

Time 25 s 35 s 45 s 55 s 65 s

Data

Altitude (m) 3.8849 × 108 3.8849 × 108 3.8849 × 108 3.8849 × 108 3.8849 × 108

Velocity (m/s) 2.0781 × 103 1.9242 × 103 1.7915 × 103 1.6759 × 103 1.5743 × 103
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From the Tables 61.2 and 61.3, it can see that the initial velocity value of
estimated orbit is unreasonable when the observation time is less than 35 s. Then,
with the observation time becomes longer ranging from 35 s to 105 s, the initial
height of estimated orbit remains unchanged and the initial velocity decreases.
Meanwhile, the estimated initial height and velocity are reasonable. So the rea-
sonable observation time setting should range from 35 s to 105 s.

61.3.2 Simulation Result of LSM

Assuming that the initial height value between the estimated orbit and the reference
orbit differs 10 km, that is, the height value of the reference orbit is 3.9 × 108 m. In
the process of iterative for determining the initial spacecraft orbit, the starting
observation time lasting for 3 s, increases by 3 s each time, until reach the total
length of 30 s. Calculate the reference track and estimate track matrix y value
respectively, then compute mean square by calculating the difference of y value, the
mean square value can be used as the convergence conditions. Calculation results
are shown in Tables 61.4 and 61.5, the first column represents observation time for
estimating the initial state of orbit, the first line says the observation time for least
square method to determine the initial orbit.

From the Tables 61.4 and 61.5, it can see that when the estimated initial value of
orbit at 105 s of the initial value, the error between the reference trajectory and the
estimated orbit reaches its minimum value. In this case, as the time observed in the
process of iterative becomes longer, the error between the estimated orbit and the
reference trajectory becomes greater. In another word, the estimated orbit goes off
the reference orbit further and further, and when the time observed in the process of
iterative is 3 s, the error between the estimated orbit and the reference trajectory

Table 61.4 Simulation results of observing three pulsars in the same places

3 s (m) 9 s (m) 15 s (m) 21 s (m) 27 s (m)

60 s 371.4927 371.6545 379.2448 400.8785 412.4463

80 s 194.7183 194.7773 195.5015 197.1876 291.9386

90 s 195.3095 195.1225 194.9779 195.1719 222.8665

105 s 181.8157 181.6162 181.4276 182.5941 181.7273

Table 61.5 Simulation results of observing three pulsars in different places

3 s (m) 9 s (m) 15 s (m) 21 s (m) 27 s (m)

60 s 371.4877 371.6707 380.4308 400.8802 412.4560

80 s 194.7168 194.7776 195.4965 197.1913 291.9417

90 s 195.3143 195.1257 195.0066 195.1621 222.8742

105 s 181.8228 181.6193 181.4195 182.5988 181.7215
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reaches its minimum. As a result, the initial value of estimated orbit can be regarded
as the spacecraft’s initial orbit. With the same estimated orbit initial value and the
time in the process of iterative, the error stem from the observation of three pulsars
in the same places becomes greater than that in different places. In this case, as seen
from the Table 61.5, the error between the estimated orbit and the reference tra-
jectory reaches 134.5958 m. In the process of simulation, a difference in height by
5 km between the estimated orbit and the reference trajectory are taken into con-
sideration. Simulation results show that the error between the reference trajectory
and the estimated orbit is the same as the case of a difference in height by 10 km
(Table 61.6).

Simulation results indicate that: with the same initial value of estimated orbits,
six orbital elements are not affected by the changeable time of observation during
iteration. With different initial value of estimated orbits, it is easy to get that the
initial heights remain stable with longer time of observation for circular orbit.
However, changing initial velocities of the orbit brings about the variation on six
orbital elements on elliptic orbits. The semi-major axis of elliptic orbits increases
with longer time of observation, and this variety and the order of magnitude go
hand in hand. The orbital eccentricity, the argument of perigee and the mean
anomaly has a decreasing tendency. The orbital inclination increases slowly. The
alternations of the right ascension of ascending node are unlikely ever to happen.

61.4 Conclusions

The position and velocity vector of spacecraft are presented based on the appli-
cation of the two-body motion equations, spacecraft orbit determination theory and
least squares iterative method. The six orbital elements of spacecraft on elliptic
orbits can be obtained by means of spacecraft orbit determination. This paper makes
an analysis of the error sources of the orbit determination methods of X-ray pulsar
single satellite with the help of the pulsar arrival time of observation and two-body

Table 61.6 Six orbital elements for the approximate time of observation on different elliptic orbits

a0 e0 i0 X0 x0 M0

35 s 7.6201e + 006 72.0540 14.0572 1.0310 5.0302 70.4832

45 s 1.2928e + 007 42.4784 14.0701 1.0310 4.5086 40.9076

55 s 1.9968e + 007 27.5112 14.0868 1.0310 4.0810 25.9404

65 s 2.9075e + 007 18.9075 14.1075 1.0310 3.7130 17.3367

75 s 4.0729e + 007 13.5148 14.1328 1.0310 3.3846 11.9440

85 s 5.5632e + 007 9.9173 14.1634 1.0310 3.0829 8.3465

95 s 7.4832e + 007 7.4026 14.2003 1.0310 2.7990 5.8318

105 s 9.9948e + 007 5.5814 14.2447 1.0310 2.5259 4.0106
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problem. The determination of spacecraft initial orbit is an iterative process, which
is based on the initial estimation orbit and the reference orbit as standard. It is the
convergence of the iterative conditions that the mean square error of observations
between the estimation orbit and the reference orbit is less than 1 km.
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Chapter 62
Research on the Architecture of Cloud
GNSS Based on Hadoop

Linyang Li, Zhiping Lu, Lihui Fan and Jian Li

Abstract According to the challenges of storage and computation faced by
massive, multi-source and heterogeneous GNSS data, the design objective of cloud
GNSS is analyzed, then the architecture of cloud GNSS from infrastructure, data
management, service management to application is designed, the deployment
model including service management platform, Web server cluster and multiple
Hadoop clusters is provided, and its’ characteristics such as strong expansibility,
high reliability, loose coupling, are summarized. Cloud GNSS platform is built in
the experiment, the storage model of massive GNSS data and the parallel com-
puting model of GNSS network are built, distributed storage, parallel retrieval, sub-
network division distributed computing and data publication are achieved. The
result shows that the architecture proposed by the paper can be applied in the
storage, processing and service publication of large-scale GNSS network.

Keywords GNSS � Hadoop � Cloud storage � Distributed computing

62.1 Introduction

With the construction of Continuously Operating Reference Station (CORS) in the
worldwide, national and regional level, and the combination of combined CORS,
the network scale of Global Navigation Satellite System (GNSS) is larger and
larger. Facing with these challenges of storage and processing of massive GNSS
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data, University NAVSTAR Consortium officially provided the conception of
GNSS data cloud storage in 2014 [1]. Based on Hadoop Distributed File System
(HDFS), Li et al. put forward a storage architecture of massive CORS data [2].
Xiong et al. proposed a small spatio-temporal files management scheme combining
user access and data features [3]. The first group of International Association of
Geodesy (IAG) efficiently process the data of global reference frame by distributed
computing [4]. Enrico Serpelloni et al. calculated 80 CORS Stations in the way of
distributed computing, and required accuracy was obtained [5]. Shorock et al.
advanced a distributed processing strategy based on grid computing [6]. After that,
LI Jian et al. established an architecture of large-scale CORS network [7].

Compared with GFS, MapReduce and BigTable in the Google, Hadoop is an
open-source cloud platform which helps researchers study from the bottom layer. In
recent years, owing to its’ reliability, escalating property and economy, it develops
into the most widely used platform. Based on Hadoop, according to the above
challenges and the deficiency of existed theories which have not systematically
researched on massive GNSS data, this paper systematically researches the archi-
tecture of cloud GNSS. Finally the experiment validates that the architecture pro-
posed in this paper is reasonable and feasible.

62.2 Main Challenges Faced by GNSS

62.2.1 Storage and Management

There is about 20,000 GNSS reference stations in the world. It remains impossible
to store and manage all GNSS data according to ideal standard at this stage.

There are two major GNSS data management ways, one is File Transfer Protocol
(FTP), and another is Relational Database Management System (RDBMS). The
International GNSS Service (IGS) usually use the former, although it is mature, it
lacks unified management mechanism and concurrency control and recovery, and is
lower in real-time performance, inconvenient in data retrieval. Beijing CORS
applies the latter. It is flexible and convenient, but the retrieval efficiency reduces
with the increase of data amount, the concurrent sharing and disaster tolerance are
poor. And poor data transfer has a bad effect on the practicality. Thus, the main
challenges faced by storage and management are listed as follows.

1. First, the problem of storage capacity. Facing with TB, PB and even ZB level of
data, the current file system and RDBMS are hard to bear.

2. Second, current method can’t meet the requirements of concurrent data read,
write and access.

3. Finally, current method can’t satisfy the needs of high expansibility and
availability.
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Centralized storage can’t meet the needs of massive storage application. Seeking
more efficient storage method has become one of the hot research areas [8].

62.2.2 Data Processing

Massive data provides rich computing resource, but it also brings challenges to the
data processing. Figure 62.1a shows the amounts of estimated parameters of 30
GPS satellites. They reach up to 15,000 when 200 stations is processed. If other
systems are considered simultaneously, the estimated parameters will be more.

Precise Point Positioning (PPP) and double-difference (DD) are the two main
processing ways. For n stations, PPP needs the time of O(n), but its’ accuracy is
lower than DD, the accuracy in the east component can be improved through
restoring and fixing the integer ambiguity [9]. Besides, PPP ignores the correlation
between baseline vectors, which is unbeneficial to the network adjustment.

However, DD needs the time of O(n3), the GAMIT processing time of different
network scale is shown as Fig. 62.1b. With the increase of the station number, the
computation time increases in the trend of geometric times. Most high accuracy
software can only solve fewer than 100 stations, such as GAMIT 10.5, 99 stations
are the upper limit. Therefore, large network is usually divided into several sub-
networks, but it will cause the loss of some information, the robustness will be
influenced by the reutilization of common points.

Limited by the computer memory and capacity, many researchers focus on
reducing the computing expenditure, such as compressing data storage [10],
eliminating and restoring estimated parameters [11], constraining PPP resolutions
by double-difference of dependent baseline [12]. Seeking fast processing method of
massive GNSS data also becomes one of the hot research areas [13].

Fig. 62.1 Estimated parameter and computation time under different size of network. a The
estimate parameter. b The computation time
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62.3 The Architecture of Cloud GNSS Based on Hadoop

Based on cloud computing technology, the cloud GNSS is defined as: based on
cloud computing and the relative theory, method and technology in the domain of
GNSS, cloud GNSS aims to solve distributed storage, computing, sharing, inter-
operability and other key problem of large-scale GNSS data. And it offers service in
the way of web applications; provides high-performance and high-throughput
computing capacity in the form of software; supplies convenient and open Appli-
cation Program Interface (API) to geophysicist in the form of platform.

62.3.1 Design Objective

Different cloud platform has different architecture and function, the design objec-
tives proposed by the paper are listed as follows.

1. Resource integration and technology fusion. Hardware resources such as
Internet, storage, computation and software resources such as database,
adjustment, web services can be absorbed into the cloud platform.

2. The extensibility and configurability. For the same and different request, the
extensibility includes GNSS data storage, computing and service. Meanwhile,
the cloud platform has to be configured to increase or reduce service capacity.

3. Transparent GNSS data access interface. The platform provides user with
standard data service, user gets access to data through transparent interface.

4. Standard GNSS service. GNSS data storage and computing should be offered as
standard service through Internet.

62.3.2 The Architecture of Cloud GNSS

Shown in Fig. 62.2a, the cloud platform is established in the paper.
The first layer is infrastructure layer. Virtualization and interoperability are used

to integrate heterogeneous resources, as a result, an integral resource pool is built,
and underlying differences are shielded in the way of service. Finally, a unified
virtualization and interoperability interface is provided to the upper layer.

The second layer is the cloud GNSS data management layer, composed by
Hadoop modules. HDFS and HBase consist of a flexible distributed storage system
and provide fast reading, writing and access; MapReduce and Hama are used to
parallelly process GNSS data; Pig and Hive provide a higher level of GNSS data
abstraction operation, structured data is queried and processed through a SQL-like
syntax HiveQL, data processing ability over MapReduce is offered by Pig Latin;
finally Zookeeper is responsible for the cluster management. GNSS data includes
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multi-system, multi-frequency observation data, products, metadata, video, audio
and image data. Large files are stored in many blocks; Coordinates, polar motion
and covariance matrix are stored in HBase. Archive tools or CombineFileInput-
Format class or SequenceFile format is used to management small files, and it will
reduce the storage capacity overhead and memory of the master. Meanwhile, these
nodes install the processing software, invoke Bernese and GAMIT and large-scale
network adjustment, etc. Eventually, this layer provides transparent GNSS data
parallel computing and storage interface to the service management layer.

The third layer is the service management layer. It provides users with multi-type
services, including cloud application and infrastructure service. The former includes
general Infrastructure as a service (IaaS), specific Software as a service (SaaS), and
the Platform as a service (PaaS). Besides, GNSS Data as a service is put forward.
The latter includes load balancing, parallel computing and search services, etc.
Service is registered through the service bus [14], self-help registration service and
development are realized according to the actual need. GNSS application service
interface is the services encapsulation which achieves the complete decoupling of
service management and application layer, as long as the interface remains the
same, two layers can evolve independently.

The forth layer is cloud GNSS application layer. Service is provided through the
portal web and various applications, various GNSS Services are encapsulated
through the portal, and they are adapted into the service-oriented Architecture
(SOA), specific application includes navigation, positioning and timing, etc.

Fig. 62.2 The architecture and deployment model of cloud GNSS Based on hadoop. a the
architecture b the deployment model
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62.3.3 The Deployment Model of Cloud GNSS

The deployment model of cloud GNSS is shown in Fig. 62.2b, it is divided into
service management platform, Web server cluster and multiple Hadoop clusters.

Service management platform. Service registration and certification provide the
service description and certification outwardly, inwardly it offers the detailed
description of the user’s requests. The load balancing server is mainly responsible
for the management and distribution of users’ request, and it monitors the running
state of GNSS Web servers, allocates the service to the node who owns lighter load
and the corresponding request service content.

GNSS Web server cluster is composed of multiple GNSS Web servers.
Upwardly it receives and parses the URL, downwardly it connects different cluster
by distributed interface, determines the required storage and computing resources.

The cloud GNSS platform can deploy many Hadoop clusters, each cluster
contains three types of nodes. One is the master node, it integrates HDFS
NameNode, MapReduce JobTracker and HBase Master into a body. Another is the
computing and storage nodes which integrate HDFS DataNode, MapReduce
TaskNode and HBase HRegionServer into a body, and they are the main carriers of
the services. The last is the service coordinator nodes, made up of an odd number of
ZooKeeper, they are responsible for cluster configuration and coordination, and
prevent single point failure, load the cluster’s balance.

62.3.4 The Characteristics of the Cloud GNSS

The architecture of cloud GNSS proposed in this paper combines Hadoop with
massive GNSS data distributed management, computing and service together. The
data storage, calculation model and transparent service, application development
interface are designed, main characteristics are listed as follows.

1. Strong extensibility. Including the expansion of Web server cluster, Hadoop
cluster and nodes in the cluster. The extensibility can effectively improve the
service ability, storage and computing capacity.

2. High reliability and availability. In addition to inherit from Hadoop, if one Web
node failures or a cluster collapses, it will not lead the platform to collapse.

3. Each layer decouples. Bottom layer provides transparent interface to the upper
layer, each layer evolves independently.

4. High concurrent access. Through the queue mechanism, and reasonable storage
strategy, the cloud GNSS supports high concurrent access.

5. High-performance computing. The parallel computing interface is designed and
realized by MapReduce and Hama, the whole cluster’s capacity can be made
full use.
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62.4 Experiment Analysis

62.4.1 The Establishment and Test of Experiment Platform

Two clusters, 13 Ubuntu 14.04 virtual machines are built by two servers. One
works as the main node, the remaining 5 work as slave nodes in each cluster. All are
deployed with Hadoop 2.5.1, and equipped with the Intel dual-core 2.0 GHz pro-
cessor; the master node owns 2 GB memory, while 1 GB for the other. The cluster
network topology and roles are shown in Fig. 62.3.

The platform’s expansibility and disaster tolerance are tested. First, new nodes
are deployed rapidly with Ambari. After new node joins in the cluster, load bal-
ancing is applied, and storage loads are distributed averagely. Then, after closing a
slave node in cluster 1, failure is monitored through heartbeat, data is backup. There
is no effect on the use of the platform during the whole process.

62.4.2 The Data Storage and Retrieval Based on HDFS
and HBase

62.4.2.1 The Architecture of Cloud GNSS Based on Hadoop

Through the storage and management of HDFS, GNSS data are directly uploaded,
data block is set as 32 MB. As shown in Fig. 62.4, the storage tree directory is
established, the corresponding data blocks are located through the file path.

Based on HDFS, shown in Table 62.1, HBase structure is designed. Four
characters of the station name is set as the primary key. As for observation data,
column families are built according to the value type, such as C1 and P1, satellite
number is used as column. Observation data is stored in the storage unit cell. In
order to keep the continuity, null is tagged in the epochs of signal loss lock. There is
only one column family for the results, including the coordinates, velocity and

Fig. 62.3 The topological structure of cluster network
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covariance matrix column. In order to distinguish different results in different
sessions, version control is realized by the index of timestamp. Results are recorded
by storage unit cell determined by rows keys, columns keys and timestamp.

62.4.2.2 The Parallel Retrieval of GNSS Data

In cluster 1, data is retrieved. The retrieval time includes index calculation and read.
Curl client is configured to retrieve 50, 100, 200 observation files on March 18,
2014 from 2, 4, 6 nodes, the time is shown in Fig. 62.5. With the increase of the
node number, the retrieval efficiency continues to improve.

62.4.3 The Large-Scale Network Solution Based
on MapReduce

Based on MapReduce, GAMIT 10.5 is installed and configured in each node, as for
the 10 subnets on March 18, 2014, map and reduce functions are achieved, dis-
tributed computation is realized. The detailed process is shown in Fig. 62.6.

Fig. 62.4 The tree-structured directory

Table 62.1 The HBase architecture for GNSS data

C1 P1 L1 L2 … Results

G1 G2 … … … … … Coordinate velocity … Covariance matrix

Station 1

Station 2

…

Station n
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1. First, the index file is established, station name is tagged with affiliated subnet.
2. Second, the index file is traversed, 10 map tasks are assigned to five nodes.
3. Third, each map task translates the indexes into the key/value pairs, the key

represents the station name; the observation data is retrieved from HBase
according to the value, the GAMIT project files are set up, sh_gamit command
is invoked to automatically process the subnet. 10 H-files derived from map
phase are stored in HDFS, and these ten files return to the master node.

4. Finally, reduce is completed at the master node, GLOBK is used to handle 10 H-
file, station coordinates are obtained, the results are stored in HBase.

It costs about 590 min on a single node, while 120 min this method, which is
about 3.9 times faster. So this method significantly take advantage of the compu-
tation capacity of the cluster, greatly improves the calculation efficiency.

Fig. 62.5 The retrieval time of GNSS data

Fig. 62.6 The distributed computing flow of large-scale GNSS network based on MapReduce
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62.4.4 The Data Service Publication

62.4.4.1 The Generation of Specified Interval File

The generating flow of observations with 30 s interval is shown in Fig. 62.7. An
observation file is recognized as a Splitting task, and key/value pairs are generated.
According to the interval, header is changed and corresponding epochs are
extracted, 30 s interval file is generated after merging.

62.4.4.2 Data Visualization

Data access interface is developed into a plug-in by the 50,070 port and HBase
Representational State Transfer (REST), visualization display of GNSS data is
realized. Data from 466 IGS stations on March 18, 2014 is used, Fig. 62.8 shows
the sub-networks division strategy of Scripps Orbit and Permanent Array Center
(SOPAC), the left is the subnet 1, while the right is subnet 9.

Fig. 62.7 The generating flow of observation with 30 s interval

Fig. 62.8 The distribution of IGS sub-networks
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62.5 Conclusion

With the development of multi-system and multi-frequency, construction of CORS
and continuous observation, GNSS data shows a trend of blowout. Massive, multi-
source and heterogeneous data has brought enormous challenges to the manage-
ment and calculation. Work in this paper is carried out based on Hadoop.

1. The design goals of cloud GNSS are analyzed, the architecture is put forward,
and it has the characteristics of high expansibility, reliability and so on.

2. Storage model is designed, GNSS data distributed storage and parallel retrieval
are realized, the retrieval efficiency improves significantly.

3. IGS sub-network partition distributed computation is implemented based on
MapReduce, the computational efficiency improves significantly.

4. Based on key/value pairs, specified interval file is generated. The release of
GNSS data is achieved based on HDFS 50,070 and HBase REST.

Therefore, the architecture proposed in the paper can be used for the data
storage, management, processing and publication of large-scale GNSS network.
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Chapter 63
Wi-Fi Fingerprint Positioning Updated
by Pedestrian Dead Reckoning for Mobile
Phone Indoor Localization

Qiang Chang, Samuel Van de Velde, Weiping Wang, Qun Li,
Hongtao Hou and Steendam Heidi

Abstract The widespread deployment of Wi-Fi communication makes it easy to
find Wi-Fi access points in the indoor environment, which enables us to use them
for Wi-Fi fingerprint positioning. Although much research is devoted to this topic in
the literature, the practical implementation of Wi-Fi based localization is hampered
by the variations of the received signal strength (RSS) due to e.g. impediments in
the channel, decreasing the positioning accuracy. In order to improve this accuracy,
we integrate Pedestrian Dead Reckoning (PDR) with Wi-Fi fingerprinting: the
movement distance and walking direction, obtained with the PDR algorithm, are
combined with the K-Weighted Nearest Node (KWNN) algorithm to assist in
selecting reference points (RPs) closer to the actual position. To illustrate and
evaluate our algorithm, we collected the RSS values from 8 Wi-Fi access points
inside a building to create a fingerprint database. Simulation results showed that,
compared to the conventional KWNN algorithm, the positioning algorithm is
improved with 17 %, corresponding to an average positioning error of 1.58 m for
the proposed algorithm, while an accuracy of 1.91 m was obtained with the KWNN
algorithm. The advantage of the proposed algorithm is that not only the existing
Wi-Fi infrastructure and fingerprint database can be used without modification, but
also that a standard mobile phone is sufficient to implement our algorithm.

Keywords Indoor localization � Wi-Fi fingerprint � K-Weighted nearest node
algorithm � Pedestrian dead reckoning algorithm
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63.1 Introduction

Acquiring accurate location information is essential for many applications. There-
fore, researchers developed several algorithms to estimate a user’s position. Among
the solutions, the most popular system is the Global Navigation Satellite System
(GNSS), which includes GPS, Galileo and Beidou. Because of the accuracy of
GNSS, i.e., normally the average positioning error is 3–10 m, GNSS is widely used
for outdoor navigation. On the other hand, with the arrival of the era of mobile
Internet, Location Based Service (LBS) developed dramatically: the need of indoor
positioning has increased rapidly. However, the indoor environment severely
degrades the accuracy of GNSS positioning or makes it totally impossible. As a
result, several alternative positioning techniques for indoor positioning were pro-
posed. Some of them are based on the GNSS, such as AGNSS (Assisted GNSS) or
DGNSS (Difference GNSS), but most of them rely on other approaches, such as
Wireless Sensor Networks (WSNs), cameras, Wi-Fi radio fingerprinting or inertial
measurement units (IMUs). In general, all above mentioned algorithms have their
strengths and weaknesses, when comparing them with respect to accuracy, com-
plexity and deployment costs. As a result, there still no well-performing positioning
technique for indoor localization exists.

Among the solutions for indoor positioning, the Wi-Fi fingerprinting technique
has received much attention because Wi-Fi access points are already widely
available, implying the deployment costs are negligible compared to other solu-
tions, and some commercial products are already developed, such as google maps,
WiFiSlam or Rtmap. Because of the weak relationship between the RSS and the
position of the user, a Wi-Fi fingerprinting positioning algorithm consists of two
phases: training and localization. First, during the training phase, Received Signal
Strength (RSS) samples from the Access Points (APs) are collected and stored in a
database together with their location coordinates. Next, in the localization phase, a
user’s current position is estimated based on the comparison of the measured RSS
and those stored in the database. The requirement of an accurate database is the
weak point of this technique: because of the Wi-Fi variance problem [1], which is
caused by differences in the used device type, the user’s direction, measurement
time and environmental changes between the two phases, the estimation error is
10 m or even worse, such that the database must be updated regularly. The large
estimation error in an outdated database is mainly caused by the selection of
irrelevant reference points (RP) that are far from the actual position of the user.

A second widely used indoor positioning technique is Pedestrian Dead Reck-
oning (PDR) [2], based on information obtained from IMUs. In this technique, raw
data from e.g. an accelerometer, a compass and a gyroscope is fused to estimate a
user’s trajectory. A major advantage of this technique is that no infrastructure is
needed to estimate the relative trajectory of a user, although additional fixed
anchors are required to find the absolute position of the user.

Both PDR and Wi-Fi fingerprint positioning have their strengths and weak-
nesses. The PDR algorithm has the advantage of high availability, and immunity to
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external environment changes, but the downside of this technique is that it suffers
from a drift error that increases with time: e.g., [2] reports a position offset after a
1 km walk of about 10 m, but short term results are accurate. In contrast to the PDR
system, the positioning accuracy of the Wi-Fi fingerprinting positioning technique
is reasonably low, even on the long term, but susceptible to external disturbances
which lead to erratic, but bounded localization errors. Due to the complementary
error behaviour, the combination of these two algorithms is expected to have better
performance than the two single algorithms. In this paper, we integrate Pedestrian
Dead Reckoning (PDR) with Wi-Fi fingerprinting to provide an accurate posi-
tioning algorithm. The short term moving distance and walking direction from PDR
are applied to assist the KWNN algorithm to select reference points closer to the
actual position, so that the positioning accuracy is improved. Hence, the proposed
algorithm offers a solution to the RSS variance problem and the aging of the
database, as the outdated database still can be used. Therefore, our algorithm
reduces the maintenance cost of the system as the database should be updated less
regularly.

63.2 Related Works

There is a vast literature on hybrid positioning techniques, combining two or more
approaches to estimate a user’s position. By combining measurements from different
sources, researchers attempt to improve the accuracy of a single approach. Hence, the
combination of Wi-Fi fingerprinting and IMU has been considered earlier.

For example, Xiao [3] developed a stochastic system model based on a finite
state machine that utilizes the Wi-Fi fingerprint position estimates as its measure-
ments, and the inertial sensing data as control inputs to track the target’s position.
Although this algorithm improves the positioning accuracy, it comes at the cost of a
high computational complexity. A similar approach was used by Korbinian [4] to
fuse data from the IMU and the Wi-Fi fingerprint algorithm. However, Korbinian
considered shoe mounted IMU devices, such that the practical use for daily life is
limited. Both approaches [3] and [4] considered Kalman filters for combining the
results, but other types of filters, such as a particle filter [5] are also being con-
sidered: HiMLoc [6] combines location tracking and activity recognition using
inertial sensors and Wi-Fi fingerprinting via a particle filter. However, HiMLoc
requires the knowledge of a basic map including locations of stairs, elevators,
corners and entrances. The IMU and Wi-Fi fingerprint based algorithm ‘Zee’ [7]
also needs a map showing the pathways and barriers. Berkovich [8] develops a
navigation engine that combines the measurements from a 3D accelerometer, a
gyroscope, a magnetometer, Wi-Fi and BLE modules, together with a floor
map. The real-time indoor positioning accuracy of the engine is about 1–2 m, but
this algorithm is high energy consuming. Herrera [9] creates an indoor positioning
algorithm using a particle filter to combine PDR, beacon-based Weighted Centroid
position estimates, map information from OpenStreetMap and a users path density
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map. This high-energy-consuming algorithm obtains an average accuracy of
2.48 m. Chai [10] presents a PDR/Wi-Fi/barometer integrated system, where an
adaptive Kalman filter is employed for sensor fusion. As a barometer is not always
available to the users, the practical use of the algorithm is limited. In [11], Jin
presents a nearest-neighbor selection algorithm for real-time Wi-Fi fingerprint
positioning with the assist of inertial measurement unit (IMU) measurements. The
algorithm first selects several RPs according to the conventional KWNN algorithm.
Then, filtering out irrelevant reference points based on the position prediction with
IMU measurements.

Comparing with the current literature, we combine the results on a much lower
level, i.e., we incorporate the movement distance and walking direction directly in
the KWNN algorithm. Further, the sensors that are used in our algorithm are a
gyroscope and an accelerometer, which are readily available in standard mobile
phones. Our algorithm has a very low complexity, especially compared to a particle
filter, and requires no assumptions about a noise model. This is in contrast with both
the Kalman and particle filters, which both need the knowledge of the noise
parameters.

63.3 System Description

63.3.1 Algorithm Framework

The architecture of the proposed algorithm is given in Fig. 63.1. The algorithm
contains three stages: sensor measurement, PDR calculation, and KWNN
localization.

In the measurement phase, the algorithm records the internal sensor readings of
the mobile phone, which is equipped with an accelerometer, a gyroscope, and a Wi-
Fi card. We use the Wi-Fi card to obtain the APs’ Radio Signal Strength, the
gyroscope to measure rotational forces along the device’s three axes, and the
accelerometer to measure the acceleration of the device. The digital compass, which
is also available in the device, is not used in this algorithm, as it is easily affected by
external magnetic fields and operating electronic devices, resulting in non-reliable
measurements. In the PDR calculation phase, the readings of the accelerometer and
gyroscope are fused to detect the number of steps and walking direction. Based on
the number of steps and direction, an estimate of the user’s coordinates can be
determined. In the last phase, the KWNN algorithm is performed after every m
steps, m = 1, 2,…. By reducing the number of KWNN executions, i.e., by
increasing m, the location server’s computation load is reduced and the mobile
phone’s battery life is prolonged.

A detailed description of the PDR and KWNN algorithm is given in the fol-
lowing sections.
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63.3.2 PDR Algorithm

In the PDR algorithm, the readings of the accelerometer and gyroscope are fused to
detect the user’s number of steps and walking direction. The process of the step
counting is out of the scope of this paper and will not be discussed. The walking
direction is estimated by integrating the previous location, and the readings of the
gyroscope and the accelerometer. Based on the number of steps and direction, the
coordinates ðx; yÞ, moving distance St and turning angle at can be determined (see
Fig. 63.2). We define a step in our algorithm as two actual footsteps, one of both
feet, i.e., from a step from the right (or left) foot to the next step from the right (or
left) foot. In this paper, Pt refers to the true position of the user at time t,
Pt ¼ fxt; ytg, and Pt,PDR and Pt,WiFi are the positioning results from the PDR and
the Wi-Fi fingerprint algorithm at time t, respectively.

Assuming that we have the position estimate from the Wi-Fi fingerprint algo-
rithm at time t, i.e. Pt,WiFi, we can estimate the locations in the next m steps with
the PDR algorithm:

Accelero-
meter

Gyroscope Wi-Fi

Mobile phone s sensors

Step detection
direction
reckoning

RSSI

Coordinator
Displacement/

Angle
KWNN

Trajectory

Wi-Fi Database

Sensor Measurement

PDR KWNN

Fig. 63.1 Architecture of the
proposed algorithm

63 Wi-Fi Fingerprint Positioning Updated … 733



xtþk;PDR ¼ xt;WiFi þ
Xk
i¼1

l cosutþk�1

ytþk;PDR ¼ yt;WiFi þ
Xk
i¼1

l sinutþk�1

8>>>><
>>>>:

; k ¼ 1; 2; . . .;m ð63:1Þ

In Eq. 63.1, l is the step length and u is the walking direction as illustrated in
Fig. 63.2. The angle ut can be calculated as follows:

ut¼ ut�1þbt; t[ 0
0; t ¼ 0

�
ð63:2Þ

After m steps, the moving distance St and turning angle at yield:

St ¼ Ptþm;PDR � Pt;WiFi
�� ��

at ¼ arctan ytþm;PDR�yt;PDR
xtþm;PDR�xt;PDR

�
ð63:3Þ

where �k k is the Euclidean distance.
In Eq. 63.1, we have introduced a fixed step length l to compute the coordinates

with the PDR algorithm. Note that, in reality, the step length l not only varies from
person to person, but also for a single person the step length is not the same all the
time. Nevertheless, it is observed that on short term, in general, the step length of a
person will not change significantly. Therefore, we can update the step length based
on the historic walking data.

lt ¼
Pt�m;WiFi � Pt;WiFi
�� ��

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðPm

i¼1 cosuk�mþiÞ2 þ ðPm
i¼1 sinuk�mþiÞ2

q ð63:4Þ

In the following, for notational convenience, we drop the dependency of the step
length on the time index.

l

t 1P +

tϕ

tS

tβ

tP

⎧⎪⎨⎪⎩ One Step

tα

x

y

• • •

t mP +

t -1P

Fig. 63.2 PDR algorithm

734 Q. Chang et al.



63.3.3 KWNN Based Wi-Fi Fingerprint Algorithm

Many algorithms can be used to estimate the user’s position based on the RSS
measurements and the available database. In this paper, we adopt the K Weighted
Nearest Neighbor (KWNN) Wi-Fi fingerprint positioning algorithm. In this algo-
rithm, to estimate the position, the K nearest neighbor reference points (RPs) are
selected based on the RSS signal distance, i.e., the difference between the measured
RSS and the RSS values available in the database. With this algorithm, the coor-
dinates are calculated as:

Ptþm;WiFi ¼
Xk
i¼1

xDB;iwi;
Xk
i¼1

yDB;iwi

( )
ð63:5Þ

where ðxDB;i; yDB;iÞ are the coordinates of RP i, and the weight wi is defined as:

wi ¼
1=epDIS;i
Pk
j¼1

1=epDIS;i

ð63:6Þ

In Eq. 63.6, eDIS;i is the RSS signal distance and p is a parameter that can be
changed to optimize the positioning accuracy.

In the standard KWNN algorithm, eDIS;i is determined by the difference between
the RSS values available in the database and the measured RSS value between the
user. Because of signal blocking, the RSS values of the nearest reference points can
differ significantly from the measured RSS value. This can be illustrated by
Fig. 63.3. The nearest 4 reference points, selected by the conventional KWNN
algorithm, are not the best ones due to the RSS variance problem. In order to
improve the estimation accuracy, we include information obtained from the PDR
algorithm in the expression for the error distance eDIS;i. Note that these two
parameters are both acquired on short term only, to avoid the error accumulation in
the PDR step. Using this distance definition, the KWNN algorithm is able to select
the most relevant RPs, as illustrated in Fig. 63.3.

With the PDR algorithm, we are able to calculate the moving distance and
turning angle between two Wi-Fi fingerprint estimations. We include these in the
error distance eDIS;i as follows:

eDIS;i ¼ DRSS;i þ kDLOC;i þ cDAGL;i ð63:7Þ

where DRSS;i is the signal distance from the standard KWNN algorithm:

DRSS;i ¼
Xn
j¼1

RSSIDBi;j � RSSIMR;jjq
 !1=q

ð63:8Þ
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n is the number of access points (APs), RSSIDBi;j is the RSS value from the database
for AP j, measured in RP i, RSSIMR;j is the RSS value measured by the user, and the
parameter q can be changed in order to optimize the accuracy.

The location distance DLOC;i is the location distance:

DLOC;i ¼ PDB;i � Pt;WiFi
�� ��� S
�� ��q ð63:9Þ

where PDB;i is the coordinate of RP i, and Pt,WiFi is the coordinate of the previous
Wi-Fi fingerprint position estimate. Finally, the angular distance DAGL;i is given by:

DAGL;i ¼ jðarctan yDB;i � yt;WiFi

xDB;i � xt;WiFi
� atÞ%180jq ð63:10Þ

The location distance DLOC;i and the angular distance DAGL;i in Eq. 63.7 are
added to the error distance with the weighting factors k and c, which can be selected
to optimize the performance.

63.4 Performance Analyses

To evaluate the proposed algorithm, we have created a 3D model of an office
environment covering a total area of over 900 m2. Eight APs are present in this
environment. The radio map for each AP is computed by means of 3D ray tracing.1

The floor plan of the office area and the coordinates of the APs are shown in
Fig. 63.4.

Figure 63.5 shows the RSS radio map for AP 1.
In our simulation setup, we created from the training data a database with 300

RPs. The obtained radio map, originating from the ray tracing program, is con-
sidered as the ground truth, and we use it to generate RSS measurements by adding
zero mean Gaussian noise with a standard deviation of 5 dBm. For the step length
estimation, we define a step length of 1 m and add 0 mean Gaussian noise with a

s
α

Selected by conventional KWNN 
RP in the database

Selected considering walking distance and turning angle

Fig. 63.3 PDR assisted RP selection

1We use the WinProp program from AWE Communications for the 3D ray tracing.
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standard deviation of 0.1 m. The walking direction equals the true direction dis-
torted by zero mean Gaussian noise with a standard deviation of 1 degree. Simu-
lations are performed for 2D localization and the conventional KWNN algorithm is
compared with the proposed algorithm. During the simulation, the parameters are
selected as follows: k ¼ 4, p ¼ q ¼ 2, k ¼ c ¼ 1, m ¼ 1.

The CDF (Cumulative Distribution Function) of the estimation error is shown in
Fig. 63.6.

We observe that the new algorithm results in a higher accuracy than the KWNN
algorithm: for the proposed algorithm, 80 % of the positioning errors is smaller than
2.05 m, whereas 2.55 m for the KWNN algorithm. Hence, the accuracy is improved
with 20 %. Further, the probability of obtaining an error below 2 m is 78 % for the
proposed algorithm, as compared to a probability of 59 % for the KWNN algo-
rithm. The average error for the new algorithm is 1.58 m, while 1.91 m for KWNN.
Hence, the performance is improved with 17.11 %.

Figure 63.7 shows the RMSE (Root-Mean Square Error) when the number m of
steps between two Wi-Fi fingerprinting estimates varies.

AP6 AP1

AP2

AP3

AP4AP5

AP8

AP7

Fig. 63.4 Floor Plan of the indoor environment and the distribution of the APs

Fig. 63.5 Radio map of AP 1
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From Fig. 63.7, it follows that the minimum RMSE is achieved when the
number m of steps equals 1, and when m increases, the RMSE increases. This can
be explained as the accuracy of the PDR algorithm degrades when the number of
steps grows. Hence, although the battery life of the mobile phone benefits from
reducing the number of KWNN executions, the location error increases as a result.
Nevertheless, our simulation results show that the resulting RMSE is only slightly
larger than the RMSE of the conventional KWNN algorithm, even if the number of
steps is increased. Hence, to reduce the power consumption of the positioning
algorithm, the proposed algorithm offers a solid solution.

63.5 Conclusions and Future Work

In this paper, we propose a novel indoor positioning algorithm based on Wi-Fi
fingerprint and PDR. The moving distance and walking direction from the PDR are
used to assist the KWNN algorithm to select the most relevant RPs. Extensive
simulations demonstrate that the proposed algorithm provides more accurate
position estimates than the KWNN-based Wi-Fi fingerprinting positioning

Fig. 63.6 CDF curve
comparing different
algorithms

Fig. 63.7 RMSE curve of
different number of steps
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algorithm, if in every step the RSS is measured. Further, we can reduce the com-
plexity of the algorithm by considering RSS measurements only after m steps, by
using the information of the PDR algorithm, without significantly degrading the
performance. Our algorithm has very low complexity, especially as compared to a
particle filter used as in [5], and offers the same accuracy. Moreover, no knowledge
about the noise model is required. The existing Wi-Fi infrastructure and fingerprint
database can be used without modification, and a standard mobile phone is suffi-
cient to implement our algorithm.

In the future, the parameters of the algorithm (p, q, λ and γ) should be optimized
such that the average positioning error is minimized. Further, real-life measure-
ments should be conducted to test the algorithm.
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Chapter 64
Sequence-Based Motion Recognition
Assisted Pedestrian Dead Reckoning
Using a Smartphone

Chengxuan Liu, Ling Pei, Jiuchao Qian, Lin Wang, Peilin Liu
and Wenxian Yu

Abstract PDR (Pedestrian Dead Reckoning) is a relative positioning method using
step length and heading. However, the step length is varying while a pedestrian
performs different motions. With estimated motion state, the adaptive step length
model can be applied. Considering that human motion is a continuous procedure, in
this paper, we propose a sequence-based motion recognition method which esti-
mates the motion states from a sequence of data. In contrast with traditional clas-
sifiers, this paper deploys a HMM (Hidden Markov Model) to infer the state labels
of sequence motion. And with the assist of motion recognition, a 3D indoor
pedestrian localization is presented. Experimental results show that the classifica-
tion accuracy of sequence-based motion recognition is improved comparing to that
of using Naïve Bayes classifier on standalone motion states. Furthermore, the
positioning accuracy of a pedestrian in indoor environments is promoted using
proposed method in this paper. The mean positioning error is reduced from 0.78 to
0.30 m. The 50th and 95th percentile errors are also cut down in the test within a
typical office building.

Keywords Motion recognition � Sequence-based � PDR � 3D localization

64.1 Introduction

The outdoor positioning systems such as GPS, GLONASS, and BDS are well
known and have been used successfully in our daily lives [1]. However, GNSS
signals are degraded or denied in indoor environments. Therefore, the indoor
positioning has been a hot topic recent years. Indoor localization technologies can

C. Liu � L. Pei (&) � J. Qian � L. Wang � P. Liu � W. Yu
Shanghai Key Laboratory of Navigation and Location-Based Services,
School of Electronic Information and Electrical Engineering,
Shanghai Jiao Tong University, Shanghai 200240, China
e-mail: ling.pei@sjtu.edu.cn

© Springer-Verlag Berlin Heidelberg 2015
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2015
Proceedings: Volume III, Lecture Notes in Electrical Engineering 342,
DOI 10.1007/978-3-662-46632-2_64

741



be applied for diverse purposes such as personal navigation, asset tracking, robot
localization, ambient living assist, and so on.

With the fast growing popularity of smartphones and giant buildings, there is an
explosive demand in indoor location based services using smartphones. PDR is an
algorithm which could utilize sensors such as accelerometer, gyroscope and mag-
netometer to provide location services [2]. Since these sensors have been embedded
into smartphones, smartphone-based PDR system becomes an alternative of indoor
positioning methods. PDR system detects the gait of a pedestrian, and then esti-
mates the heading and step length to infer the next position of the pedestrian given
the current position. Since PDR is a relative positioning method, given irregular
step lengths, the positioning error will be accumulated over time.

When a pedestrian moves, however, the motion state such as still, walking
normally, turning, climbing stairs can provide extra information. This can help us to
reduce the localization error. For example, when the pedestrian is turning, the step
length is usually smaller than that of the normal walking [3]. Therefore, adaptive
step length model can be applied according to the detected motion state. What’s
more, there is a height variation when the pedestrian using stairs, and since pure
PDR system can’t know the altitude information, it only works in the two-
dimensional situations. By detecting the staircases, the height information is added.
Therefore, the 3D PDR can be implemented.

This paper is organized as follows. The sequence-base motion recognition using
HMM is given in Sect. 64.2; the motion recognition assisted PDR is presented in
Sect. 64.3; the evaluation is illustrated in Sect. 64.4; and finally the conclusion is
made in Sect. 64.5.

64.2 Sequence-Based Motion Recognition

Since the motion of a pedestrian is a continuous process, the current motion is
influenced by the previous motion a pedestrian has performed. Taking the relation
between adjacent motions into account, we use sequence-based motion recognition
to promote the classification accuracy.

64.2.1 Feature Extraction

In this paper, a three-axis accelerometer and a three-axis gyroscope in a smartphone
are used to collect the raw motion and orientation data of a pedestrian. To eliminate
the noise, we use a three-stage moving average filter. This is simple, but it can
reduce jitters effectively.

Features in time and frequency domain are used to constitute the feature vector.
The sensor sampling rate is 32 Hz. One second is taken as a sample slot and FFT
algorithm is applied to get frequency domain features. To get the features of
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motions effectively, a 50 % overlapping moving window is applied. This has been
demonstrated useful in previous work [4].

The target device in this paper is a smartphone. We hold it in our hands with the
phone screen facing upper. The smartphone is kept relatively stationary which is the
same as the previous work [5, 6]. Although the information about the orientation is
lost, we can use the information of gravity. In the beginning, we keep still for about
5 s. Then, three-axis accelerations are calculated for the average. Thus, the gravity
is got as follow:

g!¼ ðgx; gy; gzÞ ð64:1Þ

where gx, gy and gz are the projections of gravity on the three axes of the sensor
coordinate system. And vector g! points to the center of the earth.

Instead of the total acceleration, the linear acceleration actually infers the
dynamics of a pedestrian due to the gravity is a constant at a given location.
Therefore, features from the linear acceleration are adopted for motion recognition.
Suppose the acceleration vector is a!¼ ðax; ay; azÞ, then the linear acceleration is:

al
!¼ a!� g!¼ ðax � gx; ay � gy; az � gzÞ ð64:2Þ

With the direction information of gravity, we can get the vertical component of
linear acceleration by projecting it to the gravity vector. And the horizontal com-
ponent is inferred later since a vector can be decomposed into vertical and hori-
zontal components.

In order to distinguish the turning motion from other motion states, the rotated
angle feature extracted from the gyroscope reading is also applied. All features we
use in a feature vector are listed in Table 64.1.

Table 64.1 Features definition

Features Definition

linaccM_mean Mean of module of linear acceleration

linaccM_var Variance of module of linear acceleration

linaccV_mean Mean of module of vertical linear acceleration

linaccV_var Variance of module of vertical linear acceleration

linaccH_mean Mean of module of horizontal linear acceleration

linaccH_var Variance of module of horizontal linear acceleration

angle_rotation Angle rotated around the vertical direction

firstfreq The first dominant frequency

firstpeak Amplitude of the first dominant frequency

secondfreq The second dominant frequency

secondpeak Amplitude of the second dominant frequency

energy The mean energy of linear acceleration
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64.2.2 Hidden Markov Model

In most cases, the current motion a pedestrian is performing will influence the
upcoming motion. For example, if a pedestrian is walking, the most probable
motion he will perform is still walking. This knowledge can provide us extra
information for motion recognition. In this paper, we use the Hidden Markov
Model [7] to build the sequence-based motion recognition model.

The Hidden Markov Model is derived from the Markov Chains which is a
double stochastic process with an underlying stochastic process that is not obser-
vable and can only be inferred from the observation sequences. A typical HMM can
be represented as k ¼ ðN;M;A;B; pÞ:
1. N is the number of hidden states. In HMM, states connect with each other, and

every state can be reached from another state. We use S ¼ fs1; s2; . . .; sNg to
denote the set of all states.

2. M is the number of observation symbols. We use V ¼ fv1; v2; . . .; vMg to denote
the set of all observation symbols.

3. A is the state transition probability distribution matrix. A ¼ faijg, and
aij ¼ pðqtþ1 ¼ sjjqt ¼ siÞ; 1� i; j�N, where qt denotes the state at time t.

4. B is the observation probability distribution in each state. B ¼ fbjðkÞg, and
bjðkÞ ¼ pðvkjqt ¼ sjÞ; 1� j�N; 1� k�M, where vk denotes the observation
symbol at time t.

5. p is the initial state probability distribution. p ¼ fpjg, and pj ¼ pðq1 ¼ sjÞ;
1� j�N.

According to the distribution of B, HMMs are categorized into Discrete Hidden
Markov Model (discrete observation probability distribution) and Continuous
Hidden Markov Model (continuous probability distribution).

In this paper, since the motion features are continuous variables, we use the
Continuous Hidden Markov Model. And it is presented as follows:

1. Hidden states: The hidden states in our model are the motion states including
still, walking, turning, going upstairs, going downstairs, and so on. They are
listed in Table 64.2.

2. Observation variables: The observation variables are the features of a vector,
which are extracted from a time slot. We use O ¼ ðf1; f2; . . .; fMÞ to represent the

Table 64.2 Motion state
definitions State Definition

s1 Going downstairs

s2 Going upstairs

s3 Still

s4 Turning

s5 Walking
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feature vector, where M is the length of the feature vectors and fi is the i-th
feature.

3. Transition probabilities: The transition probability between two motion states.
Every two different motion states correspond to a different transition probability.
We get the transition probability matrix from our experience of observing the
experiment procedures. They are shown in Table 64.3.

4. Observation probabilities: The observation probability describes the probabili-
ties distribution of the observation variables at each hidden state. The multi-
dimensional Gaussian distribution is used to describe the observation probability
distribution, and it is defined as:

pðOjsiÞ ¼ 1

ð2pÞM=2jRij1=2
expð� 1

2
ðO� liÞTR�1

i ðO� liÞÞ; 1� i�N ð64:3Þ

where li ¼ E½O� is the mean of feature vectors and Ri ¼ E½ðO� liÞðO� liÞT �
is the covariance matrix of feature vectors when the hidden state is si.

5. Initial state distribution: The initial state distribution describes the initial prob-
ability distribution of the hidden motion states. Since the motion states mainly
include still, walking, turning, going upstairs and going downstairs, we get the
initial state probability from our experience.

64.3 Motion Recognition Assisted Pedestrian Dead
Reckoning

By observing the characteristic of human walking behaviors, researchers have
proposed a new indoor positioning method called pedestrian dead reckoning [2]. It
uses the inertial sensors to estimate the position of the pedestrian and has the ability
to locate the pedestrian independently. However, there are some problems when it
is applied, such as step length error caused by special motion and the infeasibility of
3D localization. With the assist of motion recognition, these problems may be
solved.

Table 64.3 Motion states
transition probabilities Upstairs Downstairs Still Turning Walking

Upstairs 0.78 0.01 0.01 0.1 0.1
Downstairs 0.01 0.78 0.01 0.1 0.1
Still 0.05 0.05 0.69 0.01 0.2
Turning 0.1 0.1 0.01 0.3 0.49
Walking 0.05 0.05 0.1 0.1 0.7
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64.3.1 The Principle of PDR

The main flow of PDR algorithm is:

1. Use accelerometer to measure the acceleration when a pedestrian walks, and
check if the pedestrian has stridden a step by comparing the acceleration and the
known threshold.

2. If the pedestrian has taken a step, then the acceleration during this step will be
used to calculate the step length of this step.

3. Gyroscope and magnetometer will be used to estimate the walking direction of
the pedestrian.

4. Since the walking distance and direction are known, the next position of the
pedestrian can be calculated.

Therefore, the iteration formula calculating the pedestrian position is as:

xkþ1 ¼ xk þ lk � cos hk
ykþ1 ¼ yk þ lk � sin hk

(

ð64:4Þ

where ðxk; ykÞ is the position of the pedestrian at time k, lk and hk are the step length
and walking direction or called heading respectively, ðxkþ1; ykþ1Þ is the position at
time k + 1 after the pedestrian takes this step.

64.3.2 Motion Recognition Assist

The PDR method mainly includes three key technologies: step detection, step
length estimation and heading estimation [8, 9]. We use motion recognition to assist
pedestrian dead reckoning in the following aspects.

64.3.2.1 Step Length Estimation Model

There are several models which estimate the step length [5, 10, 11]. After the model
is trained well, it keeps invariable. The step length estimation model we use is:

l ¼ a � freqþ b � var þ c ð64:5Þ

where freq is the step frequency which is the reciprocal of the step duration, var is
the variance of the module of acceleration during this step, and a, b, c are the
parameters.

In our study, we notice that the step length is smaller than the normal walking
when a pedestrian is turning. Therefore, the accumulated distance will be larger
than the real one if using the trained model with fix parameters. It is obviously that
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the indoor positioning error can be decreased if we adapt the model parameters
when a pedestrian is turning. Thus, we propose a novel step length model as:

l ¼ aðsÞ � freqþ bðsÞ � var þ cðsÞ ð64:6Þ

where s is the motion state of the pedestrian, which means that the step length is
adaptive according to the motion state a pedestrian is performing.

64.3.2.2 3-D Pedestrian Localization

The PDR we discussed above is a 2-D localization system, and it doesn’t pay
attention to the altitude change of a pedestrian. Therefore, when it comes to the
stairs situation, the above PDR system will fail. However, by recognizing the
motion state of a pedestrian, we propose a new dead reckoning formula to infer the
pedestrian’s position:

xkþ1 ¼ xk þ lhk � cos hhk
ykþ1 ¼ yk þ lhk � sin hhk
zkþ1 ¼ zk þ lvk

8
<

:
ð64:7Þ

where ðxk; yk; zkÞ is the position of the pedestrian at time k, lhk is the horizontal
displacement, lvk is the vertical displacement, hhk is the heading along the horizontal
direction, and ðxkþ1; ykþ1; zkþ1Þ is the position at time k + 1 after the pedestrian
takes this step.

64.4 Evaluation

This section first compares the classification accuracy using classic Bayes classifier
and sequence-based classifier using HMM. Then a 3D pedestrian trajectory is
shown to demonstrate that PDR algorithm with motion recognition assistance
works well in the 3D situation.

The experiments were conducted in a typical office building. The sensors we
used were imbedded in the smartphone and the sampling rate was 32 Hz. All sensor
data were stored and used for offline processing.

64.4.1 Sequence-Based Motion Recognition

First, a training dataset was used to model the Bayes classifier and the sequence-
based classifier using HMM. Then typical test dataset was used to evaluate the
performance of them. The test dataset was acquired by walking across the stairs
downward, the corridor and the office room in order.
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Compared to the classic Bayes classifier, since sequence-based motion recog-
nition classifier uses the HMM to construct the relation between samples, it can
remove some false states embedded in the sample sequence. As shown in Fig. 64.1,
most of the upstairs states are corrected to the walking states by applying our
proposed method. The accuracy using Bayes classifier is 82.11 %, and the accuracy
of sequence-based classifier using HMM is 94.74 %.

64.4.2 Indoor Pedestrian Localization

In order to evaluate the localization performance of our proposed solution indoors, we
executed a comprehensive experiment. In this experiment, a pedestrian first walked
around in an office with large open space, then, stepped out of the office by walking
through a corridor. After that, he went upstairs and stopped on the upper floor.

Figure 64.2 shows the trajectory estimated from our proposed PDR solution
which is in accordance with the trace the pedestrian really passed. The motion state
is precisely detected when the pedestrian is going upstairs. Therefore, the vertical
dimension of the trajectory is extended and the 3D localization for a pedestrian is
performed. The detailed trajectory in staircase is shown in Fig. 64.3. The dis-
placement in vertical dimension is 2.89 m using motion recognition assisted PDR.
Comparing ground truth of 3.95 m, the accumulated error is 1.06 m. Although it’s
not very accurate, it is enough to distinguish the floor level from the height
deviation.
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Fig. 64.1 The motion classification result of the classifiers (label 1 downstairs, 2 upstairs, 3 still,
4 turning, 5 walking)
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Figure 64.4 shows the horizontal trajectory of the pedestrian in the office. The
black square line is the ground truth. Red dot line indicates the trajectory with
conventional PDR. The solid green line presents the result of our proposed method
(MR-PDR). The horizontal error of trajectory in the office is listed in Table 64.4. It
shows that errors are reduced significantly using the motion recognition assisted
pedestrian dead reckoning.
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Fig. 64.2 Three-dimensional indoor pedestrian localization
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Fig. 64.3 The trajectory of the pedestrian in the staircase
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64.5 Conclusion

This paper first describes the sequence-based motion recognition using HMM, then
proposes the pedestrian dead reckoning method based on motion recognition.
Experiment results demonstrate that the sequence-based motion classifier is more
accurate than a classic classifier. And the proposed PDR based on motion recog-
nition performs better than the conventional PDR. What’s more, with the knowl-
edge of motion states, PDR also works in the 3D environments.
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Table 64.4 The horizontal
localization error in an office Situation Mean error (m) 50th percentile

error (m)
95th percentile
error (m)

PDR 0.78 0.60 2.08

MR-PDR 0.30 0.34 0.53
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Chapter 65
An Unconventional Full Tightly-Coupled
Multi-Sensor Integration for Kinematic
Positioning and Navigation

Jian-Guo Wang, Kun Qian and Baoxin Hu

Abstract Conventionally, all of the sensors, except the IMUs, function as aiding
sensors in the multisensor integrated kinematic positioning and navigation. In this
way, the IMU measurements are only used in free inertial navigation calculation, not
through measurement update in Kalman filter (KF) between two adjacent aiding
measurement epochs. This paper strives for a novel structure of IMU/GNSS inte-
gration KF, which deploys a kinematic trajectory model as the core of the KF system
model and utilizes all of the measurements, inclusive of the ones from IMUs,
through measurement updates. This novel multisensor integration strategy takes
advantage of modern computing technology and well advances the realization of
Kaman filter for a better utilization of the IMU measurements, especially either with
low-cost IMUs or in poor GNSS and/or GNSS denied environment. Moreover, one
no longer needs to distinguish between the core sensors and the aiding sensors. The
conceptual comparison with the conventional error-state and error measurement
based inertial navigation integration shows its advantages. The results from real road
tests along with discussions are also presented.
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65.1 Introduction

In multisensor-aided inertial integrated kinematic positioning and navigation, there
are four different integration architectures: uncoupled, loosely-coupled, tightly-
coupled and deeply-coupled ([4], etc.). With either integration architecture, the key
lies on how to realize the Kalman filter (KF) for a better measurement fusion. There
are so-called direct and indirect methods to realize the KF [1, 4, 6, 7, 17], etc.). In
the realization of their KF, the former uses the whole-value states (navigation
parameters) while the latter estimates the error states.

An indirect KF is usually constructed in multisensor-aided inertial navigation. It
utilizes the inertial navigation mechanization to estimate the error states and sensor
systematic errors through error measurements on the basis of the aiding sensors
([10, 17], etc.). All of the sensors, except the IMUs, function as aiding sensors. At
the same time, the direct KF has also been applied once in a while [6, 7, 16, 17].
Particularly, Wagner and Wieneke [11] presented an innovative compact integra-
tion mechanism with the pleasing solution quality by directly estimating the optimal
navigation parameters where the inertial navigation mechanization was merged into
the equivalent system equations.

Besides, with the efforts to integrate low-cost IMUs in variety of kinematic
positioning and navigation systems, the focus has obviously been on the adaption of
the existing conventional integration strategy and further reinforcement, e.g., by
applying extra parametric constraints for specific motions such as the quasi-zero
lateral and downward velocities [3], etc.) and/or the self-contained virtual mea-
surements based on a prior error characteristics of IMUs and the vehicle’s
dynamics (Wang and Gao [12], etc.) and so on.

However, the system models used in KF from all abovementioned work have
directly been based on the a priori inertial error model. In other words, there is
principally no difference in any case as the IMU measurements are applied only in
the free inertial navigation calculation and thus no measurement update is per-
formed in KF between two adjacent aiding measurement epochs.

What can be done with the same multisensor integration task to take advantages
of modern computing technology and how can the KF be realized for a better
utilization of IMU measurements, especially with low-cost IMUs and/or in poor
GNSS and/or GNSS denied environment? Thus, a significant breakthrough with the
multisensor integration strategy is highly demanded for low-cost IMU-based
kinematic positioning and navigation systems.

Accordingly, a number of research trials have been made to construct standalone
system model so that all of the sensor measurements, inclusive of IMU raw outputs,
can directly participate in KF measurement update. Wang [15] developed the
system models based on the uniform linear motion, uniform circular motion to
construct a direct KF. Variant kinematic models were also applied in KF for
kinematic positioning and navigation [1, 18]. Especially, Wang and Sternberg [14]
tentatively utilized the 3D kinematic model after the uniform circular motion as the
system model in the KF with the six whole-value states and the nine measurements
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for the GPS-aided IMU integrated navigation. Along the same path, the authors
have been working on constructing novel IMU/GPS navigation KF (IMU/GPS KF)
for multisensor integrated navigation systems [9, 13].

This paper continually strives for a novel IMU/GNSS Kalman filter, which
utilizes a 3D kinematic trajectory model as the core of the KF system model and
allows the measurements from all of the sensors, inclusive of the IMUs, directly
participating in KF measurement updates instead of using the error measurements.
The proposed IMU/GNSS KF estimates the whole-value states instead of the error
states. Since IMU’s raw outputs directly participate in KF measurement update as
the raw observables from all other kinds of sensors (e.g. the GNSS pseudo-range,
carrier phase and Doppler measurements etc.) do, there is no longer need to dis-
tinguish between the core sensors and the aiding sensors. This novel KF structure
makes the full tightly-coupled multisensor integration for kinematic positioning and
navigation come true. This introduction will be followed by the description of the
novel KF algorithm for multisensor integrated navigation as Sect. 65.2. In
Sect. 65.3, the results and analysis of land vehicle tests are presented. Conclusions
and remarks as Sect. 65.4 end the paper.

65.2 Kalman Filter for Unconventional Full
Tightly-Coupled Multisensor Integration

65.2.1 The System Model

The proposed novel KF system model consists of three parts: (1) the 3D kinematic
trajectory, i.e., the position, velocity, acceleration and even the jerk vectors; (2) the
attitudes and (3) the angular velocity.

The instantaneous movement of an object, without considering the forces for the
reasons for different types of motions, can be described using kinematics. The form
for mathematic representation of position, velocity and acceleration of a mechanic
system involves coordinate systems in general. Two reference systems, which are
moved relatively to each other, are needed (Fig. 65.1). One is called the space-fixed
system S(o-xyz) while the other is referred to as the moving system Sb(ob-xbybzb).
The position vector ~r of a point P using the unit vectors: ~ix, ~iy and ~iz in the
directions: x, y and z is given by

~r ¼ x~ix þ y~iy þ z~iz ð65:1Þ

and in components for the instant position of the moving point at time t with respect
to a reference instant to
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xðtÞ ¼ xðtoÞ þ _xðtoÞðt � toÞ þ 1
2
€xðtoÞðt � toÞ2 þ 1

6
vxðtoÞðt � toÞ3 þ � � �

yðtÞ ¼ yðtoÞ þ _yðtoÞðt � toÞ þ 1
2
€yðtoÞðt � toÞ2 þ 1

6
vyðtoÞðt � toÞ3 þ � � �

zðtÞ ¼ zðtoÞ þ _zðtoÞðt � toÞ þ 1
2
€zðtoÞðt � toÞ2 þ 1

6
vzðtoÞðt � toÞ3 þ � � � ð65:2Þ

wherein _x; _y; _z; . . .;vx;vy;vz are the 1st, 2nd and 3rd derivatives of x; y; z with respect to
t. In order to be able to take as less terms as possible, the time interval t � to must be
small enough. Let~ro be the position vector of the origin Ob and ~q and ~qb be the
relative position vector of point P from Ob and the same vector in Sb, then

~r ¼~ro þ~q ¼~ro þ DTðtÞ~qb ð65:3Þ

where in D(t) is the instantaneous rotation matrix from S to Sb. From (65.3), the
velocity, acceleration and jerk vectors can be derived in general. The angular
motion is coupled with D(t). For more about the relevant derivation in details refer
to ([2, 14]; etc.).

With a strapdown inertial navigation system, the basic navigation parameters of
interest are the position vector rnnb of the IMU center and three Euler angles (roll γ,
pitch p, and heading α) for the rotations between the IMU body frame b and the
local navigation frame n. Without further unnecessary statements on kinematics, the
velocity vector vnnb, transformed from its counterpart velocity vector vbnb in the IMU
body frame, the acceleration vector annb and the jerk vector jnnb are directly given
below [9]

Fig. 65.1 Coordinate
systems
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_rnnb ¼ vnnb ¼ Cn
bv

b
nb ð65:4Þ

_vnnb ¼ annb ¼ Cn
b½xb

nb��vbnb þ Cn
b _vbnbx _vbnby _vbnbz
� �T¼ Cn

ba
b
nb ð65:5Þ

_annb ¼ jnnb ¼ Cn
b½xb

nb��abnb þ Cn
b _abnbx _abnby _abnbz
� �T¼ Cn

b j
b
nb ð65:6Þ

wherein vbnb, a
b
nb, j

b
nb, x

b
nb are the velocity, acceleration, jerk and angular velocity

vector in the IMU body frame, respectively, and Cn
b is the direction cosine matrix

(DCM) from the body frame to the navigation frame.
The attitude angles (roll γ, pitch p and heading α) are the functions of the angular

velocities which vary with the particular realization of the Euler angles. Under its
realization of Kardan angles used in strapdown inertial navigation, they are con-
nected to each other as follows [5]

_c
_p
_a

0

@

1

A ¼
sin c tan p 1 � cos c tan p

cos c 0 sin c
sin c sec p 0 � cos c sec p

0

@

1

A
xb

nbx
xb

nby

xb
nbz

0

@

1

A ¼ C3�3x
b
nb ð65:7Þ

Under the normal driving condition with a smooth steering over a small time
interval, three components of the angular velocity of a land vehicle, for instance,
can reasonably be treated as independent [9]. So, xn

nbx and xn
nby are modeled as

zero-mean processes and xn
nbz is modeled as a non-zero mean random process with

random disturbance. The former is usually interpreted by the first order Markov
model. Here, the zero-mean Singer motion model is used to express the dynamic
variation of two quasi-zero angular rate components xn

nbx and xn
nby in the system

model, while the modified Singer model is adapted to describe the dynamics of the
angular rate xn

nbz [19].
In practice, the sensor systematic errors, e.g. the IMU biases and scale factor

errors and so forth may also be included in the KF system model according to the
need and possibility. In summary, the state vector here can specifically consists of
27 components as follows

x ¼ rT ðvbnbÞT ðabnbÞT hT ðxb
nbÞT bTg bTa sTg sTa

� �T
ð65:8Þ

with r ¼ X Y Zð ÞT , vbnb ¼ vbnbx vbnby vbnbz
� �T , abnb ¼ abnbx abnby abnbz

� �
, h ¼ c p að ÞT ,

xb
nb ¼ xb

nbx xb
nby xb

nbz

� �T
, bg ¼ bgx bgy bgzð ÞT , sg ¼ sgx sgy sgzð ÞT ,

ba ¼ bax bay bazð ÞT , sa ¼ sax say sazð ÞT , which are the position, body
velocity, body acceleration, the attitude, body angular velocity, gyro bias and scale
factor error, accelerometer bias and scale factor error vectors, respectively.
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The proposed system model in discrete time is summarized below

rkþ1 ¼ rk þ DtCn
bðkÞv

b
nbðkÞv

b
nbðkÞ þ Dt2

2
Cn
bðkÞa

b
nbðkÞ þ Dt3

6
Cn
bðkÞ j

b
nbðkÞ ð65:9Þ

vbnbðkþ1Þ ¼ I33 � Dt xb
nbðkÞ�

h i
þ Dt2

2
xb

nbðkÞ�
h i2

� �

vbnbðkÞ þ Dt I3�3½

�Dt2 xb
nbðkÞ�

h ii
abnbðkÞ þ

Dt2

2
vbnbðkÞ�
h i

_xb
nbðkÞ þ Dt2

2
jbnbðkÞ

ð65:10Þ

abnbðkþ1Þ ¼ I3�3 � Dt½xb
nbðkÞ�� þ Dt2

2
½xb

nbðkÞ��2
� �

abnbðkÞ

þ Dt2

2
abnbðkÞ�
h i

_xb
nb þ Dtjbnb

ð65:11Þ

hkþ1 ¼ hk þ DtC3�3x
b
nbðkÞ þ Dt2

2
C3�3 _x

b
nb ð65:12Þ

xb
nbxðkþ1Þ ¼ e�Dt=Txxb

nbxðkÞ þ wxx ð65:13Þ

xb
nbyðkþ1Þ ¼ e�Dt=Tyxb

nbyðkÞ þ wxy ð65:14Þ

xb
nbzðkþ1Þ ¼ e�Dt=Tzxb

nbzðkÞ þ ð1� e�Dt=TzÞxb
nbzðk�1Þ þ wxz ð65:15Þ

bgðkþ1Þ ¼ bgðkÞ þ wbg ð65:16Þ

baðkþ1Þ ¼ baðkÞ þ wba ð65:17Þ

sgðkþ1Þ ¼ sgðkÞ þ wsg ð65:18Þ

saðkþ1Þ ¼ saðkÞ þ wsa ð65:19Þ

where Dt ¼ tkþ1 � tk, Cn
b is the same as in (65.4)–(65.6), Tx, Ty, Tz are the time

correlation coefficients, wx;wy;wz are the white noises for the angular velocities,
wbg , wsg , wba and wsa are the white noise vectors for the biases and scale factor

errors of gyros and accelerometers, jbnb is the body jerk vector as the process noise
for the position, velocity and acceleration vectors, and _xb

nb is the change of the
angular velocity vector.

Multiple alternate models can be derived from certain simplification of
(65.9)–(65.12) while one may extend the model for sensor systematic errors as in
(65.13)–(65.19), especially with the IMU sensors.
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65.2.2 The Measurement Model

Only the IMU and GPS measurements are here considered.
In general, an IMU sensor consists of three gyroscopes to measure the angular

rate vector xb
ib and three accelerometers to measure the specific force vector f bib. In

practice, the measurements from inertial sensors may be contaminated by the fol-
lowing errors: constant start-off biases, drifting bias residuals, errors of linear scale
factors, misalignments of sensor axes and Gaussian white noises and so on, which
depend on the quality of a specific IMU. As an experimental decision here in this
paper, the IMU measurements for the being constructed IMU/GNSS KF are
modeled as follows:

xb
ib�imu ¼ ðI þ SgÞðxb

nb þ Cb
nðxn

i:e: þ xn
enÞÞ þ bg þ Dg ð65:20Þ

f bib�imu ¼ ðI þ SaÞðabnb þ Cb
nð2xn

ie þ xn
enÞ � vnnb � Cb

ng
nÞ þ ba þ Da ð65:21Þ

where in xn
i:e:, x

n
en and gn are the Earth’s rotation rate vector and transport rate

vector and the local gravity vector in the local ENU frame, xn
nb, a

n
nb are the rotation

rate vector the acceleration vector of IMU body frame with respect to the local ENU
frame, Sg, Sa are the 3 × 3 scalar and misalignment error matrices for three gyro-
scopes and three accelerometers, Dg, Da are the Gaussian white noise vectors for
gyroscope and accelerometer measurements, respectively. With the low-cost IMUs,
depending on specific needs, (65.20) and (65.21) may be further simplified to:

xb
ib�imu ¼ ðI þ SgÞxb

nb þ bg þ Dg ð65:22Þ

f bib�imu ¼ ðI þ SaÞðabnb � Cb
ng

nÞ þ ba þ Da ð65:23Þ

With the GNSS, here specifically the GPS, the double differenced pseudoranges
and carrier phases are used for the accuracy level of centimeters. The generic
observation equations for the pseudorange PRj

i and the carrier phases / j
i (only L1

phases considered for demonstration purpose) from a receiver i to a satellite j are

PR j
i ¼ qji þ cðdti � dtjÞ þ d j

i�trop þ d j
i�ion þ ePRj

i
ð65:24Þ

/ j
i ¼ q j

i þ cðdti � dtjÞ þ d j
i�trop � d j

i�ion þ k1N
j
i þ e/ j

i
ð65:25Þ

wherein i = A, B (a base station and a rover station) and j = 1, 2, …, n, qji is the
geometric range from the receiver i to the satellite j, c is the speed of light, dti; dtj

are the receiver and satellite clock errors, respectively, d j
i�trop; d

j
i�ion are the tro-

pospheric and ionospheric delays, k1;N
j
i are the L1 wave length and the ambiguity

parameter, and ePRj
i
, e/ j

i
are the random noises. As usual, the single differencing
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performs between two GPS receivers with respect to the same satellite and further
the double differencing is introduced to two single differenced measurements
between two satellites. Without going into the unnecessary details, the double
differenced GPS measurements, denoted by the symbol D∇, are

rDPRjk
ABðtÞ ¼ rDqjkABðtÞ þ rDdjkAB�IonoðtÞ þ rDdjkAB�TropðtÞ þ ejkrDPAB

ðtÞ ð65:26Þ

With a baseline away from the GPS base station short enough, e.g., < 10 km, the
double differenced tropospheric and ionospheric delays become small enough to be
ignored so that (65.26) can be simplified to

rDPRjk
ABðtÞ ¼ rDqjkABðtÞ þ ejkrDPAB

ðtÞ ð65:27Þ

with rDqjkAB ¼ ½qkBðtÞ � qkAðtÞ� � ½q j
BðtÞ � q j

AðtÞ�. For the carrier phase observa-
tions, the final double differenced observation equation is directly given below

rDujk
ABðtÞ ¼ rDqjkABðtÞ þ k1rDNjk

AB þ ejkABðtÞ ð65:28Þ

Additionally, the DGPS heading using two GPS receivers on the vehicle is also
available

cDGPSðtÞ ¼ cðtÞ þ ecDGPSðtÞ ð65:29Þ

In particular, the state vector in (65.8) must be extended to include the ambiguity
parameters rDNjk

AB before they can be fixed as integer numbers.
Similarly, measurement equations for other additional sensors can be practically

developed. So, the measurements from all of the integrated sensors can directly
participate in KF measurement updates under the proposed integration strategy.

65.2.3 The Kalman Filter Under the Novel Integration
Strategy

Straightforward, a KF algorithm is further constructed on the basis of the proposed
system model given in (65.9)–(65.19) for time updates starting from the corre-
sponding initial state vector, and the measurement model given in (65.20), (65.21)
(or (65.22) and (65.23)), (65.27) and (65.29) for measurement updates. Because
most of the above mentioned equations are nonlinear, the extended KF (EKF)
algorithm is applied. However, no further detail about it will be provided here due
to the space limit and also because the EKF development is not the focus of this
manuscript.
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65.3 Road Tests and Results

The proposed system andmeasurement models were successfully implemented using
the EKF in C/C++ under Microsoft Visual Studio. A number of the road tests were
performed by our in-house developed land vehicle navigation system with two
NovAtel OEM GPS receivers, and one Crossbow IMU440CA (angular rate: bias
stability <10.0o/h, angle random walk <4.5o/√hr; acceleration: bias Stability <1.0 mg,
velocity random walk <1.0 m/s/√hr) with the third GPS receiver as the base station
[8]. This section gives the results from one of our road tests. The lever arm vectors of
the GPS receivers and cameras with respect to the IMU unit were measured
beforehand at the accuracy of 0.5 cm. The data rates were set to 1.0 Hz, 4 and 100 Hz
for the GPS base station and rover receiver and the Crossbow IMU, respectively. The
used dataset was collected in Vaughan, Ontario, of which the first part for 518 s is
used here for demonstration purpose. Figure 65.2 gives the top view of the trajectory
and velocity profile of the vehicle.

Due to the space limit, only the selected plots are given here. The 1σ accuracy
plots for position (Fig. 65.3), velocity (Fig. 65.4) and the attitude solution with 3σ
envelops and the 1-sigma attitude accuracies (Fig. 65.5) are presented. Figure 65.6

Fig. 65.2 Trajectory’s top view and the velocity profile

Fig. 65.3 3D positional
accuracy
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is the number of the available satellites followed by the innovation and residual
series of the double differenced carrier phases from PRN15, 18 and 22 in Fig. 65.7.

Furthermore, the estimates of the bias states with their ± 3σ bounds from IMU/
GNSS KF are shown in Fig. 65.8. The accuracies of accelerometer biases in right
and forward directions are noticeably improved while the vehicle was turning
because the observabilities of bias drifts are enhanced in that case.

In order to assess the performance improvement with the proposed models
through the EKF, GPS outages were simulated. The solutions from the proposed
novel integration strategy (solution with IMU measurement updates in KF) and the
conventional integration strategy (typical free inertial solution) were compared
here. Figure 65.9 presents the solution with one 20-second GNSS outage against the
reference solution. At the beginning of the GNSS outage, the navigation parameters

Fig. 65.4 3D velocity
accuracy

Fig. 65.5 Attitude solution
and accuracy
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Fig. 65.6 The satellite availability

Fig. 65.7 Innovation and residual of GPS satellites (SVPRN 15, 18, 22)

Fig. 65.8 Biases and their ± 3σ bounds from gyroscopes (left) and accelerometers (right)
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for both of the integration strategies were initialized to the same integrated navi-
gation solution. Clearly, the positions from the novel multisensor integration KF
were drifting much slower than the ones from the conventional free inertial navi-
gation solution.

65.4 Conclusions and Potential Future Research

A novel structure of KF has been proposed for multisensor integrated kinematic
positioning and navigation, which applies the kinematics to build up the core of the
system model. By using the direct method, all of the measurements from individual
sensors can directly participate in the measurement updates of Kalman filter
independently so that a novel full multisensor integration strategy comes true as
there is no longer need to distinguish between the core sensors and other aiding
sensors. The solution from one of our road tests has been taken to have demon-
strated the success of the proposed novel multisensor integration strategy with the
improved solution performance, and robustness with the low-cost IMU sensors and
especially in poor GNSS and/or GNSS denied environment. The next tasks could
be on developing the simultaneous estimation of variances for process and mea-
surement noises and systematically studying the effects of different choices of states
under the novel multisensor integration strategy to further explore its advantages for
low-cost multisensor integrated kinematic positioning and navigation.
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Fig. 65.9 Position drifts of
the novel KF and the
conventional free inertial
navigation
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Chapter 66
A WIFI/INS Indoor Pedestrian Navigation
System Augmented by Context Feature

Ling Yang, Yong Li and Chris Rizos

Abstract An Inertial navigation System (INS) is self-contained, immune to
jamming/interference and in many other ways is ideally for pedestrian navigation
applications especially in indoor environments. However, due to the sensor properties
the quality of the navigation solution from a stand-alone INS will degrade rapidly,
andmust rely on some form of external correction/calibration/aiding to ensure system
stability and reliability. In this contribution the authors use GPS when outdoors and
WiFi when indoors to aid the INS in order to support seamless pedestrian navigation.
To improve the performance ofWiFi positioning, an enhanced fingerprinting method
is proposed. A new fingerprinting database augmented by two types of map-based
information is described. One is the topological relationship linking corridors, and the
other is the orientation information of different corridors. Test results confirm that the
navigation accuracy and stability is improved.

Keywords Pedestrian navigation � Step detection � Walking status detection

66.1 Introduction

A navigation system that tracks the location of a person is a useful capability for
firefighters or other emergency first responders, for location-aware computing,
personal navigation assistance, mobile 3D audio, augmented reality, and other
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applications. Such a system may be referred to as a Pedestrian Navigation System
(PNS). Global Navigation Satellite System (GNSS) is a well-known and extremely
attractive technology for outdoor PNS applications. However GNSS-alone posi-
tioning may not satisfy the navigation integrity and reliability requirements due to
its signal vulnerability to signal blocking or Radio Frequency Interference (RFI)
[12]. Integration of GNSS with a low-coast MEMS-based Inertial Navigation
System (INS) has gained considerable attention for consumer-based navigation
applications [9, 11, 5, 6]. However, many pedestrian navigation applications
involve walking from outdoors to an indoor destination point, which requires
seamless navigation in both outdoor and indoor environments. Therefore, a GNSS/
MEMS-INS integrated system is not entirely suitable since the navigation perfor-
mance will severely degrade during long GNSS signal outages.

Over many years different technological solutions have been investigated.
Nowadays the most common alternative solution is based on wireless communi-
cations infrastructure such as WiFi. The preferred class of positioning algorithms
makes use of the Received Signal Strength (RSS). There are two main types of
RSS-based location determination techniques, the trilateration approach and the
signal fingerprinting approach. The trilateration approach uses a signal propagation
model to convert the RSS into a distance measurement, and several simultaneous
distance “measurements” are then used to calculate the position of the WiFi
tracking device [1, 3, 9]. This technique is simple and comparatively easy to
implement, however it suffers from the requirement for realistic signal propagation
models. Moreover the exact locations of the WiFi access points are required. The
second approach, known as “fingerprinting”, uses an empirical model to describe
the distribution of RSS at various locations across the coverage area of interest [4].
This method does account for the impact of the real environment on WiFi signal
propagation. However, the main disadvantage is the need to create and maintain the
RSS database across the area of interest [10, 14]. Recent investigations indicate that
WiFi stand-alone positioning may not be able to satisfy the stability and reliability
requirements for many mission-critical applications in “busy” or dynamic envi-
ronments (e.g. due to temporary pedestrian signal obstruction).

In this paper, in order to satisfy the accuracy requirement of indoor navigation,
WiFi positioning technology is chosen as the most appropriate alternative for GNSS
to integrate with INS. The advantages of using INS and WiFi for indoor positioning
applications are their availability and relatively low cost. Two kinds of map-based
information are introduced into the fingerprinting database to support the WiFi-only
and WiFi/INS integrated solutions. One is the topological relationship between
connected corridors. The other is the orientation information of different corridors,
which is used as an attitude constraint in a WiFi/INS integrated system. With
instruments mounted in a backpack, the GNSS/WiFi/INS integrated navigation
system has been tested and its performance has been analysed.

768 L. Yang et al.



66.2 System Design and Algorithm

The Extended Kalman Filter (EKF) estimation algorithm is triggered at every
GNSS/WiFi measurement epoch using the difference between the GNSS/WiFi and
the INS mechanisation solution (loosely-coupled or tightly-coupled). The EKF
algorithm can be found in [8]. The EKF estimates the INS errors using the mea-
surement update equations. Whenever the GNSS/WiFi measurements are missing,
the EKF operates in a time prediction mode, thus resulting in errors in position,
velocity and attitude estimation that grow with time.

xnav ¼ drn; dvn; dwn½ �
xins ¼ rb; eb½ �

�

ð66:1Þ

where xnav and xins are the navigation error vector and the inertial sensor mea-
surement error vector, respectively.

The psi-angle error equations of the INS are expressed in the navigation frame
(or local east, north and up) for position, velocity and attitude updating [7]:

d_rn ¼ �xn
en � drn þ dvn

d _vn ¼ � xn
ie þ xn

in

� �� dvn � wn � f n þ dgn þ Cn
brb

_wn ¼ �xn
in � wn � Cn

be
b

8
<

:
ð66:2Þ

where the superscript (n) refers to the navigation frame (n-frame), while the sub-
script (i) and (e) denote the inertial and the earth-centred earth-fixed frame (i-frame
and e-frame), respectively; drn, dvn and wn are the position, velocity and attitude
error vector, respectively; xn

ie is the Earth rotation velocity; xn
in is the angular

rotation velocity of the n-frame with respect to the i-frame; f n is the specific force
vector; dgn is the error of the gravity vector in the n-frame; xn

en is the rotation vector
from the e-frame to the n-frame; Cn

b is the transition matrix from body frame (b-
frame) to the n-frame; and ∇b and εb are the accelerometer and gyro drift vector
expressed in the b-frame, respectively.

The dynamic matrix is obtained by a linearisation of Eq. (66.2). The measure-
ment model is:

zk ¼ Hkxk þ vk; vk �N 0;Rkð Þ ð66:3Þ

where x is the error state vector including xnav and xins in Eq. (66.1); zk is the
measurement vector; Rk is the measurement variance-covariance matrix; Hk is the
design matrix that relates the measurements to the state vector; and vk is the
measurement residual vector.
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66.3 WiFi Augmentation for Position and Orientation
Determination

The WiFi fingerprinting algorithm consists of the following two steps:

(1) In the training phase, the RSS measurement set from several Access Points
(APs) at Reference Points (RPs) are measured and recorded as features of the
RPs, to form a database for subsequent positioning.

(2) In the positioning phase, the RSS measurement set observed at an unknown
point is compared with the signal characteristics of the RPs contained within
the database. The RP signal data which have the closest match with the RSS
measurement set are chosen as the estimated location.

Since the position estimation actually is derived from the fingerprinting database,
the quality of the database directly impacts on the final position accuracy. One
option for improving accuracy is to build a database with denser set of sampled
RPs. However this would require the investment of significant additional survey
resources during the training phased, and would increase computation burden in the
positioning phase. Another way to improve the quality of the database is to consider
additional information that provides more constraints in the searching and matching
algorithm. The next subsection describes a new database for WiFi positioning that
incorporates map-based information.

66.3.1 Topology Modelling in the Fingerprinting Database

Two kinds of map-based information are introduced into the database to support the
WiFi-only and WiFi/INS integrated positioning solutions. The information is
derived from assumptions that pedestrian travel in indoor environment mainly
occurs in corridors, for which two conditions apply:

(1) The person cannot directly pass from one corridor to another disconnected
corridor.

(2) When walking in a corridor, the heading direction always coincides with the
direction of the corridor.

Noted that this study is concerned with the walking behaviour from an outdoor
origin to an indoor destination, thus those actions such as pausing and facing a wall
are not considered. Based on the above two assumptions, the topological rela-
tionship between any two corridors can be defined. Topology, which is a very
common concept in GIS (Geographic Information System), expresses the spatial
relationships between connecting or adjacent vector features (points, polylines and
polygons). Corridors inside buildings can be abstracted as polylines, thus the road
topology concept in GIS can be used to describe the relationships among corridors
in an indoor area. In addition, the trajectory of walking along corridors can be
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modelled as a set of discrete points. Figure 66.1 shows the topological elements and
relationships among corridors.

Figure 66.1 graphically illustrates the two types of elements and their topological
relationships. Labels “1”–“8” are called “nodes”, which are the connection points of
adjacent corridors. Labels “A”–“I” are refered to as “edges” in a standard GIS
database, and are corridors within a building. The arrows on the edges denote the
direction of the edges, which are stored in the database as a feature of each edge.
The topological relationships among these nodes and edges can be described as
collections of geographic features, which are listed in Table 66.1.

Considering the above topological relationships, the RPs’ features stored in the
fingerprinting database will also include this geographic information. Figure 66.2
shows the structure of the new database known as “RP”. The fingerprinting data-
base actually stores features of a set of RPs, which are preselected points with
known coordinates along the corridors. The coordinate of each RP is stored in the
structure of “LatLon”. During the database building phase, a mobile user device is
located at each RP for a short period of time. The MAC address and RSS mea-
surements from each AP are collected and stored in the “AP” structure, named as
“MAC_ad” and “RSS”. The new database should also contain a topology table that

Fig. 66.1 Topological
elements and relationships of
a layer inside a building

Table 66.1 Edge structure Edge Direction From node To node

A 0 8 1

B 90 1 2

C 90 2 3

D 0 3 4

E 90 4 5

F 180 5 6

G −90 6 7

H −90 7 8

I 180 2 7
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describes the geospatial information of each corridor, similar to Table 66.1.
Depending on their particular topological properties these RPs are divided into two
classes and associated with different features.

(1) For RPs which are very close to a connection point of several corridors, the
corresponding node index will be recorded in the “NodeID” structure, and 0
will be recorded in the “EdgeID”.

(2) For RPs which are distant from a connection point, the corresponding edge
index will be recorded in the “EdgeID” structure, and 0 will be recorded in the
“NodeID”.

By searching the values of “EdgeID” or “NodeID” in the topology table, one can
determine which corridor the user is located in/at, and can also obtain the orien-
tation information. With this additional information the positioning accuracy can be
improved.

Geospatial topology is fundamentally used to ensure data quality as well as to
aid data compilation. The use of topology in this study can be grouped into two
aspects. The first is to augment the fingerprinting database for WiFi positioning. As
described above, the topological relationships among each RP are stored together
with the RSS measurements and coordinates, thus the features of RPs are extended.
The other use is to provide constraints in the positioning phase, which will be
discussed below. Firstly, in WiFi-only position the candidates which are not
adjacent or connected with the previous position determination will be excluded.
Then the orientation information associated with the selected candidates will be
used as pseudo-measurement in the WiFi/INS integrated solution step. In the first
step the accuracy of the prior position is important. An errorous prior estimate will
bias the decision concerning the exclusion of candidate solutions. By integrating
INS with WiFi, the short-term reliability and stability of the prior position can be
guaranteed.

Fig. 66.2 Fingerprinting database structure
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66.3.2 Searching and Matching Algorithms

In fingerprinting positioning phase, an RSS measurement set is collected at each
sampling epoch. By comparing the RSS measurement set with those stored in the
database, a user’s position can be obtained. Some techniques are deterministic,
meaning that the applied RSS data are mean values and an RSS measurement set is
matched with only one reference point. Transparent location fingerprinting uses a
map of RPs [2]. A RP consists of a sequence of pairs (ssi, ci). ssi is a RSS
measurement set and ci is the corresponding physical coordinates. The matching of
a new measurement set ss is done by selecting a number of RPs (k) that are closest
to the measurement. cf, the weighted average of their coordinates, is returned:

cf ¼
Pk

j¼1
1

d ssj;ssð Þþe
� cj

Pk
j¼1

1
d ssj;ssð Þþe

ð66:4Þ

where d(ssj, ss) is the Euclidean distance between the two RSS measurement sets
and ε is a small real constant.

The probabilistic techniques use a RSS probability distribution at each RP rather
than a mean value. Roos et al. [13] use two estimators to match a measurement with
the database. In the first method, a probability mass is assigned to a “kernel” around
each observation in the training data. The second method is closely related to
discretization of continuous values.

Without considering the geospatial relationships among these points, some
faulty RPs which are physically far away from the mobile terminal may be selected.
To exclude these incorrect RPs from the k candidates, the following three criteria
based on the topological database are enforced.

(1) The candidate which is not adjacent with the prior location of the user will be
excluded;

(2) The candidate which is not consistent with the user’s walking direction will be
excluded;

(3) The candidate which is not within the estimation error circle will be excluded.

Figure 66.3 is a demonstration of the exclusion decision based on the above
three criteria. The yellow star point is the prior estimated position based on the
previous coordinates (red star point), and its estimated error is indicated by the
circle. The rectangular points are k candidates obtained by the searching algorithm.
With the first criterion, the two green rectangular points are excluded since they are
actually located at corridor F which is not connective with corridor D, where the
current location is supposed to be. Using the second criterion, the orange rectan-
gular point is excluded. The other two blue rectangular points are also excluded by
the third criterion. Finally the red rectangular point is obtained as the estimated
position.
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The three criteria may not be always effective. The first criterion will not work
for a single corridor. The second criterion is not relevant when the user is turning
since the instantaneous walking direction is difficult to determine. The third crite-
rion largely relies on the estimation error thus a miss-detection will occur if the
error radius is large or a wrong exclusion will be introduced using an over-strict
error radius.

66.4 Experiment and Analysis

66.4.1 Experiment Description

Two experiments were analysed to assess the navigation performance under dif-
ferent indoor environments. In these experiments the distance between two APs is
an average of 1 m. The data is sampled at each RP for 1 min. The nAX5, a small
MEMS-INS/GPS device, was used to collect inertial and GPS data, with the GPS
antenna fixed to the top of the device as shown in Fig. 66.4. For these tests the
output rate of the inertial sensors was set to 10 Hz. The WiFi data was collected by
a laptop with built-in wireless internet card with a sample rate of 1 Hz.

The first experiment was conducted on the lower ground level of the Electrical
Engineering Building at the University of New South Wales (UNSW), Sydney,
Australia. The building layout is shown in Fig. 66.5. The second experiment was
conducted on level 2 of the Eastgardens Shopping Center, Sydney, Australia, and
the building layout is shown in Fig. 66.6. The red points in Figs. 66.5 and 66.6 are
the RPs in the corresponding fingerprinting databases.

Fig. 66.3 A demonstration of
the exclusion based on
topological information
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Fig. 66.4 Experiment setup

Fig. 66.5 Building layout for
experiment 1

Fig. 66.6 Building layout for
experiment 2
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66.4.2 Performance Evaluation of WiFi-Only System

Experiments 1 and 2 are typical layouts of offices and shopping centres. In the office
building rooms are usually located at two sides of the corridors. A common design
of shopping centres locates shops around one side of the circular corridors. Fig-
ures 66.7 and 66.8 show the positioning results of these two experiments, where the
blue marks are results by using traditional fingerprinting methods, and red marks
are results obtained using the proposed method taking into account the topological
information associated with corridors.

It can be seen from Fig. 66.7 that the WiFi positioning results with and without
topological information are similar. In contrast, Fig. 66.8 shows an obvious
improvement by using topological information for Experiment 2, where the red
points have a much smoother trajectory than the blue points. The different per-
formances in these two experiments are likely due to the different characteristics of
the building corridors. In Experiment 1, there are only two parallel corridors which
are more than 30 m apart and connected by a perpendicular corridor. It is nearly
impossible to miss-locate one point to the other corridor which is not connected
with the current corridor. However, the building layout in Experiment 2 is more
complex. There are seven corridors, and some of them are parallel but close to each
other. As a result the possibility of locating a point in a wrong corridor is high. By
considering the topological relationships among corridors, the probability of miss-
matching can be reduced.
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Fig. 66.7 WiFi-only
positioning results of
experiment 1
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66.4.3 Performance Evaluation of the WiFi/INS Integrated
System

The position and attitude solutions for Experiment 1 are shown in Figs. 66.9, 66.10
and 66.11, where the red line is the GPS/INS solution, the blue and green lines are
results from WiFi/INS integrated system, without and with map-based information.
The performance in Experiment 2 is similar and not presented here due to space
constraints.

The red line in Fig. 66.9 shows that the INS-only solution diverges quickly in an
indoor environment. The blue line indicates that upon adding position corrections
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from WiFi the divergence can be largely controlled, such that the trajectory is much
more consistent with the geometry of the corridors. The green line indicates the best
performance, when considering map-based information in the integrated system.
This means that by using building orientation constraints, the position accuracy and
solution stability is improved. The horizontal position errors of the trajectories
inside the building are plotted in Fig. 66.10. It shows that without the absolute
position solutions the performance GPS/INS navigation (red) degrades severely.
Aided by WiFi the position errors can be reduced significantly. The mean and RMS
(root meat square) values of the horizontal position errors are given in Table 66.2. It
shows that with the aid of WiFi the mean values of position errors are around 1 m in
east and 3 m on north directions, and the RMS (root-mean-squares) of the errors
reduced from 10 to 3 m. The performance of GPS/WiFi/INS system with topo-
logical constraints is slightly better than the system without topological constraints.

Figure 66.11 shows the attitude solutions without and with topological con-
straints. The red lines are the references solution from the building orientation
information. It can be seen that the green points are much more consistent with the
references, while the yaw angle given by the blue points are not accurate and not
stable even when the person is walking along a corridor. This further indicates the
accuracy and stability of attitude estimation is improved by considering the building
orientation information in the fingerprinting database.
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Fig. 66.11 Yaw results of Experiment 1 during indoor period (red reference from building
orientation information, blue/green results of WiFi/INS without/with topological constraints)

Table 66.2 Horizontal
positioning errors

East error (m) North error (m)

Mean RMS Mean RMS

GPS/INS 3.11 9.64 −3.09 5.64

GPS/WiFi/INS 0.21 1.23 0.14 2.67

GPS/WiFi/INS-topo 0.003 1.24 −0.09 2.48
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66.5 Concluding Remarks

The extensive use of WiFi-based positioning provides an alternative to realise
continuous navigation as a person moves from outdoors to indoor environments,
where GPS becomes unavailable. In this paper an enhanced WiFi database is
proposed that takes into account the topological relationships among corridors and
orientation information of each corridor. By integrating WiFi with INS, the long-
term navigation stability for indoor environments is further improved. Experiment
results have verified that by adding building/corridor topological information into
the fingerprinting database, incorrect candidate solutions can be excluded with a
higher success rate, and the searching and matching reliability is improved in WiFi-
only positioning. By using the more accurate position measurements as well as the
orientation constraint provided by WiFi, the performance of a WiFi/INS integrated
navigation system is also improved. The orientation constraint has a significant
impact on accuracy of position and attitude estimation.
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Chapter 67
A Pedestrian Movement Direction
Recognition Method Based on Inertial
Sensors

Shunbao Lu, Zhongliang Deng, Chen Xue, Yeqing Fang,
Ruoyu Zheng and Hui Zeng

Abstract Most of the phone has been configured IMU currently, includes an
acceleration sensor and an electronic compass. In this paper, using the pedestrian
dead reckoning algorithm based accelerometer and electronic compass composition
IMU to assist indoor positioning. Detection walking step length and state. Currently
detect direction of motion requires the user wear or hand in IMU with a fixed
posture. To address this issue, using the terminal gesture recognition algorithm in
the third quarter. When pedestrian walking on the same direction, the angle walking
forward and walking backward was the same. To address this issue, using pedes-
trian movement direction detection method based on the differential cross-corre-
lation of the acceleration in the fourth quarter. Based on the above, the article
conducted experiments in Section V and the result shows that the proposed method
can effectively detect pedestrian movement forward and backward state, the average
accuracy of the detection results is 85.67 %.

Keywords IMU � Pedestrian movement direction � Recognize forward and
backward state

67.1 Introduction

With the popularity of navigation feature on your phone and development of
location based services, people increasingly demands for more accurate and reliable
pedestrian navigation. Most of the phone has been configured IMU currently,
includes an acceleration sensor and an electronic compass.
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Its basic principle is: wearing the IMU in a fixed posture on a person, in the case
of the normal travel of the pedestrian [1]. To do the cadence detection of the
pedestrian through the cyclical changes in the acceleration when people walk, to
estimate the pedestrian step length based on the pedestrian step length estimation
model and using a electronic compass to get the pedestrian movement direction [2].
The cadence detection and step length estimation has been relatively mature, the
main difficulty in pedestrian dead reckoning is the detection of the pedestrian
movement direction. The pedestrian movement direction detection requires the user
wearing the IMU in a fixed posture currently, to keep a certain relationship with the
IMU coordinate system while walking. Then transform the coordinate system from
the IMU to the pedestrian to gain the direction of the pedestrian. Obviously this
method has certain limitation, it brings a lot of inconvenience to pedestrians. More
than that, the basic principle to get the pedestrian movement direction is to calculate
the arctangent value between two horizontal components of the geomagnetic field
on the pedestrian coordinate system. Therefore, the azimuth is the same when a
person goes forward and backward in a same route. Obviously it’s a mistake, can’t
recognize the forward and backward state is the primary cause of the problem [3].

To solve these problems, we studied the relationship between the acceleration
and direction of pedestrian in the Chap. 2 first. In the Chap. 3, we described the
principle of the direction detection by the electronic compass briefly. Based on that,
we used a method to detect the pedestrian movement direction which is related to
the acceleration difference cross-correlation and studied the recognition pedestrian
backward and forward gesture and did some experiments in the Chap. 5 to prove
the effectiveness of this method. This article used HMC5883L electronic compass
and MMA8451Q accelerometer that can be used in mobile phones and other kinds
of terminal [4].

67.2 Correlation Between Accelerations While Pedestrian
Walking

The definition of the coordinate system has been shown in Fig. 67.1 which the
OX’Y’Z’ is the coordinate system of the terminal. OY ‘axis points the front of the
terminal screen. OX ‘axis is pointing to the right of the terminal screen. OZ ‘axis is
perpendicular to the top of the screen pointing to the terminal screen. The OXYZ is
the pedestrian coordinate system. OY axis points pedestrians facing direction. OX-
axis points the right of pedestrian. OZ axis is perpendicular to the pedestrian
pedestrians pointing upward.

Acceleration in the vertical direction and the horizontal direction contain the
complete process of rising-dropping-rising reverse-dropping reverse in each step of
the pedestrian. When moving continuously, the acceleration has a periodical change
characteristic. To analyze the direction of the relationship between acceleration and
pedestrian movement further, we made person start moving from a standstill along
the X-axis. The test results have been shown in Fig. 67.2.
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From Fig. 67.1 we could found that when a pedestrian is walking along the X-
axis of the terminal, the waveform of acceleration appeared in the X-axis and Z-axis
are similar and they could reflect the movement of the pedestrian. But on the Y-axis
we can hardly find the waveform. When the pedestrian moved along the Y axis, we
can also get similar results.

67.3 Electronic Compass Based Direction Detection

67.3.1 Basic Principle of Direction Detection by Electronic
Compass

One of the key issues in PDR algorithm is how to get accurate orientation from low-
cost sensors. Now the magnetic compass and accelerometer sensors have been
widely used in various platforms. In the case of the Earth’s magnetic field is not

Fig. 67.1 Pedestrian
coordinate system and
platform coordinate system

Fig. 67.2 Changes in acceleration along the X-axis during moving on positive direction
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interfered by other magnetic field. Through these two elements we could get a more
accurate orientation. The principle to get orientation is sensing the acceleration of
gravity by the accelerometer. Then calculate the gravitational acceleration com-
ponent on each axis in the coordinate OX’, Y’, Z’, and record them as AX, AY, AZ.

Pedestrians can’t guarantee handheld platform parallel to the ground in PDR. In
this time, platform coordinate system is no longer coincided to the pedestrian
coordinate system. But the three-axis value output by the magnetic sensor remains
the three components of the geomagnetic field in the platform coordinate system.
We need to transform the value to the pedestrian coordinate system to get orien-
tation according to formula 67.1. We can describe the connection of these two
coordinate systems by pitch and roll angle. The pitch angle ρ is the angle that the
platform rotated around the OX axis pedestrian coordinate system. The roll angle θ
is the angle that the platform rotated around the OY axis pedestrian coordinate
system. When the platform rotate around the axis OY and OX, pitch angle ρ and
roll angle θ can be calculated by formulas 67.1 and 67.2.

q ¼ AY
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2
X þ A2

Z

q ð67:1Þ

h ¼ AX
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2
Y þ A2

Z

q ð67:2Þ

After we get the pitch and roll angle, we can transform the three components of
the geomagnetic field on platform coordinate system to the pedestrian coordinate
system according to formula 67.3. (M’x, M’Y, M’Z)are three components of the
geomagnetic field on pedestrian coordinate system and (MX, MY, MZ) are three
components of the geomagnetic field on platform coordinate system. After we get
three components of the geomagnetic field on pedestrian coordinate system, we can
calculate the orientation according to formula 67.4.

H M
0
X;M

0
Y

� �
¼

90:00; IF M
0
X [ 0; M

0
Y ¼ 0

270; IF M
0
X\0; M

0
Y ¼ 0

360þ arctan M
0
X

M0
Y

� �

; M
0
Y [ 0

180þ arctan M
0
X

M0
Y

� �

; IF M
0
Y\0

8
>>>>>><

>>>>>>:

ð67:3Þ

67.3.2 Terminal Gesture Recognition Algorithm

The method said above needs the consistent of the direction between pedestrian and
platform. It’s difficult to maintain during pedestrian constantly traveling so that we
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used another way (formulas 67.4 and 67.5) to calculate the orientation which pitch
angle is ρ and roll angle is θ. Ac is the value output by the electronic compass. β is
the final orientation.

a ¼ arctan
h
q

� �

ð67:4Þ

b ¼ Ac� a ð67:5Þ

The above method doesn’t require the alignment of the pedestrian heading and
reference direction of platform. Pedestrian can handheld the platform at any angle
when traveling. But this method has a problem that it still uses the three compo-
nents of the geomagnetic field. Therefore, the orientation is the same when
pedestrian walking along the same route forward and backward. The 180° differ-
ence of the orientation does not appear. The orientation is wrong when pedestrian
walking backward.

67.4 Forward and Backward Detection of Pedestrian

In Chap. 4, we will introduce a motion direction method based on the cross-
correlation characteristic of acceleration. In a complete gait cycle, it is considered
that the error caused by the platform attitude measurement errors approximately
unchanged. To eliminate these errors and improve the part of the signal, we detect
the direction of motion by the differential calculus in a pedometer-cycle and define

the m step’s acceleration differential cross-correlation value Rx;z;m s0x;m
� �

,

Ry;z;m s0y;m
� �

as formula 67.6:

Rx;z;m s0x;m
� �

¼ PNm

i¼Nm�1þ1
ax ts i� s0x;m

� �h i
� ax ts i� s0x;m � 1

� �h in o
az ts � ið Þ � az ts i� 1ð Þ½ �f g

¼ sgn vxð Þ Sx;z;m s0x;m
� �

þ Ix;z;m s0x;m
� �� �

Ry;z;m s0y;m
� �

¼ PNm

i¼Nm�1þ1
ay ts i� s0y;m

� �h i
� ay ts i� s0y;m � 1

� �h in o
az ts � ið Þ � az ts i� 1ð Þ½ �f g

¼ sgn vy
� �

Sy;z;m s0y;m
� �

þ Iy;z;m s0y;m
� �� �

8
>>>>>>>>><

>>>>>>>>>:

ð67:6Þ

ts is Sensor data sampling interval, Nm Indicates the num of the sampling points
when the m step ends. s0x;m and s0y;m are local offset delay for correlation calculation.

Sx;z;m s0x;m
� �

and Sy;z;m s0y;m
� �

are signal components in the integration result.

Ix;z;m s0x;m
� �

and Iy;z;m s0y;m
� �

are Noise components in the integration result. sm is the
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amount of lead that acceleration changing in horizontal than in vertical. When s0m
equals to sm, the signal component in Rx;z;m s0x;m

� �
and Ry;z;m s0y;m

� �
are maximizing.

After a lot of research, we found that the presence of the Z-axis motion accel-
eration waveform is different with the main motion axis direction (shown as
Fig. 67.3) while pedestrian walking forward and backward. Therefore, the corre-
lation value of acceleration between Z-axis and main motion axis tends to be stable
while pedestrian walking forward and backward. While pedestrian changes the
motion state from forward to backward, the correlation value would have a sig-
nificant trend of change (shown as Fig. 67.4). While this tendency is caught, we
could found that the pedestrian motion state has changed.

We need to calculate the correlation value of acceleration between Z-axis and
main motion axis each step of pedestrian and pick out the max value from the data
series. We found that the correlation value is a stable negative when Y-axis is the
main motion while pedestrian moving forward. The correlation value is a stable
positive when Y-axis is the main motion while pedestrian moving backward. We
can find the changing of pedestrian motion direction. With the orientation we get
from formulas 67.4 and 67.5, we can do a 180° processing. Then we can get a more
accurate heading value.

Fig. 67.3 Waveform phase difference

Fig. 67.4 Correlation value change
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67.5 Experimental Verification

Based on the method described in Sect. 67.4, we did some tests on handheld
terminal and toke 12 direction. In each direction, we forward 10 steps and backward
10 steps for 50 times. The pedometer effects are shown in Fig. 67.5 and testing
results are shown in Table 67.1. The results show that the method described in
Sect. 67.4 can detect the pedestrian motion state. The average accuracy rate of the
test results is 85.67 %. The orientation changing while pedestrian go forward and
then go backward along North are shown in Fig. 67.6.

The testing results can prove that the method described in this article can be used
to detect the pedestrian motion state. Integrating this method with PDR can enhance
the effect of wireless indoor location and reduce the error further.

Fig. 67.5 The changing process of step forward and backward

Table 67.1 Handheld terminal test results

Real angle
(forward) (°)

Real angle
(backward) (°)

Num of success
detection

Num of
detection failure

Detection
accuracy (%)

0 180 42 8 84

30 210 41 9 82

60 240 44 6 88

90 270 43 7 86

120 300 42 8 84

150 330 46 4 92

180 0 43 7 86

210 30 44 6 88

240 60 41 9 82

270 90 43 7 86

300 120 42 8 84

330 150 43 7 86
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Chapter 68
High-Precision Simulator for Strapdown
Inertial Navigation Systems Based on Real
Dynamics from GNSS and IMU
Integration

Gongmin Yan, Jinling Wang and Xinyi Zhou

Abstract Traditional Strapdown Inertial Navigation Systems (SINS) simulator
based on pure mathematical model cannot reflect the reality of complex dynamics
of a carrier. In this paper, based on the actual flight data of an airborne navigation
system, navigation algorithms of high-precision carrier phase differences Global
Navigation Satellite System (GNSS) and medium-precision Inertial Measurement
Unit (IMU) are used, and combined with the partial feedback principle of Kalman
filter and cubic spline interpolation method, to generate smooth trajectory param-
eters. Then, the simulation of inertial sensors is achieved with the inversed SINS
algorithm, and the new algorithm considers the impacts of attitude coning error and
velocity sculling error compensation. Numerical verifications of airborne flight test
have demonstrated that the inertial sensor simulator has high accuracy and good
frequency characteristic, and can meet the high-accuracy SINS requirements for
simulated inertial sensor data source and frequency complexity.

Keywords GNSS � SINS simulator � Integrated navigation � Actual flight data

68.1 Introduction

For the simulated research of Strapdown Inertial Navigation Systems (SINS) and its
integration with other systems, it is a fundamental step to obtain the carrier’s
trajectory parameters and the simulation outputs of inertial sensors (including
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gyroscopes and accelerometers). Especially for the research of high-accuracy SINS
algorithms, high precision dynamic simulation for a carrier is critical [1]. In the
simulation of airborne SINS, for example, traditional trajectory simulator based on
pure mathematical model can only provide the carrier’s simple maneuvers,
including still, accelerate, climb, cruise, twists and turns, and the integration of
these flight maneuvers. The above trajectory form is too simple and thus, cannot
reflect the reality of complex dynamics of a carrier. However, if the impact of the
pneumatic environment of the carrier aircraft is considered, physical and mathe-
matical models are often too complex to be described. Actually, more or less, there
still remains some difference between ideal model and the actual flight situation [2].

In this paper, based on the actual flight data of inertial sensors, the integrated
navigation algorithms of high-precision carrier phase differences Global Navigation
Satellite System (GNSS) and medium-precision Inertial Measurement Unit (IMU)
are used, combined with the partial feedback principle of Kalman filter and cubic
spline interpolation method, to generate smooth trajectory parameters, i.e. attitude,
velocity and positioning information. The incremental outputs of inertial sensors are
inversely deduced from attitude, velocity and positioning information with the use
of traditional high-precision SINS updating algorithm [3–5], which can be called as
inversed SINS algorithm, and the new algorithm considers the impacts of attitude
coning error and velocity sculling error compensation. Then, the simulated outputs
of inertial sensors are achieved with the inversed SINS algorithm. Numerical ver-
ifications and comparison analysis using airborne flight experiment have demon-
strated that the simulated outputs of inertial sensors have high navigation
accuracies, and such accuracies are only limited by the numerical calculation error.
The power spectrum of simulated outputs and actual outputs are basically the same
in the low-frequency band, indicating that simulated outputs can properly reflect the
dynamic environment characteristics of the carrier flights.

68.2 Traditional Strapdown Inertial Navigation Algorithms

68.2.1 SINS Differential Equations

Firstly, some coordinate frames are briefly introduced: the i-frame as inertial
coordinate frame, the e-frame as earth coordinate frame, the n-frame as ‘East-North-
Up’ SINS navigation frame and the b-system as ‘Right-Forward-Up’ body frame.

SINS navigation algorithms consist of a set of differential equations, i.e. attitude,
velocity and position differential equation, respectively, as

_Cn
b ¼ Cn

bðxb
nb�Þ ð68:1Þ

_vn ¼ Cn
bf

b
sf � ð2xn

ie þ xn
enÞ � vn þ gn ð68:2Þ
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_p ¼ Mpvvn ð68:3Þ

where:

xb
nb ¼ xb

ib � ðCn
bÞTxn

in; xn
in ¼ xn

ie þ xn
en;

xn
ie ¼ 0 xie cos L xie sin L½ �T; xn

en ¼ � vnN
RMh

vnE
RNh

vnE
RNh

tan L
h iT

;

Mpv ¼ diagð sec L=RNh 1=RMh 1 Þ; RMh ¼ RM þ h; RNh ¼ RN þ h;

RM ¼ RNð1� e2Þ
ð1� e2 sin2 LÞ ; RN ¼ Re

ð1� e2 sin2 LÞ1=2
; e ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2f � f 2

p
;

gn ¼ 0 0 �g½ �T; g ¼ g0ð1þ b1 sin
2 Lþ b2 sin

4 LÞ � b3h;

and where:
Cn
b: transformation DCM (Direct Cosine Matrix) from the b-frame to the n-

frame, i.e. SINS attitude matrix;
xb

ib, f bsf : gyro sensed angular rate and accelerometer sensed specific force,
respectively;

vn ¼ vnE vnN vnU½ �T: inertial navigation velocity expressed in the n-frame and
vnE; v

n
N ; v

n
U denoting velocity along east, north and up-vertical direction;

p ¼ k L h½ �T: SINS positioning vector and k; L; h being longitude, latitude
and altitude above the mean sea level;

Re, f : the Earth’s semi-major axis and flattening, which are Re = 6,378,137 m
and f = 1/298.257;

xie, g0: the Earth’s angular rate and gravity magnitude at the equatorial sea-surface,
which are xie ¼ 7:2921151467� 10�5(rad/s) and g0 = 9.7803267714 (m/s2);

b1; b2; b3: gravity magnitude coefficients related with latitude and altitude above
sea level, respectively, as b1 ¼ 5:27094� 10�3, b2 ¼ 2:32718� 10�5 and b3 ¼
2g0=Re ¼ 3:086� 10�6 (s−2).

68.2.2 SINS Updating Algorithms

SINS updating algorithms, a type of dead reckoning algorithms, recursively cal-
culate navigation information at the current moment (at time tm) from given attitude,
velocity and positioning at the previous moment (at time tm�1) and the inertial
sensors’ outputs within the updating interval. The SINS updating interval is denoted
as Tm ¼ tm � tm�1. In this paper, it is assumed that the gyro sampling output is
angular increment and the accelerometer output is velocity increment, and high-
precision inertial navigation system always uses this type of sampling method.

For the high-precision of SINS updating algorithms and the convenience of the
derivation of the inversed algorithm, the key points of SINS updating algorithms
will be given with the use of ‘one sample plus previous sample’ error compensation
method as follows [3–6].
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68.2.2.1 Attitude Updating

Using the chain rule of DCM production, Cn
b at time tm, i.e. C

nm
bm , can be constructed

as

Cnm
bm ¼ Cnm

nm�1
Cnm�1
bm�1

Cbm�1
bm ð68:4Þ

where
Cnm�1
bm�1

is the DCM at time tm�1;
Cnm
nm�1

is the transformation matrix from the i-frame to the n-frame within
updating interval Tm, which can be determined by the rotation vector 1m ¼
�xn

in;m�1=2Tm and the formula is given by Eq. (68.6). Note that the subscript

m� 1=2 denotes the middle time of ½tm�1; tm�, i.e. time tm � Tm=2 and short for
tm�1=2. The Related parameters at time tm�1=2 can be estimated by linear extrapo-
lation algorithm, such as Lm�1=2 ¼ Lm�1 þ ðLm�1 � Lm�2Þ=2;

Cbm�1
bm is determined by rotation vector Um, which is also given by Eq. (68.6).

Consider the rotation vector coning compensation and use the ‘one- plus-previous
sample’ gyro angular increment compensation algorithm, we have

Um ¼ Dhm þ 1=12 � Dhm�1 � Dhm ð68:5Þ

where Dhm�1; Dhm are gyro angular increments within time interval ½tm�2; tm�1� and
½tm�1; tm�, such that Dhm ¼ R tm

tm�1
xb
ibdt.

The relationship between DCM C and rotation vector V is given by

C ¼ I3�3 þ sin jUj
jUj ðU�Þ þ 1� cos2 jUj

jUj2 ðU�Þ2 ð68:6Þ

68.2.2.2 Velocity Updating

SINS velocity vnm at time tm is recursively calculated from velocity vnm�1 at time
tm�1, as

vnm ¼ vnm�1 þ C
nm�1=2
nm�1 Cnm�1

bm�1
Dvbm�1

sf ;m þ Dvng=cor;m ð68:7Þ

Dvbm�1
sf ;m ¼ Dvm þ Dvrot;m þ Dvscull;m ð68:8Þ

Dvng=cor;m ¼ ½gnm�1=2 � ð2xn
ie;m�1=2 þ xn

en;m�1=2Þ � vnm�1=2�Tm ð68:9Þ

C
nm�1=2
nm�1 in Eq. (68.7) is determined by rotation vector 1m=2, which is similar to

the calculation formula of Cnm
nm�1

in attitude updating. Consider the velocity sculling
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compensation and also use the algorithm of ‘one-plus-previous sample’ gyro
angular and accelerometer velocity increment compensation, then in Eq. (68.8) we
have

Dvrot;m ¼ 1=2 � Dhm � Dvm ð68:10Þ

Dvscull;m ¼ 1=12 � ðDhm�1 � Dvm þ Dvm�1 � DhmÞ ð68:11Þ

where Dvm�1; Dvm are the accelerometer specific increments within the time
interval ½tm�2; tm�1� and ½tm�1; tm�, i.e. Dvm ¼ R tm

tm�1
f bsf dt.

68.2.2.3 Position Updating

After navigation velocity vnm updating, position pm at time tm can be recursively
calculated from position pm�1 at previous time tm�1, as

pm ¼ pm�1 þMpv;m�1=2ðvnm�1 þ vnmÞTm=2 ð68:12Þ

In Eqs. (68.9) and (68.10), gnm�1=2;x
n
ie;m�1=2;x

n
en;m�1=2; v

n
m�1=2;Mpv;m�1=2 denote

related calculating values at time tm�1=2, which can also be calculated by liner
extrapolation method with the navigation parameters at time tm�2 and tm�1.

68.3 GNSS/SINS Integrated Navigation

68.3.1 GNSS/SINS Integrated Kalman Filter

The positioning accuracy of GNSS can reach centimeter level, and the carrier may
experience severe maneuvers and high speed. Thus, for the navigation systems
integrating of high-accuracy GNSS carrier phases and SINS, we must consider the
impact of the installation lever arm error dl and time synchronization error dt
between GNSS and SINS. A 19-dimension GNSS/SINS integrated Kalman filter is
established, and the state vector and filter equations are listed respectively below:

x ¼ ½/ dvn dp eb rb dl dt�T ð68:13Þ

_x ¼ Fxþ Gw ð68:14Þ

z ¼ pSINS � pGNSS ¼ Hxþ v ð68:15Þ

Given the limited space here, please refer to Refs. [6, 7] for the symbols and the
system description details.
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68.3.2 The Partial Feedback Principle of Kalman Filter

In order to minimize inertial navigation system errors, that is to keep the linear of
the navigation error equation and improve the accuracy of filter model, the Kalman
filter state estimation should constantly feed back to inertial navigation system and
correct the navigation errors. For the traditional feedback method, some states are
chosen from Kalman filter and feed back to the navigation system at a time, then
navigation parameters are modified and all of the feedback states are reset to zero.
However, the traditional all-feedback method may easily lead to navigation outputs
being severe serrated, and then affect the results of inversed SINS algorithm, which
leads to large intermittent pulse distortion for inertial simulator. In order to avoid
the negative affect of the all-feedback method, the partial feedback principle for
Kalman filter is put forward. The state partial feedback and longitude error modi-
fication, for example, can be written respectively as

km ¼ k̂m � ð1� aÞ � x̂7 ð68:16Þ

x̂�7 ¼ a � x̂7 ð68:17Þ

a ¼ expð�Tm=sÞ ð68:18Þ

where k̂m is longitude in the SINS updating algorithm, km is longitude output after
partial feedback, and the latter always has higher precision than the former; x̂7 is
longitude error estimation of the Kalman filter, x̂�7 is the residual estimation after
partial feedback, and the latter can be used to the subsequent partial feedback or as
the filter initial value in the next filtering step; a is the weight coefficient for
modification. Equation (68.18) shows that the weight coefficient a can be deter-
mined by a delay time parameter s, and the larger the s, the smoother the navigation
parameter outputs. Obviously, if a ¼ 0, then it indicates an all-feedback method.

The measurement updating interval of GNSS/SINS integration is generally much
larger than the updating interval Tm in SINS. However, if the feedback interval is
consistent with SINS updating interval and the all-feedback method is used,
smoother navigation parameter outputs will be achieved, and then a more realistic
trajectory will be provided to the inversed navigation simulator. Surely, two filter or
smoothing algorithms can also be used to further improve the accuracy of trajectory
parameters [8].

68.4 Inversed SINS Algorithms

The inversed SINS algorithm can be seen as a reverse processing problem of
traditional SINS updating algorithm. In the inversed algorithm, assuming that the
attitude angular and positioning information are given, one for angular motion
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information and another for liner motion, then gyro angular increment and accel-
erometer velocity increment are inversely achieved by the transformation of tra-
ditional SINS updating algorithm to realize high-precision simulation of the inertial
sensor. The key points of the inversed SINS algorithm are described as follows.

68.4.1 Cubic Spline Fitting for Attitude and Position

Taking the longitude in position vector for example, fit the longitude sequence of
integrated navigation output . . .; km�1; km; kmþ1; . . . as piece-wise continuous cubic
spline. Assume the cubic spline fitting equation at the time interval t 2 ½tm�1; tm� to be

kðtÞ ¼ am0 þ am1t þ am2t
2 þ am3t

3 ð68:19Þ

where am0; am1; am2; am3 are spline fitting coefficients.
The relationship between longitude and navigation east velocity is

_kðtÞ ¼ sec Lm�1=2=RNh;m�1=2 � vnEðtÞ ð68:20Þ

Generally, the interval ½tm�1; tm� is very small, so LðtÞ and RNhðtÞ can be chosen
as the values at time tm�1=2 in Eq. (68.20). As the position function is known,
Lm�1=2 can be achieved exactly by spline interpolation. While in the traditional
SINS updating algorithm, an estimation of liner extrapolation is always used to get
Lm�1=2.

Rearranging Eq. (68.20) and by the substitution of Eq. (68.19) into Eq. (68.20),
the east velocity is achieved as

vnEðtÞ ¼ RNh;m�1=2 cos Lm�1=2 � _kðtÞ
¼ RNh;m�1=2 cos Lm�1=2 � ðam1 þ 2am2t þ 3am3t2Þ

ð68:21Þ

Similarly, the north and up-vertical velocities can be achieved respectively by
latitude and altitude calculation, then the position function pðtÞ and velocity
function vnðtÞ at any continuous time can be achieved. Also, if the Euler angle is
manipulated by the same method, the Euler angle piece-wise fitting function can be
derived, denoted as AðtÞ. Note that special treatment is needed when there exists
some singular points in attitude Euler angles.

68.4.2 Gyro Angular Increment Simulation

Assuming that the inertial sensor calculation interval in the inversed SINS algo-
rithm is Tk ¼ tk � tk�1, it may be different from Tm, always smaller than Tm, and the
smaller Tk, the higher the calculation precision.
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Take Tk as equal sampling time interval, then attitude angular sequence Ak can
be achieved by the interpolation of angular function AðtÞ, where Ak is equivalent to
the attitude transformation matrix Cnk

bk . By changing the time subscript from m to k
and rearranging Eq. (68.4), the following relationship is established:

Cbk�1
bk ¼ ðCnk

nk�1
Cnk�1
bk�1

Þ�1Cnk
bk ð68:22Þ

where Cnk
nk�1

is determined by 1k ¼ �xn
in;k�1=2Tk. As velocity and position function

are known, xn
in;k�1=2 can be obtained accurately by spline interpolation.

By Eq. (68.6), the rotation vector Uk can be inversely derived by the transfor-
mation matrix Cbk�1

bk
, then by Eq. (68.5), gyro angular increment can be obtained, as

Dhk ¼ ðI3�3 þ 1=12 � Dhk�1�Þ�1
Uk � Uk � 1=12 � Dhk�1 �Uk ð68:23Þ

In the initialization of the inversed SINS algorithm, it can be assumed that
Dh0 ¼ 0.

68.4.3 Accelerometer Velocity Increment Simulation

Also Tk is taken as sampling time interval, the interpolation of velocity cubic spline
vnðtÞ will lead to velocity sequence vnk . By rearranging Eq. (68.7), we have

Dvbk�1
sf ;k ¼ ðCnk�1=2

nk�1 Cnk�1
bk�1

Þ�1ðvnk � vnk�1 � Dvng=cor;kÞ ð68:24Þ

where the calculation of C
nk�1=2
nk�1 and Dvng=cor;k is not so complex, with no more repeat

here.
In addition, substitute Eqs. (68.10) and (68.11) into Eq. (68.8), we get

Dvbk�1
sf ;k ¼ Dvk þ 1=2 � Dhk � Dvk þ 1=12 � ðDhk�1 � Dvk þ Dvk�1 � DhkÞ

¼ 1=12 � Dvk�1 � Dhk þ ½I3�3 þ ð1=2 � Dhk þ 1=12 � Dhk�1Þ��Dvk ð68:25Þ

By rearranging Eq. (68.25), it leads to

Dvk ¼ ½I3�3 þ ð1=2 � Dhk þ 1=12 � Dhk�1Þ���1ðDvbk�1
sf ;k � 1=12 � Dvk�1 � DhkÞ

� Dvbk�1
sf ;k � 1=2 � Dhk � Dvbk�1

sf ;m � 1=12 � ðDhk�1 � bk�1
sf ;k þ Dvk�1 � DhkÞ ð68:26Þ

Here, it’s also assumed that Dv0 ¼ 0. Now, the accelerometer velocity increment
can be obtained by Eqs. (68.24) and (68.26), and then the simulation of inertial
sensor is fully completed.
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68.5 Testing Data Processing and Analysis

In this section, we provide a set of airborne navigation testing data, with a gyro
constant drift of about 0.03 arcdeg/h and accelerometer bias of about 200ug for
SINS and positioning accuracy of 5 cm for carrier phase based GPS RTK. The
SINS raw data output rate is 200 Hz, while the GPS position output rate is 1 Hz.
The 1 h flight profile consists of several stages, including preparation in static base,
take off and climb, turning, cruise and some specific operations in working area,
which are shown in Fig. 68.1 with leveling longitude-latitude projection and ‘☆’
marked as the start point.

The data processing scenario is described as follows.

1. Use two sub-sample attitude coning error and velocity sculling error compen-
sation algorithm to update SINS and execute GPS/SINS integrated navigation
Kalman filter. Meanwhile, SINS calculating errors are modified by partial
feedback of state estimation from Kalman filter. The above processes can be
well implemented by PSINS toolbox [9].

2. For 100 Hz integrated navigation attitude and position outputs, the cubic spline
fittings are adopted to get piece-wise continuous trajectory descriptions AðtÞ,
vnðtÞ and pðtÞ.

3. For continuous AðtÞ, vnðtÞ and pðtÞ, 200 Hz equal interval interpolations are
made to get discrete serials Ak, vnk and pk.

4. The inversed SINS algorithm are used to simulate the inertial sensor sampling
results Dhk and Dvk. The power spectrum density (PSD) comparisons of the
IMU raw sampling data and the simulated ones are shown in Fig. 68.2. Notice
that only x-axis gyro and x-axis accelerometer PSD results within 1000 s-1100 s
are displayed, and the PSDs of other axis and time interval are similar then with
no more showing.

5. Also based on two sub-sample error compensation algorithms, inertial sensor
simulated samples Dhk and Dvk are used to update pure SINS with altitude

Fig. 68.1 Leveling
projection for airborne flight
profile
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damping. The attitude and position comparisons for pure SINS and integrated
navigation outputs from step 1 are shown in Fig. 68.3.

Figure 68.2 demonstrates that the PSD of IMU raw sampling date well coincides
with that of simulated sampling data in low frequency band, and it reveals that the
inertial sensor simulator can simulate the airborne flight characteristic. Figure 68.3
shows the simulated sampling data is of high accuracy, with attitude error of
0.001arcsec and position error of 0.1 m within 1 h pure SINS.

68.6 Conclusions

Based on traditional high-accuracy SINS numerical updating algorithm, whose
attitude, velocity and position navigation outputs are updated by inertial sensor
sampling data, the inversed SINS algorithms are proposed by using attitude and
position information to reversely produce simulated sampling data for inertial
sensor simulator. For actual airborne flight navigation testing data, the techniques of
GNSS integrated Kalman filtering and SINS error modification by partial feedback

Fig. 68.2 PSD comparison for IMU raw data and simulated sampling data

Fig. 68.3 SINS attitude and position errors based on simulated sampling data
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are applied to improve navigation accuracy and get smooth trajectory parameters,
which are essential for a high precision inertial sensor simulator. The testing data
processing reveals that the simulator can reach a positioning accuracy of about
0.1 m within 1 h standalone SINS, which meets the high-accuracy SINS require-
ments for inertial sensor simulated data source. Hopefully, further decrease of
simulated errors can be made by improving the simulator updating frequency. If
higher frequency coincidence between IMU raw data and simulated sampling data
is demanded, the increasing of the sampling frequency for raw data or using single-
sample SINS updating algorithm can be applicable.

Furthermore, when using high-accuracy simulated sampling data for specific
navigation task, the sensor’s errors, such as stochastic errors and misalignment
errors, can be modeled and added into the ideal data to implement more complex
inertial navigation or integrated navigation simulations.
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Chapter 69
A Research on All Source Navigation
and Positioning and Its Critical
Technology

YongBin Zhou, Jun Lai, XiYe Guo and Jun Yang

Abstract Due to the increased complexity of the application scenario, the con-
ventional navigation and positioning system, which uses a single method, can’t
meet the challenge of accuracy and reliability. Comparing with multi-sensor fusion,
All Source Navigation and Positioning (ASPN) provides an all-in-one solution. It
uses a uniform architecture to achieve data fusion of numerous sensors and data
filtering with the ability of re-configuration. It tries to provide the maximum
accuracy and reliability when some navigation and positioning methods, especially
the GNSS, are not available. This paper mainly introduces the ASPN’s concept and
its development status. It also analyses and predicts the critical technology of
ASPN.

Keyword ASPN plug-and-play

69.1 Introduction

Navigation and positioning services are playing an irreplaceable role in modern
Military and civil areas. Due to the increased complexity of the application sce-
nario, the conventional navigation and positioning system, which uses a single
method, can’t meet the challenge of accuracy and reliability. Multi-sensor Navi-
gation and Positioning are becoming more popular. ASPN (All Source Positioning
and Navigation) is based on Multi-sensor Navigation and Positioning. It aims at
providing a uniform method and framework for multiple navigation technology. It
tries to provide navigation and positioning service with maximum accuracy and
reliability and adapt the change of sensor’s performance and of the availability of
each sensor. This paper mainly introduces the ASPN’s concept and its development
status. It also analyses and predicts the critical technology of ASPN.
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69.2 Background of ASPN

In the Command Automation System, C4ISR, proposed by the United States,
navigation and positioning are important means of providing information for
command and control. It can be predicted that the reliability problem with navi-
gation system of combat platform will remain one of the eternal themes about
military navigation applications.

The variety of navigation and positioning sensors, including global navigation
satellite systems (GNSS, global navigation satellite system), inertial navigation
system, magnetic fields, gravity, imaging, odometry, mobile phone base stations,
radio beacons, ground-based navigation system. But military use commonly relies
on GNSS. In the United States, For example, almost all precision-guided munitions
have used GPS targeting data. GPS receivers are also mounted on ships, aircrafts,
tanks, armored vehicles, and transport vehicles. Corresponding to much convenient,
the GPS dependence becomes an essential problem. GPS has its inherent vulner-
ability. Its signal power reaching to the earth surface is merely −160 dBW.
Obstacles can greatly fade the signal, making it nearly impossible being using in
under-water, underground or indoor scenario. Meanwhile, an improvised jamming
device is able to cause a deficiency of navigation service in a vast area.

It is achievable to give the error position and time information to GPS receiver
by using deception jamming. In June 2012, an experiment organized by the U.S.
Department of Defense shows the ability of Texas University to disable a UAV’s
navigation system only using a deception device that costs less than $1000 [1].
Restricted by the defects of the sensor as well as the external environment, a single
navigation method often has a lot limitations in practical.

Therefore, it becomes popular to fusing multi sensors’ data for a higher reli-
ability and accuracy. However, the conventional fusion system can’t tolerate the
dynamic change of sensor availability, so the available scenario is restricted. ASPN
is proposed to solve the problem.

69.3 Research Status

69.3.1 Abroad Research Status

At present, several universities and research institutions in the United State have
being studying the concepts, techniques, and trends of ASPN and obtained some
initial results.

In November 2010, the concept of ASPN was brought up by DARPA (Defense
Advanced Research Projects Agency). The ASPN program was announced aimed
at developing a low cost navigation sensor fusion technologies, and achieving a
Plug-and-Play architecture [2]. In the initial phase of the ASPN program, scientists
from Draper Lab and Argon ST concentrated on developing the architectures,
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abstraction method, and navigation filtering algorithms necessary for rapid navi-
gation sensors integration and reconfiguration [3].

In 2011, the United States air force doctor Fisher stated United States air force
that only by using ASPN approach, GPS precise navigation in blocked environment
issues can be resolved [4]. Elsner [5] proposed a software abstraction method to
achieving Plug-and-Play.

In June 2012, DARPA launched ASPN phase II project, whose goal is to
demonstrate and evaluate adaptive navigation system, optimization performance
and real-time operation, showing a plug-and-play navigation platform with these
attribute: low-cost, low-power-consumption and small size [6].

MIT Laboratory and the Georgia Institute of technology proposed an ASPN
algorithm framework based on Factor Graph. This framework includes Constrained
Optimal Sensor Selection, Incremental Smoothing, and Multi-Sensor Data Fusion
Based on Factor Graph [7, 8]. They have tested this with 19 different sensor types
(total 57 sensors: each sensor type includes multiple kinds of sensors) mounted on
dismount, ground, and aerial platforms. Now it can estimate navigation and posi-
tioning state in a fix-lag and nonlinear method [9].

69.3.2 Domestic Research Status

Comparing to the abroad research status, the domestic research is mainly in the data
fusion of inertial system, satellite navigation system or stereo vision. Research on
fusion of more than four sensors is still at theoretical phase. The study on ASPN is
also on tentative phase.

69.4 The Critical Technology of ASPN

The section analyses and predicts the critical technology of ASPN, with which the
APSN is able to match its purpose.

The comparison between APSN and conventional multi-sensor positioning is
shown as Table 69.1. The biggest difference between ASPN and conventional
multi-sensor positioning is that the former not only should solve the multi-sensor
fusion problem, but also provide a uniformed sensor interface and uniformed
navigation filtering algorithm to adapt the dynamic change of available sensors.
Besides, it also should be able to reduce the volume and power consuming. Spe-
cifically, the critical technology of ASPN includes Uniformed Interface Technology
for Navigation Sensors, Modular Platform Technology, Optimal Sensors Selection
Algorithm Based on Sensor Data, and Real-time Navigation Data Fusion and Fil-
tering in Dynamic Condition.
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69.4.1 Uniformed Interface Technology for Navigation
Sensors

ASPN requires Plug-and-Play property, so a uniformed interface for navigation
sensors is required, which is responsible for data acquisition and sensor configu-
ration. This interface can be divided into hardware and software abstract interface.

The hardware interface should use as few kinds of interface types, such as LAN,
CAN, etc., as possible to guarantee the consistency of ASPN. Various sensors have
various data acquisition speed and data size, making more difficult to design the
interface with a flexible bandwidth, which should be able to adapt to the various data
transition speed, and remain low-power consumption. The fusion problem requires
the interface to provide unified standards of space and time and low latency attribute.

For software abstract interface, the sensor description data format, navigation
data format, sensor status and control data format and standards of space and time.
There should be time flag for each navigation data as the asynchronous feature.

69.4.2 Modular Platform Technology

A typical ASPN platform is shown as Fig. 69.1. As the former section figured out,
different navigation scenarios, as well as dynamic access of hardware sensors can
cause bandwidth and processing load of sensor interface as well as navigation
platform dynamics. In pursuit of the hardware platform consistency, it is a waste
that using abundant bandwidth and computation resources to uniform the “easy
scenario” and “difficult scenario” platform. To solve the conflict between these
scenario requirements, it is a wise idea to modular the resources of ASPN platform.

There are two method being proposed to meet the goal. One of them is inserting
a Co-processing module between the sensor interface and sensor that requires high
bandwidth or much computation resource, as Fig. 69.2 shows. For example, if using
the stereo vision as the sensor, the most of the algorithm about image will be done
in the co-processing module, and the sensor interface should merely receive simple
data type such as velocity, angular speed, time flag and so on, saving resources
greatly.

Table 69.1 Comparison between ASPN and multi-sensor navigation and positioning

Property ASPN Multi-sensor positioning

Number of available sensors Dynamic Static

Support for plug-and-play Yes No

Interface uniformity Yes No

Fusion and filtering algorithm Uniform Private

Scenario adaptability Good Poor

Reliability High Low

804 Y. Zhou et al.



Another method is regarding the co-processing module mounted as a resource
independent from the ASPN platform as Fig. 69.3 shows. When requiring extra
computing resource, sensor data can be transmitted to Co-processing module by the
ASPN platform. The advantage of this method is reducing the design difficulty of
the Co-processing module, meanwhile improving the modularity. Furthermore, the
Co-processing module can be used between several ASPN platforms, thus the
ASPN platform can be made to a smaller, lighter embedded platform, which is
essential for individual soldier use. But this method has the inherent deficiency that
it can’t reduce the bandwidth load.

ASPN platform

Sensor Interface

Navigation 
output

Control and 
Communication Interface 

INSGPS Vedio Laser
Magnetic 

field
. . .

Fig. 69.1 Hardware framework of ASPN

Sensor Interface

ASPN platform

Sensor Interface

Sensor
Other 

sensors

Co-
processing 

module

Fig. 69.2 Co-processing
module between interface
and sensors
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69.4.3 Optimal Sensors Selection Algorithm Based on Sensor
Data

Even when the sensors have been connected to the ASPN platform, the data validity
is still unknown. For example, when be jammed, the GPS signal can’t be used to
navigate and position. In addition, in some scenario not requires very high per-
formance, some navigation sensor can be turned off for saving energy. To achieve
these demands, an optimal sensor selection algorithm should be constructed.

Groves et al. [10] emphasized the importance of environmental perception for
multi-sensor positioning and navigation. Although environmental perception is an
optimal solution to abundant scenario positioning. But to ASPN, it means that the
sensor selection should be done after finishing environmental perception, which
requires analyzing sensor data and priori knowledge. So, the environmental per-
ception is a cumbersome step. Chiu et al. [8] shows a good example, they used
sensor data and some priori knowledge to classify the sensors available in the multi-
sensor platform, combined with the constrained condition, and finally get the
optimal sensors collection. The Sensor data they used is real-time data from each
sensor in a short period. But this method can’t analyze sensor data in a moving
platform, meanwhile, it can’t classify some kinds of sensors which provide infor-
mation like velocity and angular speed.

69.4.4 Real-Time Navigation Data Fusion and Filtering
in Dynamic Condition

The multi-sensor data fusion navigation and positioning is the basis of the ASPN.
There are some challenges in it. First of all, in multi-sensor system, there are a lot of
differences between each kind of sensor in data type, rate, and confidence features.
Especially, there could be data conflict problem, making the increase of ambiguous,
and less confidence of navigation result. Besides, the data fusion approach can be
classify into centralized, distributed and hybrid integration types, each of which has

ASPN platform

Sensor interface

Navigation sensors

Co-
processing 

Module

Fig. 69.3 Co-processing
module separated from the
framework
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its own advantages and limitations. It is challenge that ASPN wants to have all the
advantages and avoid all limitations.

The main substance of multi-sensor data fusion problem is an optimal estimation
problem to the joint random variables. In a static system, it is practical to use
weighted mean method, LS method. If priori probability is known, then MLE,
MMSE can be used. In a dynamic system, Kalman filter can be used in linear
estimation. In nonlinear estimation, There are Extended Kalman filter, the UKF, GSF
methods [11, 12]. Based on probability distribution, the Bayesian estimation can be
used theoretical in any state with a general distribution. To reduce the computational
complexity of traditional Bayesian estimation, the Markov Chain Monte Carlo
(MCMC) and Particle filter based on random sampling is proposed [13–15].

Plug-and-Play feature not only influences the design of the ASPN platform, but
also the design of the fusion algorithms. Traditional fusion algorithm doesn’t
consider to optimize for the feature. Furthermore, the algorithm’s performance is
unclassified.

MIT and the Georgia Institute of technology proposed a multi-sensor fusion
navigation and positioning algorithm based on Factor Graph in [9]. This algorithm
exploits the easy-to-extend and non-linear estimating support features of Factor
Graph and an incremental filtering method, and finally expresses the process of
data-acquiring and filtering in a natural way. Its navigation accuracy is higher than
the EKF [16].

69.5 Conclusions

ASPN creates a new way to provide a high-accuracy positioning and navigation
service in a complex and dynamic environment. It guides the future’s development of
navigation applications. This paper starts with the concept and background of ASPN,
then compares the differences between ASPN and multi-sensor fusion poisoning. It
also analyses and predicts the critical technology of ASPN. Equipped with these
technologies, ASPN can meet requirements in power-consumption, volume, accu-
racy and reliability. But the development of ASPN has lots of possibilities, such as
sensor online calibration, collaboration of multiple ASPN platforms in single carrier.
Even using ASPN platform as signal beacon to aid navigation is a critical usage.
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Chapter 70
Mixed Interacting Filter for Tracking
with Multiple System and Model

Xiaoguang Zhang, Dongyan Wei, Ying Xu and Hong Yuan

Abstract Due to the complicated and changeable environment for moving target.
Tracking is difficult through single system to observate. And single motion model
cannot describe the moving state for changeable state. On Bayesian estimation the-
orem, the mixed interacting multiple system and model filter algorithm for tracking is
proposed (IMSM). Its performance is better than single dimension interacting filter.
Finally simulation results show the effectiveness of the proposed algorithm.

Keywords Target tracking � Mixed interacting filter � Multiple system � Multiple
model

70.1 Introduction

Due to the changeable state of maneuvering target, accurate tracking the maneu-
vering target with single model may be difficult. Based on the generalized Bayesian
theorem, the interacting multiple model algorithm (IMM) has been proposed by
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Blom and Bar-Shalom. Parallel filters of multiple model and switching models,
described by one-step Markov Chain, have been applied in the IMM algorithm to
inaccurate estimation coursed by model mismatching [1, 2].

From then on, the study about IMM has been emerged endlessly. In paper [3, 4],
particle filter has been introduced into IMM algorithm to avoid error caused by
linearization and limitation of the Gaussian noise. To solve motivation model
mismatching problem of single module set, multiple module sets switching algo-
rithm has been introduced in paper [5]. A new IMM algorithm with adaptive
Markov transition probabilities, which is based on the innovation, has been pro-
posed in paper [6], and the performance has been improved obviously. Besides the
improvement to IMM, its theorem has also been used in the study of multiple
sensors cooperation. In paper [7, 8] the interacting multiple sensor algorithm has
been proposed and used for target tracking under complex environment.

But for target tracking, the performance is influenced by maneuvering state
changing and fast environment changing. In this paper, based on IMM theorem,
two-dimension mixed interacting filter with multiple models and system has been
proposed.

70.2 System Modeling

Assuming themaneuvering target is trackedwith nmodels andm observation system.
At time sampling t, the state equation for maneuvering target can be written as:

x tð Þ ¼ Apx̂p t � 1ð Þ þ Gpwp tð Þ ð70:1Þ

where x̂p tð Þ denotes the state vector of target under model p. Ap denote the trans-
forming matrix from one moment to the next time, and wp tð Þ denotes Gauss white
noise with mean 0 and convariance matrix Qp tð Þ. The observing equation corre-
sponding to sensor I at time t can be described as:

zi tð Þ ¼ Hix tð Þ þ vi tð Þ ð70:2Þ

where zi(t) is the observing value. Hi is measuring matrix. Cumulative set for
measuring value can be described as:

Zt ¼ Z ið Þf gti¼1 ð70:3Þ

810 X. Zhang et al.



70.3 Calculation Steps of the Algorithm

70.3.1 Mixed Probability Calculation of Multiple Models

Assuming model l is a match for target at time t−1, and at the next time t it is model
p. And the course can be described using one-step markov chain. The switching
probability is:

Plðl; pÞ ¼ P Mp tð ÞjMl t � 1ð Þ� � ð70:4Þ

The total number of models is m. We have
Pm

p¼1 P
lðl; pÞ ¼ 1, so the mixed

probability of multiple model is

lpjl t � 1jt � 1ð Þ ¼ P Ml t � 1ð ÞjMp tð Þ;Zt�1
� �

¼ 1
�cp

Pl p; lð Þll t � 1ð Þ ð70:5Þ

where �cp ¼Pm
l¼1 P

lðp; lÞll t � 1ð Þ is the normalizing factor.

70.3.2 The Initial State After Mixing Operation

x̂op t � 1jt � 1ð Þ ¼
Xm
l¼1

lpjl t � 1jt � 1ð Þx̂l t � 1jt � 1ð Þ ð70:6Þ

Pop t � 1jt � 1ð Þ ¼
Xm
l¼1

lpjl t � 1jt � 1ð Þ Pl t � 1jt � 1ð Þ�

þ x̂op t � 1jt � 1ð Þ � x̂l t � 1jt � 1ð Þ� �

� x̂op t � 1jt � 1ð Þ � x̂l t � 1jt � 1ð Þ� �To ð70:7Þ

70.3.3 Multiple System Interacting Filter

70.3.3.1 Innovation Information Calculation

For different observing system under certain model, x̂pi tjt � 1ð Þ and Pp tjt � 1ð Þ is
the same:
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x̂p tjt � 1ð Þ ¼ Apx̂
op t � 1jt � 1ð Þ ð70:8Þ

Pp tjt � 1ð Þ ¼ ApP
op t � 1jt � 1ð Þ Ap

� �TþGpQp Gp
� �T ð70:9Þ

The corresponding innovation information and convariance matrix can be
described as:

vpi tð Þ ¼ zi tð Þ � Hpx̂
p tjt � 1ð Þ ð70:10Þ

Spi tð Þ ¼ Hi tð ÞPp tjt � 1ð Þ Hi tð Þð ÞTþRi tð Þ ð70:11Þ

70.3.3.2 The Updated System Probability Calculation

According Bayesian theorem, at time t, system ei probability can be described as:

bpi tð Þ ¼ p ei tð Þjzi tð Þ;Mp tð Þ;Zt�1� �

¼ 1
cp

p zi tð Þjei tð Þ;Mp tð Þ;Zt�1
� �

� p epi jMp tð Þ;Zt�1� � ð70:12Þ

where cp ¼ p zi tð ÞjMp tð Þ;Zk�1
� �

is normalization factor. For simplicity, we assume
the observing noise is white Gauss noise. So under model p, measuring value
zi(t) probability, which also be called likelihood value, is

Lpi tð Þ ¼ p zi tð Þjei tð Þ;Mp tð Þ;Zt�1� �

¼ N vpi tð Þ; Spi tð Þf g
¼ 2pSpi tð Þj j12

� exp � 1
2

vpi tð Þð ÞT Spi tð Þð Þ�1vpi tð Þ
� �

ð70:13Þ

p ei tð ÞjMp tð Þ;Zt�1
� �

is the predicting probability of system i. And according to
Chapman-Kolmogorov theorem, cp and bpi tjt � 1ð Þ can be described as:

cp ¼
Xn
i¼1

p zi tð Þjei tð Þ;Mp tð Þ;Zt�1� �

� p ei tð ÞjMp tð Þ;Zt�1� � ð70:14Þ
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bpi tjt � 1ð Þ ¼ p ei tð ÞjMp tð Þ;Zt�1
� �

¼
Xn
j¼1

p ei tð Þjej t � 1ð Þ;Mp tð Þ;Zt�1� �

� p ej t � 1ð ÞjMp tð Þ;Zt�1� �

¼
Xn
j¼1

Pbði; jÞbj t � 1ð Þ ð70:15Þ

where Pbði; jÞ is switching probability from system j at time t − 1 to system i at time
t.

Xn
j¼1

Pbði; jÞ ¼ 1 ð70:16Þ

So under model p, the observing system probability can be updated as:

bpi tð Þ ¼ Lpi tð Þbpi tjt � 1ð ÞPn
i¼1 L

p
i tð Þbpi tjt � 1ð Þ ð70:17Þ

70.3.3.3 Multiple System Filter and State Update

The corresponding gain factor is:

Kp
i tð Þ ¼ Pp tjt � 1ð ÞHi tð Þ Spi tð Þ½ ��1 ð70:18Þ

So according certain model p, the state and error convariance estimation can be
described as:

x̂p tjtð Þ ¼ E xp tjtð ÞjZt½ �

¼
Xn
i¼1

E xp tjtð Þjei tð Þ;MpðtÞ;Zt½ �

� p ei tð ÞjMpðtÞ;Ztf g

¼
Xn
i¼1

x̂p tjt � 1ð Þ þ Kp
i tð Þvpi tð Þf gbpi tð Þ

¼x̂p tjt � 1ð Þ þ
Xn
i¼1

bpi tð ÞKp
i tð Þvpi tð Þ ð70:19Þ
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Pp tjtð Þ ¼ Pp tjt � 1ð Þ

�
Xn
i¼1

bpi tð ÞKp
i tð ÞSpi tð Þ Kp

i tð Þð ÞTbpi tð Þ ð70:20Þ

70.3.4 Multiple Model Fusing and State Update

x̂ tjtð Þ ¼
Xm
p¼1

E x tjtð ÞjMp tð Þ;Zt½ �p Mp tð ÞjZtf g

¼
Xm
p¼1

x̂p tjtð Þlp tð Þ ð70:21Þ

P tjtð Þ ¼
Xm
p¼1

lp tð Þ Pp tjtð Þf

þ x̂p tjtð Þ � x tjtð Þð Þ x̂p tjtð Þ � x tjtð Þð ÞT� ð70:22Þ

According Bayesian theory, lp tð Þ can be written as:

lp tð Þ ¼ p Mp tð ÞjZtf g
¼ 1
c
p z tð ÞjMp tð Þ;Zt�1� �

�p Mp tð ÞjZt�1� � ð70:23Þ

p Mp tð ÞjZt�1� � ¼ cp tð Þ ð70:24Þ

p z tð ÞjMp tð Þ;Zt�1� � ¼
Xn
i¼1

p z kð Þjei tð Þ;Mp tð Þ;Zt�1� �

� p ei tð ÞjMp tð Þ;Zt�1� �

¼
Xn
i¼1

Lpi tð Þ � bpi tjt � 1ð Þ ð70:25Þ

lp tð Þ ¼ 1
c
� �cp tð Þ �

Xn
i¼1

Lpi tð Þ � bpi tjt � 1ð Þ ð70:26Þ

c ¼
Xm
p¼1

cp tð Þ �
Xn
i¼1

Lpi tð Þ � bpi tjt � 1ð Þ
 !

ð70:27Þ

814 X. Zhang et al.



70.4 Simulation Analysis

The trajectory of object is diagramed in Fig. 70.1. The two CA models with
acceleration noise with mean 0:5; 5m/s2 are taken. And there are three system for
observing, in stage 0–200, 200–600, 600–800, with noise mean 1m; 10m, and the
switching matrix of model and system are consistent (Fig. 70.2).
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Fig. 70.1 Diagram of mixed tracking filter
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Fig. 70.2 Track of the target
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Pu ¼ 0:99 0:01
0:01 0:99

� �
; Pb ¼

0:98 0:01 0:01
0:01 0:98 0:01
0:01 0:01 0:98

2
4

3
5

From Figs. 70.3 and 70.4, the algorithm can help the decisive model switch
among different model, and also help decisive system switch among different
system adaptively.

70.5 Conclusion

On the basis of IMM algorithm, a mixed interacting multiple model and system
filter is designed, and the algorithm has been detected. Simulation result show the
algorithm can help the decisive model and observing system switch between dif-
ferent models and system adaptively.
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Chapter 71
Research on Multi-Source Fusion Based
Seamless Indoor/Outdoor Positioning
Technology

Ying Xu, Hong Yuan, Dongyan Wei, Qifeng Lai, Xiaoguang Zhang
and Weina Hao

Abstract GNSS has been applied widely. Yet because satellite signals are
vulnerable and susceptible to blockage, the operability of GNSS in urban canyons
are greatly hampered and GNSS even proves useless for indoor settings. This paper
proposes system architecture for the integration of WLAN fingerprinting, visual
positioning, baroceptor-derived altitude estimation and GNSS for seamless indoor/
outdoor positioning for vehicles and pedestrians. This architecture augments GNSS
through the integration of terminal-side/network-side positioning and position/
measurement domain. After temporal and spatial synchronization, data from each
sensor is filtered by sub filters and then processed by the main filter. The purpose of
these operations is to provide accurate and continuous estimates of positions. Tests
conducted in the new technology center of CAS show that the architecture proposed
can achieve seamless indoor/outdoor positioning, with a better accuracy perfor-
mance than any single-source method as the former still maintains accuracy and
continuity when the later generates noticeable errors. Calculation shows that multi-
source fusion has an accuracy level of better than 1 m (outdoor)/3 m (indoor), hence
capable of meeting users’ demand for seamless indoor/outdoor positioning.

Keywords Seamless indoor/outdoor � Multi-source fusion � Decentralized kalman
filtering
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71.1 Introduction

In recent years, with the development of information and sensor technology, there
has been an increased interest in Location Based Service, or LBS, and a greater
demand for navigation and positioning services in different contexts. GPS, the most
prevalent navigation technology with the widest coverage, has been improved
significantly. However, satellite navigation signals are vulnerable by nature, when
interfered with or blocked, they will fail to provide continuous navigation services
with accuracy especially in urban canyons and enclosed indoor settings which
would greatly attenuate GNSS signals even to the point of invalidity. Against that
backdrop, an integrated multi-source positioning technology for ubiquitous signals
in both indoors and outdoors settings is an inevitable trend for navigation and
positioning services as well as a key issue in the construction and development of a
PNT system.

Many researchers have done a lot of work on multi-source fusion based navi-
gation worldwide. Reference [1] synthetically analyses developing trend of indoor
positioning techniques. Reference [2] adopts random signal to achieve positioning,
and implements technique tests, which verify initial feasibility of navigation tech-
nique using random signal. Reference [3] synthetically analyses current wireless
network based positioning techniques, concluding that due to effects of environ-
ment etc. on the signal strength, wireless technique is unable to provide high-
precision positioning. Reference [4] combines methods of 2D and 3D to detect
pedestrians. Reference [5] realizes fusion of RFID and supersonic methods via
triangular positioning. Reference [6] adapts RSSI based indoor positioning algo-
rithm, and derives path loss index estimation algorithm from wireless propagation
loss model of indoor environment based on 4 fixed nodes. However, multi-source
fusion based outdoor/indoor seamless positioning techniques aimed at multiple
heterogeneous positioning methods still waits for further research.

Fusion and filter algorithm weighs heavily in multi-source fusion techniques.
Aside from common Kalman filter technique [7, 8], particle filter [9, 10], neuron
network [11], Bayesian estimation [12], maximum posteriori probability estimation
[13] etc., many novel filter techniques are also being explored. Reference [14, 15]
construct recursive model of sensing data to lower computing loads. Reference [16]
proposes using Gaussian mixed model to detect pedestrian in laser imaging space.
Reference [17] raises a method of fusion of different sensors. Reference [18] brings
forward a semantics based fusion method according to Markov logic network.
Reference [19] shows a new fusion method of information from multiple sensors,
which theoretically realizes fusion of INS/COD/SAR system by means of
ARTMAP neuron network and DS. References [20, 21] bring some new theories
such as sparse representation and compressive sensing in visual tracking to solve
problem of representation of human body characteristics. Throughout the resear-
ches on filter algorithms, no single filter algorithm can effectively solve the problem
of optimal fusion of different sensors under different environments. In actual
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implementation, proper selection of fusion and filter algorithm according to
different elements such as sensor’s categories, fusion positioning demands, resource
consumption is suggested.

71.2 Sensor Classifications and Property Analysis

When ubiquitous signals from both indoor and outdoor settings are utilized for
positioning, heterogeneity between sensors is a major constraint for the integration
of multiple sources. Such heterogeneity is reflected in the following aspects:

(1) Heterogeneity in the utilization of frequency spectrum resources as a result of
differences in wireless spectrum properties;

(2) Errors caused by different measuring methods and heterogeneity in environ-
mental adaptiveness;

(3) Diversity in interface designs and realization of relevant protocols for different
networking technology;

(4) Heterogeneity in time and space references;
(5) Heterogeneity in the time of sampling and positions of measurement;
(6) Variety in terminals and services;

Multiple positioning technologies which can be integrated are assorted based on
common sensor types: GNSS and its augmented system are the most commonly
used for geo-location both indoors and outdoors; while other supplementary
methods can be categorized as measurement-based wireless positioning, fingerprint-
based wireless positioning, vision-based positioning, temperature-based cognitive
positioning and inertial navigation-based active positioning. Characteristics of and
representative positioning methods for each positioning technology are presented
below:

(1) Measurement-based wireless positioning technology

Measurement-based wireless positioning technology mainly refers to measure-
ment methods based on distances, angles and time of arrival. Typical applications
include TOA/TDOA, UWB ranging scheme, and CMMB-based geo-location.

Wireless signals employed by this type of positioning technology are mostly not
specifically for navigation and positioning and are significantly stronger than GNSS
signals. They feature good penetrability and do not require massive deployment of
additional infrastructures. However, affected by factors such as time synchroniza-
tion, measurement-based wireless positioning technology tend to lack accuracy and
are susceptible to multipath and NLOS in urban crayons and indoor environment.

(2) Fingerprint-based wireless positioning technology

Fingerprint-based wireless positioning technology mainly refer to positioning
methods that are based on fingerprint information including signal strength and that
obtain a location estimation through finding a closest match for the current signal
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strength measurement. Typical applications include WLAN and ZIGBEE
positioning.

Fingerprint-based wireless positioning technology feature low equipment costs
and is free from the effect of multipath and NLOS. Moreover, it does not require
temporal simultaneity of transmitters, and is able to effectively deliver continuous
positioning. On the other hand, it requires pre-measurement of signal strengths
which will later serve as reference data. Additionally, it is vulnerable to changes in
the environment.

(3) Electro-optical measurement-based assistive positioning technology

Electro-optical measurement-based assisted positioning technology refers to
positioning which is assisted by photogrammetry, infrared detection, and laser
measurement. Typical applications include laser sensors, infrared indoor position-
ing, and active/passive visual positioning.

This type of technology is good at environment exploration and delivering
positioning estimates with high precision. It is user-friendly and free from the effect
of multipath and NLOS both indoors and outdoors. On the other hand, it requires
the deployment of measurement equipment. Devices such as laser sensors are costly
and susceptible to light.

(4) Meteorological effect-based cognitive positioning technology

Meteorological effect-based cognitive positioning technology mainly refers to
the determination of user’s altitude through the measurement of barometric pres-
sure, wind velocity and humidity. Altitude determination through barometric
pressure is a typical application.

Baroreceptors employed by this type of positioning are low in cost, easy to apply
and use simple algorithms. On the other hand, they are vulnerable to wind velocity
and the environment. Moreover, accuracy is low.

(5) Inertial navigation-based active positioning technology

Inertial navigation-based active positioning technology mainly refers to the
positioning technology assisted by users’ devices such as gyroscopes and accel-
erometers to measure positions and speed.

Inertial navigation-based active positioning technology is convenient and
effective; therefore, it has been adopted widely. However, errors increases as time
drifts; therefore, there is a need to correct them real-time, implying that this tech-
nology cannot operate independently for long.

(6) Geographic information-based matching technology

Geographic information-based matching technology refers to the acquisition of
high-precision information such as location and heading by comparing user
information with pre-existing maps.
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This type of technology is capable of providing location services with high
precision, but it requires the establishment of an accurate database which takes time
to build and must be updated real-time with changes in geographic locations.
Moreover, querying can be time-consuming if a priori information is lacking.

71.3 Evaluation of Multi-Source Fusion Positioning

71.3.1 Definition of Seamless Positioning

Defined by demand, seamless positioning means seamless coverage of navigation
and positioning areas; technically, it means seamless handover between different
positioning methods; defined by terminals, it means seamless fusion of navigation
and positioning information.

(1) Seamless coverage of navigation and positioning areas

Traditional GNSS is inadequate in terms of positioning accuracy and operability
in dense urban areas and enclosed indoor environments where signals are suscep-
tible to blockage and multipath effect. Multi-source fusion positioning technology,
on the other hand, can meet positioning needs in different environments because of
the combined coverage of each positioning method.

Coverage of navigation and positioning signals can be categorized as passive
and active coverage. Passive coverage refers to the situation where users directly
receive navigation and positioning signals from mobile positioning systems. These
signals can be shared by multiple users. Active coverage refers to the situation
where a user determines his/her location while he/she move by detecting the sur-
roundings with the sensors and detectors in hand. Signals are separately used by
users for their intended purposes and are exclusive to others.

(2) Seamless handover between navigation methods

While a user moves, the environment he/she is in changes, and the primary
navigation method will change accordingly. So same is true when a user’s location
changes. In these situations, multi-source fusion technology should guarantee the
smooth handover between different navigation methods so that there is continuity in
this user’s location information.

When a user enters an indoor environment from outdoors, the navigation and
positioning needs cannot no longer be met by GNSS, as signals attenuate indoors.
Therefore, the major navigation and positioning method changes from GNSS to
indoor positioning. Multi-source fusion technology must ensure that such transition
is seamless so that continuous navigation is delivered reliably and without inter-
ruptions or sudden and significant errors.

71 Research on Multi-Source Fusion Based Seamless Indoor/Outdoor … 823



(3) Seamless fusion of navigation and positioning data

In the same setting there are a variety of navigation and positioning methods
available, each with its pros and cons. Therefore, these methods can be combined to
achieve the best performance. The key to seamless integration of navigation and
positioning data lies in choosing the most appropriate method based on its char-
acteristics and the environment, adjusting the weight of individual methods in the
integrated approach so that the advantages of each are fully utilized.

Seen from source data, seamless fusion can be further divided into seamless
fusion for measurement domain and seamless fusion for position domain. The
former refers to fusion of measurements calculated by multiple methods to delivery
position information. An example is GNSS/INS tight coupling. Seamless fusion for
position domain mainly integrates positioning estimates by different methods to
improve positioning performance.

Seen from how fusion is achieved, seamless fusion has two subcategories:
network-side and terminal-side fusion. Network-side fusion involves collecting and
fusion of positioning data in information processing center before sending accurate
position information to users. Terminal-side fusion is fulfilled through user termi-
nals which achieve fusion of information from multiple sources so as to obtain more
precise information about their own positions.

71.3.2 The Purpose of Multi-Source Fusion

The primary purpose of multi-source fusion positioning is to augment GNSS per-
formance in areas including accuracy, continuity, integrity and operability.

Accuracy: A match between the location delivered by the system real-time and
the user’s actual location.

Continuity: The system’s ability in continuously delivering services which meet
the established performance requirements under normal operating mode.

Integrity: The system’s ability to send alarms to users when it is not effective.
Operability: The percentage of time when the system is providing services

which meet the established performance requirements under normal operating
mode.

Among the metrics above, accuracy, continuity and operability are key to
seamless indoor/outdoor positioning. Operability is affected by accuracy and
continuity.

Therefore, a key target for seamless indoor/outdoor positioning is seamless
handover and improved accuracy and continuity, hence better navigation and
positioning services for users.
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71.4 Architecture Design of Multisource Fusion System

71.4.1 Rationale for Multi-Source Fusion Positioning

Technical rationale for multi-source fusion positioning is shown in Fig. 71.1.
Information pre-processing is needed before filtering. Information pre-process-

ing involves: evaluation of signal and data quality, space alignment, time
synchronization and outlier processing. Then the processed multi-source navigation
information is inputted into multi-source fusion filters, which will deliver high-
performance navigation and positioning results after information fusion.

In real navigation scenarios, information transmission and reference data can be
non-standard and faulty because of external interference, and issues of timing
system and interface technology, making navigation information delivered by
navigation devices/systems unsuitable for direct use. Therefore, it must be pro-
cessed before entered into information fusion filters. These operations before fusion
are called pre-processing of information.

Major factors affecting the quality of navigation information are shown below:

1. Without evaluation and processing, variations in the quality of navigation
information sources would hamper the accuracy of multi-source fusion
positioning.

2. The coordinate reference system for different navigation devices/systems is not
standardized.

3. Navigation and positioning measurements sampled in a certain moment are not
for the exact time.

4. Interference of various kinds leads to frequent outliers.

Solutions for the above-mentioned issues are given below.

(1) Evaluation of information quality

In an integrated multi-source system, different measuring approaches can pro-
vide location information, operating state and corresponding confidence coefficient;
the last two can be used for the evaluation of information quality. When the
confidence coefficient fall short of specific requirements or when the operating state
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is abnormal, the corresponding information will be automatically excluded so that
the accuracy of multi-source positioning will not be “polluted”. This exclusion
operation is called evaluation and processing of information quality.

(2) Spatial alignment

A coordinate system is the chosen benchmark to describe the location and
patterns of motion of an object. In a multi-sensor fusion navigation system, mea-
surements for the same physical quantity as described by different coordinate
systems must be registered within a single coordinate system so as to shed light on
the characteristics and patterns of motion. Moreover, measuring centers for different
navigation sources differs and therefore, there is a need to align them to the same
measurement point, to achieve consistency of measuring positions.

(3) Information synchronization

An inevitable issue to be addressed during data processing for multi-source
fusion is the fact that sampling of time dimensions is out-of-sync due to differences
in information sources. It would lead to latency in output seriously affect navigation
accuracy if not addressed properly.

Information synchronization of time dimensions can be classified into two
levels: the first is consistency of time reference for navigation information from
different sources. After the first level has been achieved, the next level is consis-
tency in sampling time.

(4) Outliers handling

Engineering practices show that the combined effect of multiple chance factors
result in 1–2 %, or as high as 10–20 % of data points in the measured data set that
represent significant variations from the targeted truth value. That is true even for
high-precision devices. These variations are referred to as outliers in the field
of engineering data processing. Systems that adopt Kalman filters can identify
outliers during filtering through predicating the residue. Innovation is defined as:
eðkÞ ¼ ZðkÞ � HðkÞXðkjk � 1Þ, And identification calculation is done through

eðkÞj j � r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðHðkÞPðkjk � 1ÞHTðkÞ � RðkÞÞi;i

q
ð71:1Þ

In this equation, r is a coefficient, usually taken as 3 or 4, HðkÞPðkjk � 1ÞHTðkÞ,
represents the variance matrix of one-step-ahead prediction vector, H(k) represents
ranging matrix, X(k) represents the state, Pðkjk � 1Þ represents predicated covari-
ance matrix, R(k) represents the covariance of the observation noise. If the equation
is true, no outliers are detected in the observations; otherwise there exist variations.

If component i of Zk is detected by the Kalman filter system as an outlier,
elements in the same row as Zi in the gain matrix are set as zero; therefore the effect
of the outlier is eliminated. In such situations, only time update is used in the
estimation of the state parameters of the system. If outliers occur continuously, error
level for state estimation will be increased because of the unavailability of measured
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values. In such situations, fitting is needed for some outliers, namely using
information from the limited time before the current moment to fit the data. For
instance, the smoothed value of the innovation sequence for discrete times 1 to m is
used to replace the innovation for time k.

�eðkÞ ¼ 1
m

Xm

i¼1

eðk � iÞ ð71:2Þ

71.4.2 Fusion Methods for Information from Multiple
Sources

The architecture of fusion for positioning information from multiple sources is
shown in Fig. 71.2.

Kalman filters adopted by multi-source fusion navigation systems are either
centralized or decentralized (Figures 71.3 and 71.4).
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Decentralized Kalman filters for multi-source information fusion are much more
robust to errors than centralized ones. Their advantages are listed below:

1. Because their fusion cycle are longer than that of sub filters, there is sufficient
time for gradient errors to develop to the level which can be detected by the
main filter.

2. Sub filters’ states are estimated separately and are not affected by faults in other
information sources within the subtitles’ cycle. They will only be affected after a
long fusion cycle.

3. When faults in a measurement method has been detected and excluded,
observations from other sub filters are still there (as long as no resetting has been
made) which can lead to a global estimate through simple fusion algorithm.
Therefore, decentralized Kalman filters are robust to errors.

For reasons listed above, decentralized Kalman filters are chosen for multi-
source information fusion.

The structure for Kalman-based decentralized filters for multi-source fusion is
shown above. It is a non-reset one (resetting in decentralized filters would cause
cross-contamination of sub filters, resulting in poor robustness to errors.)

It is worth noting that though this filter design is intended for location domain-
based information fusion, the overall structure can still be applied to measurement
domain. Designs for sub filters and the main filter are discussed in the ensuing part.

(1) Design of sub filters

The main filter uses position domain information from different navigation
sensors, while measurements provided by each sub filters differ with different
weights, therefore, the state equation and measurement equation for each sub filter
should be different. This paper takes differential GPS, passive visual positioning,
fingerprinting (WLAN) and positioning based on atmospheric pressure as naviga-
tion sources. Sub filter design for each is elaborated in the ensuing passages.

(a) Modeling for sub filters used in GPS

Differential relative positioning can be used for GPS receivers to obtain highly
accurate positioning estimates; moreover, estimation of speed can be made with
high accuracy via Doppler observations. Therefore, the filtering model can be:

XGNSSðkÞ ¼ UGNSSðk; k � 1ÞXGNSSðk � 1Þ þWGNSSðkÞ
ZGNSSðkÞ ¼ HGNSSðkÞXGNSSðkÞ þ VGNSSðkÞ

)

ð71:3Þ

In the equation, state vector and observation vector are taken respectively as:

XGNSS ¼ e n u V H a x½ �T ð71:4Þ

ZGNSS ¼ eZ nZ uZ VZ½ �T ð71:5Þ
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The position of local coordinate system is represented by e, n and u. Then the
following matrices are specified: V, speed; H, heading; a, linear acceleration ω,
angular velocity; WGNSS(k) the process noise; and VGNSS(k), the observation noise.
The corresponding renewal equation is:

_e ¼ V sinH þW1

_n ¼ V cosH þW2

_u ¼ W3

_V ¼ aþW4

_H ¼ xþW5

_a ¼ W6

_x ¼ W7

9
>>>>>>>>>>>>=

>>>>>>>>>>>>;

ð71:6Þ

The renewal equation for observation is:

eZ ¼ eþ V1

nZ ¼ nþ V2

uZ ¼ uþ V3

VZ ¼ V þ V4

9
>>>=

>>>;

ð71:7Þ

In the equation above, R is the radius of the Earth. The filtering model is
obtained through discretization of the state and observation renewal equations
shown above. Because the state vector is nonlinear, it can be integrated with a
extended Kalman filter for optimal filtering.

(b) Modeling for sub filters used in passive visual positioning

Sub filters used in passive visual positioning are designed in a image coordinate
through the location-speed model. State vectors chosen are:

XVISION ¼ xp yp Vxp Vyp½ �T ð71:8Þ

In the equation above, xp and yp represents the coordinate of the carrier in the
image coordinate system. Vxp and Vyp are speeds in the corresponding direction. So
the resulting state model is:

XVISIONðkÞ ¼ UVISIONðk; k � 1ÞXVISIONðk � 1Þ þWVISIONðkÞ
ZVISIONðkÞ ¼ HVISIONðkÞXVISIONðkÞ þ VVISIONðkÞ

)

ð71:9Þ

In the equation above,WVISION(k) represents the process noise while VVISION(k) the
observation noise.
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Because the carrier’s position (xpo, ypo) and linear velocity vpo are available, an
observation model can be established:

ZVISION ¼ xpo ypo vpo½ �T ð71:10Þ

xpo ¼ xp þ v1
ypo ¼ yp þ v2

vpo ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
xp þ V2

yp

q
þ v3

9
>>=

>>;

ð71:11Þ

Subfiltering can be completed based on Eqs. (71.10) and (71.11).

(c) Modeling for subfilters used in fingerprinting (WLAN)

The state vector in WLAN positioning is taken as:

XWLAN ¼ xwe ywn Vew Vnw½ �T ð71:12Þ

Taking positions in the east and north as indicated by WLAN positioning as
observation vectors, and the corresponding observation equation is:

XWLANðkÞ ¼ UWLANðk; k � 1ÞXWLANðk � 1Þ þWWLANðkÞ
ZWLANðkÞ ¼ xwe ywn½ �T¼ HWLANðkÞXWLANðkÞ þ VWLANðkÞ

)

ð71:13Þ

In the equation

HWLANðkÞ ¼ 1 0 0 0
0 1 0 0

� �

ð71:14Þ

WWLAN(k) is specified as the process noise, and VWLAN(k) the observation noise.

(d) Modeling for subfilters used in positioning based on atmospheric pressure

Since Baroreceptors can only provide altitudinal information, the output data is
relatively simple. Therefore, the method of least squares can be adopted in output
data filtering. The corresponding observation model is:

Dhbar ¼ DhþWbar ð71:15Þ

(2) Design of the main filter

Execute one time update step for each subfilters mentioned before through the
equations below:
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X̂iðk; k � 1Þ ¼ Uðk; k � 1ÞX̂iðk � 1Þ
Piðk; k � 1Þ ¼ Uðk; k � 1ÞPiðk � 1ÞUTðk; k � 1Þ þ Qiðk � 1Þ ð71:16Þ

In the equation, i = 1, 2, 3, 4, respectively corresponding to subfilters for GNSS,
visual positioning, WLAN positioning and positioning based on atmospheric
pressure. Matrices are specified as follows: Pi(k, k−1) the one-step-ahead prediction
of the covariance matrix of the state estimate for subfilter i; Pi(k, k−1), the
covariance matrix of the state estimate for subfilter i; and Qi(k−1), the covariance
matrix of the process noise.

Then, the coordinates of each methods are transformed to a unified geodetic
coordinate XYZ systems. Herein, WLAN results and Baroceptor results form a 3D
positioning result.

Fusion in the main filter is calculated:

XðkÞ ¼ Uðk; k � 1ÞXðk � 1Þ þWðkÞ
ZðkÞ ¼ HðkÞXðkÞ þ VðkÞ

)

ð71:17Þ

The measured results are formed by GNSS positioning results, visual positioning
results and WLAN and baroceptor based positioning results.

The states are location, velocity and acceleration of each results

xðkÞ ¼ xðk � 1Þ þ vðk � 1Þt þ 1=2aðk � 1Þt2
vðkÞ ¼ aðk � 1Þt
aðkÞ ¼ aðk � 1Þ

9
>=

>;
ð71:18Þ

Fused results are showed below:

P�1
g ðkÞ ¼

X3

i¼1

P�1
i ðkÞ

X̂gðkÞ ¼ PgðkÞ
X3

i¼1

P�1
i ðkÞX̂iðkÞ

ð71:19Þ

At last, the global filtering estimates Pg(k) and Xg(k) execute information dis-
tribution based on the following equations:

P�1
i ðkÞ ¼ biP

�1
g ðkÞ

X̂iðkÞ ¼ X̂gðkÞ
ð71:20Þ
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71.5 Testing and Analysis

Based on the requirements of the preliminary test, the new technology base of
Chinese Academy of Sciences was chosen as a test ground where equipment
including stations for differential GNSS corrections, WLAN signal nodes, devices
for passive visual positioning, devices for correcting differences in atmospheric
pressure, and communication devices was in place. Terminals tested include GNSS,
WLAN and atmospheric pressure testing modules. They receive data such as cor-
rections of differential GNSS, WLAN fingerprinting data, and atmospheric pressure
measurements and obtain estimates of differential GNSS and WLAN positioning
and atmospheric pressure-derived altitudes. Fusion of these estimates results in
terminal-side estimation of the position.

Diagram for test environment is presented in Fig. 71.5.
Figure 71.6a, b are positioning track comparisons of actual measurements of

single method positioning and fusion method positioning respectively, herein (a)
shows results of outdoor scenario with (b) of indoor scenario. In the figure, the deep
blue line represents fusion positioning results, the deep red line denotes high-
precision reference, and in outdoor environments, we can see the two lines are
almost in alignment, prevailing over other single method positioning results.
Figure 71.6 shows that seamless handover between indoor/outdoor positioning
within the tested area can be realized. Actual measurements reveal that seamless
handover between indoor/outdoor positioning which ensures continuous position-
ing with navigation and positioning frequency of 1 Hz within the test area is
possible using the architecture and algorithm of the multi-source fusion system
mentioned before. Figure 71.6c shows comparisons of fusion positioning and dif-
ferential positioning, herein, the blue line represents differential result, and the red
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one represents the other result. From Fig. 71.6, we can see fusion positioning
precision is obviously better than GNSS local differential precision, and guarantees
continuous positioning even when GNSS data drifts apparently in urban valley.

The vehicle was running for 1 h within the test area with positioning results
during this process gathered. The calculated errors for network-side and terminal-
side positioning are presented separately in Fig. 71.7.

Fig. 71.6 Results for indoor/outdoor positioning. a Results for outdoor positioning. b Results for
indoor positioning. c The fusion positioning result (the red one) and the GNSS positioning result
(the blue one)
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It must be pointed out that reference data is not available for underground
garage. (The test adopted high-precision GNSS/INS integrated device for reference,
which can not be used in underground garage because of drifting.) Therefore,
qualitative analysis mainly focuses on the accuracy of surface positioning. Accu-
racy of positioning in the underground garage is analyzed through estimation.

Figure 71.7 is positioning error analysis diagram of fusion positioning, where red
line is error standard line corresponding to 1σ (66.7 %) probability, and it shows
that whether it is network-side or terminal-side positioning, multi-source fusion
positioning is more accurate than any single positioning method, with positioning
accuracy better than 1 m (1σ).

Indoor positioning is usually fulfilled through WLAN and baroreceptor-derived
positioning. Its accuracy is affected by that of the WLAN and baroreceptor-derived
positioning. (WLAN is responsible for accuracy of two-dimensional [horizontal]
position estimation while baroceptors for one-dimensional [altitudinal]). Testing of
fixed points show that baroceptor-derived positioning within the test area has a
accuracy performance of better than 0.4 m, and WLAN positioning better than 3 m.
Therefore the accuracy level for dynamic indoor positioning is about 3 m (1r).

Moreover, comparison of the continuity performances of different positioning
methods show that multi-source fusion positioning can improve continuity: it is
40 % better than differential GNSS, and 10 % better than WLAN positioning. This
paper proposes an architecture and filtering algorithm for the multi-source fusion
based system. Seamless indoor/outdoor positioning through the integration of

Fig. 71.6 (continued)

71 Research on Multi-Source Fusion Based Seamless Indoor/Outdoor … 835



multiple positioning methods was tested. Results show that this technology effec-
tively improves the accuracy and continuity of GNSS and can meet users’ demand
for seamless indoor/outdoor positioning. Multi-source fusion positioning points to a
new approach for seamless indoor/outdoor positioning, and is a case of the

Fig. 71.7 Accuracy analysis for fusion positioning. a Error analysis for network-side positioning.
b Error analysis for terminal-side positioning
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application of multi-source fusion in navigation and positioning, hence providing a
reference for the development of all-source navigation technology, opportunity
navigation technology and PNT technology.

71.6 Conclusion

This paper analyses basic characteristics of navigation signal and communication
signal, and proposes a novel signal system bearing basic features of communication
signal, aiming at realizing deep fusion in signal layer. In this paper, the new signal’s
correlation function, power spectrum density, RMS bandwidth and positioning
accuracy are studied, followed by comparative analysis of the new signal and BPSK
modulated C/A code signal and BOC modulated BOC (4,1) signal, with the con-
clusion that BCC signal has better of navigation and positioning performance.
Moreover, this study also puts forward signal synchronization algorithm based on
signal features, simulates signal performance and tests and verifies key algorithm.
The result indicates that single-carrier BCC signal’s ranging accuracy is 6.06 m,
and positioning accuracy is 10.8 m. The ranging and positioning accuracy will be
better in multi-carrier conditions, which will be sufficient for users’ basic posi-
tioning requirements. The analysis of communication signals confirms that the
signal is able to integrate with existing communication signals, which is worthy of
further in-depth study.
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Chapter 72
Study on Quantum Inter-satellite Link
Technology

Xian’an Zheng, Ying Wang, Yansong Meng and Zhe Su

Abstract It is a very important way to realize the satellite data injection, control
and autonomous navigation through inter satellite link to communicate and range.
Quantum technology has special advantages in realizing the secure communication,
and has been gradually tested and applied. The technology based on the high
precision ranging theory of quantum interference has become more mature. The
design and analysis is of strategic significance to our future generation of global
navigation satellite system inter-satellite technology development.

Keywords Inter-satellite link � Quantum ranging � Quantum interference

72.1 Introduction

Communications and ranging based on inter satellite link (ISL) is an important
means of inputting multiple star system business data, control and maintenance of
the system, maintenance of system accuracy, realization of autonomous navigation
and system survivability enhancement. Without atmospheric effects, ISL particu-
larly is suitable for optical communication. But poor laser communications privacy,
information was easily obscured or blocked. Whether continuous laser ranging or
pulsed laser ranging, the precision is limited to the electromagnetic wave noise
limit, compared with quantum ranging. Relative to the laser and microwave,
quantum inter satellite link has the advantage of confidentiality and accuracy.

At present, studies based on the entangled light quantum correlation properties
of continuous progress, has gradually entered the application stage, and the related
solutions and techniques have been shown to provide higher safety and precision.

X. Zheng (&) � Y. Wang � Y. Meng � Z. Su
China Academy of Space Technology (Xi’an), Xi’an 710100, China
e-mail: 13992851132@qq.com

© Springer-Verlag Berlin Heidelberg 2015
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2015
Proceedings: Volume III, Lecture Notes in Electrical Engineering 342,
DOI 10.1007/978-3-662-46632-2_72

839



This paper shows, the design of the inter satellite link system, the research and the
discussion based on the entangled photons inter satellite measurement communi-
cation scheme and related technology.

72.2 Quantum Inter Satellite Link Architecture

Quantum inter satellite link consists of three layers: the first is the classic channel
that can be laser or microwave channel. Taking into account the use of photons as
the media of information transmission, laser channel can be the first choice because
of the ease of integration, less power consumption and volume. The second is the
quantum range channel that needs to send the entangled photons, along the line of
sight propagation. This link needs that building satellites must be visible. The third
one is quantum teleportation channel, namely quantum communication channel.
This link doesn’t need that building satellites must be visible (Fig. 72.1).

Quantum ranging channel

Classical channel

Quantum teleportation channel

Fig. 72.1 Quantum inter satellite link
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72.3 Quantum Inter Satellite Link Key Technology

72.3.1 The Generation and Detection Technology
of Entangled Photons

Quantum entanglement is a kind of superposition state, and reflects the physical
process cannot be differentiated. The theory of entanglement can occur in any
physical quantities, such as energy, momentum, position, polarization etc. A typical
two body entanglement of the superposition state, can be written as

1
ffiffiffi
2

p ja1ijb1i þ eiaja2ijb2i
� � ð72:1Þ

It reflects the state ja1ijb1i and ja2ijb2i cannot be distinguished. eia denotes the
relative phase of two state. Entangled states are generated by making the indis-
tinguishability. Practical technology usually uses polarization and frequency for
generating quantum entangled state.

Detection of entangled photons based on single photon detection technology,
mainly includes the single photon detection system operating in Geiger mode
avalanche photoelectric diode semiconductor and the superconducting single pho-
ton detection system based on super conductor material. At present, the application
of more is still the single photon detector based on avalanche diode. For the
detection of weak optical signal, we need to reduce background noise and improve
the gain.

For detection of entangled photon pair, the mature method is coincidence
counting method. Coincidence counting measurement is used for association events
occurring at the same time or measured in a short time. Limited by instrument
capacity, two photons cannot be distinguished arrived at the same time. So we can
set with a gate width, and if in the door wide time two photons are detected, we
define they arrived at the same time. The algorithm makes the accuracy of time
detection limited by the door width settings. Based on the coherence needs, the door
width must be less than the coherence time of the light field.

Quantum coherence is a kind of statistically coherent processing; therefore the
coherent time generally refers to the statistics of data acquisition time. The time of
collecting data is longer, the final coincidence numerical estimation is more accu-
rate and the accuracy is higher. But because of inter satellite high velocity, long
time statistic makes the measurement value output frequency decreased, at the same
time it does not increase linearly but increase the estimation accuracy, and on-board
processing burden.
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72.3.2 The Quantum of Inter Satellite Communication
Technology

At present, the quantum communication is mainly related to quantum cryptography,
quantum teleportation and quantum dense coding and other basic and applied
research, and is one of the quantum technology field has to practice application.

Quantum cryptography is quantum key distribution using quantum state to
realize secure communication, but its quantum state role is limited to classical
association information establishing communication between the two parties,
namely only plays the role of key and password. The research team led by Pan
Jianwei of China’s University of Science and Technology in Hefei in 2009, realize
quantum cryptography network [1].

Quantum teleportation, its key is the connection properties by using quantum
entanglement. The entanglement and the measurement is established between the
two sides, so the quantum state of the message can be accurately transferred to
another. Due to pass and no physical information in the traditional sense, it make
theory the transmission without almost any time loss. In 2010, the Pan Jianwei’s
team implements the 16 km free space quantum teleportation, which verified the
feasibility of satellite ground quantum communication [2].

Due to the quantum ranging is the use of high order correlation properties of
quantum, so the light quantum phase, frequency and other parameters can still be
used for ordinary communication. In addition, quantum communication informa-
tion can also be measured by quantum interference, so each satellite only need to
configure a receiving terminal and a mirror for inter satellite communication and
ranging. In theory, quantum teleportation is not limited by the distance, and a
vacuum ranging using femtosecond photonic transmission loss can also be con-
trolled; sighting and tracking system can inherit laser equipment, therefore it is
suitable for the establishment of inter satellite link.

72.3.3 Quantum Inter Satellite Ranging Technology

In theory, quantum entanglement is produced at the same time, also be detected.
The realization of the spatio-temporal correlation of quantum ranging mainly
depends on the entangled photons. Two photon entangled state is generated based
on the different ways of pumping light generation can have a continuous optical
pumping and ultra-short pulse pumped parametric down conversion. Continuous
pump has long coherence length and performance of coherence is better. The
generation time of two photon is random based on continuous laser pump, and it is
with a certain probability of generating two-photon entangled. But ultra-short pulse
generation by nonlinear crystal double photon pairs is determined by the pulse time,
only when the pulse after passing through the nonlinear crystal the two-photon is
generated. Compared with the continuous laser pump entangled photon pair, pulse
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laser pump photon entangled on the temporal and spatial performance is more
controllable and easy to use. Therefore, quantum communication, quantum ranging
use ultra-short pulse laser system for preparing entangled source. Because of the
influence of the purity, the current detection capability of entangled state, in fact the
pulse width influences the location precision.

Quantum ranging using the reflection type, as shown in Fig. 72.2, the target
object configures angle reflector, the local system configures photon emission and
detection equipment. There are mainly two kinds of schemes:

Scheme I: Strength method
When the pulse width is wide, we may not consider the electric field phase, only

consider the strength, this situation can be called the intensity autocorrelation. The
output is expressed as:

GðsÞ ¼
Z1

�1
IðtÞIðt � sÞdt ð72:2Þ

where IðtÞ and Iðt � sÞ is pulse intensity respectively, τ is the relative delay.
As shown in Fig. 72.3, in the scheme, the vast majority of processing is in the

satellite A. Ultra short pulse laser generated by laser on satellite A, then through
BBO crystal to generate entangled photon pairs, called the signal light and idle
light. Signal light passes through the space transmission, reaches the satellite B, and
is reflected back to detector 2. On the satellite A, internal idle light through a delay
regulator that adjusts the delay, then is detected by detector 1. The two detector
output is access to a coincidence counter. If the detector 1 and 2 at the same time to
detect the pulse detector, it shows the counter has the peak value. Recording the
amount of delay regulator, we can calculate the optical signal transmission distance.
Among them:The signal light distance:

Lsignal ¼ LA þ LB þ r þ Lr þ ds ð72:3Þ

The idle light distance:

Lidler ¼ LA þ Ldelay þ Lr þ di ð72:4Þ

where, LA, LB is transmission delay in satellite A, B; Lr is the public delay of
transmitting and receiving. ds, di is the path length error and measurement error of
signal and idler in different paths. r is the real distance. Ldelay is the delay of delay
regulator.

Entangled photon 
emission, detection 

equipment
Laser mirror

Fig. 72.2 Reflective ranging principle
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When the coincidence count has peak, we define

Lsignal ¼ Lidler ð72:5Þ

Then the distance between the satellites A, B is

r ¼ Ldelay þ di � LB � ds ð72:6Þ

The principle of this scheme can range using common laser pulse, at this time we
can only use a laser pulse, then record the time of transmitting and receiving time
for distance measurement. But after long distance transmission, the laser pulse
energy is weak, so only by using the pulse shape it is difficult to accurately measure
the arrival time. Another way is using second-order coherence properties, the
accuracy can be less than the wavelength, but the existence of integer ambiguity
problem is difficult to solve.

Analysis shows that, the quantum ranging scheme mainly uses synchronization
of the entangled photon pairs generated and detected.

Scheme II: quantum interference method
Quantum interference can reflect the two order correlation effect of quantum, and

can use various possible system states to analysis. From a number of possible states,
coincidence measurement selects some to satisfy the specific association of state.

As shown in Fig. 72.4, by adding the 50:50 beam splitter in the two paths, two
photon will have four possible paths: reflection ‘+’ reflection, transmission ‘+’

laser

BBO

delay

detector 
1

satellite 
B

detector 
2

coincidence counter

satellite 
A

signal

idler

free space

Fig. 72.3 Quantum ranging scheme I
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transmission, reflection ‘+’ transmission and transmission ‘+’ reflection. Complete
destructive interference makes some possibility into 0; add interference makes some
other event probability becomes large. In the quantum ranging scheme II, HOM
(Hong-Ou-Mandel) interference makes two kinds of situation probability become
small, another large. With the counter we can distinguish depression, then measure
the two photon arriving time. The use of femtosecond pulse laser get depression
entangled photons can reach the accuracy obtained femtosecond laboratory [3, 4]
(Fig. 72.5).

laser

BBO

delay

detector 
1

satellite 
B

detector 
2

coincidence counter

satellite 
A

signal

idler
free space

BS

Fig. 72.4 Quantum ranging scheme II

BS

signal

idler

BS

signal

idler

BS

signal

idler

BS

signal

idler

Fig. 72.5 Entangled photon reflection and transmission case through the beam splitter
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72.4 The Quantum of Inter Satellite Link Signal

Quantum inter satellite link information carriers are photons, so system works on
optical frequency band. According to the light in the atmosphere attenuation
characteristic, the wavelengths of 850, 1060 and 1550 ns are better bands for the
transmission [1]. Entanglement source band generally is 650–1080 and 1520–
1560 ns. So we can select 850, 1060 or 1550 ns band as the frequency band for inter
satellite link.

The target of link signal design is to meet the quantum of inter satellite com-
munication and ranging request, considering the equipment can be realized,
including power consumption and volume element. Entangled photon concentrated
on the femtosecond pulse can improve the interference efficiency, or need long time
to obtain an interference effect. A signal scheme as shown in Fig. 72.6, the pulse
repetition frequency is determined by communication rate and average transmission
power. When without using the quantum teleportation, we can use the OOK
modulation for information transmission (Fig. 72.6).

In addition, quantum interference was carried out using properties of photon
probability wave interference, so the appearance of cumulative probability needs of
a large number of photon. One way is that a light pulse contains many quanta, so
single pulse interference would be enough to achieve measurable degree of inter-
ference depression. Another way is that many optical pulse containing quantum
transmit in a certain frequency, then the time accumulation can make interference
depression appear.

72.5 Quantum Constellation Topologies and Link Network

72.5.1 Quantum Constellation Topology

Quantum inter satellite link signal is a kind of quantum signal based line of sight
propagation signal. If there are 8 satellites for each track on the orbit, several link
topology schemes are shown in Fig. 72.7. The transmission distance is affected by
the impact of topology [5]. Quantum transport theory using single photon, so there

…

Fig. 72.6 Femtosecond pulse signal
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is no problem of the divergence angle, but the single photon is easily absorbed or
scattered by cosmic dust or particles, and detector has certain probability for
detecting. Because the photons can be in femtosecond pulse, divergence angle is
small undergoing a long distance after the beam.

Due to delocalization of quantum entanglement, the requirements of the com-
munication link topology are greatly reduced, and invisible satellites can also be
carried out key information communication.

72.5.2 Quantum Link Networks

Quantum inter satellite link network architecture in accordance with the hierarchical
model can be divided into three layers: the physical layer, the data layer, network
layer.

Preparation, transmitting and receiving, detection in the physical layer of light
quantum, the main technology is the entangled state, squeezed state preparation,
transmission to maintain and detection, focus on optic, laser and quantum devices.

The data layer relates to the information modulation and demodulation, the part
is similar to microwave. But due to the use of quantum cryptography and quantum
teleportation, there is greater difference of demodulation method, transmission
frame structure and protocol.

The network layer is solving the routing problem, to realize the end-to-end
quantum key communication, and is identical with the microwave link. But in
quantum teleportation, when satellites are visible, the link is established and the
quantum entanglement information is transferred. When invisible, still can use non
localized characteristics of entanglement for direct information transmission, and in
theory there is no time delay.

Fig. 72.7 Design of link topology in an orbit plane
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72.6 Capacity and Precision Estimation

At present, the quantum teleportation of inter satellite link communication is limited
to the relevant technology, so communication capacity and cost also cannot be
compared with the traditional channel.

Inter satellite ranging accuracy is mainly affected by the emission of noise,
receiver noise, relativity, antenna phase center deviation, inter satellite distance and
other factors. To present the device performance, considering only the distance of
noise emission and receiving noise, inter satellite ranging accuracy can reach below
1 cm.

Satellite autonomous navigation accuracy is mainly composed of unit weight
error and geometric dilution of precision (PDOP) decision. Geometric dilution of
precision is decided by topological. Unit weight error of [6].

r̂0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VTR�1V þ d�XTP�1d�X

m

r

ð72:7Þ

where, R−1 is the observation weight matrix, and inversely proportional to the
measurement error; d�X is the reference orbit; V is the residuals calculated by
observation equation; �P is error covariance matrix of forecast value; m is the
number of observations.

When we do not consider the constellation rotation system error, the navigation
accuracy can be up to 1 m. To reduce the error is mainly from the measurement
precision and the inhibition of constellation system error.

72.7 Conclusions

Quantum inter satellite link from the theory of quantum mechanics, dependent on
the laser technology, is the next generation of link technology after microwave link
and the laser link. Quantum inter satellite link communication has the advantage of
good safety and nonlocality. Quantum link advantage of ranging is not vague and
high precision. Both can be combined, which focused on their respective advan-
tages, so that quantum link between satellites become an advanced way of inter
satellite link.
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Chapter 73
The Urgency and Principals
of the Industry Policy Optimization
for Beidou Satellite Navigation System

Junlin Yang and Xiangming Hu

Abstract As a strategic emerging and national defense industry, the satellite
navigation system needs effective industrial policy to drive rapid development. The
following four reasons can account for this view. Firstly, the development of
satellite navigation system needs effective industrial policy guidance urgently to
adapt the disorder even vicious competition in the beginning. Secondly, satellite
navigation deserves the government protection and support as a comparative
advantage industry. Thirdly, the government must adjust the market access
mechanism of satellite navigation industry to achieve the optimal resources allo-
cation and strongest competitiveness. Fourthly, the policy efforts of satellite navi-
gation is far lower than the US, Russia or other developed countries with the
disadvantages of low level, no system, too general and lack of policy tools. To
perfect the Beidou satellite navigation system, the following principals should be
considered: the government leading adapted with market economy system; the
global view based on national conditions; the systematic design with overall
propulsion; the intensive attention of theoretical research.

Keywords Satellite navigation system � Beidou � Industry policy

73.1 Introduction

The application of satellite navigation has become the third fastest global industry
following the Mobile Communication and Internet, and now it is one of the most
creative emerging industries. As a high technology industry, the rapid development
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could not only drive national economic increment, but also enhance the adjustment
of economic structure and increment quality. This industry is closely linked with
information safety, defense safety and national safety. Therefore it is not only a
strategic emerging industry, moreover, a strategic defense industry. It is the duty of
current administration to boost the qualitative and rapid development of this
industry [1].

73.2 To Realize the Necessary to Improve Industrial Policy
of the Beidou Satellite Navigation System in Theory

Modern economics has proven government industrial policy is an important tool to
promote the development of specific industries, and widely used by the Western
countries. It is feasible and necessary to develop the industry of Beidou Satellite
Navigation System with the help of policies.

73.2.1 To Realize the Necessary to Improve Industrial Policy
of the Beidou Satellite Navigation System
in the Opinion of Market Failure Theory

According the market failure theory, some disadvantages from the information lag,
profit-driven and monopoly capital and other insurmountable flaws may cause some
blind market behavior, spillover effects, or insufficient competition, which requires
the government to develop industrial policy to correct market failures [2].

China’s Beidou navigation system industry is in its infancy, compared with
the current popularity of the United States global positioning system (GPS) in the
Chinese market, Beidou satellite navigation system is still in a very vulnerable
position in the market competition. In the current market environment, it is difficult
for China’s Beidou satellite navigation system to develop normally, especially to
make it counterpart of applications such as GPS navigation system [3], if there is no
effective industrial policy to guide.

In the development of our current Beidou industry, disorderly market compe-
tition, even vicious competition phenomenon inevitably occurs due to imperfection
of industrial policy and supporting. Some companies invest blindly without full
understanding of the information, and this is not only a waste of resources, but also
a serious impediment to the healthy development of China’s satellite navigation
industry. Especially in competition with GPS navigation applications with inherent
advantage, it is hard to compete on a similar platform. Beidou is related to China’s
information security, national security, defense security, technological innovation
and a series of national development strategies with important spillover effects, the
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market cannot solve the problem solely [4], there are special needs for the state to
promulgate a series of policies to improve the industry protection and support,
regulating the development of satellite navigation systems industry.

73.2.2 To Realize the Necessary to Improve Industry Policy
of the Beidou Satellite Navigation System
in the Opinion of Comparative Advantage Theory

In the opinion of Comparative advantage theory, the comparative advantage of a
country’s economy always change obeying certain rules, from the early scarcity of
capital to the scarcity of land, to the relative scarcity of skilled labor while capital
becomes relatively abundant and cheap, and so on. In era of globalization, the
competitiveness of high-tech is the main competition, capital and technology-
intensive industries have become comparative advantage industry. According to
this theory, the development of comparative advantage industry cannot fully rely on
the market, and thus it is necessary to develop appropriate government industrial
policies to cultivate awareness, such as giving a tilt encourage in the present state-
owned industries with a comparative advantage to promote faster development [5].

The Beidou navigation system industry is a capital and technology-intensive
industries and needs to invest a lot of money and talent in the pre-construction,
relying solely on private capital is unable, in addition, the capital return period of
Beidou industry is quite long, not able to obtain a satisfactory income in short period.
These two aspects determine the industry’s development is inseparable from the
necessary support of the government. In the contemporary globalized competitive
market, industrial policy is the main form of government support for an industry.
Therefore, the Beidou navigation system which has a comparative advantage in the
industry needs tilt policy of the government for benign development.

73.2.3 To Realize the Necessary to Improve Industry Policy
of the Beidou Satellite Navigation System
in the Opinion of Industry Competition Theory

According the industry competition theory, the country should ensure that domestic
producers have a special status in the domestic market, in order to make the
country’s industry obtain more production scale and technical advantages over
competitor, thus making this scale advantage in the absence of protection trans-
formed into lower marginal costs and higher market share. Its essence is to ask the
government for their support and protect over important industries to achieve
optimal allocation of resources [6].
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Even though China’s Beidou satellite navigation system has developed rapidly,
but compared to the US GPS industry, there is a big gap whether in the develop-
ment stage or in the market competitiveness. In 2011, US GPS industry scale has
reached $105.23 billion with an increase of 30.5 %. In China, though in recent years
the average annual increase over 35 %, the scale of the industry is only about 100
billion Yuan. There is not a small gap particularly in product performance, quality
and technology compared with the US GPS system. If the Beidou satellite navi-
gation system is sold on the market directly without support of the governments, it
is almost a fantasy to compete with the US GPS system with a high market share
and a high degree of development. Therefore, it is necessary to adjust the market
access mechanism to provide protection for its development, meantime a series of
industrial policy measures should be adopted to support the application.

73.3 To Realize the Urgency to Perfect the Industry Policy
of the Beidou Satellite Navigation System in Practice

Last few years a swift growth of navigation system application industry has been
witnessed. Since the 11th Five-Year Plan, industry gather has been formed in Pearl
River Delta, Beijing-Tianjin-Hebei Region, Central China and Yangtze Delta. To
further promote its healthy development, the State Council released “National
Program for Medium and Long-term Satellite Navigation Industry Development” in
September 2013. The program made the overall long-term planning for the satellite
navigation industry from the national level until 2020, which is an important
milestone for Beidou industry policy. Whereas, compared with USA and Russia,
our devotion is far from enough [7].

Take USA as an example, a series of regulations and policies have been released
[8], including the laws from Congress, administrative order from president or
defense department which cover the system construction, operation, maintenance,
application and safeguard. The Congress establish the industry policy as a legis-
lative body. Concrete resort includes: Title 10 of the U.S. Code, Section 2281,
Global Positioning System, assigns the Secretary of Defense statutory authority to
sustain and operate GPS for military and civil purposes; The statute directs the
Secretary of Defense to provide civil GPS service on a continuous, worldwide
basis, free of direct user fees; It directs the Secretary of Defense to coordinate with
the Secretary of Transportation on GPS requirements and GPS augmentation sys-
tems, and to coordinate with the Secretary of Commerce and others to facilitate civil
and commercial GPS uses [9].

The first policy concerning GPS, Presidential Decision Directive NSTC-6, was
released in March 28, 1996. This directive establishes national policy for the
management and use of the U.S. Global Positioning System and related U.S.
Government augmentations [10]. In a series of orders since 1996, the Federal
Communications Commission (FCC) has taken action to improve the quality and
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reliability of 911 emergency services for wireless phone users, by adopting rules to
govern the availability of basic 911 services and the implementation of enhanced
911 (E911) for wireless services, which pose as an important procedure to popu-
larize GPS in civil application. The President authorized a new national policy on
December 8, 2004 that establishes guidance and implementation actions for space-
based positioning, navigation, and timing programs, augmentations, and activities
for U.S. national and homeland security, civil, scientific, and commercial purposes.
This policy provides guidance for development, acquisition, operation, sustainment,
and modernization of the Global Positioning System. In February 2008, DoD
Directive 4650.5 updates DoD PNT policy, procedures, and responsibilities,
Expands and clarifies the authority and responsibility assigned to the Assistant
Secretary of Defense for Networks and Information Integration/DoD Chief Infor-
mation Officer, by designating that official as the OSD Principal Staff Assistant
(PSA) for overseeing PNT policy, development, and coordination of the DoD
position on all aspects of PNT for communication to external organizations. The
above procedures lead to an enormous blossom in application, whose experience
needs to be drawn by our country.

Compared with United States, Beidou navigation system is backward in tech-
nology, industry scale, and market share and industry policy [11]. Specific mainly
in the following items: Firstly, the level of industry policy is relatively low. China
has issued several supporting regulations, such as “Medium and Long-Term
Planning for China Satellite Navigation Industry” by State Council and “12th Five
Year Specific Plan for Navigation and Position Service Technology” by Ministry of
Science and Technology. The laws and regulations concerning GPS in USA are
normally issued by the Congress and the President respectively, rather than by an
administration branch. Secondly, the policy is in lack of systematicness and
coordination. Led by the United States industrial policy, navigation system can be a
relatively complete engineering system. In terms of the subject formulating
industrial policy, it has formed a complete system of policies from state laws and
administrative regulations and then to department regulations; In terms of industrial
policy content, it covers position navigation system applications from industry,
industrial development and system operation standard, responsibilities of the rele-
vant departments and division, detailed policies and regulations support each other
to form a complete system of industrial policy. However, the policies of China’s
Beidou navigation system just stay in the general planning and executive depart-
ments, not yet forming a relatively complete industrial policy system with the lack
of corresponding support policies. Thirdly, content of industrial policy is not spe-
cific. Industrial policy requires being specific with strong operability. US satellite
navigation industry policy are very detailed from the global positioning of GPS, the
division of responsibilities of relevant departments, industry development and
system operation specifications, specific support measures. The industrial planning
of Beidou navigation system mainly made some provisions for major policy
direction and principles of industrial development, in lack of details of the opera-
tion. In fact, it is not strong in operability and difficult to really play its due role.
Fourthly, there is a lack of strong policy support tool for the Beidou satellite
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navigation system industry. Despite industrial planning in the core content of
industrial policy, the industry’s capital investment (government procurement), tax
incentives, investment and financing measures and achievements and other
important content are also included, and specific provisions relating to the content
need a certain degree of mandatory, otherwise it is difficult to play its due role in the
policy. However, due to the existing industrial policy, Beidou navigation system is
still in the planning stage, there is no policy measures to support the industrial
development of specific provisions, which in fact the policy is far from enough to
support the industry [12].

From previous analysis, we can see that the government plays a leading role in
the exploitation and generalization of GPS industry drawing on the experience of
western countries. With experiment over 20 years and expenditure of 30 billion
dollars, it is unaccomplished depending on the market mechanism. In spite of the
largest scale of navigation industry, USA owns the most systematic and thorough
industry policy. It is the effective laws and regulations that promote the progress of
the navigation system. China is falling far behind USA and other western countries,
and it demands high attention to implement proper industry policies. However, it is
the high-tech industry that determines the government and market should cooperate
to achieve a leapfrog development, just as stated in the 3rd Plenary Session of 18th
CPC Central Committee, the government should take more responsibility. In this
opinion, to improve the industry policy of Beidou Navigation system application is
not only necessary in theory, but also is urgency in practice.

In June 2013, some classified documents were disclosed to several media outlets
by Edward Snowden, a former employer of Central Intelligence Agency. The
PRISM was first revealed and provided insight that USA government gather
information from Microsoft, Google, Yahoo, Facebook, Pal Talk, AOL, Skype
YouTube and Apple. The astonishing incident indicates that there is a white war
around us—the war of information [12]. Satellite navigation system has a deep
concern with national information security, so it is urgent to take measures to
improve industry policy [13].

73.4 Principles to Improve the Industry Policy of Beidou
Satellite Navigation System

There are some basic rules to obey in formulating and improving policies, and there
is no exception for satellite navigation system. Deep study of the basic principles of
Beidou satellite navigation system in the process of designing industrial policy, is
of great significance for effectively and correctly improving the relevant industrial
policies in this area. Under current conditions, based on the spirit of developing
China’s high-tech industries and defense industry, with reference to foreign satellite
navigation system industrial policy, improving China’s industrial policy should
follow these basic principles:
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1. Principle of government leading. Industrial policy action is itself a government
action in the development and improvement of the industrial policy, we must
adhere to the principle of government leading. If the development of an industry
is left by laissez-faire market regulation, it means no industrial policy. As
mentioned earlier, our system Beidou satellite application industry is not only a
strategic high-tech industry, but also closely related to information security,
national security and national security. Faced with fierce global competition, we
have to use the government’s power to support the development of this industry
and must establish such a concept, otherwise we’ll timid in the development and
improvement of the Beidou system failing to introduce effective measures. In
the decision of 3rd Plenary Session of 18th CPC Central Committee on deep-
ening the reform, one is that “market mechanisms must play the decisive role in
the allocation of resources”, second is “the government should play a better
role.” To implement industrial policy led by the Government is a manifestation
of “the government should play a better role.” During the current process of
perfecting Beidou satellite navigation system, we should fully implement the
“CPC Central Committee on deepening reform of several major issues,” firmly
grasp the strategic development opportunity, follow the law of development of
market economy, the law of development of science and technology, accelerate
the improvement, improve the relevant laws and regulations as the main policy
to promote the Beidou satellite navigation system as a reliable institutional
mechanisms [14].

2. Principle of adapting to market economy system. Contemporary industrial
policy is to produce and develop under the market economy conditions, exist as
a complementary mechanism of market mechanisms. Without the market
mechanism, industrial policy itself would be meaningless [4]. The report “CPC
Central Committee decision on deepening reform of several major issues,”
adopted at the Third Plenary Session of the eighth, made clear that the dominant
role of the market in resource allocation. it is necessary to encourage moderate
competition in developing Beidou satellite navigation system. In the course of
these areas and moderate competition, we must adhere to the principle that the
market plays a decisive role in allocating resources. The function of industrial
policy is to regulate the market to ensure a good and legal environment.
Improving the industrial policy must be adapted to the market economy system.
The decisive role of market adjustment is crucial to the industrial development
of the Beidou satellite navigation system [12] with a healthy environment of
laws and policies [15].

3. Principle of thinking globally based on national conditions. Satellite navigation
system itself is a globalized industry or global industry. Because the industry is
closely related to information security, defense and national security, competi-
tion in this industry is fierce, especially between developed and emerging
countries. Therefore, in improving industrial policy, we must have a global
perspective, review the world and consider the development of relevant policy
options from the perspective of international competition. With particular
emphasis on the experience from Western developed countries and regions
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(such as the US, Russia and the EU), some policy principles and spirit in the
application of industrial development of satellite navigation systems can be
absorbed as policy content for our own use. Meanwhile, China has its own
national conditions, China’s satellite navigation system application industry is
backward, and faced with fierce competition from foreign advanced navigation
system industry from the birth, which determines the application of China’s
satellite navigation system not only should draw on advanced foreign policy
content, but also should have their own distinctive measures [16].

4. Principle of Systematic design and overall advancement. The policies of the
Satellite navigation system should be an organic integrity considering the sys-
tematic, holistic and synergistic features when designing. To this end, we must
strengthen top-level design and establish an effective and cooperative mecha-
nism. Beidou satellite navigation system is one involved in various fields and
multiple subjects, individual policy and system cannot meet the practical
requirements of scientific advance, we must strengthen macro-level design and
plan policies and regulations at the national level, to establish healthy running
policies and regulations project, feasibility studies, drafting, review coordination
and cooperation mechanisms.

The reality that Beidou satellite navigation system is systemic requires com-
prehensive policies and regulations must be the foundation and backbone, therefore,
a comprehensive legal department should become the leader in the development of
policies and regulations, the relevant functional agencies should give full play to
promote it and the role of research institutions and experts is to provide timely and
accurate advice to ensure that the policy promote the industry running scientifically.
According to the systemic features of industry policy, in the development and
refinement of the policy, several backbone laws should act as the foundation to
promote policies improvement. Beidou applications could only own a broad
prospect with expansion worldwide, in line with the laws and regulations of
industrial development are the premise for domestic competition and entry into the
international market.

Currently, there are more relevant policy and less promulgated laws and regu-
lations, as a result, administrative means surpass the rule of law. To change this
situation as soon as possible, we should make full use of open and transparency of
laws and regulations, especially characteristics of high credibility and entry to the
judicial process, to strengthen high-order legislation, speed up the development of
laws and regulations to promote scientific and technological achievements through
modifying transformation, satellite navigation and other regulations, while focusing
on participation in international standards, the rule-making. On this basis, combined
with more flexible concrete policies to guide, the Beidou navigation satellite system
will continue to make new breakthroughs despite the stable development.

5. Principle of highlighting the focus. Formulation, improvement and selection of
industrial policy must highlight key issues and focus on the healthy develop-
ment to get rid of the constraints of the deep-seated contradictions and obstacles.
The current process of improving Beidou satellite navigation system should take
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full advantage of a new opportunity for deepening reform, to solve the
fragmentation of responsibilities and internal ill-defined function problems.
Several steps should be taken to establish efficient, clear and smooth manage-
ment mechanism including rationalizing the system mechanisms and adjusting
the policies and regulations. The target is to ensure that the industry in the new
starting soon occupy the domestic market share and remain the strong compe-
tition in the international market. The key issues to setup the relevant regulations
and policies include: policies on infrastructure development and regulations,
policies on promoting technology, policies on intellectual property protection,
policies on promoting the popularization, policies on ensuring system security,
policies on encouraging competition in overseas cooperation. The following
objectives strive to be achieved before 2020: to establish a system of laws with
the features such as international cooperation and competition, level of clarity,
scientific structure, cohesion coordination, open and compatible [17].

6. Principle of paying attention to the research and feasibility studies. The devel-
opment, improvement and choice of industrial policy are very complex engi-
neering system. To prevent failures of policy options, its scheme, contents, the
timing of issue should be given full demonstration. Various administrations at
all levels should fully grasp the opportunity to strengthen the study of theory and
practice application. Drawing on our experiences and the development of related
industries in other countries, learning from past lessons, paying special attention
to the study of international and domestic market, concerning international
GNSS industry developments and trends, to ensure that research results in real-
time interact with industry decision-making and the latest research results
immediately influence decisions and support the decision-making. Departments
should emphasize the “outer-brain” function to effectively integrate research
resources, including strengthening basic research, practical exploration, and
introducing practical, effective and feasible policies.
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