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Abstract. With the cloud computing, storage and computing resources are 
moving to remote resources such as virtual servers and storage systems in large 
DCs(Data Centers), which raise many performance and management challenges.
We consider distributed cloud systems, which deploy micro DC that are geo-
graphically distributed over a large number of locations in a wide-area network.
In this article, we also argue for a micro DC-based network model that provides 
higher-level connectivity and logical network abstraction that are integral parts 
of wellness applications. We revisit our previously proposed logical network
models that are used to configure the logical wellness network.

1   Introduction

Cloud computing is becoming a promising platform and have developed rapidly re-
cently. In contrast to traditional enterprise IT solution, it enables enterprises to pro-
cure computing resources on demand basis and delegate management of all the re-
sources to the cloud service provider. With emerging software defined networking 
(SDN) paradigm, it provides a new chance to fast service provisioning in the cloud 
with the network through standard programmable interfaces [1][2]. With the cloud 
computing, datacenters (DCs) promote on-demand provisioning of computing re-
sources and services. Storage and computing resources (i.e., IT resources) are moving 
to remote resources such as virtual servers and storage systems in large datacenters, 
which raise many performance and management challenges [3][4].

With increasing interest in the concept of wearable computing and the populariza-
tion of hand-held devices, those movable devices are becoming start point of wellness 
information [5]. As shown in Fig. 1 and Fig. 2 we consider distributed cloud systems, 
which deploy micro DC that are geographically distributed over a large number of 
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locations in a wide-area network. This distribution of micro DC over many locations 
in the network may be done for several reasons, such as to locate resources closer to 
mobile devices, to reduce bandwidth costs, to increase availability, etc [6][7]. Micro 
DCs are interconnected via high-speed optical wavelength division multiplexing 
(WDM) links. In this article, we also argue for a micro DC-based network model that 
provides higher-level connectivity and logical network abstraction that are integral 
parts of wellness applications. We revisit our previously proposed logical network
models that are used to configure the logical wellness network.

Fig. 1. Micro DC-based Smart Cloud Network Overall Architecture (Target Network)

2 Logical Network Management Schema

2.1   Topology Schema

As the topology class which expresses the configuration of logic network, it has trunk 
class as a subordinate class. Trunk class consists of two classes; Vlan class which 
contains logical information for management of Carrier Ethernet trunk and interface 
class which physical information. The UML diagram of topology schema, as shown 
in Fig. 2, it shows specific parameters which are used in the class. Each parameter has 
been defined using enterprise MIB information. The logic network has been config-
ured based on the definition of PBB-TE technology.

2.2 Performance Monitoring Schema

The performance monitoring class has the following subordinate classes; Throughput,
Frame Loss and Frame Delay. It consists of Frame Loss Class, Fame Loss Ratio and 
Fame Delay Variation. Fig. 10 shows a complete view of the performance monitoring 
schema. In fact, it has five classes to monitor logic network performance. Each class 
has been prepared based on the performance monitoring technology which is defined 
in ITU-T Y.1731. In terms of a UML diagram of the performance monitoring schema, 
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specific parameters have been used. Each parameter has been defined using enterpris-
es MIB information. 

Fig. 2. Topology UML Schema

Fig. 3. Performance Monitoring Schema

Fig. 4. Performance Monitoring UML Schema

2.3 Fault Management Schema

The fault management schema which is aimed to manage logic network faults has the 
following subordinate classes; Fault Verification, Power, Fault Notification, Fault 
Isolation and Fault Detection. Power Class includes Power Status Class which can 
analyze current power supply status and control the warning process and Warning 
Threshold Class. Fault Isolation Class has Linktrace Messages Class which can figure 
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out network faults by analyzing LTM/LTR messages and Linktrace Relay Class. The 
Fig. 5 shows a complete view of the fault management schema. It consists of five 
super classes and four subordinate classes. As a UML diagram of the fault manage-
ment schema, it shows specific parameters which are used in the class. Each parame-
ter has been defined using enterprise MIB information. 

Fig. 5. Fault Management Schema

Fig. 6. Fault Management UML Schema

3 Development of Logical Network Management Framework

The logic network management framework established in this paper consists of three 
databases. It is comprised of DC_info, OOO_topo and OOO_inter databases. System 
information database table which should be created first after the establishment of 
framework is DC_info. It contains -DC configuration, performance, fault manage-
ment table names as well as basic information on -DC equipment.

-DC Configuration Information Database is a database table in which logic net-
work configuration information is stored. This table is automatically created when -
datacenter equipment is added. It is automatically named in the form of 'OOO_topo.' 
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For example, Fig. 8 shows -DC equipment in Daejeon so that it is named 
'DJN_topo.'

Fig. 7. -DC Information Table

Fig. 8. -DC Information Table

-DC Interface Information Database is a database table in which -DC interface 
information is stored. It is also automatically created when -DC equipment is added 
just like topology table. It is automatically named in the form of 'OOO_inter.' For 
example; Fig. 8 shows -DC equipment in Daejeon so that it is named 'DJN_inter.'

Fig. 9. -DC Interface Table

-DC
-DC

A Virtualization and Management Architecture of Micro-Datacenter 185



-DC
-DC

Fig. 10. -DC Topology Information

-DC
-DC

Fig. 11. -DC Interface Information

4 Conclusions

This paper has investigated a framework in which a logic network is described and 
managed by particular application based on science & technology research network 
resource specification. As a result, a schema through which topology, performance 
and fault information can be systematically managed in accordance with international 
standards has been completed. In addition, database has been created based on the 
schema which has been designed in accordance with international standards, and a 
network management framework through which a logic network can be managed has 
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been built. Then, information has been brought from the current Carrier Ethernet 
equipment and provided to an administrator. 

However, a further study needs to be conducted on the construction of a manage-
ment framework which can reveal topology, performance and fault information in a 
more dynamic manner using the collected information. Even though the current man-
agement framework shows the configuration of a logic network in a static manner 
using a table, the network could be operated more effectively once a management 
framework just like a weather map is built.
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