
Chapter 40
K-Means Clustering Based on Density
for Scene Image Classification

Ke Xie, Jin Wu, Wankou Yang and Changyin Sun

Abstract K-means clustering has been extremely popular in scene image classi-
fication. However, due to the random selection of initial cluster centers, the algo-
rithm cannot always provide the most optimal results. In this paper, we develop a
density-based k-means clustering. First, we calculate the density and distance for
each feature vector. Then choose those features with high density and large distance
as initial cluster centers. The remaining steps are the same with k-means. In order to
evaluate our proposed algorithm, we have conducted several experiments on two-
scene image datasets: Fifteen Scene Categories dataset and UIUC Sports Event
dataset. The results show that our proposed method has good repeatability. Com-
pared with the traditional k-means clustering, it can achieve higher classification
accuracy when applied in multiclass scene image classification.
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40.1 Introduction

Scene image classification is widely applied in many fields, like content-based
image and video retrieval, remote sensing image analysis, biometrics recognition,
and intelligent video surveillance [1].
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The existing methods of scene image classification can be divided into three
categories. (1) Methods based on the global low-level features of an image. Oliva
and Torralba [2] presented a low-dimensional image representation, spatial enve-
lope. (2) Methods based on image segmentation. Vogel [3] used image segmen-
tation to get some meaningful target area. (3) Methods based on the visual
vocabulary of image blocks. Fei-fei Li [4] proposed BOW (bag-of-words) model
which has been very popular in scene image classification. This model treats image
as a document consisting of many “visual words,” then computes a statistical
histogram for classification. Figure 40.1. gives the flow chart of BOW model for
scene image classification.

The first step is to extract features from local patches. Generally, an image will
generate a large amount of features. How to organize these features to represent the
image becomes very important. BOW used clustering algorithm to classify the
features into groups (namely clusters).

K-means algorithm [5] is widely used in clustering problem. It assumes the
closer the distance between two objects, the greater the similarity. However, the k-
means clustering cannot always find the optimal configurations due to the ran-
domness of the initial cluster centers and the uncertainty of the number of cluster
centers. The density-based clustering method is used to select initial cluster centers
according to the density distribution of data points [6–8]. Redmond [9] got the
initial cluster centers by building the Kd-tree. Recently, Rodriguez and Laio [10]
proposed a new clustering algorithm by fast research and to find density peaks. The
clusters were defined as local maxima in the density of data points. There is no need
to iterate for many times and the clustering assignment can be finished in only one
step. However, the density will be computationally costly when there are a lot of
data points.

Here, we propose an improved clustering algorithm which combines the k-
means clustering and density-based clustering. It can achieve higher classification
accuracy rate when applied in the scene image classification.

Feature Extraction

Image Representation

Classification

Fig. 40.1 The flow chart of
scene image classification
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The remainder of the paper is organized as follows. Section. 40.2 presents our
proposed clustering algorithm in detail. Section. 40.3 gives some experimental results
and compares our method with previous algorithms on scene image classification.
Section. 40.4 concludes this paper and provides some ideas for the future work.

40.2 Density-Based K-Means Clustering

K-means is a very simple way to solve the clustering problems. However, the
algorithm is sensitive to the selection of the initial cluster centers. Moreover, the
number of cluster center (namely k) is uncertain. When applied in real-world
problem, we must try many times to find the optimal value. In this paper, we
propose an improved k-means clustering and we call it density-based k-means
clustering.

Compared with the traditional k-means algorithm, the initial cluster center is
determined by density and distance. As mentioned in [10], for each point xi, the
density qi is defined as:

qi ¼
X

j

vðdij � dcÞ

vðxÞ ¼ 1; x\0

0; x� 0

� ð40:1Þ

dc is a cutoff distance. It is not a fixed value. qi is equal to the number of points
that are closer than dc to point xi. di is the minimum distance between xi and any
other point with higher density :

di ¼ min
j:qj [ qi

ðdijÞ ð40:2Þ

For the point with highest density, take di ¼ maxjðdijÞ. Only those points with
relative high qi and high di are considered as cluster centers. Therefore, we can
define ci ¼ qidi and choose those points with large ci as cluster centers.

Suppose we have n feature vectors x1; x2; . . .; xn obtained from one training
image, and k (k < n) is the number of clusters. The procedure of density-based k-
means for the scene image classification can be described in the following steps:

(1) Compute qi; di and ci for each feature vector xiði ¼ 1; . . .; nÞ, and sort c in
decreasing order.

(2) Choose k feature vectors with large c as initial cluster centers c1; c2; . . .; ck.
(3) Assign each remaining feature vector to the nearest cluster center.
(4) Update the cluster centers by calculating the average of the vectors belonging

to the same cluster.
(5) Repeat step 3 and step 4 until k cluster centers no longer change.
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40.3 Experiments

The scene image classification is implemented as follows. First, we use SIFT
algorithm [11] to extract features for all the training and testing images. Then we
use different clustering methods to organize the features and build the BOW model
for each image. Finally, we use the LIBSVM package [12] to implement the SVM
classification. Barla A et al. has found, compared with other standard kernel
function, the histogram intersection can achieve very promising results on image
classification [13]. Therefore, we construct a histogram intersection kernel as the
kernel function of SVM. In our experiment, we choose one-against-all
classification.

40.3.1 Dataset Used

In order to evaluate our proposed clustering algorithm, we have implemented three
different experiments on two well-known scene image datasets. For each class in
the dataset, we take 50 images for training and 20 images for testing.

40.3.1.1 Fifteen Scene Categories Dataset

The Fifteen Scene Categories dataset is built by Lazebnik [4]. The dataset contains
15 classes in JPG format, 8 of which are from MIT Scene dataset [2]. They are
mostly grayscale images in 300 * 300 pixels. We randomly select eight classes of
scene images as our experimental data. They are CALsuburb, coast, forest, high-
way, inside city, mountain, street, and tall building. Figure 40.2 gives some
examples of eight scene classes.

40.3.1.2 UIUC Sports Event Dataset

The UIUC Sports Event dataset is collected by Li and Fei-Fei [14]. It contains eight
sports event categories: Rowing (250 images), badminton (200 images), polo (182
images), bocce (137 images), snowboarding (190 images), croquet (236 images),

Fig. 40.2 Examples of eight scene classes
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sailing (190 images), and rock climbing (194 images). Figure 40.3. gives some
samples of the dataset.

The images in this dataset are color. Therefore before computing features, we
convert each color image to gray image. And in order to reduce computational
complexity, we scaled all images to within 300 * 300 pixels.

40.3.2 K-Means Clustering

Table 40.1 gives the experimental results of k-means clustering for scene image
classification. Since the number of cluster center k is uncertain, we choose k from
50 to 450 to get the optimal parameter.

From Table 40.1, we can see that when the number of cluster centers increase,
the iteration times increase at the same time. For the Fifteen Scene Categories
dataset, although the accuracy has reached the highest at k = 450 the iteration times
is very large. In order to achieve a balance between iteration times and accuracy, we
take k = 300. The accuracy rate is 92.5 %. For the UIUC Sports Event dataset, the
optimal k is also 300. The corresponding accuracy rate is 66.25 %.

Fig. 40.3 Samples of eight sports categories

Table 40.1 Results of k-means clustering

k (The number of
centers)

Fifteen Scene Categories
dataset

UIUC Sports Event dataset

Iteration
times

Accuracy
(%)

Iteration
times

Accuracy
(%)

50 18 89.375 8 57.5

100 13 90 13 58.75

150 16 89.375 10 60.625

200 19 91.25 13 62.5

250 18 91.25 15 65

300 15 92. 5 17 66.25

350 18 92.5 18 65.625

400 20 92.5 19 65

450 25 93.75 24 65.625
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40.3.3 Density-Based Clustering

We carried out the density-based clustering proposed by Rodriguez and Laio.
Tables 40.2 and 40.3 give the results according to different dc.

From Table 40.2, it is easy to find the optimal dc = 0.5 for the Fifteen Scene
Categories dataset. The corresponding accuracy is 93.125 % which is higher than
that in k-means clustering. For the UIUC Sports Event dataset, the optimal dc = 0.9.
The corresponding accuracy is 67.5 % which is also higher than that in k-means
clustering.

40.3.4 Density-Based K-Means Clustering

This time, we tried our proposed clustering algorithm for scene image classification.
According to Table 40.1, we take k = 300 (the number of centers). The parameter
dc is varied. Tables 40.4 and 40.5 give the final results.

Apparently, compared with k-means and density-based clustering, the density-
based k-means we proposed in this paper achieves higher classification accuracy.
For the Fifteen Scene Categories dataset, the most optimal dc = 0.6. The accuracy

Table 40.2 Results of
density-based clustering
on 15 scene categories dataset

dc Accuracy (%)

0.1 86.875

0.2 88.75

0.3 90.625

0.4 90.625

0.5 93.125

0.6 90.625

0.7 89.375

0.8 91.875

Table 40.3 Results of
density-based clustering on
UIUC sports event dataset

dc Accuracy (%)

0.5 58.125

0.6 61.25

0.7 62.5

0.8 63.75

0.9 67.5

1.0 63.75

1.1 58.75

1.2 58.125
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has reached 94.375 %. As can be seen from Table 40.5, for the UIUC Sports Event
Dataset, the most optimal dc = 1.0, the corresponding accuracy has reached
73.75 %.

40.3.5 Discussion

The above experiments showed that our proposed density-based k-means clustering
can always achieve better performance. But for different database, the optimal
parameters are not the same. In the Fifteen Scene Categories dataset, the optimal
cutoff distance dc is 0.6. In the UIUC Sports Event dataset, the best dc = 1.0.

40.4 Conclusion

In this paper, we proposed a density-based k-means clustering for scene image
classification. Compared with the traditional k-means algorithm, the initial cluster
centers are not randomly selected. For each feature vector, we calculate two
quantities: The density and the distance. Then we can find those points with high

Table 40.4 Results of
density-based k-means
clustering on 15 scene
categories dataset

dc Iteration times Accuracy (%)

0.1 17 92.5

0.2 20 91.875

0.3 18 91.875

0.4 20 92.5

0.5 18 92.5

0.6 14 94.375

0.7 13 90.625

0.8 14 90.625

Table 40.5 Results of
density-based k-means
clustering on UIUC sports
event dataset

dc Iteration times Accuracy (%)

0.4 15 64.375

0.5 21 69.375

0.6 22 68.75

0.7 19 68.125

0.8 21 69.375

0.9 29 68.75

1.0 22 73.75

1.1 21 69.375

1.2 18 68.125
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density and high distance, which we call cluster centers. After we have determined
the cluster centers, the remaining steps are the same with k-means clustering.

We have done several experiments to compare different clustering algorithm for
scene image classification on two well-known scene image datasets. Experimental
results show that our proposed method achieves better performance. When applied
in multiclass scene image classification, it has good repeatability and high classi-
fication accuracy rate.

However, the selection of the cutoff distance dc is still a problem. How to find
the most optimal parameter for the clustering problem of scene images is our next
work.
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