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Research of the Subgroup Discovery
Algorithm NMEEF-SD
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Abstract Subgroup discovery (SD) is a data mining technique which could find
the most interesting individual patterns from a population of individuals for the
user. Non-dominated Multi-objective Evolutionary algorithm for Extracting Fuzzy
rules in Subgroup Discover (NMEEF-SD) which is based on non-dominated sorting
genetic algorithm II (NSGA-II) is a kind of algorithm for SD. First, the concept of
subgroup discovery is introduced. Then NMEEF-SD algorithm and its main
properties are researched. Finally, the algorithm is applied to analyze the concrete
comprehensive strength dataset from UCI database, the result of experiment shows
that the NMEEF-SD algorithm is able to extract fuzzy rules with interesting
characteristics and is easy to understand.
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17.1 Introduction

As data volumes explode, it becomes important to find the useful knowledge from a
large number of complex data. Knowledge Discovery in Database (KDD) is aimed
at assisting humans in extracting useful information from the rapidly growing
volumes of data [6]. Knowledge is usually expressed in the form of rules,
descriptive and predictive are the two standards to measure the quality of the rules.
Subgroup discovery (SD) can obtain descriptive and predictive rules that make it
attracts a lot of attention from researchers.
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Subgroup discovery was initially proposed by Klogen [8] and Wrobel [10].
Lavrac and Kavsek proposed CN2-SD [9] which was developed by modifying parts
of the CN2 [3] classification rule learner, CN2-SD obtains rules through its cov-
ering algorithm, search heuristic, probabilistic classification of instances, and
evaluation measures. Herrera processed SDIGA [5] which is a genetic fuzzy system
for data mining task of subgroup discovery, using fuzzy rules describing the
inductive knowledge.

This paper will apply Non-dominated Multi-objective Evolutionary algorithm
for Extracting Fuzzy rules in Subgroup Discovery (NMEEF-SD) to the strength
datasets of concrete. The remainder of this paper is organized as follows.
Section 17.2 shows the basic concept of subgroup discovery and NMEEF-SD.
Section 17.3 discusses an experimentation of NMEEF-SD. Finally, some conclu-
sions are offered in Sect. 17.4.

17.2 Analysis of NMEEF-SD

17.2.1 Subgroup Discovery

The task of subgroup discovery is to discovery groups that are statically most
unusual from a given dataset and target property. Simple rules with highly sig-
nificant and high support are used to describe those groups. Rules have the form:
Cond > Class.

Class is the target property, which appears in the rule consequent. Cond (the rule
antecedent) is a conjunction of features (attribute-values).

“The probability of coronary heart disease is higher in smokers who have a
family disease” is a rule, and the rule can be defined as:

if smoker ¼ true and family history ¼ positiveð Þ
then coronary � heart � disease ¼ true

The subgroup of smokers who have a family disease is described in this rule;
coronary heart disease is the target property. The population described by this rule
has a higher probability for the target property.

Target attribute, description language of subgroup, quality measures, search
strategy are the four main aspects of subgroup discovery algorithm. Target attri-
butes may be binary, nominal, or continuous [7]; language is the representation of
the subgroups which must be suitable for obtaining interesting rules; quality
measures are used to measure the obtained rules. Coverage, significance, unusu-
alness, and support are often chosen as the quality measurements to extract and
evaluate the rules; search strategy is important for the dimension of the search
space. Different strategies have been used in subgroup discovery, and top-down
search strategy is the usual choice.
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17.2.2 NMEEF-SD: Non-dominated Multi-objective
Evolutionary Algorithm for Extracting Fuzzy Rules
in Subgroup Discovery

Subgroup discovery algorithm selects a number of quality measures to measure the
quality of rules obtained, so subgroup discovery can be considered as a multiob-
jective problem. Different quality measures in the evolutionary process of rules
population can be regarded as different evolutionary goals of genetic algorithm,
therefore multiobjective evolutionary algorithm (MOEAs) is suitable to solve
multiobjective optimization problems in subgroup discovery.

Non-dominated Multi-objective Evolutionary algorithm for Extracting Fuzzy
rules in Subgroup Discovery (NMEEF-SD) [2] is based on hybridization between
fuzzy logic and genetic algorithms. NMEEF-SD uses NSGA-II [4] to exact inter-
esting, novel, and interpretable fuzzy rules. In NMEEF-SD, each candidate solution
is coded according to the “Chromosome = Rule” approach, where the antecedent is
represented in the chromosome, and the consequent is prefixed to one of the pos-
sible values of the target variable in the evolution.

17.2.2.1 Objective Function

The objective is to obtain rules with high confidence, understandable, and gener-
ality in the process of rule discovery. To do so, support, confidence, and accuracy
are selected as quality measures.

• Support: the frequency of correctly classified examples covered by rule.

SupðRÞ ¼ nðClass � CondÞ
nðClassÞ

where n(Class∙Cond) is the number of examples which satisfy the conditions for
antecedent and n(class) is the number of examples for target variable indicated.

• Confidence: standard measure that determines the relative frequency of exam-
ples satisfying the complete rule among those satisfying only the antecedent.

ConfðRÞ ¼

P

Ek2E=Ek2Class
APCðEK ;RÞ

P

Ek2E
APCðEK ;RÞ

where APC is the degree of compatibility between an example and the ante-
cedent part of a fuzzy rule.
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• Accuracy: the membership of the examples covered by the antecedent part of
rule and satisfying consequent of the rule.

AccuðRÞ ¼ nðCond � CondiÞ
nðCondÞ þ k

where K is the number of the objective variables.

17.2.2.2 Main Properties of the Algorithm

NMEEF-SD consists of initialization, genetic operators, fast non-dominated sort,
re-initialization based on coverage and stop condition [2], a single operation scheme
of the algorithm can be seen in Fig. 17.1.

The re-initialization based on coverage together with the crowding distance in
the selection operator to enhance the diversity. On the other hand, the algorithm
includes operators of biased initialization and biased mutation to promote gener-
alization. In addition, only the final solutions which reach a predetermined confi-
dence threshold are returned.

Fuzzy logic is used to process the continuous variables, by means of linguistic
variable. This allows the use of numerical features without the need of a previous
discretization [1].

Initialization

Genetic operate 

Non-dominated sort 

Re-initialization

Returns the rules 
in the pareto

Read data set

End loop

YES

NO

Fig. 17.1 The NMEEF-SD
algorithm
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17.3 Experimentation

Compressive strength of concrete dataset in UCI repository is selected as the
experimental data. Experimental data consists of 1,030 samples, each sample
includes 8 input variables and 1 output variable (compressive strength of concrete).
Output variable is selected as the target variable in the dataset.

Compressive strength of concrete in the raw data is continuous variables, in order
to apply to use subgroup discovery algorithm, compressive strength of concrete
between 0 and 20 MPa is classified as low, 20–55 MPa as medium, and 55–80 MPa
as high. Rearrange samples depend on target variables, where the compressive
strength of 1–197 samples is low, the compressive strength of 198–883 samples is
medium, and the compressive strength of 884–1030 samples is high.

All input variables are continuous variable, in order to apply the fuzzy rule, input
variables are processed using fuzzy treatment. Triangular membership function is
used to obtain rules with higher explanatory as seen in Fig. 17.2.

First, process the compressive strength of concrete dataset ten times by cross-
validation, then execute algorithm. The algorithm is executed three times. The
optimal rule set contains nine rules, which describe group of low, medium, and
high, as can be seen in Table 17.1.

Results in Table 17.1 show that rules with simple structure contain less variables
but have higher support, confidence, and accuracy.

-117.0 102.0 321.0 540.0 759.0

Membership function of concrete

VS M VB

0.5

Fig. 17.2 Fuzzy partition for
a numerical variable

Table 17.1 Best rules obtained by NMEEF-SD

Rule Target property Variable Support Confidence Accuracy

R1 High 4 0.578947 0.618307 0.500000

R2 High 5 0.646617 0.811371 0.333333

R3 High 4 0.691729 0.682891 0.333333

R4 Medium 2 1.000000 0.747430 0.817204

R5 Medium 4 0.941653 0.805049 0.940000

R6 Medium 4 0.948136 0.801996 0.940000

R7 Medium 6 0.478120 0.847051 0.875000

R8 Medium 5 0.687196 0.840319 0.727273

R9 Low 6 0.280899 0.614202 0.333333
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Select rules of high compressive strength of concrete from Table 17.1,
description of the rules are shown in Table 17.2.

Analysis rules obtained indicate the following: The concrete that contains lots of
cement, a small amount of fly ash, right quantity of coarse-aggregate and normal
coagulation time performance for the high compressive strength of concrete.

Figure 17.3 shows target variables and Pareto sequence when algorithm was
running, the red curve represents the average support, the blue curve represents the
average confidence, and the green curve represents the average accuracy.

Figure 17.3 shows that during the process of extracting rules, the overall quality
of the population tends to be stable with the evolution of the rules of population.
There is still some fluctuation in shall scope mainly because NMEEF-SD algorithm
uses random parent population to crossover operation. The diversity in the genetic
population is increased with re-initialization based on coverage. The change curve
of number of rules in Pareto shows there is a large fluctuation in the early evolution,
with the increasing of number of rules, Pareto will maintain a stable number.

Table 17.2 Rules of high compressive strength of concrete

Rule Rule description

R1 if (cement = VB and fly ash = VS and water = VS and coarse aggregate = M) then
concrete compressive strength = high

R2 if (cement = VB and fly ash = VS and superplasticizer = M and coarse aggregate = M
and age = (N ORVL)) then concrete compressive strength = high

R3 if(cement = (M OR VB) and fly ash = VS and water = VS and age = N) then concrete
compressive strength = high

Fig. 17.3 Target variable during process of extracting and change curve of Pareto
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The results show that the application of subgroup discovery algorithm in pro-
cessing compressive strength of concrete dataset, on the one hand can extract
simple, effective rules to describe different compressive strength of concrete. These
rules can provide an effective reference for quality optimization of concrete in the
manufacturing process; on the other hand the rules obtained with high classification
accuracy can be used to predict the compressive strength of concrete and provide an
effective tool for detecting compressive strength of concrete.

17.4 Conclusion

In this paper, Non-dominated Multi-objective Evolutionary algorithm for Extracting
Fuzzy rules in Subgroup Discovery (NMEEF-SD) is researched. We realize the
NMEEF-SD algorithm and apply to Compressive strength of concrete dataset in
UCI repository. The experimental results indicate that subgroup discovery could
efficiently extract rules that are interesting, understandable, and these rules can
provide an effective basis for compressive strength of concrete detection.
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